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Abstract

Background: The rise in usage of and access to new technologies in recent years has led to a growth in digital health behavior change interventions. As the shift to digital platforms continues to grow, it is increasingly important to consider how the field of information architecture (IA) can inform the development of digital health interventions. IA is the way in which digital content is organized and displayed, which strongly impacts users’ ability to find and use content. While many information architecture best practices exist, there is a lack of empirical evidence on the role it plays in influencing behavior change and health outcomes.

Objective: Our aim was to conduct a systematic review synthesizing the existing literature on website information architecture and its effect on health outcomes, behavioral outcomes, and website engagement.

Methods: To identify all existing information architecture and health behavior literature, we searched articles published in English in the following databases (no date restrictions imposed): ACM Digital Library, CINAHL, Cochrane Library, Google Scholar, Ebsco, and PubMed. The search terms used included information terms (eg, information architecture, interaction design, persuasive design), behavior terms (eg, health behavior, behavioral intervention, ehealth), and health terms (eg, smoking, physical activity, diabetes). The search results were reviewed to determine if they met the inclusion and exclusion criteria created to identify empirical research that studied the effect of IA on health outcomes, behavioral outcomes, or website engagement. Articles that met inclusion criteria were assessed for study quality. Then, data from the articles were extracted using a priori categories established by 3 reviewers. However, the limited health outcome data gathered from the studies precluded a meta-analysis.

Results: The initial literature search yielded 685 results, which was narrowed down to three publications that examined the effect of information architecture on health outcomes, behavioral outcomes, or website engagement. One publication studied the isolated impact of information architecture on outcomes of interest (ie, website use and engagement; health-related knowledge, attitudes, and beliefs; and health behaviors), while the other two publications studied the impact of information architecture, website features (eg, interactivity, email prompts, and forums), and tailored content on these outcomes. The paper that investigated IA exclusively found that a tunnel IA improved site engagement and behavior knowledge, but it decreased users’ perceived efficiency. The first study that did not isolate IA found that the enhanced site condition improved site usage but not the amount of content viewed. The second study that did not isolate IA found that a tailored site condition improved site usage, behavior knowledge, and some behavior outcomes.

Conclusions: No clear conclusion can be made about the relationship between IA and health outcomes, given limited evidence in the peer-reviewed literature connecting IA to behavioral outcomes and website engagement. Only one study reviewed solely manipulated IA, and we therefore recommend improving the scientific evidence base such that additional empirical studies investigate the impact of IA in isolation. Moreover, information from the gray literature and expert opinion might be identified and added to the evidence base, in order to lay the groundwork for hypothesis generation to improve empirical evidence on information architecture and health and behavior outcomes.
information architecture; systematic review; health outcomes; behavior change; health behavior

**Introduction**

With the rise of new technology and digitization of our physical information environments, it is important to understand the role of digital information organization on user outcomes. This may be particularly important for the information architecture (IA) of Web content [1]. While no one definition of IA exists, it generally encompasses the organization of digital information, the labeling of information, and the navigation and search capabilities within a digital information space. The goal of IA is to build digital sites that enhance the user experience—in particular, the user’s ability to find and use content [2].

IA is vital to website development. In commercial settings, good IA can enhance the ability of employees and customers to find information and decrease costs of Web redesign and maintenance [2]. However, IA is less often discussed in the context of digital spaces for behavior change and health outcomes. Moreover, IA best practices for commercial settings may not translate to health-related ones, where user needs are entirely different [2]. A user seeking information that is factual, concrete, and that they know exists (eg, the price of a new computer or the weekend forecast) will benefit from different site architecture than the user who wants to quit smoking or manage weight loss. In the latter scenarios, the information sought may be complicated and unfamiliar; the user may not even know exactly what information they should be seeking. Thus, while many IA recommendations exist, there is still a lack of empirical evidence for the role that IA plays in Web-based health behavior interventions.

Digital health interventions that mention IA primarily focus on navigation systems [3-5]. Generally, navigation systems concern the relationships among information or content at different levels—such as Web pages or sections. Structures can be hierarchical (top-down approach, with broader subjects encompassing smaller ones), matrix (movement along multiple dimensions), organic (free movement or exploration), or tunnel (sequential or linear organization) [6].

Many experts in the field recommend and implement a tunnel (or tunnel hybrid) design for behavior change websites. A recent systematic review of Web-based health intervention studies showed that tunneling structures were used in 90% of interventions reviewed. Of the interventions reviewed, all of those with a mental health focus used tunnel designs [7]. Users of websites with a tunnel design navigate in a sequential fashion to optimize the ordering of information and maximize the effectiveness of the site, in much the same way that one would read a novel or watch a television series from start to finish [1]. An example of tunnel design might be an online app that takes the user through a series of steps in a sequential order (eg, the app for health insurance on the American Healthcare.gov website), or a site with an e-learning module where lessons are presented in a predetermined order [1,8]. A tunnel experience is less likely to overwhelm users with information and options; it simplifies information consumption by defining what the user sees and when. In addition, tunnel design has the capacity to provide tailored “remedial” loops for users who do not pass certain knowledge test “check-points” or assessments [1]. In general, this type of feedback and reinforcement personalizes the experience and helps the individual progress through an intervention program. Evidence shows that personalized Web interventions are more efficacious in behavior change [1,9].

A hybrid design that includes elements of tunnel design provides an opportunity to give users more structure and guidance while also allowing a user to break free from a “locked” information structure if they so choose [1]. A website with a hybrid design might, for example, offer the user a table of contents that allows that individual to view website pages in any order. However, this same site might also include links within certain pages that direct users to a logical next step, thereby providing an element of tunnel design (eg, the National Institute of Justice’s Laboratory Safety Training website) [10]. A hybrid tunnel design has the capacity to offer the user various ways of consuming the information, which may incentivize the user to take a more active role in their learning experience rather than simply turning pages, which is a risk with tunnel-only designs [1]. Hybrid design may also reduce attrition rate of a full tunnel design, as it does not deter individuals who may find the tunnel design too inflexible [1].

Conversely, free-form matrix—also known as organic—and hierarchical designs are less suitable for users unfamiliar with the content area (as is often the case for users of behavior change sites) because the freedom to explore information may make it difficult to navigate [1]. Additionally, these designs can make it more challenging for users to retrace their information search in order to review something previously seen [1].

Despite the aforementioned recommendations and the attention IA has received in the commercial sector, IA is largely a missed opportunity in the health behavior field. Most digital health intervention research describes the studies but fails to address the actual features of the Web tools being used, such as their IA [11-13]. Yet, understanding and implementing IA designs that best promote behavior change may be a simple and sustainable way to significantly improve the efficacy of digital interventions.

Thus, this review synthesizes the existing literature on website IA in the context of Web-based health interventions. We examine whether manipulating the information architecture of Web-based health interventions influences website use, health behaviors, and outcomes.
Methods

Inclusion and Exclusion Criteria
Articles were considered eligible if they met all inclusion criteria. In addition to being peer-reviewed and published in English, studies were included if they were (1) a randomized controlled trial (RCT), (2) an assessment of the effect of one type of IA compared to any other type of IA, (3) an intervention delivered in a Web-based setting, and (4) included either a primary health outcome measure (eg, disease status) or a secondary, proximal health outcome measure including change in knowledge, attitudes, or beliefs (eg, hepatitis knowledge) relating to the target health behavior, behavior change (eg, number of cigarettes smoked), website engagement (eg, number of pages visited), or attitudes towards the website (eg, perceived user control). No date restrictions were imposed. Interventions could address any health issue (eg, mental health, chronic conditions, and communicable diseases). Studies were included only if interventions were Web-based; interventions that focused on mobile apps or games, for example, were excluded.

Search Strategy
Literature searches were conducted on March 30, 2015. The following electronic databases were searched: ACM Digital Library, CINAHL, Cochrane Library, Google Scholar, Ebsco, and PubMed. The search terms used included information terms (eg, information architecture, interaction design, persuasive design), behavior terms (eg, health behavior, behavioral intervention, ehealth), and health terms (eg, smoking, physical activity, diabetes) (see Multimedia Appendix 1).

Eligibility assessment was performed independently by 2 reviewers. Disagreements between reviewers were resolved by consensus that included a third reviewer.

Data Extraction and Synthesis
A data extraction form was developed based on a priori categories established by 3 reviewers. Due to the small number of articles included in the review, this form was piloted on the three publications included in the systematic review.

Information was extracted from each included study on (1) characteristics of participants (including age, disease/behavior status), (2) type of intervention, (3) types of information architecture manipulated, (4) duration of the study, (5) website engagement outcomes, (6) knowledge, attitudes, and beliefs outcomes, and (7) health outcomes.

To determine the validity of eligible randomized trials, the pair of reviewers used the Cochrane Collaboration tool for assessing risk of bias in individual studies [14]. Disagreements in quality assessments were resolved by discussion between the 2 reviewers.

Results

Findings
Figure 1 illustrates the number of studies identified, screened, and included in this literature review [15]. The database literature search produced 782 citations. After duplicate citations were removed and the abstracts were reviewed, 17 citations met the inclusion criteria. The full text of these remaining citations were reviewed, and 14 were excluded because of study design (non-RCTs), a lack of IA manipulation, a lack of primary or secondary health outcome measures, or because they studied a non Web-based platform. Three articles were included in this systematic review [16-18].

Risk of Bias Assessment
The risk of bias criteria and outcomes are described in Table 1. Overall, risk of bias for all studies was low. Two studies failed to clearly report their method of random sequence generation [17,18], and one failed to report methods of allocation concealment and blinding of participants and personnel [17].

Study Characteristics
A summary of notable study characteristics is reported in Table 2. Sample sizes ranged from 561 [16] to 2523 [17] participants. One study was conducted in the United States [17], one in the Netherlands [18], and the third in Germany [16]. All studies were published in English.

Participants
Although all three studies lost participants to follow-up, only Weymann et al noted selective dropout, which occurred among participants with chronic lower back pain [16]. Those in the tailored condition were younger (mean 48.0, SD 12.9) and had higher education defined by having more than 10 years of education (119/190, 62.6%) than those in the control (age: mean 52.0, SD 12.7, P=.015; education: 94/188, 50.0%, P=.021). This study conducted intention-to-treat (ITT) and available cases (AC) analyses in order to determine the extent to which selection bias may have impacted the results.

Intervention Characteristics and Outcomes
The manipulation solely of IA was studied in only one publication [18], making it difficult to attribute the other two studies’ results to the difference in IA. The two other studies manipulated website features (eg, interactivity, email prompts, and forums) and tailored content in addition to IA. All studies assessed some form of tunnel architecture against an organic architecture. Outcomes assessed included number of pages visited, time on site, website attrition, knowledge, perceived user control, perceived control, decisional conflict, patient empowerment, preparation for decision making, and change in knowledge.

Given that only one of the three publications assessed the isolated effect of IA, intervention characteristics and effect of IA on outcomes of interest are presented by study and categorized by whether the effect of IA was isolated. Table 3 includes more details regarding the studies’ designs, results, and conclusions.

Interventions Assessing the Isolated Effect of Information Architecture

Crutzen et al Intervention Characteristics
The Crutzen et al study involved two versions of a website with different information architectures and a no-website control...
group [18]. This publication assessed tunnel versus organic architecture.

One intervention group used a website about hepatitis with tunnel design. The pages on this site could be viewed only in a predetermined order and pages could not be skipped. The second group visited a freedom of choice (organic) site with identical content and the same number of pages as the tunnel version, but users had the ability to skip pages.

Crutzen et al. Outcomes
Participants in the tunnel condition visited more pages (mean 11.4) compared to those in the freedom of choice condition (mean 7.4, \(P<.001\)). Users in the tunnel condition also spent more time on the site than freedom of choice users (3:50 minutes compared to 2:38 minutes; \(F_{1,452}=6.32, P=.01\)).

Less user control had a negative effect on perceived website efficiency (\(P<.01\)), but a positive effect on knowledge gained (\(P<.001\)). Participants in the tunnel group scored higher on hepatitis knowledge compared with the freedom of choice group (\(P<.001\)).

Interventions Assessing the Non-Isolated Effect of Information Architecture

Danaher et al Intervention Characteristics
Danaher et al exposed smokeless tobacco users to a Basic and an Enhanced website for smokeless tobacco cessation called Chewfree.com [17]. The article assessed hybrid tunnel versus organic architecture. The Enhanced condition offered a tailored and interactive Web-based program that included text-based information, video-based testimonials, printable resources, interactive activities, annotated links to other website resources, and two Web forums. The Enhanced site used five navigational pages (one of which used a hybrid design that incorporated tunneling). The Basic condition represented a subset of the content presented in the Enhanced condition and included text-based content using four navigational pages. It also offered a printable self-help smokeless tobacco cessation booklet, printable cessation resource, and annotated links to other recommended websites for tobacco cessation.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram. RCT: randomized controlled trial; IA: information architecture.
Table 1. Risk of bias assessment for individual studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk of sequence generation</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Blinding of participants and personnel</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Blinding of outcomes assessment</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Incomplete outcome data</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Selective reporting</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Other bias</td>
<td>Low</td>
<td>None identified.</td>
<td>None identified.</td>
</tr>
</tbody>
</table>

aRisk of bias was categorized as low, medium, or high based on whether reviewers thought the methods or descriptions indicated a low, medium, or high risk. "Unclear" risk of biases was noted for studies that lacked a description of that domain.

b[19].
c[20].

Danaher et al Outcomes
Specific tunnel elements and IA were not isolated in this intervention. The Enhanced site generated more usage. Participants in the enhanced condition made more visits and spent more time on the site than participants in the Basic condition (P<.001). Users in the Enhanced condition continued to use the site for more days than Basic website users (P<.001). Interestingly, more cessation content was visited in the Basic condition, though the study authors note that this could be due to the same content being difficult to find in the Enhanced site.

Weymann et al Intervention Characteristics
Weymann et al compared a tailored and interactive site with some tunneling elements to a control site without tunneling [16]. The study assessed dialogue-based and tunnel versus organic architecture. There were intervention and control sites for people with type 2 diabetes and chronic lower back pain for a total of four conditions. The look of the websites (colors, font, figures, and pictures) was identical in all conditions, and participants could view sites as often as they wished.

http://www.jmir.org/2018/3/e97/
In the tailored conditions, the delivery format was a dialogue-based, tunnel design. The dialogue aspect of the design attempts to imitate a conversation with a health professional. Various check-points assessed user knowledge and attitude toward a topic, and content was then modified according to their answer. Users were given limited control over the sequence in which they viewed content—although they were permitted to pick from one of several options at the end of each text passage. On the control websites, the content was not tailored and was not presented in a dialogue format. In contrast to the tailored, interactive version, the control website users were given freedom to view content in any order by selecting topics from a menu.

**Weymann et al Outcomes**

Analyses and findings of this study did not explore IA specifically. In this study, the tailored and tunnel conditions spent more time on the site (51.16 minutes) than the control groups (37.6 minutes) \((P<.001)\). Results for the other outcomes are as follows:

- **Knowledge after the first visit**
  - ITT: no significant difference \((P=.53)\);
  - AC: tailored group had significantly more knowledge \((P=.02)\) than control

- **Patient empowerment**
  - ITT: no significant difference;
  - AC: tailored group had better emotional well-being (a subscale of empowerment) than control \((P=.009)\)

- **Decisional conflict**
  - Disease main effect for ITT and AC

- **Preparation for decision making**
  - ITT: no significant difference;
  - AC: disease main effect \((P=.02)\)

Content tailoring and interactivity may increase knowledge and reduce health-related negative effects in persons who use interactive health communication apps.

**Table 2. Characteristics of included studies.**

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention arms</th>
<th>Population</th>
<th>Sample size</th>
<th>Health concern</th>
<th>Outcome measures (a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weymann et al [16]</td>
<td>Tunnel condition: Tunnel design and tailored content</td>
<td>Adults in Germany with access to internet and sufficient computer/internet literacy. Participants had either a self-reported diagnosis of type 2 diabetes or chronic low back pain.</td>
<td>Baseline (n=561): Tunnel condition n=283; Control condition n=278</td>
<td>Type 2 diabetes; Chronic lower back pain</td>
<td>(1) Time on website, (2) Knowledge after first website visit, (3) Decisional conflict after 1st website visit, (4) Preparation for decision making after 1st website visit, (5) Patient empowerment at 3-month follow-up</td>
</tr>
<tr>
<td>Danaher et al [17]</td>
<td>Enhanced condition: Hybrid tunnel design website with interactive, tailored, rich media</td>
<td>Adult smokeless tobacco users in the United States.</td>
<td>Baseline (n=2523): Enhanced condition n=1260; Control condition n=1263</td>
<td>Smokeless tobacco use</td>
<td>(1) Website visits at T1, T2, and T3, (2) Time on website at T1, T2, and T3, (3) Website attrition from T1-T3</td>
</tr>
<tr>
<td>Crutzen et al [18]</td>
<td>Tunnel condition: Website with tunnel design and less user control</td>
<td>Adult internet users in the Netherlands.</td>
<td>Baseline (n=668): Tunnel condition: n=226; Free-form condition: n=228; Control: n=214</td>
<td>Hepatitis</td>
<td>(1) Time on website at T0, (2) Number of pages viewed at T0, (3) Perceived user control at T1, (4) User perceptions at T1, (4) Change in hepatitis knowledge from T0-T2</td>
</tr>
</tbody>
</table>

\(a\)T0=baseline, T1=time 1, T2=time 2, and T3=time 3, when user data were collected.
Principal Findings

Given the limited body of evidence connecting IA to behavioral outcomes and website engagement, no clear conclusions can be made about the relationship between IA and health outcomes. Moreover, several weaknesses in the design of the studies identified make it challenging to generalize results. Only one of the articles, for example, explicitly and empirically manipulated IA by itself [18]. The other studies included other manipulations to website features and tailoring, making it difficult to attribute the results to the difference in IA. Loss to follow-up also makes it difficult to attribute the results to the difference in IA. Loss to follow-up also makes it difficult to attribute the results to the difference in IA.

Discussion

Table 3. Results and conclusions of included studies.

<table>
<thead>
<tr>
<th>Author</th>
<th>Data collection points</th>
<th>Website use results</th>
<th>Knowledge, attitudes, beliefs results</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weymann et al</td>
<td>T1: Immediately after 1st website visit, T2: 3-month follow-up</td>
<td>Time on website: Tunnel condition mean 51.2 min; Control condition mean 37.6 min (P&lt;.001)</td>
<td>Knowledge after 1st visit: ITT&lt;sup&gt;a&lt;/sup&gt; analysis=Tailored condition mean 77.9; Control condition mean 76.3 (P=.53).</td>
<td>Participants spent more time with tunnel site than the control. In the ITT analyses, this did not result in more knowledge or empowerment. Sensitivity analyses (AC) showed that participants in tunnel condition displayed more knowledge and emotional well-being. However, on other measures of patient empowerment, there was no difference between the 2 conditions.</td>
</tr>
<tr>
<td>Danaher et al</td>
<td>T1: 6 weeks after enrollment, T2: 3 months after enrollment, T3: 6 months after enrollment</td>
<td>Website visits: Enhanced condition made more visits (z=16.64, P&lt;.001, 2-tailed). Time on website: Enhanced condition spent more time viewing website content (z=17.63, P&lt;.001, 2-tailed). Website attrition: Enhanced condition showed slower attrition (P&lt;.001 for both log-rank and Breslow tests).</td>
<td></td>
<td>Study suggests that hybrid tunnel IA may encourage higher participant engagement with website content than free-form IA. Engagement measures are important in understanding program effectiveness. However, the study is limited in that it does not directly measure behavioral outcomes.</td>
</tr>
<tr>
<td>Crutzen et al</td>
<td>T0: Pretest, T1: Immediately after viewing website, T2: 1 week after viewing website</td>
<td>Time on website: Tunnel condition mean 3.50 min; Free-form condition mean 2:38 min (F&lt;sub&gt;1,452&lt;/sub&gt;=6.32, P=.01). Number of pages visited: Tunnel condition mean 11.4 pages; Free-form condition mean 7.4 pages (F&lt;sub&gt;1,452&lt;/sub&gt;=171.49, P&lt;.001).</td>
<td>Perceived control: Free-form condition higher mean 5.2; Tunnel condition mean 3.9 (F&lt;sub&gt;1,452&lt;/sub&gt;=134.32, I&lt;.001) Change in hepatitis knowledge: Tunnel condition pretest mean 5.0, posttest mean 8.2; Free-form pretest mean 5.4, posttest mean 7.2; Control condition pretest mean 5.4, posttest mean 5.6 (F&lt;sub&gt;2,567&lt;/sub&gt;=47.24, P&lt;.001). All pairwise comparisons significant (P&lt;.001).</td>
<td>IA that provides less choice may improve intervention engagement and disease knowledge, which may benefit health behavior outcomes. However, user perceptions of efficiency may be compromised by restricting user choice.</td>
</tr>
</tbody>
</table>

<sup>a</sup>ITT: intention-to-treat.  
<sup>b</sup>AC: available cases.  
<sup>c</sup>N/A: not applicable.
stages of an intervention and get reassigned to several intervention options—might offer an opportunity to test IA features tailored to particular users depending on their behaviors and needs within the context of a larger intervention trial [21].

The publications in this review did not assess health outcomes—instead they focused on more proximal outcomes such as behavior change and website engagement. It is generally accepted that some level of engagement with a digital intervention is necessary in order to achieve any benefit [22,23], and as such, engagement is often used as a proxy indicator of behavior change or health outcomes. However, engagement measures are not as robust as behavior change or health outcomes (longer engagement might, for example, reflect difficulties in understanding or navigating through the site), and health practitioners and clinicians should collaborate with developers to conduct randomized trials with health outcomes, in order to improve the body of literature on IA.

**Strengths and Limitations**

There were some limitations to the review process itself. First, we did not prospectively register our literature review, thereby risking duplication. Also, because search terms attempted to capture websites relating to such a broad topic (ie, health behavior change), it is possible that despite the long list of health terms included, we missed relevant IA and health behavior change studies.

Despite these limitations, the results of the Crutzen et al study do suggest that less user control (ie, tunnel design) may increase website use and knowledge gained [18]. Less user control may have more impact in a health behavior change context for a variety of reasons [1]. First, a tunnel experience may avoid overwhelming users with too many options by controlling what the user sees and when. In addition, tunnel design can provide a more tailored user experience by tracking users’ progress and knowledge attainment (via tests or assessments) and delivering appropriate content accordingly [1]. Feedback and reinforcement not only personalize the user experience but also help the individual progress through an intervention program and adopt a behavior change [1,9]. The Weymann et al study included some of these tailoring elements; it is certainly possible that this attributed to the higher engagement levels in the intervention group.

**Future Considerations**

More research is needed to explore whether tunneling can improve user engagement and knowledge and to understand how it impacts behavior outcomes. Additionally, the studies identified here examine only navigation systems (specifically, tunneling versus organic design), which is just one component of information architecture. Future research should consider the effectiveness of other IA organizing designs (ie, hierarchical and matrix design), as well as other IA elements, such as labeling systems (ie, how information is represented). Some research is beginning to explore the effect of enhanced search systems (ie, how users look for information) within a health-related website [24].

Future reviews might also consider a larger scope of literature. For our purposes, we considered only peer-reviewed RCTs. However, there may be a body of gray literature, albeit less robust, on the subject of IA for Web-based health interventions that could be worth investigating given the lack of evidence found here.

The limited evidence base found in this review demonstrates that IA is a largely unstudied aspect of the health behavior field. If a robust evidence base is established and effective IA designs for health behavior change are identified, the development of Web-based interventions could be streamlined. In addition to improved intervention efficacy, evidence-based IAs could free up resources like time and money to enhance other aspects of the intervention such as graphic design, user experience, marketing, or evaluation. Also, the use of A/B or pre-post testing through automated digital platforms could make building an evidence base more feasible.

**Conclusion**

Due to the limited evidence base, few claims can be made about the relationship between IA and health and behavior outcomes. There is support for the effect of tunneling on user engagement and knowledge, but more research is needed to support this claim.

This synthesis of information will provide guidance to practitioners designing websites for health behavior and health outcomes. We hope this serves as a starting point for hypothesis generation to improve empirical evidence on IA and health and behavior outcomes.
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Abstract

This viewpoint paper argues that policy interventions can benefit from the continued use of social media analytics, which can serve as an important complement to traditional social science data collection and analysis. Efforts to improve well-being should provide an opportunity to explore these areas more deeply, and encourage the efforts of those conducting national and local data collection on health to incorporate more of these emerging data sources. Social media remains a relatively untapped source of information to catalyze policy action and social change. However, the diversity of social media platforms and available analysis techniques provides multiple ways to offer insight for policy making and decision making. For instance, social media content can provide timely information about the impact of policy interventions. Social media location information can inform where to deploy resources or disseminate public messaging. Network analysis of social media connections can reveal underserved populations who may be disconnected from public services. Machine learning can help recognize important patterns for disease surveillance or to model population sentiment. To fully realize these potential policy uses, limitations to social media data will need to be overcome, including data reliability and validity, and potential privacy risks. Traditional data collection may not fully capture the upstream factors and systemic relationships that influence health and well-being. Policy actions and social change efforts, such as the Robert Wood Johnson Foundation’s effort to advance a culture of health, will need to incorporate a broader range of behavioral information, such as health attitudes or physical activity levels. Applying innovative techniques to emerging data has the potential to extract insight from unstructured data or fuse disparate sources of data, such as linking health attitudes that are expressed to health behaviors or broader health and well-being outcomes.

(J Med Internet Res 2018;20(3):e94) doi:10.2196/jmir.8508
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Introduction

Recent efforts to improve health and well-being have looked beyond medicine and health care to consider the influence of a network of upstream factors such as social connectedness, civic engagement, and the physical environment. However, traditional data collection may not fully capture the upstream factors and systemic relationships that could drive positive change in health and health care in the United States [1]. Furthermore, measuring community attitudes and behaviors to inform policy is frequently accomplished with labor-intensive surveys or interviews. Policy actions that are intended to influence broader social change in upstream drivers, such as the Robert Wood Johnson Foundation’s effort to advance a Culture of Health, will need to incorporate a more varied range of behavioral information to inform those actions, when timely or relevant information is otherwise unavailable. Applying innovative techniques to emerging data has the potential to extract insight from unstructured data or fuse disparate sources of data, such as linking health attitudes that are expressed to health behaviors or broader outcomes.

Social media provides an unprecedented opportunity to understand values and expectations about health, and to track healthy behaviors and outcomes in timely ways. Using Web-based applications, people now create and share a wide range of content that may provide richer insight into the value
they place on health and well-being for themselves, their friends and family, and the surrounding community. For instance, the amount of discussion (eg, frequency of Twitter mentions) about healthy eating, physical activities, or stress management suggests how much people are thinking about well-being or engaging in health promotion activities [2]. Social media check-ins, that is, when people post their location at a certain place (eg, at a public park or restaurant), can reveal how often people use healthy places.

These behaviors offer insights into how social media can reflect what people consider important, that is, the topics they consider worth discussing or activities they consider worth their participation. Tracking these health-related conversations or actions over time may provide early indicators about important health events or reveal activity patterns that contribute to, or detract from, health and well-being. Policy makers can then use this insight to inform either targeted interventions or broader, longer-term initiatives. Despite a wide range of academic research on how to categorize and mine social media information, social media remains relatively untapped as a source of information to catalyze policy action and advance social change, specifically for health and well-being. Harnessing this potential will require careful consideration to establish validity and reliability, such as addressing bias in either social media usage or analytic techniques.

**Why Is Social Media Well Suited to Support Policy Action and Social Change for Health and Well-Being?**

Rapidly refreshed and constantly changing, social media data can help track attitudes and behaviors along multiple paths toward improving health and well-being. Current policy making to advance cultural change in health and well-being has emphasized multisectoral collaborative efforts. For example, in the Culture of Health framework, there is a focus on a dynamic process of improving population well-being, reliant on large amounts of information that updates rapidly and differs by location, as well as by geographic, demographic, and social sectors. However, traditional public policy measurements, such as tracking health policies, community will, or other community or infrastructure level indicators fall short in providing the depth needed on behavioral insights.

Social media data can fit the bill. They are both communal (ie, containing shared ties and social connections) and individualistic (ie, highly granular) and can be broken down to examine behaviors across geography, demographics, or socioeconomic status. This is because although social media is widely used, it is also heavily used by certain segments of the population (eg, youth, minorities) that may be important for issues of health equity. In a Culture of Health, shifting and influencing mindset and expectations about health and well-being is central to social change [3]. Social media could be a particularly valuable tool to capture the mindset and expectations of people in these groups. For instance, minorities may be more likely than other groups to access the Internet and social media primarily through their mobile phones, and these actions could be better tracked to understand health and well-being behaviors [4].

Data from social media can provide insight into whether people exhibit similar views and behaviors around the importance of health and well-being. This is because social media, and big data more broadly, offer a unique type of naturalistic, behavioral data that are a rich source of information on health attitudes and behaviors. For instance, the amount of online discussion (ie, frequent word use) on a given topic may be related to general interest in that topic, particularly when considering text and sentiment analysis. One study of postings on a weight-loss blog suggested that sharing one’s negative emotions, as indicated by the use of sadness words, was linked to greater success in losing weight [5]. Similar explorations of social media as a way to understand health attitudes and behavior (eg, [6-8]) and track health outcomes (eg, [9,10]) further illustrate the potential in exploring social media data to establish their utility for policy uses.

**Social Media Offers Multiple Pathways to Understand Health Attitudes and Behaviors, Key Elements of Cultural Change to Promote Health and Well-Being**

There are many examples of health-policy areas to suggest where social media may offer insight or suggest specific policy implications. For instance, the fields of infodemiology and infoveillance explore the use of social media and other Web-based data for public health, such as to predict disease outbreaks [11], explore opinion about smoking among at-risk populations [12], and investigate the impact of environmental factors such as weather on chronic pain [13]. This work has also sought to demonstrate what is possible from a methodological standpoint, such as determining the geographic distribution of Twitter users providing their location information [14], distinguishing between human Twitter users and bots (automated user accounts) [15], or case studies of social media opinion regarding specific medical conditions [16].

As these examples illustrate, the diversity of social media platforms, and of available analysis techniques, provides multiple ways in which social media track policy-relevant indicators. As outlined in Table 1 and the sections that follow, both social media data and related analytic methods contribute to this potential as a data source to understand health attitudes and behavior. For each of these areas, social media data can either complement existing health measures or provide novel ways of measuring behavior change.
According to Hello Health’s doctors, such tools can provide policy makers with insight to inform targeted and timely interventions.

Social media postings are often spontaneous and frequent. As a result, the content of these postings is timely and can provide up-to-the-moment information. Moreover, people often post on social media from mobile devices, contributing to immediacy and, frequently, location information. Accumulating these frequent postings enables collection of large amounts of collective information that might not otherwise have been available (ie, “crowdsourcing”). Taken together, these data features may be combined with the content in powerful ways, such as for public health surveillance of disease outbreaks [9] or natural disasters [17]. Such analyses can help monitor progress of interventions or relief efforts, or improve situational awareness. A key use for social media may be to improve our understanding of the prevalence or patterns of incidents (eg, disease spread or outbreaks) that may be currently difficult to detect, measure, or quantify. Beyond discrete events, such as disasters or disease outbreaks, social media can be used to track broader trends in chronic stress, preventable hospitalizations, or global burden of disease; for instance, language use on social media may be crucial to providing updated information about shifts in the physical environment that may be unavailable through other means. A proliferation of mapping efforts using social media-based location information (eg, by health departments), often in real time, have begun to explore geographic variations in values, health literacy, and access to care.

The immediacy inherent in social media also suggests some potential pitfalls. Social media data are difficult to validate (eg, linking online speech to offline behaviors), and thus may be less accurate than other, more rigorously compiled datasets. In addition, social media’s rapid refresh cycle may encourage policy makers to focus on transitory quick wins or tactical improvements, to the detriment of longer-term, more strategic efforts.

**Location Information**

Policy decisions often depend heavily on maintaining an accurate, up-to-date picture of where residents and visitors are located. Location information may inform everyday decision making about when and where to deploy resources or disseminate public messaging. In emergencies such as natural disasters, evacuation efforts may hinge on reliable location information.

Location-based services (eg, mapping) are a key feature of many social media platforms. Consequently, location data from social media may be crucial to providing updated information about shifts in the physical environment that may be unavailable through other means. A proliferation of mapping efforts using social media-based location information (eg, by health departments), often in real time, have begun to explore geographic variations in values, health literacy, and the spread of disease outbreaks. Broad uses for these efforts could include tracking epidemiological patterns (eg, disease outbreaks, clusters, trends), or human mobility patterns that provide broader information than just health or epidemiological patterns (eg, transportation patterns, seasonal or geographic variations).

---

**Table 1. Social media data and methods for health policy action and decision making.**

<table>
<thead>
<tr>
<th>Social media analysis</th>
<th>Health policy use</th>
<th>Example health policy implication</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content (text, photos, video)</td>
<td>Crowdsourcing data for public health surveillance</td>
<td>Use data to more efficiently inform policy interventions</td>
</tr>
<tr>
<td>Location</td>
<td>Build mapping and mobility patterns</td>
<td>Allocate resources to communities in need</td>
</tr>
<tr>
<td>Network connections</td>
<td>Map patterns of social relationships and interactions</td>
<td>Characterize social relationships and communities</td>
</tr>
<tr>
<td><strong>Analytic method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content analysis</td>
<td>Identify health attitudes and behaviors</td>
<td>Build alternate measures of well-being</td>
</tr>
<tr>
<td>Network analysis</td>
<td>Characterize networks</td>
<td>Identify spread of health behaviors</td>
</tr>
<tr>
<td>Machine learning and algorithms</td>
<td>Predictive analytics</td>
<td>Monitor for early warning about disease outbreaks</td>
</tr>
</tbody>
</table>

**Social Media Content**

Policy makers who wish to estimate the impact of a proposed or newly implemented action generally rely on either new data collection or retrospective information from large-population datasets, both of which are laboriously collected and compiled before they are released. Concrete information about policy impact has to be waited for until new data are released, which may delay adjustments or follow-up efforts for months or even years. By contrast, early indications, such as indications from social media, about important health events or trends could provide policy makers with insight to inform targeted and timely interventions.

The immediacy inherent in social media also suggests some potential pitfalls. Social media data are difficult to validate (eg, linking online speech to offline behaviors), and thus may be less accurate than other, more rigorously compiled datasets. In addition, social media’s rapid refresh cycle may encourage policy makers to focus on transitory quick wins or tactical improvements, to the detriment of longer-term, more strategic efforts.
Real-time location information from social media can be used for more-accurate situational awareness of physical infrastructure, such as public transportation usage or commute times. Other possibilities to measure community investment in healthy environments include traffic data (eg, Waze), public transportation ridership, or usage of healthy alternatives, such as public bicycles. User “check-ins” on services such as Yelp and Foursquare, where users self-report their locations at specific venues such as gyms or public parks, can indicate demand for healthy places or those with opportunities for social connections. Other location-based information may be less dependent on real-time updates but no less useful. Redfin, an online real estate site, provides housing and neighborhood information, such as affordability, walkability, and safety, which may be useful in considering issues of equity. For instance, overlaying changes in home prices or median income with other location data could show the impact on a community of increasing access to health care, transportation, or healthy foods. By providing opportunities to monitor health and safety, social media and other mobile technologies could offer information about how to address stark geographic differences in life expectancy [20].

Using location information from social media may present certain difficulties. A key issue that may affect data representativeness is that only a very small proportion of social media users choose to disclose location information [14]. This may result in biased location data, particularly if there are other differences between those who choose to share location information over social media, and those who do not. There are also privacy considerations to using location data for policy making. Much can be discerned from knowing where people go, potentially including their home, workplace, or typical activities. When designing health interventions or data collection, policy makers should carefully consider how such potentially identifying characteristics are used.

Network Connections

As population data are collected, communities are often defined, out of necessity, as a simple agglomeration of characteristics made up of its individual members, without accounting for how those people may be connected. Social connections, however, can constitute a subtle form of group analysis, exploring who is similar, who talks with whom, and who may influence others’ actions and attitudes. Thus, while discerning specific relationships among individuals or subgroups may be difficult, relationship and social network information can be extremely powerful.

Violence prevention efforts have compiled network information to identify and then work with individuals who have been most susceptible to perpetrating, and falling victim to, violence in their communities. Similar networks built from social media data could be used to target health messages (eg, high-risk individuals) or efficiently communicate in disaster situations (eg, notifying individuals to evacuate). For years, schools have built “telephone trees,” linking parents to one another so that important information may be disseminated across the network. Social media, with its explicit relationship links, offer policy makers ready-made telephone trees across entire communities. Insight into these networks could be instrumental in how well a community responds to an emergency, providing up-to-date network maps that could reveal members who are not linked into services, and then informing policy decisions around resource allocation to fill gaps.

Social Media Content Analysis

Social media content, including message text, photos, and videos, can complement traditional attitudinal measures of health attitudes and behaviors. Insight may be extracted from any text from social media postings. For instance, attitudes regarding perceived sense of community, health interdependence, and civic engagement are linked with well-being, and currently measured by self-reported data [21]. Social media content may provide additional ways to measure perceived sense of community. Web-based conversations where people use more first-person plural pronouns (eg, “we,” “us,” “our”) may suggest greater feelings of group cohesion or sense of community (eg, [22,23]). Alternate ways of measuring community well-being beyond economic indicators (eg, Human Development Index) are also possible. Natural language processing techniques that analyze vast amounts of text, such as those generated from social media, can be employed to develop indicators of literacy, such as creativity, language sophistication, or emergence of new forms of language (eg, slang). Similar automated techniques might also analyze non-text content, such as emoticons or emojis.

Text-based measures can use analytic techniques to identify key topics of discussion, and then demonstrate varying perceptions of sense of community or civic engagement around them. This could lead to novel ways to measure civic engagement, as social media use may be predictive of voting behavior [24]. These indicators also reveal some intriguing associations with existing socioeconomic measures. For instance, a community’s usage of linguistic markers of community cohesion may be related to its score on the Gini index (a measure of income distribution) [25], suggesting a possible measure of community inequality.

Social media content can improve ways of understanding health needs. Online reviews on Yelp or other sites could also serve as the basis of alternative measures of satisfaction with health providers and utilization of certain types of care (eg, complementary or alternative medicine). For example, text analysis of patient surveys have identified simple keywords, such as “excellent” or “rude,” that are associated with better or worse patient experience, respectively [26]. The extent to which social media sheds light on patient experience depends on the purpose of that social media platform. Sentiment analysis of a Web-based doctor review site (RateMDs) was used to model state-level health quality statistics (eg, mortality rates, patient likelihood to seek follow-up care) [27]. In contrast, a study of tweets directed at specific hospitals showed no association between sentiment expressed in those tweets and traditional survey measures of quality of care in the hospitals [28]. This difference may be due to the fact that people writing on review sites may be motivated to provide more accurate and specific accounts of their experiences, whereas people directing comments toward health care providers may subtly alter their speech, whether it is conscious or not.
Advances in image and video recognition hold promise to capture insight from photos and videos, an ever-increasing portion of social media content. Photos and videos can show when people engage in physical activity, go outdoors, or other health behaviors. For instance, food photos, which are commonly shared, may reveal information about diet. Similarly, photos of red cups commonly used at parties could indicate problematic drinking in college students [29]. Moreover, such alcohol displays could influence others’ attitudes and perceived norms about drinking behavior. With this more granular picture, interventions could efficiently target influential individuals or groups to modify health behaviors and advance change in the cultural expectations around health and well-being.

Existing measures of subjective well-being also commonly rely on self-reported data. Complementing or replacing self-reported information with naturally occurring text or behavioral measures could improve the measurement of subjective well-being by removing certain biases (at the same time, of course, potentially introducing others). Multiple types of analyses of social media content and structure could be used for various aspects of well-being; for instance, the City of Santa Monica’s Wellbeing Index analyzed Twitter text, embedded Web links, and social networks to collect sentiment and location information [30]. Perhaps the simplest would be to rely on straightforward sentiment analysis. Large-scale data on positive or negative emotions could be used to measure “happiness” (a component of overall well-being), drilled down to observe local or nongeographically-based communities, and validated against existing efforts to measure community happiness using traditional surveys (eg, Bhutan Happiness Index, Gross National Happiness, Organisation for Economic Co-operation and Development Better Life Index).

Importantly, some social media-based indicators have been linked to well-being outcomes. For instance, linguistic analysis of social media text usage of first person plural pronouns (eg, “we,” “us,” “your”) suggests greater sense of community or group cohesion. This indicator has been linked to increased well-being; according to Schwartz and colleagues (2013): “The use of plural personal pronouns such as ‘we’ and ‘our,’ which we take to be proxies for a communal, prosocial orientation are highly correlated with the presence of LS (life satisfaction), whereas ‘I’ and ‘my’ are highly correlated with its absence.” An analysis of sentiment expressed in tweets sent in various London communities found a positive relationship between sentiment and a community’s socioeconomic well-being [31].

Care must be taken when drawing conclusions from what is said and shared over social media. Because social media such as tweets, Facebook posts, or Instagram photos contain information that people actively choose to share, they can provide more than a rich source of insight toward understanding attitudes and opinions. However, the data from this content are limited to the extent that people choose to present themselves in certain light, selectively and perhaps unconsciously adding or omitting certain content; for instance, social media information about underlying health status may depend on whether people are more likely to post about salient health issues, or health expectations that may differ by individuals. When linking to health outcomes, analyses of social media content should thus consider the context in which those words are used, rather than strictly basing conclusions on simple keyword usage [32]. Finally, the presence of duplicate, commercial, or spam accounts suggests that not all social media content is posted by individuals and therefore may not reflect health-relevant information. Although such content may not directly reflect individuals’ health attitudes or behaviors, it may be relevant nonetheless, for example, tracking youth exposure to unhealthy Web-based advertising.

Network Analysis

Social media users forge both implicit and explicit connections that can help understand health interdependence, that is, the extent to which people believe their health is dependent on that of their friends or family. Network analysis of social networking platforms can help track how and whether people believe their health can influence, and be influenced by, others with whom they have social relationships. Social media ties can be either two-way (eg, Facebook friends, reciprocal Twitter mentions) or one-way (eg, Twitter follower; Facebook or Instagram likes) relationships. These directed relationships could help determine causality of associations between Web-based behaviors or suggest the directionality in which attitudes and beliefs spread.

Network analysis may be used to examine multiple aspects of social relationships, such as identifying influential people, characterizing specific communities, and the flow of information. Social media and other forms of Web-based data may also afford opportunities to analyze the implicit networks generated by participant interactions. These include, first, increased participation in the so-called “sharing-” or “gig-” economy, that is, technology-enabled service companies that facilitate exchanges between users (eg, Airbnb, Uber, TaskRabbit). Certain sharing economy platforms may be particularly amenable to this, such as home-sharing sites for travel (Airbnb, Couchsurfing) that encourage its users to meet and share experiences. One approach may be to explore partnerships with the online service companies themselves. Airbnb, for instance, actively participates in public policy issues and encourages community as part of its business, for instance, using its data to measure perceived trust and sense of community in cities [33].

Network analysis of social media may also offer new ways to track the existence and quality of cross-sector collaborations and partnerships among health organizations. Social media metadata of connections, such as Twitter mentions and followers, Facebook friends, or LinkedIn connections, can reveal structure and networks of organizational partnerships. These networks can be compared against health outcomes to show where partnerships are effective in improving well-being and also identify areas where new partnerships and collaborations would be fruitful. Network data on organizational partnerships may also explore integration of traditional community resources and health providers (eg, hospitals) with nontraditional community resources that can also influence health. Given the wide range of social media across topics and uses, social media data may also help examine how nonhealth stakeholders can play a role in improving health and well-being. For example, measuring stakeholder support for health promotion could
involve tracking social media mentions of health and well-being within a specific domain. This could involve either the communications from key organizations or other stakeholders in these sectors, as well as mentions of their support from other social media users. This could involve insight about support for workplace wellness programs, a community’s attitudes and perceptions of policing efforts, or measures could track online exposure to healthy or unhealthy content (eg, advertising for unhealthy food, alcohol).

Finally, network methods may be employed not only to characterize interpersonal connections, such as among social media users, but as a way to analyze social media content. Semantic network analysis can be used to identify the co-occurrence and relationships among words. This may be useful in determining what broader linguistic patterns and concept mappings reveal about implicit health attitudes, such as whether people think of poor health as an individual responsibility or a societal failure.

**Machine Learning and Algorithms**

Too much data can be as much of a problem as insufficient data. When data volumes are overwhelming, it may be impossible to determine relevant data attributes and appropriate metrics. For instance, policy makers who wish to use social media data to learn about a community must first select a social media platform (eg, Twitter vs Facebook) and then determine whether to use tweet-content information, network metadata, location, images, video, or other attributes. Large amounts of data may also make it difficult or even impossible to recognize important patterns in the data, that is, to locate the signal within the noise. And as with any human endeavors, decision makers may unwittingly incorporate their own cognitive biases in interpreting the data.

Data science techniques such as sentiment analysis and machine learning can help make sense of large amounts of information (eg, combining multiple data sets) to support various forms of decision making. Sentiment analysis is a form of natural language processing that seeks to identify attitudes and emotions that are expressed in the text of, for example, social media postings. Research on Twitter data suggests that sentiment (as indicated by word use) in tweets can be used to model life satisfaction [7], happiness [6], and heart disease mortality [10] and health. Sentiment revealed in social media data can also help predict engagement in healthy behaviors, such as health insurance enrollment [8].

A well-known example in applying machine learning techniques for health predictions is Google Flu Trends. Google searches for flu and health-related terms, compared with data of flu-related doctor visits, appeared to provide early detection of influenza outbreaks, as compared with Centers for Disease Control and Prevention’s existing model based on traditional data collection through the public health system [9]. Subsequent research has provided further evidence of the predictive power made possible by combining Google and Centers for Disease Control and Prevention data [34]. The Google Flu Trends example illustrates the potential value from aggregating this kind of preexisting data, and how these approaches may complement existing public health methods. However, there have been debates over the true predictive power and usefulness of using search data for public health surveillance. Suggesting caution in the use of such data, one analysis suggested that the predictive power of Google Flu Trends’s model was significantly overstated [35] but could be useful in conjunction with other flu-tracking data.

Machine learning algorithms attempt to automatically classify or categorize data, such as identifying topics of discussion or objects in images. These algorithms could be used for predictive analytics that support clinical decision making, to determine pricing based on patient or community outcome data, or to contribute to personalized medicine. Social media data may also contribute to predictive analytics that aid in public health responses or planning. For instance, Yelp reviews and Twitter (see the Foodborne Chicago example) have been used to predict foodborne illness outbreaks [36-38]. Building this type of capacity could allow public health agencies to respond more quickly to unfolding public health incidents, preventing them from becoming full-blown crises. The Chicago Department of Health, which runs the Foodborne Chicago website, provides an example of an early warning system that allows people to report possible cases, and analyzes tweets for reports of food poisoning. Models with sufficient precision or specificity could even suggest imminent outbreaks, allowing authorities to respond proactively to prevent the occurrence of such incidents.

Research into Web-based indicators of trauma is common in several other fields and may be borrowed for the health-trauma context. Traumatic life events or other extremely negative experiences that occur in early childhood may be difficult to measure, either because of underreporting due to stigma or lack of ongoing measures (eg, questions about adverse childhood experiences are no longer asked as part of the Behavioral Risk Factor Surveillance System survey). As an example, a vast number of photos are shared online. Image recognition software is already employed to detect and flag traumatic events. For instance, Facebook flags what it considers questionable or inappropriate content (eg, bullying or child pornography), as well as indications of harm (eg, suicide risk) [39]. Tweets containing content indicative of suicide risk factors are correlated with actual suicide rates [40]. These techniques could be repurposed to detect instances of child abuse, sexual assault, or other adverse childhood events.

Although it may be tempting to assume that machine learning and algorithmic techniques offer impartial and equitable analyses of large volumes of data, bias nevertheless creeps into algorithms as well. This bias can involve either invalid assumptions made by those developing the algorithms, or skewed data upon which the algorithms are trained and then applied. Social media measures that do not account for algorithmic biases as well as skewed social media usage may thus inadvertently exclude or underrepresent certain population segments (eg, poor, rural) from policy making consideration. The example of Street Bump illustrates how well-intended uses of new data sources for forward-looking, informed policy decision making could have caused inadvertent harm to certain segments of the population. The City of Boston introduced a mobile phone app, Street Bump, which allowed users to report potholes they encountered. Unexpectedly, more potholes were
reported in wealthier areas than in poorer areas. Mobile phone users were presumably more affluent and also tended to drive in affluent areas. Therefore, a simple algorithm that merely allocated resources according to these results would have deepened existing inequities by widening the gap in transportation infrastructure. Poor-quality transportation infrastructure could in turn hinder emergency responders, limit access to preventive health care, or discourage social interactions and community cohesion. In contrast, high-quality transportation infrastructure could increase access for emergency response or preventive health care, encourage social interaction, and in doing so, potentially shrink equity gaps. Informed uses of such data should therefore consider how and whether methods of either data collection or analysis are representative of the populations being served, and what the potential impact on those populations may be.

**Considerations for Future Social Media Analysis**

As illustrated above, social media and other emerging data have the potential to contribute broadly to policies focused on health and well-being, as well as inform how social and cultural change may be underway around the importance of these issues. Policy actions intended to improve well-being must act through multiple channels, including improving communities we live in, services we use, and our attitudes toward health and well-being. Achieving a healthier future will require forward-looking methods to draw policy insight from emerging data sources, build cross-sector partnerships, and take full advantage of technological innovation. To bring this vision to reality, health and well-being policy interventions may benefit from the continued use of social media analytics, which can serve as an important complement to traditional social science data collection and analysis. Although researchers and some communities and policy makers have taken note of social media’s utility, its potential is yet to be fully realized. At the same time, traditional sources of survey or administrative data have significant limitations where quantifiable, behavioral data sources such as social media, mobile devices, or other digital outputs can fill gaps. Efforts to improve quality of life should provide an opportunity to explore these areas, and encourage those conducting national and local data collection efforts to incorporate more of these emerging data sources. To illustrate, the Culture of Health Action Framework includes a measure of health-related discourse, based on Twitter data [41]. In addition, several measures of well-being and health equity use national-level survey or administrative data, which social media data could complement. For example, chronic disease burden is currently measured using disability-adjusted life years, a metric that is calculated using a variety of data sources [42]. Disease monitoring from social media data could be employed to provide a more granular picture, such as trends over time, or revealing social networks that may experience greater burden of specific chronic diseases.

Other Web-based data sources may be useful to complement information drawn from social media. Web searches and other information-seeking behaviors offer additional insight into people’s concerns. In the 2014 contaminated-water crisis in Flint, Michigan, residents began searching for information about contaminated water and, as news coverage continued, broadened their searches to explore potential health impact [43]. Web search activity for health information and resources could be used to measure health attitudes in different communities. Accordingly, search data can be aggregated and then compared with other health data (eg, traditional health surveys or estimates) to build predictive models of large-scale, population-level health and health behaviors. For instance, cancer-related searches are associated with American Cancer Society estimates of cancer incidence and mortality [44].

Going forward, the value of social media data to guide policy making may rest on the ability to continually shape analyses to match the ever-shifting data sources and platforms. In other words, as the nature of social media itself changes, analysis of social media will need to continually evolve. Many important sources of data may not yet exist. Therefore, while analyzing social media data offers many advantages, several key implications should also be considered.

**Limitations**

The diversity of social media data sources and analytic methods suggests the need to ensure their validity: that social media data reflect real-world outcomes. Questions remain, for instance, about how to properly interpret what is shared online. What people choose to share may constitute a form of self-presentation or performance to a specific audience, rather than convey their true feelings [45]. Other data validity concerns relate to the commercial nature of social media. Profit-driven incentives may lead social media platforms to highlight certain types of sharing, or Internet service providers to prioritize certain types of Web traffic (ie, “net neutrality”).

To overcome such limitations of social media data, there is a need for validation research. Validation of data and methods may include determining whether measures based on social media data track with other, more traditional measures of the same concept (eg, surveys of attitudes, public health disease monitoring). Another way to validate social media data may seek to relate it directly to real-world behaviors (eg, civic participation, health provider visits, insurance enrollment, organizational partnerships). For instance, one intriguing study showed that Google searches for mental health information follow consistent seasonal patterns, uncovering a potentially useful finding, but one which the authors noted would have to be validated against clinical or other surveillance data [46]. Although other social media research has tried to establish these relationships, much of this work is specific to a data source such as Twitter [47] or Google searches [48]. Establishing broad validity across social media platforms or analytic techniques could help move social media from research to action. Building awareness of and trust in emerging data sources increase the likelihood that they will be used to inform health policy making. Alternately, policy makers may need to accept trade-offs in using social media analytics with low validity for exploratory purposes or in surveillance and monitoring, but not necessarily when accuracy is critical, such as equitably allocating public resources.
The extent to which social media data are representative of either the general population or specific subpopulations suggests another important consideration. Care must be taken so that actions informed by nonrepresentative data do not exacerbate existing inequities by affording certain groups fewer opportunities to be heard, in effect, writing some people out of future narratives and resulting actions. For instance, compared with the general population, social media users tend to be young, educated, wealthy, and living in cities [49]. Ownership of mobile devices, from which social media content is frequently posted and accessed, is widespread but also limited to those who can afford them. People in certain geographic regions may be more likely to use particular social media platforms; for instance, homegrown services such as Weibo and WeChat are primarily used in Asia. Social media measures that do not account for these skewed demographics may thus inadvertently exclude or underrepresent certain population segments (eg, poor, rural) from analyses based on which data source or analysis method is chosen. This could significantly harm those populations if, for instance, public health resources are misallocated away from those in need, or public health interventions ineffectively target health conditions.

However, the demographics of social media users may also offer the tantalizing possibility of reaching population segments that may have been difficult to reach by traditional means of data collection [50]. For instance, samples of Twitter users may disproportionately contain individuals such as African Americans, highly educated and high-income people, and younger and urban-dwelling people [51,48]. Therefore, social media may represent a new opportunity to fully capture the voices and civic engagement of those who may have been marginalized in civic decision making. Future policy measures should seek to advance these important uses for social media and other emerging data.

Finally, one of the most widely discussed implications of social media, “big data,” and other data sources is the potential impact on privacy. For instance, social media users typically do not explicitly provide consent for how their content is eventually used, unlike with traditional data collection (eg, interviews, surveys). Another consideration is that health data, like most other forms of digital data, are most commonly shared on platforms owned by private companies, which may then share that data with other entities [52]. Although individuals may assume that data shared anonymously remains as such, in fact it may be shared widely and even reidentified to infer individual identities or identify sensitive health characteristics. These privacy considerations merit further discussion to determine how to balance public good as well as benefits to individual users against these potential invasions of privacy.

Moving From Research to Action: Social Media for Policy Actions and Social Change to Advance Health and Well-Being

Social media data can form the basis of policy indicators across multiple health domains. Exploring Web-based discussion of health promotion, for instance, should provide insight into public opinion about health, and can be expected to track broad trends in attitudes and norms about health and inform interventions to shift them. Emerging social media tools and platforms could be used to characterize aspects of well-being that are not currently tracked broadly, but for which a substantial amount of research is available on how to define and measure them, such as social isolation and perceived loneliness, belongingness, toxic stress, and spirituality.

By now, there is a large and diverse body of research suggesting how to extract public health insight from social media data. Translating this knowledge into practice could begin by using social media data and analytic methods to complement existing policy data and practice, or by helping to establish relationships among diverse stakeholders who could work across sectors to advance health and well-being. First, an initial step toward using social media data in practice (eg, research, policy making) could be as a complement to more-traditional data sources that are already in use. Much of the research described in this article has compared information gleaned from social media against that of existing data, or has sought to use social media data as a way to model real-world outcomes, such as health behaviors, social connections, or spread of disease. Decision makers in either the private or public sectors could mine these techniques and topics to determine whether they may be applicable for their needs. Social media data can also be used to provide complementary evidence or analysis to support human decision making, such as individual decision making about health choices or civic decision making about resource allocation and investment strategy. Combining social media and other digital data may also help identify and suggest collaborations or partnerships that yield improved health outcomes. Possible constraints, however, include whether organizations would be willing to share sensitive or proprietary information. Analytic techniques, such as from Fiscalnote, a firm that tracks and attempts to predict legislation, could be used to help identify potential actions or policies to support cross-sector collaborations.

Second, given the commercial nature of most social media data, working with these data can produce fruitful cross-sector partnerships. A collaboration between Yelp, an online review site, and ProPublica is a good illustration of the potential for how public and private sectors can work together to provide consumers with useful health information over social media. Yelp also partnered with the cities of San Francisco and New York, with support from the White House, to provide city data of restaurant hygiene scores on Yelp business pages [53]. Part of this work included creating an open data standard that would allow other interested cities to do the same.

As social media analysis becomes more established in policy making, it will be crucial to ensure data reliability and validity. For example, developing standardized metrics could help assess effectiveness of policies based on social media data and compare policy initiatives, thus facilitating translation of knowledge (eg, infodemiology) into practice [11]. Efforts to improve data reliability could also benefit from using techniques to distinguish between insightful content generated by human social media users and automated posts from bots [15].

Future efforts should also carefully consider how to preserve civil liberties, such as whether machine-learning algorithms...
introduce inadvertent biases, and how to deal with privacy concerns, such as how health information or personally identifiable information may be used. As described earlier, this is particularly important because a great deal of online health information is held by private corporations [52]. Libet also points out the possibility that people are treated differently or discriminated against on the basis of perceived health information about them, whether or not it is accurate. The implications of how these data are used, either by the companies who hold it or to whom they provide it, warrant further consideration. For instance, what are the conditions under which private corporations will provide or allow access to these data? Should policy makers seek to incentivize partnerships or to prevent issues inherent in data mining, such as inadvertent discrimination or privacy invasions? Similar privacy concerns also arise in the context of how governments may choose to use health-related insights generated from social media data. Access to vast amounts of social media data could inform policy making to improve health and well-being but could also be misused in ways that undermine health privacy and confidentiality.

In summary, a number of potential approaches could improve the accessibility and utility of social media in policy making. Given that much of these data are held commercially, the vast market opportunities that companies continue to envision with digital health data, as well as increased corporate interest in well-being and social impact, opportunities should exist to partner broadly with stakeholders across a range of sectors. Accordingly, increased global interest in well-being measurement for policy making affords additional opportunities to collaborate and build data analysis capabilities. Taken together, social media and other emerging data sources provide multiple avenues to help track and motivate wide-ranging and truly inclusive policy action to improve health and well-being for all.
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Abstract

Background: Electronic health (eHealth) solutions are considered to relieve current and future pressure on the sustainability of primary health care systems. However, evidence of the effectiveness of eHealth in daily practice is missing. Furthermore, eHealth solutions are often not implemented structurally after a pilot phase, even if successful during this phase. Although many studies on barriers and facilitators were published in recent years, eHealth implementation still progresses only slowly. To further unravel the slow implementation process in primary health care and accelerate the implementation of eHealth, a 3-year Living Lab project was set up. In the Living Lab, called eLabEL, patients, health care professionals, small- and medium-sized enterprises (SMEs), and research institutes collaborated to select and integrate fully mature eHealth technologies for implementation in primary health care. Seven primary health care centers, 10 SMEs, and 4 research institutes participated.

Objective: This viewpoint paper aims to show the process of adoption of eHealth in primary care from the perspective of different stakeholders in a qualitative way. We provide a real-world view on how such a process occurs, including successes and failures related to the different perspectives.

Methods: Reflective and process-based notes from all meetings of the project partners, interview data, and data of focus groups were analyzed systematically using four theoretical models to study the adoption of eHealth in primary care.

Results: The results showed that large-scale implementation of eHealth depends on the efforts of and interaction and collaboration among 4 groups of stakeholders: patients, health care professionals, SMEs, and those responsible for health care policy (health care insurers and policy makers). These stakeholders are all acting within their own contexts and with their own values and expectations. We experienced that patients reported expected benefits regarding the use of eHealth for self-management purposes, and health care professionals stressed the potential benefits of eHealth and were interested in using eHealth to distinguish
themselves from other care organizations. In addition, eHealth entrepreneurs valued the collaboration among SMEs as they were not big enough to enter the health care market on their own and valued the collaboration with research institutes. Furthermore, health care insurers and policy makers shared the ambition and need for the development and implementation of an integrated eHealth infrastructure.

**Conclusions:** For optimal and sustainable use of eHealth, patients should be actively involved, primary health care professionals need to be reinforced in their management, entrepreneurs should work closely with health care professionals and patients, and the government needs to focus on new health care models stimulating innovations. Only when all these parties act together, starting in local communities with a small range of eHealth tools, the potential of eHealth will be enforced.

(J Med Internet Res 2018;20(3):e83) doi:10.2196/jmir.9110
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**Introduction**

**Needs for Real-World View on eHealth Adoption**

Electronic health (eHealth) solutions are expected to empower patients and maintain or improve health outcomes, while generating cost-effective gains and lowering primary health care professionals’ workload [1,2]. However, it appears to be difficult to embed them in daily health care routines [3]. Often, use of eHealth services stops when research projects are finished, even when successful. Moreover, there is still uncertainty about their effectiveness in daily practice [2,4,5]. Therefore, the success rate to date of eHealth in primary health care is low [6]. Current evidence on eHealth and care technologies is mainly based on clinical trials and isolated eHealth applications. Van Gemert-Pijnen et al (2011) suggest that evaluations should not focus exclusively on measuring outcome variables (via randomized controlled trials) but should also include in-depth process data concerning the usage of eHealth [7].

It is suggested that successful implementation of eHealth asks for a complex innovation approach [6]. Numerous factors are related to its success, including characteristics of the end users, the function and usability of the intervention, the technical infrastructure, change management of health care organizations, the health care system, and financial business models [2,4,6,7]. It can be stated that 4 groups of stakeholders are responsible for a successful implementation of eHealth solutions: patients, health care professionals, entrepreneurs, and those responsible for health care policy (policy makers and health care insurers) [8]. Eysenbach (2001) stated in 2001 that eHealth is an emerging field at the intersection of medical informatics, public health, and businesses [9]. However, literature combining the views of these different fields and describing their challenges systematically is scarce.

With this paper, we aim to fill this gap and will describe the challenges that arose when patients, health care professionals, and entrepreneurs collaborated in a Living Lab setting to select, integrate, implement, and evaluate eHealth in primary health care. Hereby, our aim is not to test the relationships and interactions between different factors and stakeholders. Rather, we aim to show, in a qualitative way, the process of adoption of eHealth in primary care from the perspective of different stakeholders. This provides a real-world view on how such a process occurs, including successes and failures related to the different perspectives. Our paper serves as an illustration that underlines the importance of including all 4 stakeholders, having a shared vision statement, and enabling all partners to invest time or money, as only then can the expected potential of eHealth solutions be reached. After providing the rationale for our Living Lab project and a short description of our methods, we reflect upon our findings in 4 sections—patients as stakeholders; health care professionals as stakeholders; entrepreneurs as stakeholders; and health care insurers and policy makers as stakeholders. On the basis of these findings, we have been able to develop lessons learned, which seem to be important in positively shaping the outcome of eHealth implementation and adoption in future primary health care.

**Rationale for the Living Lab Project “eLabEL”**

In 2012-2013, when writing the grant proposal for the eLabEL project, it was already known that much of the eHealth technology being developed did not reach primary care practice because of a suboptimal fit between the needs in primary care and the technical solutions [10]. Simultaneously, there was very little knowledge about what it takes to bring such technologies into practice.

With eLabEL, we aimed to contribute to this knowledge, and to bridge technology and implementation. We believed, and still believe, that incorporating eHealth into daily practice is essential for optimal effects on quality and efficiency of health care. In other words, traditional health care should change to “technology-supported health care.” For such a change, not only a technological innovation but also a societal innovation is essential. Furthermore, according to Van Velsen and colleagues (2013), a multidisciplinary development approach is necessary [11]. Van Gemert-Pijnen et al (2011) stated that relevant stakeholders should collaborate, and research should consist of qualitative and quantitative elements [7].

From this perspective, we, as researchers, started the eLabEL project in 2013, together with entrepreneurs, patients, and health care professionals. eLabEL was aimed at establishing a Living Lab in which patients, health care professionals, entrepreneurs, and researchers could collaborate during the selection, integration, implementation, and evaluation of mature eHealth-tools in primary health care [12]. According to the European Network of Living Labs, we defined a Living Lab as a user-centered, open innovation ecosystem based on a
systematic user cocreation approach, integrating research and innovation processes in real-life communities and settings [13].

In this project, the focus was on two types of mature eHealth technologies: (1) online communication services which can be used by all patients in the practice and (2) eHealth for self-management purposes for those with a chronic somatic condition. Textbox 1 provides a description of the eLabEL project, and Table 1 provides a description of the characteristics of the participating primary health care centers.

Textbox 1. The eLabEL project as illustration.

The eLabEL project was conducted from September 2013 until December 2016 in the Netherlands. We aimed at the establishment of Dutch Living Labs in which integrated eHealth applications would become part of regular health care. Concurrently, we aimed to study the consequences of the integration of eHealth applications in primary care, as well as technical barriers and facilitators.

Seven primary health care centers participated in eLabEL. These were recruited via the network of the participating research partners or positively responded to the recruitment call that was published in a press release and at the project’s website. In these centers, at least one general practitioner, physical therapist, practice nurse, and nurse assistant provided health care to the community. Participating practices varied in type of organization, experiences with eHealth, patients’ characteristics, and region. Characteristics of these health care centers can be found in Table 1.

Patients of these primary health care centers were also invited to participate. Ten enterprises participated in the Living Labs. These were mainly small- and medium-sized enterprises (SMEs) and offered different eHealth applications or services, varying from videoconferencing and online coaches for patients with chronic diseases to activity sensors and data warehousing. These SMEs were recruited via the network of the participating research partners. Some of them already participated in prior research projects. Also 4 research institutes, collaborating in the Centre for Care Technology Research, participated. These profit and nonprofit organizations collaborated to select and integrate mature eHealth technologies for implementation in primary care. One or two members of each research institute coordinated the project.

In the Living Lab, patients, health care professionals, entrepreneurs, and researchers were invited to have close contact with each other during the whole project. In practice, the following activities took place:

• At the start of the project, needs and expectations of patients and health care professionals were inventoried via focus groups and interviews. These needs were linked to existing eHealth applications developed by the SMEs.
• Regular group sessions were held with the SMEs in which they discussed integrating technology and explored a viable business model.
• Two group sessions were held with health care professionals from all participating centers.
• Two group sessions were held with health care professionals and entrepreneurs.
• Regular meetings were held with the individual practices.
• Meetings were held with policy makers and health care insurers.

The final eLabEL package exists of the following eHealth applications:

• A service to provide online video consultations
• An online self-management coach for people with chronic obstructive pulmonary disease (COPD), which supports them into a healthier lifestyle, monitors their health status, and signals decline of health status
• An online coach for patients under treatment by the physiotherapist to support them in doing exercises at home by giving online training schemes and videos
• An application developed to coordinate multidisciplinary care around a patient. In this application, patients were able to add health care professionals, family, or other caregivers and those persons could read and share information

These applications were integrated in one infrastructure with single sign on for patients.

Table 1. Characteristics of the participating primary health care centers. Ca: circa.

<table>
<thead>
<tr>
<th>Number</th>
<th>Organization</th>
<th>Number of patients (2013)</th>
<th>Region of the Netherlands</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Health care center</td>
<td>Ca 13,000</td>
<td>Mid</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Health care center</td>
<td>Ca 8000</td>
<td>South</td>
<td>Located in deprived urban area</td>
</tr>
<tr>
<td>3</td>
<td>General practice</td>
<td>Ca 3500</td>
<td>South</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Health care center</td>
<td>Ca 5000</td>
<td>West</td>
<td>Located in deprived urban area</td>
</tr>
<tr>
<td>5</td>
<td>General practice</td>
<td>Ca 5500</td>
<td>North</td>
<td>Patients mainly students</td>
</tr>
<tr>
<td>6</td>
<td>Health care center</td>
<td>Ca 14,500</td>
<td>Mid</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>General practice</td>
<td>Ca 6500</td>
<td>North</td>
<td></td>
</tr>
</tbody>
</table>

Methods

A qualitative design was used to study the processes of adoption of eHealth in our project. We systematically analyzed all reflective and process-based notes from meetings with health care professionals, the scientific project members, members of the management team of the Centre for Care Technology research, members of societal organizations, health care insurers, and enterprises. Furthermore, data from interviews and focus groups on the needs and expectations of health care professionals and patients were included in the analyses, as well as interviews on adoption and implementation of eHealth.

In total, 30 patients with a chronic disease, that is, diabetes, chronic obstructive pulmonary disease (COPD), or a cardiovascular condition, participated in 5 semi-structured focus group interviews in the first year of the project. Those patients were recruited in 4 primary care centers by the health care professional. Mean age was 68 years and 73% (22/30) were male. In these focus groups, the following themes were discussed: (1) the impact of the chronic disease on patients’ daily life, (2) their opinions and needs regarding self-management, and (3) their expectations and needs regarding, and willingness to use, eHealth for self-management purposes. See Huygens et al (2016) for a detailed description of the focus group method [14]. In addition, 30 health care professionals (9 general practitioners, 8 physical therapists, 8 nurse practitioners, and 5 supporting staff members from the eLabEL practices) were interviewed in the first months of the project. Themes discussed in these semi-structured interviews were (1) the centers’ technical infrastructure, (2) positive and negative work-related experiences with information technology, and (3) future expectations and needs of eHealth. See Oude Nijeweme-d’Hollosy et al (2015) for a detailed description of the interview method [15]. Eight care managers from the eLabEL-practices were interviewed in 2016. In these interviews, the expected facilitating and inhibiting factors for adoption and implementation of the eHealth tools were discussed.

For the analyses, we used a coding scheme based on four theoretical models to initially structure our findings. Wagemakers’ model (2010) focuses on collaboration among multidisciplinary organizations in health care [16]. Nystrom’s model (2014) was used because of its focus on different role approaches within a collaboration [17]. The model of Geels (2002) describes new technologies as arising and maturing within existing technology systems [18]. Fleuren et al (2004) state that the success rate of an innovation is dependent on the level of the innovation itself, end users, organization, and the social-political context [19]. All elements in these models are included in the coding scheme. More information about these theoretical models can be found in Multimedia Appendix 1.

To shed light on the process of implementation, we performed a qualitative summative process evaluation, in which analyses were performed 21 months after the start of the project and at the end of it. At 21 months after the start, documents were allocated among some of the authors (IS, MH, WH, LV, JV, MS, and YJ). Each set of documents was coded using the coding scheme and then thematically summarized by the author. Each summary was then checked by 1 researcher of another research institute. At the end, for pragmatic reasons, 1 researcher (MH) coded and summarized the last set of documents, and 4 researchers checked the summary (IS, WH, LV, and MS). A summary of the findings of both rounds of analyses was shared with the SMEs and health care professionals for their confirmation (member check procedure). Furthermore, YJ has observed the project as action researcher. On the basis of these procedures, the findings were used to describe the process of implementation from the perspectives of the identified stakeholders.

Results

Patients

Envisaged Role in eLabEL

eLabEL aimed at a user-centred design. Patients were intended to be actively involved in the selection and implementation of eHealth solutions. With actively involved, we mean that their input is collected and used from the start (selection phase) to the end (implementation). This way, we expected to stimulate the use of eHealth by patients. However, active patient involvement was only achieved to a minor extent. In addition, we found that patient involvement does not always guarantee usage of specific eHealth technologies on a broad scale because not every patient seems willing to use eHealth.

Patient Involvement in Research

The first way to involve patients was by organizing focus groups to investigate their expectations and needs regarding eHealth. Patients had to be recruited by health care professionals to participate in these group interviews. However, it was difficult for them to encourage patients to participate. According to the health care professionals, one of the main reasons was that patients were tired of participating in research. Therefore, organizing patient involvement was more time-consuming than expected. In addition to the focus group interviews, we attempted to set up a patient panel for the active involvement of patients during the entire project. However, this resulted in only a few positive responses. We were more hesitant to encourage health care professionals to recruit more patients for this panel, as the first study already required significant effort. Furthermore, throughout the project, actively involving patients to incorporate the patient perspective in the project became of secondary importance. The focus of eLabEL shifted toward the development of an integrated eHealth structure and the investigation of barriers for its slow development and implementation. As a result, health care professionals did not offer it to their patients.

Williness to Use eHealth Differs Between Patients

Despite the difficulties in involving patients, we did organize 5 focus groups with patients with a chronic condition. Detailed results from these focus groups about self-management and use of eHealth are published by Huygens et al [14]. Briefly, it showed that patients reported expected benefits regarding the use of eHealth for self-management purposes. For example, a patient with diabetes reported:
If you can monitor automatically, you get customised care more quickly. Currently, you’re going to the care practice 4 times a year, and in the period in between you stay at the same value [of insulin], while you maybe should have changed it in the meantime, but you didn’t know that. [Focus groups, patient with diabetes]

However, many patients also did not feel a need to use eHealth for self-management purposes. It seemed that the perceived benefits of using eHealth should outweigh the negative consequences of frequently having to take action to deal with the disease, which reminds patients about having a disease. A patient with a cardiovascular condition that had little impact on his daily life mentioned the following:

The disadvantage is that I’m feeling more like a patient [because of frequent monitoring]: man suffers most from the suffering he fears. [Focus groups, patient with a cardiovascular condition]

**Health Care Professionals**

**Envisaged Role in eLabEL**

The role of the health care professionals was to actively participate in the Living Lab settings. They were expected to provide input regarding their own needs and requirements regarding eHealth and its implementation. In addition, they had to use the applications in their daily care processes and encourage and support their patients to use them. Our intention was that health care professionals would implement and use eHealth without the help of the research team. However, we found that the organization of primary health care was inadequate and not sufficiently equipped for doing so as we explain in the upcoming section.

**Health Care Professionals See Potential in eHealth**

The participating health care professionals stressed the potential benefits of eHealth. Professionals identified the rising development of eHealth technologies, the emergence of different eHealth initiatives, and their opportunities for better health care. In addition, care professionals indicated that they were interested in using eHealth to distinguish themselves from other care organizations. Providing extramural care, monitoring patients at a distance, empowering and supporting self-management of patients, providing more intensive care in less time, providing care during out-of-office hours, and increasing the quality of care, were frequently mentioned anticipated benefits of eHealth. Health care professionals believed that by using eHealth for people with mild conditions, they could save time and provide extra time to those with more severe conditions.

**Support for Incorporating eHealth in Daily Practice**

After deciding which eHealth technologies they wanted to use, it was not just a matter of connecting the technology. We experienced many difficulties in the implementation of eHealth in the care practices. First, health care professionals needed support for eHealth usage, including clear instruction material, a helpdesk, and, most importantly, time to gain experience with eHealth, as they had not worked with the selected eHealth applications previously. In addition, for health care professionals it was unclear how eHealth could be successfully integrated into their daily work. Workflow, responsibilities, and roles needed to change, and they did not know how to approach this. Moreover, eHealth was not integrated into the electronic medical records or protocols. This made it difficult for the health care professionals to imagine how to integrate eHealth into their daily care processes. Furthermore, health care professionals expected and experienced problems regarding motivating patients to use eHealth. Clear instruction material and tips (eg, from other care professionals) to encourage and convince patients to use eHealth were needed. In addition, health care professionals indicated that they did not want to innovate without the help and encouragement of other health care professionals within and outside their own organization. It appeared that the innovation should fit with the ambitions and plans of the local care community.

**Convincing Partners Within and Outside the Practice**

So, health care professionals needed support on different levels during the implementation, more than we expected. For these support activities funding was needed, which was not covered by the budget for the project. Several care practices tried to apply for eHealth funding. However, we experienced that it was complex for them to organize this. Often, they lacked knowledge, expertise, or resources to apply for eHealth funding. Professionals mentioned that in the current financial model, they had to pay the costs (time and money) for eHealth implementation, while the health insurer would receive the proposed benefits in terms of cost reductions (also known as the wrong pocket problem).

In addition, health care professionals already experienced a high time pressure in regular care processes and in keeping up with bureaucratic and legal changes, resulting in a lack of time to adopt eHealth. Moreover, in most practices, eHealth was not mentioned in vision and mission statements. Furthermore, the care professionals and managers who agreed to participate in the eLabEL project were not the ones that actually had to work with the applications in real practice. An “eHealth-minded” care manager does not guarantee the actual use of eHealth by his or her colleagues when there is no clear vision on eHealth in the care organization or space for innovation. The aforementioned reasons resulted in low priority for eHealth implementation. As summarized by one of the managers:

I am supporter of such innovations in health care, but I also see that they conflict with every day practice. General practitioners are up to their ears in work. They have no time for implementation. Primary health care professionals experience extreme pressure due to the substitution from secondary to primary care, which is bothering them. Besides, it is still unknown what the purpose and target population of eHealth is and why we would use it. That is scary. Then, you can imagine why eHealth has low priority. [Interview, manager primary health care center, March 9, 2016]

Entrepreneurs

Envisaged Role in eLabEL

The entrepreneurs’ role in eLabEL was to bring in mature and evidence-based eHealth applications, in conjunction with patients and health care professionals, and to combine the different applications into one infrastructure via a single sign-on. To realize a sustainable, intelligent, and interoperable information and communication technology (ICT) infrastructure, which was necessary for eLabEL’s mission, the individual applications as well as the infrastructure should meet the national and European requirements for data exchange, data safety, and data privacy. The entrepreneurs were also asked for knowledge and financial investments.

Small- and Medium-Sized Enterprises Incentive to Collaborate

Participating entrepreneurs started in eLabEL with the expectation that collaboration with research institutes would help them to enter a new market, that is, primary health care. They felt they needed to collaborate with other entrepreneurs as they were not big enough to enter the market on their own. They expected collaboration with research institutes as an important surplus value: it would add a scientific basis for their applications and therefore could create additional market value. They valued the intensive collaboration among the SMEs resulting in small alliances of 2 or 3 SMEs, as well as the experiences of participating in the project as a whole.

Small- and Medium-Sized Enterprises Need a Positive Business Case

During the project, it came to the fore that entrepreneurs did not have the technical knowledge that was needed to set up a sustainable interoperable ICT infrastructure and that their eHealth applications were neither fully mature nor evidence based. Furthermore, the entrepreneurs were continuously considering whether investments in eLabEL would result in future revenues (mainly in the short term). As the SMEs differed in their motivation and in weighing investments, it proved hard to create a shared vision statement on the integration of the different eHealth applications, the investment strategy, and a joined entity to assign intellectual properties to. The main reason for the struggles experienced in the cooperation among SMEs was that the SMEs differed in their convictions of future revenues because of uncertainties in the financial market and that it was not possible to make a positive business case. An individual investment in the eHealth infrastructure was considered as unwise and too risky by each SME, and therefore, they opted for a joint investment. However, the business case and corresponding business model should still be positive. Questions like who will pay, who is the customer, and who is the user were difficult to answer during the whole project, as the primary health care market was a new and therefore relatively unknown market for the SMEs. This resulted in continuous discussions on the business model. One of the SME’s explained it as:

“The health care market is unknown. Who should pay for it? How can we sell it? The Business Model is unclear. For medical care the health care insurance should pay. For non-medical care a patient or health care organization should pay. This is difficult in primary health care. [Meeting entrepreneurs, September 16, 2014]”

Health Care Insurers and Policy Makers

Envisaged Role in eLabEL

In the eLabEL project, the expected role of policy makers and health care insurers was that of enabling the health care professionals in experimenting with the use of eHealth in primary care. More precisely, we expected that health care insurers would provide financial support for the appointment of practice nurses.

Shared Ambition

Several discussions were held with health care insurers and policy makers. Time after time it was clear that we had a shared ambition: health care insurers and policy makers agreed that it was necessary to work on an integrated infrastructure for eHealth applications to transform traditional primary health care into technology-supported health care. In their view, the Dutch financial legislation offers prospects for financing eHealth applications as there are policy rules, conditions for reimbursement, and incentives for innovation.

Cost-Effectiveness Studies Are Needed

Simultaneously, health care insurers were reserved. They needed a business case and insight into cost-effectiveness of the infrastructure that we were developing before they would think about reimbursement or investments. We could not achieve this in the project and therefore, they did not want to support the project. It seemed that health care insurers were mostly interested in short-term effects. In actual practice, the Dutch regulations and legislation seemed to act inconsistently: they argue to stimulate eHealth on one side but require cost-effectiveness studies first on the other side. However, to carry out cost-effectiveness studies in real practice, implementation of eHealth needs legislation and financial regulations first.

Instead of investments by health care insurance, health care organizations themselves might be able to invest in eHealth-applications. However, in the Dutch pay-for-performance-based health care system, the use of eHealth applications that lower the number of consults will also lower the health care professionals’ revenues. Actually, investments by the health care organizations will lead to lower costs for the health care insurers but also lower income for the health care practices. This was explained by one of the managers as follows:

“eLabEL is aimed at more efficient care and better quality of care, with the ideal result that patients are more satisfied. But, this should not result in cost savings only for the health care insurance sector... The shared savings principle might be worthwhile. [Meeting entrepreneurs and primary health care managers, November 6, 2014]”

Discussion

About 4 years after starting the eLabEL project, we conclude that, despite the hard work and collaboration of many stakeholders, it was not possible to implement eHealth in these Living Labs at this moment in time. One might say that the eLabEL consortium failed in its ambition. However, we gathered in-depth information about the complexity of innovations in primary health care that can help many researchers, entrepreneurs, and policy makers in setting up the next initiatives on this topic. Our experiences in eLabEL taught us that successful use of eHealth needs more than enthusiastic partners. Successful use also depends on the efforts of all stakeholders, their willingness to invest time or money, and shared vision statements. Although it is not easy because of different contexts, values, and expectations, based on the experiences inside and outside eLabEL, we still believe that collaboration between all 4 groups of stakeholders, that is, patients, health care professionals, entrepreneurs, and health care insurers or policy makers is essential. Moreover, we argue that policy, especially the health care insurance market, should be added as a field to Eysenbach’s definition of eHealth [9].

Were we naive when starting eLabEL? We might be: we knew we were ambitious, but looking back, we realize we had unrealistic expectations and our goals were not specific enough. Nevertheless, SMEs were willing to collaborate and to invest as they were ready to step into a new market. Additionally, health care organizations also felt the urge to participate. What we did not foresee was the struggle (1) to convince health care insurers to support health care professionals in our project and (2) to create a positive business model. In fact, it was those factors that led to an impasse: without commitment of health care centers or insurers, no positive business model could be created, and SMEs could not invest in the eLabEL infrastructure. However, without investments in the eLabEL infrastructure, health care professionals were not convinced of its added value. Moreover, without financial support by health care insurers, they were not motivated or able to use it. This made it impossible for the researchers to collect the evidence that health care insurers were asking for.

With this paper, we aimed to show the process of adoption of eHealth tools in primary care illustrated by the eLabEL project, which provided us a rich qualitative dataset. However, our study has some limitations. The main limitation is the involvement of patients, health care insurers, and policy makers. Patients were supposed to be part of the Living Lab. They were actively involved at the start of the project. Slow progress in development and implementation changed the focus of the project and resulted in less involvement of patients. Health care insurers and policy makers were not part of the Living Lab and were therefore less involved in the project. Nevertheless, it is clear from our observations that a number of actions should be done differently in future projects to enforce the implementation of eHealth in primary care. These actions will be discussed in the following sections and are listed in Textbox 2.

It turned out that it is not easy to actively involve patients in research projects with an eHealth-topic. Considering the importance of their participation, especially in eHealth projects [20], they should be supported in participating in the project. Wildevuur et al (2017) recently published 4 preconditions for enhancing the partnership in ICT-enabled person-centered care [21]. In addition, incentives for care practices seem to be needed to recruit patients for participation. Patient’s expectations of the benefits of using eHealth play an essential role in their actual use. Therefore, it is essential that Living Labs as set up in eLabEL awake patients’ interest by offering relevant eHealth tools. Patients’ expectations are not only dependent on the technology but also on the way in which general practices offer, promote, and use it [22,23]. Care professionals should be supported in informing patients about the possibilities, uses, and reasons for implementation, focusing on the benefits eHealth can bring. However, whether patients will actually use eHealth will always be personal and differ among patients. Monitoring which patients benefit the most from the use of eHealth and those who do not, seems to be important to develop optimal implementation strategies.

From the care organizations’ perspective, it appeared that health care managers and professionals were not ready to implement eHealth tools without support. Implementing eHealth requires it to be a fundamental part of the mission and vision of the health care organization. Only then decisions on budget and support can be made. We found that the process of adapting and implementing eHealth is too complicated to organize next to regular care-giving activities for primary health care professionals. In addition, we learned that involving a primary health care center in the plans is not sufficient.

Textbox 2. Lessons learned from a Living Lab on broad adoption of electronic health (eHealth) in primary health care.

- Patients need support to actively participate in eHealth projects, and those projects need to be relevant for the patients
- Incentives for care practices are needed to recruit patients for participation in eHealth projects
- Primary care practices need support to adequately inform patients and monitor which patients benefit from the use of eHealth
- The community in which a primary health care system operates needs to be involved in eHealth projects
- Primary care practices need support and managerial power for the implementation and innovation processes
- Collaborated eHealth entrepreneurs need trust in each other, shared vision statements, and early commitment to short- and long-term goals
- A business model concept is needed early in eHealth projects and essential for collaboration
- Strategies are needed focusing on financial models that stimulate innovation and on requirements needed for societal innovations
- Patients, primary health care professionals, entrepreneurs, and government need to act together in eHealth projects

The use of eHealth goes beyond the own practice borders as primary health care professionals often operate close to other health care professionals in their region. This makes the innovations even more complex as those parties also need to be involved [24]. Nowadays, it is common knowledge that implementation of innovations, including eHealth, is difficult and progresses only slowly [25-27]. Lau et al (2016) stated in a recent systematic review of reviews that implementing any type of change in primary care is likely to be complex and that relevant barriers and facilitators are dynamic and likely to change over time [25]. Theoretical models show that the innovation process or implementation infrastructure are important parts of implementation, next to the intervention characteristics, the organizational structure, the context, and the individuals [8,28]. Moreover, it is shown that a greater knowledge of essential adjustments in health care provider workflow, roles, and responsibilities is needed [29]. Our study provides a real-world view on these topics showing that Dutch primary care organizations, mainly small organizations, do not have the managerial power that is needed for complex innovations such as large-scale eHealth implementation. Primary care organizations probably will benefit from infrastructure that support them in the implementation process.

From the entrepreneurs’ perspective, it is important to have shared vision statements and a business model concept as early as possible. Clearly defined short- and long-term goals are needed. In addition, trust in each other and commitment of all parties is important. Knowledge of the potential cost-effectiveness of eHealth is an important requirement for all stakeholders. The use of an early health technology assessment can provide insight into potential outcomes, drivers, and barriers. Moreover, we should realize that SMEs might have difficulties, due to lack of knowledge, in developing interoperable eHealth, when facing different Dutch and European requirements on data safety, data exchange, and data privacy. Furthermore, in developing, adapting, selecting, and implementing eHealth tools, they should work as closely as possible with the end user, that is, health care professionals and patients. Active user involvement is a time-consuming process. Developers should balance the need for input from users, with the availability of resources such as time and funding [30]. To remain competitive within a fast-moving market, it is important to develop quickly [31]. However, we recommend that the need assessment phase should not be neglected; this seems of major importance for the development of eHealth from which patients can experience benefits and might be an important trigger to actually use eHealth.

The implementation of eHealth is not yet a fully recognized aspect of primary health care organizations, which makes it difficult to fit eHealth locally. Furthermore, inconsistencies in policy rules hinder improvements and innovations. For projects such as eLabEL, it would help when policy makers and health care insurers would allow experiments in which standard regulations can be (partly) neglected to fully explore new financing models. This can only be arranged when policy makers and health care insurers are involved from the beginning of the project. However, such experiments are not a structural solution for broad-scale implementation of eHealth. Moreover, financial support does not guarantee the large-scale use of eHealth [32]. Broad-scale implementation will need strategies that not only focus on financial models that stimulate innovation but also on requirements needed for societal innovations [33,34].

In conclusion, we believe that for optimal and sustainable use of eHealth, patients should be actively involved, primary health care professionals need to be encouraged in their management, entrepreneurs should work closely with health care professionals and patients, and government needs to focus on new health care models stimulating innovations. Only when all these parties act together, starting in local communities with a small range of eHealth tools, the potential of eHealth will be realized.
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Abstract

Background: Health risk assessments with tailored feedback plus health education have been shown to be effective for promoting health behavior change. However, there is limited evidence to guide the development and delivery of online automated tailored feedback.

Objective: The goal of this study was to optimize tailored feedback messages for an online health risk assessment to promote enhanced user engagement, self-efficacy, and behavioral intentions for engaging in healthy behaviors. We examined the effects of three theory-based message factors used in developing tailored feedback messages on levels of engagement, self-efficacy, and behavioral intentions.

Methods: We conducted a randomized factorial experiment to test three different components of tailored feedback messages: tailored expectancy priming, autonomy support, and use of an exemplar. Individuals (N=1945) were recruited via Amazon Mechanical Turk and randomly assigned to one of eight different experimental conditions within one of four behavioral assessment and feedback modules (tobacco use, physical activity [PA], eating habits, and weight). Participants reported self-efficacy and behavioral intentions pre- and postcompletion of an online health behavior assessment with tailored feedback. Engagement and message perceptions were assessed at follow-up.

Results: For the tobacco module, there was a significant main effect of the exemplar factor (P=.04); participants who received exemplar messages (mean 3.31, SE 0.060) rated their self-efficacy to quit tobacco higher than those who did not receive exemplar messages (mean 3.14, SE 0.057). There was a three-way interaction between the effect of message conditions on self-efficacy to quit tobacco (P=.02), such that messages with tailored priming and an exemplar had the greatest impact on self-efficacy to quit tobacco. Across PA, eating habits, and weight modules, there was a three-way interaction among conditions on self-efficacy (P=.048). The highest self-efficacy scores were reported among those who were in the standard priming condition and received both autonomy supportive and exemplar messages. In the PA module, autonomy supportive messages had a stronger effect on self-efficacy for PA in the standard priming condition. For PA, eating habits, and weight-related behaviors, the main effect of exemplar messages on behavioral intentions was in the hypothesized direction but did not reach statistical significance (P=.08).
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When comparing the main effects of different message conditions, there were no differences in engagement and message perceptions.

**Conclusions:** Findings suggest that tailored feedback messages that use exemplars helped improve self-efficacy related to tobacco cessation, PA, eating habits, and weight control. Combining standard priming and autonomy supportive message components shows potential for optimizing tailored feedback for tobacco cessation and PA behaviors.

*(J Med Internet Res 2018;20(3):e63) doi:10.2196/jmir.7613*
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**Introduction**

**Background**

Health risk assessments plus feedback and additional educational approaches have been shown to be effective for supporting health behavior change [1]. Although many early health risk assessments were delivered via print [2], increasingly, these assessments are delivered via the Web. Web-based tailored interventions have demonstrated efficacy in promoting healthy behavior changes [3,4]. Online delivery of health risk assessments and tailored feedback present opportunities for greater reach and dissemination of effective health interventions that have the potential to lower costs, alleviate barriers to participation, and facilitate adherence to healthy behaviors. Although a large body of evidence supports the efficacy of tailored communications for promoting healthy behaviors (eg, [2,4-7]), there is limited evidence to guide the optimal presentation of automated tailored feedback on health behavior data to individuals [8]. Indeed, systematic reviews have called for researchers to provide enhanced descriptions of tailoring criteria and message design to optimize the use of Web-based tailored interventions to promote behavior change [4,9].

The Carolina Health Assessment and Resource Tool (CHART) is an online health behavior risk assessment tool developed at the University of North Carolina that includes various assessments of health behaviors related to chronic diseases that comprise the leading causes of premature death in the United States, along with evidence-based, theory-guided tailored feedback message libraries [2,4,10]. Individuals complete a baseline assessment on their current status in meeting the national recommendation for a specific health behavior (eg, physical activity [PA] and being tobacco-free), as well as other theory- and evidence-based psychosocial factors related to the health behaviors. Responses to this assessment are used within CHART to create a tailored feedback report (personalized report) based on an individuals’ reported current behavior, readiness to change, perceived barriers, and social support [10].

Message content and delivery format of tailored feedback reports, such as those offered by CHART, are critical components of online health messages that may affect an individual’s evaluation of a message, website use, and subsequent behavior change. To date, tailored health interventions have commonly used the major health behavior theories to guide message content (eg, social cognitive theory [SCT], transtheoretical model, and health belief model) [2,11,12]. Meta-analyses of tailored health behavior change interventions indicate that tailoring on more theoretical constructs (ie, 4-5 or more) in addition to behavior and demographics may improve the effectiveness of tailored interventions [2]. However, these theories contain many individual constructs, and there is a need to identify the specific message components of these tailored interventions in a systematic manner that will enhance understanding of the most effective message features and guide optimization and future testing of this set of features [13].

A growing literature has encouraged the use of the multiphase optimization strategy (MOST) framework to elucidate the active ingredients of interventions [13-15]. Thus, this study was designed to examine multiple message components (factors) of CHART personalized reports. The goals were to optimize the existing tailored feedback to promote self-efficacy and behavioral intentions for engaging in healthy behaviors and to enhance user engagement on the dimension of subjective experience. Guided by a recent systematic review and conceptual framework on engagement with digital behavior change interventions [16], our focus was on the experiential aspects of engagement, characterized by interest, affect, and attention (eg, self-report measures of perceptions of effectiveness, information quality, and attractiveness), and how engagement with the tailored feedback might be impacted by the content and delivery of the tailored feedback. Given that a single administration of a health risk assessment plus feedback, without additional intervention approaches, was unlikely to affect behavior change, we focused on self-efficacy and behavioral intentions. Both of these psychosocial constructs are key components of health behavior theories (eg, SCT and theory of planned behavior) and have been shown to be proximal determinants and predictors of behavior change [17,18]. Consistent with the screening phase of the MOST framework, we used a factorial design to allow for testing of the main effects on outcomes, as well as prespecified interactions. Our focus was on three specific message factors: expectancy priming, autonomy support, and exemplification, which are detailed below.

**Expectancy Priming**

Individuals may vary on their tailoring-related expectancies, or the value or benefit that one may expect from tailored communications, and these expectancies are changeable [19]. Webb et al [20] demonstrated that individuals’ baseline expectancies about tailoring moderated the effect of personalized smoking cessation booklets on readiness to quit smoking, such that extensively personalized materials produced greater effects on readiness to quit among those with more positive expectancies about tailoring. A follow-up study showed that
expectancy priming to manipulate tailoring-related expectancies (ie, making it clear that a message is either a standard one or personally tailored for that individual) can enhance the value or benefit that participants expect from either standard or tailored materials, improve ratings of message content, enhance readiness to change, and promote behavior change [19]. Thus, expectancy priming may influence the effect of tailored interventions such as feedback reports from health risk assessments. For this study, before receiving their tailored feedback report, participants were randomized to receive either a priming message explicitly stating that their feedback report was personally tailored for them, or they received a priming message stating that the feedback included a standard report.

**Autonomy Support**

Behavioral interventions and tailored messages using self-determination theory (SDT) [21] as a guiding framework have demonstrated effectiveness for improving health behaviors such as PA [22], fruit and vegetable intake [23], and weight control [24]. SDT distinguishes between autonomous motivation and controlled motivation and posits that the *type of motivation*, rather than amount, is more influential on behavior [21,25]. Behaviors are autonomously motivated when actions result from conscious choice and are personally relevant, whereas controlled motivation involves engaging in a behavior because of perceived external pressures [26]. When individuals are autonomously motivated, behavior changes have been shown to be more effective and sustained [27]. Many health behavior interventions have focused on increasing autonomous motivation and in turn improved behavioral outcomes [22,28,29]. Often these interventions have encouraged autonomous motivation by incorporating autonomy supportive behavioral strategies based on SDT, including providing several options for change, supporting a sense of choice, eliciting an individual’s emotions, providing rationale for the importance of a behavior, and exploring the relevance of behaviors for an individual’s values and goals [30]. Thus, participants in this study were randomized to receive tailored feedback messages that were either autonomy supportive or used more directive language (ie, existing CHART feedback). On the basis of recommendations for enhancing autonomous motivation [26], the autonomy supportive messages offered a sense of choice or menu of options for change and encouraged participants to consider their own motivations and solutions to barriers, whereas the directive messages more explicitly told participants what to do.

**Exemplification**

Self-efficacy, or confidence in one’s ability to take action or perform a behavior in the face of obstacles [31], is one of the most commonly targeted theoretical determinants in behavioral interventions and is central to multiple theories of behavior change (eg, SCT, transtheoretical model, and health belief model). Vicarious experiences and verbal persuasion are specific strategies relevant to health communication [32] and similar to exemplification used in media [33], which can be used to promote self-efficacy. Messages presented with an exemplar (eg, role model for the behavior) enable individuals to observe others perform an activity successfully, learn from vicarious experience, communicate positive outcomes of a behavior, and can encourage self-efficacy and in turn lead to behavior change [34-36]. Previous studies have shown that messages featuring exemplars, or role models, improve perceptions of self-efficacy and have the potential to enhance attractiveness of a message and promote positive behavior change [37]. In this study, participants were randomized to receive messages that featured an exemplar or did not use an exemplar.

Using manipulations of these three different message characteristics (expectancy priming, autonomy support, and exemplification), this study examined whether tailoring feedback messages using three different approaches improved self-efficacy and behavioral intentions to adhere to recommended health behaviors. As previous research has indicated that engagement with or subjective perceptions of tailored messages (eg, perceived message relevance) may mediate or explain the mechanism of tailoring effects [38-40], we also examined the effects of message factors on engagement, or subjective experiences related to attention, interest, and affect with tailored feedback messages. The overall goal was to inform the selection of the most effective messages for use in future CHART personalized reports and to expand the scientific basis for the optimal presentation of tailored feedback. We hypothesized that tailored expectancy priming, autonomy supportive messages, and messages with exemplars would be more effective for improving self-efficacy, behavioral intentions, and engagement compared with messages without these features.

**Methods**

**Participants and Recruitment**

Participants were recruited from January 2016 to February 2016 through Amazon Mechanical Turk (MTurk), a website where tasks are crowdsourced to employees, called workers, who receive compensation for completing Human Intelligence Tasks (HITs) [41]. MTurk has been used in a number of different research studies to collect a diversity of information such as health knowledge of ovarian cancer [42], ways to increase PA [43], and to measure body image [44] and the perceived harmfulness of tobacco products [45,46]. It is a useful tool for behavioral researchers because of its low cost, diverse worker population, and speed of data collection [41]. In MTurk, this study advertised the HIT as an opportunity to share opinions about a health survey and described the task as needing feedback materials, improve ratings of message content, enhance readiness to engage in four different health behaviors.
This study used a factorial design testing three experimental factors, with each factor having two levels of message characteristics (2x2x2): (1) expectancy priming before feedback delivery (standard vs tailored), (2) autonomy supportive messages (presence vs absence), and (3) use of exemplars (presence vs absence; Figure 1). We tested tailored feedback messages for four behavioral modules in CHART (tobacco use, PA, eating habits, and weight). For each of these four behaviors, the message characteristics were fully crossed (3 factors by 2 levels). Thus, for the independent variables of message condition, eight different cells were generated. Participants were randomized to one of the four behaviors (or 1 of 3, or 1 of 2, depending on eligibility, or assigned to 1 if only eligible for 1) and then subsequently randomly assigned, with equal probability, to one of eight experimental groups (Figure 1). The procedures from initial recruitment in MTurk through study completion are outlined below. In MTurk, the HIT indicated eligibility requirements to participate and provided a URL to begin the HIT. Participants were then directed through a series of online questionnaires and websites in the following order:

- This first questionnaire was an online screener with questions that asked individuals to report their gender and current smoking habits, PA behaviors, intake of fruits and vegetables, height, and weight. This screener identified participants that met additional eligibility criteria of not meeting national recommendations for at least one of four cancer prevention–related health behaviors: current tobacco use (smoker), PA (ie, less than 150 min of moderate exercise a week), fruit and vegetable consumption (ie, consuming less than 2 servings of fruit or 3 servings of vegetables daily), and weight status (ie, overweight or obese, body mass index ≥25).

- On the basis of eligibility, participants were randomized into one of the up to four health behaviors for which they were not meeting national recommendations. For instance, individuals who were not meeting national...
recommendations for all of the four behaviors were randomly assigned to one of the four modules. Individuals who were not meeting national recommendations for two behaviors (eg, PA and eating habits) were randomly assigned to one of these two modules. Respondents who did not meet the national recommendation for only one behavior were assigned to the corresponding module. Within each behavior, individuals were randomly assigned to one of eight different message conditions (Figure 1) based on three factors: expectancy priming (standard or tailored), autonomy support (yes or no), and exemplar (yes or no).

- Upon randomization, participants completed an online baseline questionnaire related to the specific behavioral module, which assessed self-efficacy and behavioral intentions. Participants received a unique user password after completing the questionnaire.

- Next, participants were directed to the CHART website [47], where they entered their password and completed an assessment questionnaire related to their assigned health behavior and a demographics questionnaire. Questions included standard items used in the CHART assessments (ie, current health behavior, readiness to change, barriers to engaging in the specific health behavior, and social support).

- Upon completion of the CHART assessment, participants received a personalized report that was tailored-based on preexisting tailoring variables programmed in CHART (current health behavior, readiness to change, barriers, and social support) and included messages with features consistent with one of the eight randomized conditions.

- Participants were instructed to read through the report and to click on a link that directed them to a password-protected final online questionnaire that asked about their opinions on the personalized report.

- Once participants completed the final questionnaire, they received a HIT completion code. After entering the completion code on the MTurk website, participants received US $1.25 for their time. Mean study completion time was 15.6 min (standard deviation [SD] 9.9).

Data collection for this study was completed in four cohorts.

**Experimental Conditions**

*Multimedia Appendix 1* provides examples of the message text in the various experimental conditions delivered through the personalized reports, which are detailed below.

**Expectancy Priming**

In the introduction to the personalized report, participants were randomized to receive either a standard priming or tailored priming message that described the contents of the report. The landing page used common graphics and language to direct individuals to click on a link to access their personalized report. The description of the personalized report differed between conditions and was adapted from previous research [20] (*Multimedia Appendix 1*). The standard priming condition indicated that the report was based on research that may help people meet recommendations. Language in the tailored priming condition stressed that the report was tailored especially for the individual and designed to meet their unique needs.

**Autonomy Support**

Participants were randomized to receive tailored feedback that consisted of either messages designed to be autonomy supportive or messages without a focus on autonomy support (standard existing CHART messages or exemplar messages). Tailored feedback in the autonomy supportive condition used language that was less directive and encouraged individuals to consider their own preferences and options. Original CHART-tailored feedback messages were revised and rephrased to ask more open-ended questions with the goal of promoting autonomy and choice (*Multimedia Appendix 1*). For instance, instead of directing individuals to “Fit weighing into your daily routine by stepping on the scale every morning when you get up,” the autonomy supportive messages asked, “How can you fit weighing into your daily routine? How about stepping on the scale every morning when you get up?”

**Exemplar**

In the exemplar condition, participants received messages that used gender-matched descriptions of a man (Bill) or woman (Rachel) who had a similar behavioral profile and had successfully made changes to meet the recommended behavioral goal. Tailored feedback in the original CHART message library was adapted to include Bill or Rachel as a role model for working toward improving their behaviors. For instance, an original CHART message read as follows: “Changing what you eat is not always easy. But, you can do it! Start with a goal you know you can reach. Small changes, like swapping sweetened drinks for water, can make a big difference to your health.” This same message was revised to include a role model for the behavior: “Changing what you eat is not always easy. But, you can do it! Like you, Rachel [Bill] had challenges that were getting in the way of her [his] healthy eating. She [He] started with a goal she [he] knew she [he] could reach and found that small changes, like swapping cookies for fruit, made a big difference to her [his] health.”

**Autonomy Support x Exemplar**

For participants that were randomized to this condition, tailored feedback combined messages that were autonomy supportive and included an exemplar (*Multimedia Appendix 1*). This was operationalized by using messages that were nondirective and asked questions that encouraged reflection, while also including Bill or Rachel as a role model exemplifying positive behaviors. For example, a standard tailored message regarding weight read as follows: “Try to fit veggies into every meal! Eating vegetables, especially brightly colored ones, since they can help protect against heart disease and stroke.” This same message was revised to the following: “Have you thought about trying to fit veggies into every meal? Rachel [Bill] decided to eat more vegetables, especially brightly colored ones, since they can help protect her [him] against heart disease and stroke.”
Measures

Primary Outcomes

Self-efficacy was assessed at baseline and after receipt of the personalized report using a single item adapted from previous studies [48,49] that asked participants “How confident are you that you can...” (1) Quit smoking or stop using smokeless tobacco products?; (2) Get the recommended amount of PA each week?; (3) Eat at least (5 for women, 5½ for men) cups of fruit and vegetables each day?; or (4) Control your weight? Responses ranged from 1 (not at all confident) to 5 (extremely confident).

Behavioral intentions were measured at baseline and following receipt of the personalized report with two (tobacco, weight) or four items (eating habits, PA) on a 7-point scale from 1 (strongly disagree) to 7 (strongly agree). Items were adapted from previous measures [50-53] and asked participants to indicate the extent to which they agree or disagree with statements about their intentions to engage in a health behavior goal over the next month (eg, I intend to exercise regularly over the next month. I will try to exercise regularly over the next month.). Measures for all modules used the stems “I intend to...” and “I will try to...” with the behavioral goals matching those appearing in the specific modules (ie, quit smoking and aim for a healthy weight). For the PA and eating habits measures, four items were used to assess behavioral intentions related to two behavioral goals (ie, exercise regularly, get at least 150 min of PA each week, eat at least two cups of fruits each day, and eat at least three cups of vegetables each day). Items were averaged for each behavior (Cronbach alpha=.92-.96).

Engagement and Perceptions of Personalized Report Messages

Perceived message relevance, which has been shown to be related to tailoring [6] and a mediator of behavior change [38,39], was measured with two items adapted from previous studies of tailored messages [38-40]. Participants were asked to rate how strongly they disagree or agree with the following statements: (1) “The information in the personalized report seemed to be written personally for me” and (2) “The information in the personalized report applied to my life.” Responses were on a 5-point scale from 1 (strongly disagree) to 5 (strongly agree) and were averaged across the two items (Cronbach alpha=.80).

Perceived informativeness was assessed using a 2-item scale adapted from Cho and Boster [54] that asked participants to rate their agreement with statements on a 5-point scale. Statements included (1) “The personalized report was informative” and (2) “I learned something from the personalized report,” and responses ranged from 1 (strongly disagree) to 5 (strongly agree). Items were averaged (Cronbach alpha=.84).

With respect to perceived message quality, participants were asked about their perceptions of the quality of the personalized report using a 5-item perceived message quality scale [54]. Items included statements such as “The personalized report was persuasive” and “I feel that the personalized report was convincing.” Response options ranged from 1 (strongly disagree) to 5 (strongly agree) and were averaged across the 5 items (Cronbach alpha=.93).

Perceived trustworthiness was assessed with one item [38,39]: “I believed the information in the personalized report.” Responses were on a 5-point scale from 1 (strongly disagree) to 5 (strongly agree).

To assess perceived attractiveness, participants were asked 1 item [40] on a 7-point scale (1=very much to 7=not at all): “How attractive did you find the personalized report?”

For assessing perceived message effectiveness, a 3-item scale, adapted from Jensen et al [40] was used to ask participants about the persuasiveness of the personalized report. Questions asked (1) “Was the personalized report convincing?”; (2) Would people your age who smoke (who are not exercising regularly, who are not eating a healthy diet, and who are not at a healthy weight) be more likely to quit (to exercise regularly, to eat a healthier diet, and to aim for a healthy weight) after reading the personalized report?; (3) “Would the personalized report be helpful in convincing your friends to quit smoking (to exercise regularly, to eat a healthy diet, and to aim for a healthy weight)?” Responses options ranged from 1 (definitely no) to 4 (definitely yes) and were averaged (Cronbach alpha=.89).

Engagement With Health Assessment Website

We adapted the 9-item Website Evaluation Questionnaire [55], originally developed to measure self-reported engagement, to ask participants about their evaluation of the overall CHART website. Responses were on a 5-point scale (1=strongly disagree to 5=strongly agree) and were averaged across three different items to derive three subscales. Perceptions of personal relevance assessed the degree to which participants felt the website was tailored (eg, “The information and advice provided by the website was appropriate for me”; Cronbach alpha=.85). The perceptions of self-assessment and goal setting subscale assessed the degree to which participants felt that the website helped them to reflect on their current behaviors and set goals (eg, “The website helped me to plan”; Cronbach alpha=.86), whereas the engagement subscale assessed the degree to which participants felt the website was attractive and enjoyable to use (eg, “The website was engaging”; Cronbach alpha=.89.).

For satisfaction, a single item asked participants the following: “How do you assess your participation in the online health assessment website in general?” Response options were on a 5-point scale and included 1 (poor), 2 (average), 3 (good), 4 (very good), and 5 (excellent).

Demographic Characteristics

Participants reported age, sex, race, ethnicity, educational attainment, marital status, annual income, employment, and health insurance status. Data were collected through the CHART demographics module.

Statistical Analyses

Data were examined for outliers and distributions. Given that the distribution of data relating to the tobacco module was markedly different from the other behaviors (eating habits, PA, and weight management), we analyzed the data related to
tobacco separately from the other behaviors, whereas data on the three other behaviors were combined. In examining data, the distribution of the primary outcome variable (behavioral intentions) was similar across the PA, eating behavior, and weight modules, whereas it differed for the tobacco module. Consistent with a previous approach used to analyze data related to CHART [10], we collapsed data across the PA, eating behavior, and weight modules. Furthermore, as the tobacco module focused on an addictive behavior with a recommendation to quit and the other three behavioral modules were similar with respect to recommendations promoting adoption of behaviors, we anticipated that the messages might have similar effects across the three nontobacco behaviors.

We conducted multivariate analysis of variance to evaluate the main effect of each condition (ie, difference between mean response at one level of factor and mean response at other level, collapsing over the levels of all remaining factors) and interactions between conditions on our primary outcomes of interest (behavioral intentions and self-efficacy). Each model included the three experimental conditions, two-way and three-way interaction terms (expectancy priming x autonomy support, expectancy priming x exemplar, autonomy support x exemplar, and expectancy priming x autonomy support x exemplar), an intercept, and the grand mean-centered baseline measure of the outcome of interest as a covariate.

For models related to the health behaviors other than tobacco, the assigned health behavior module was also included as a covariate. Estimated marginal means based on models are reported. We used a similar approach to examine the effect of experimental conditions on measures of engagement and message perceptions. As these measures were collected only in the follow-up questionnaire, analyses did not control for a baseline measure. All analyses were conducted using Statistical Package for the Social Sciences (SPSS) version 23.0 (IBM Corp).

Results

Participants

Of 3163 respondents in MTurk, 2838 completed the online screener and were randomized to 1 of 32 possible conditions (8 conditions across 4 behaviors). Among 2749 individuals who completed the baseline questionnaire, 2285 proceeded to take the CHART assessment. Upon reviewing their personalized reports, 1971 participants completed the follow-up questionnaire. Due to an error with skip patterns that resulted in missing responses related to self-efficacy, 155 participants in the tobacco module were excluded from analyses. An additional 26 participants were excluded because their website activity indicated cases with duplicate IDs and unpaired assessments because of technical issues, which resulted in 1945 participants used in analyses. Figure 1 and Table 1 show the number of participants analyzed by health behavior module and condition, respectively. Characteristics of the 1945 participants are summarized in Table 2. Participants (N=1945) were on average aged 36 years, with the majority being female (54.6%, 1062/1945), married (54.6%, 1062/1945), and college graduates (52.4%, 1019/1945).

Effects on Primary Outcomes

Self-Efficacy

For tobacco-related self-efficacy, analyses revealed a significant main effect of the exemplar condition, $F_{1,266}=4.157, P=.04, \eta^2=0.015$. Participants who received exemplar messages (mean 3.31, SE 0.060) rated their self-efficacy to quit tobacco higher than those who did not receive exemplar messages (mean 3.14, SE 0.057). Expectancy priming ($F_{1,266}=0.836, P=.36$) and autonomy support ($F_{1,266}=0.019, P=.89$) conditions did not have main effects on tobacco-related self-efficacy.

The three-way interaction between the conditions was statistically significant ($F_{1,266}=5.807, P=.02, \eta^2=0.021$) and is illustrated in Figure 2. The strength of the effect of the exemplar condition was moderated by the other conditions. For those in the tailored priming condition, mean self-efficacy was highest among those who received the exemplar message with no autonomy support (mean 3.47, SE 0.129). The next highest self-efficacy scores were among those in the standard priming condition, who received both the exemplar and autonomy supportive messages (mean 3.35, SE 0.111). Results on the health behaviors other than tobacco showed no significant main effects of the three experimental conditions on self-efficacy at follow-up (priming: $F_{1,150}=0.518, P=.47$; autonomy support: $F_{1,150}=0.165, P=.685$; and exemplar: $F_{1,150}=0.695, P=.41$).
Table 1. Experimental conditions and cell sizes by health behavior module.

<table>
<thead>
<tr>
<th>Group</th>
<th>Experimental condition</th>
<th>Tailored expectancy priming</th>
<th>Autonomy support</th>
<th>Exemplar</th>
<th>Health behavior module (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Tobacco</td>
</tr>
<tr>
<td>1</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>56</td>
</tr>
<tr>
<td>2</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>57</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>57</td>
</tr>
<tr>
<td>5</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>58</td>
</tr>
<tr>
<td>6</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>52</td>
</tr>
<tr>
<td>7</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>54</td>
</tr>
<tr>
<td>8</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>55</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of participants (N=1945) in experiments assessing Carolina Health Assessment and Resource Tool (CHART) personalized reports.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>36.22 (11.01)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1062 (54.60)</td>
</tr>
<tr>
<td>Male</td>
<td>883 (45.40)</td>
</tr>
<tr>
<td><strong>Racea, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1675 (86.12)</td>
</tr>
<tr>
<td>African American</td>
<td>148 (7.61)</td>
</tr>
<tr>
<td>Asian</td>
<td>134 (6.89)</td>
</tr>
<tr>
<td>American Indian or native American</td>
<td>41 (2.11)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>4 (0.21)</td>
</tr>
<tr>
<td>Other</td>
<td>21 (1.08)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>128 (6.58)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or living as married</td>
<td>1062 (54.60)</td>
</tr>
<tr>
<td>Not married</td>
<td>883 (45.40)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤High school</td>
<td>230 (11.83)</td>
</tr>
<tr>
<td>Some college or technical school</td>
<td>696 (35.78)</td>
</tr>
<tr>
<td>≥College graduate</td>
<td>1019 (52.39)</td>
</tr>
<tr>
<td><strong>Annual income (USD), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;$35,000</td>
<td>792 (40.72)</td>
</tr>
<tr>
<td>$35,000 to &lt;$75,000</td>
<td>727 (37.38)</td>
</tr>
<tr>
<td>≥$75,000</td>
<td>379 (19.49)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>1385 (71.21)</td>
</tr>
<tr>
<td>Not employed</td>
<td>552 (28.38)</td>
</tr>
<tr>
<td><strong>Have health insurance, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Have health insurance</td>
<td>1564 (80.41)</td>
</tr>
</tbody>
</table>

*aParticipants could choose all that apply.*
The two-way interaction effect of priming and autonomy support conditions was significant ($F_{1,1501}=7.028, P=.008, \eta^2=.005$), such that the effect of autonomy support was higher within the standard priming condition (mean 3.28, SE 0.036) than the tailored priming condition (mean 3.16, SE 0.037). As with self-efficacy related to tobacco, the three-way interaction among the conditions had a significant effect on self-efficacy related to the other health behaviors ($F_{1,1501}=3.925, P=.048, \eta^2=.003$).

Figure 2 shows the effect of autonomy support and exemplar conditions by priming condition. The exemplar condition increased the effect of autonomy support within the standard priming condition, such that the highest self-efficacy scores were reported among those who were in the standard priming condition and received both autonomy and exemplar messages (mean 3.33, SE 0.052). Within the tailored priming condition, mean self-efficacy scores were lowest among those in the autonomy support condition, with (mean 3.14, SE 0.052) or without an exemplar message (mean 3.18, SE 0.053).

In analyses of self-efficacy by individual health behaviors, we found that the significant interaction effect of expectancy priming and autonomous support was specific to those within the PA module ($F_{1,491}=7.185, P=.008, \eta^2=.014$). Figure 3 illustrates the two-way interaction, such that autonomy support had stronger effects on self-efficacy for PA in the standard priming condition (mean 3.47, SE 0.070), whereas messages without autonomy support had stronger effects in the tailored priming condition (mean 3.36, SE 0.074).

Figure 2. Estimated means (SE) for self-efficacy at follow-up as a function of three-way interaction of expectancy priming, autonomy support, and exemplar conditions. Error bars are SEs of the means. Higher scores represent higher self-efficacy. Tobacco (top): three-way interaction effect ($P=.02$) of autonomy support and exemplar conditions on self-efficacy to quit smoking, by priming condition. Physical activity, eating habits, weight (bottom): three-way interaction effect ($P=.048$) of autonomy support and exemplar conditions on self-efficacy to engage in physical activity, eating habits, and weight management behaviors, by priming condition.
Figure 3. Estimated means (SE) for self-efficacy for physical activity at follow-up as a function of two-way interaction of expectancy priming and autonomy support. Error bars are SEs of the means. Higher scores represent higher self-efficacy.

Figure 4. Estimated means (SE) for behavioral intentions at follow-up as a function of main effects of experimental conditions. Error bars are SEs of the means. Higher scores represent higher behavioral intentions. Tobacco (top): priming ($P = .59$), autonomy support ($P = .94$), and exemplar ($P = .97$) effects on behavioral intentions to quit smoking, controlling for baseline intention scores. Physical activity, eating habits, weight (bottom): priming ($P = .15$), autonomy support ($P = .64$), and exemplar ($P = .08$) effects on behavioral intentions to engage in other health behaviors, controlling for baseline intention scores.
**Behavioral Intentions**

Figure 4 shows the results for behavioral intentions to quit smoking. There were no significant main effects of the three conditions. Behavioral intentions among participants that received the standard priming message (mean 5.21, SE 0.095) did not differ from those who received the tailored priming message (mean 5.28, SE 0.095; $F_{1,267}=0.292, P=.59$). Similarly, there was no main effect for autonomy support (mean 5.24, SE 0.097; $F_{1,267}=0.005, P=.94$), or the exemplar (mean 5.24, SE 0.097) versus no exemplar (mean 5.24, SE 0.094; $F_{1,267}=0.001, P=.97$). No significant interactions were found among the experimental conditions.

For the other health behaviors (Figure 4), the main effect of exemplar messages on behavioral intentions was in the hypothesized direction but did not reach statistical significance ($F_{1,1503}=3.026, P=.08$). Mean behavioral intention scores were 5.64 (SE 0.031) for those who received exemplar messages and 5.56 (SE 0.030) for those who did not. There were no main effects of priming or autonomy support. Mean behavioral intention scores were similar between standard priming (mean 5.63, SE 0.030) and tailored priming conditions (mean 5.57, SE 0.030; $F_{1,1503}=2.06, P=.15$) and between the autonomy support (mean 5.59, SE 0.030) and no autonomy support (mean 5.61, SE 0.030; $F_{1,1503}=0.223, P=.64$) conditions. There were no significant interactions between any of the experimental conditions.

Table 3. Engagement and perceptions of the Carolina Health Assessment and Resource Tool (CHART) personalized report and website at follow-up (tobacco module).

<table>
<thead>
<tr>
<th>Scale</th>
<th>Scale range</th>
<th>Tobacco (mean (SD))</th>
<th>Standard priming (N=200)</th>
<th>Tailored priming (N=211)</th>
<th>No autonomy support (N=213)</th>
<th>Autonomy support (N=198)</th>
<th>No exemplar (N=202)</th>
<th>Exemplar (N=209)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived message relevance</td>
<td>1-5</td>
<td>3.58 (0.91)</td>
<td>3.64 (0.90)</td>
<td>3.59 (0.92)</td>
<td>3.62 (0.90)</td>
<td>3.59 (0.89)</td>
<td>3.62 (0.93)</td>
<td></td>
</tr>
<tr>
<td>Perceived informativeness</td>
<td>1-5</td>
<td>3.69 (0.88)</td>
<td>3.74 (0.97)</td>
<td>3.72 (0.91)</td>
<td>3.71 (0.94)</td>
<td>3.71 (0.95)</td>
<td>3.73 (0.91)</td>
<td></td>
</tr>
<tr>
<td>Perceived quality</td>
<td>1-5</td>
<td>3.63 (0.87)</td>
<td>3.63 (0.82)</td>
<td>3.64 (0.90)</td>
<td>3.62 (0.88)</td>
<td>3.63 (0.88)</td>
<td>3.63 (0.90)</td>
<td></td>
</tr>
<tr>
<td>Perceived trustworthiness</td>
<td>1-5</td>
<td>3.94 (0.85)</td>
<td>4.01 (0.89)</td>
<td>3.97 (0.91)</td>
<td>3.99 (0.82)</td>
<td>3.93 (0.89)</td>
<td>4.02 (0.85)</td>
<td></td>
</tr>
<tr>
<td>Perceived attractiveness</td>
<td>1-7</td>
<td>3.97 (1.66)</td>
<td>3.89 (1.76)</td>
<td>3.80 (1.74)</td>
<td>4.06 (1.68)</td>
<td>3.95 (1.71)</td>
<td>3.91 (1.72)</td>
<td></td>
</tr>
<tr>
<td>Perceived message effectiveness</td>
<td>1-4</td>
<td>2.73 (0.63)</td>
<td>2.77 (0.65)</td>
<td>2.74 (0.62)</td>
<td>2.75 (0.65)</td>
<td>2.72 (0.66)</td>
<td>2.78 (0.62)</td>
<td></td>
</tr>
<tr>
<td>Perceptions of personal relevance</td>
<td>1-5</td>
<td>3.69 (0.76)</td>
<td>3.70 (0.83)</td>
<td>3.66 (0.82)</td>
<td>3.73 (0.78)</td>
<td>3.68 (0.80)</td>
<td>3.71 (0.79)</td>
<td></td>
</tr>
<tr>
<td>Perceptions of self-assessment and goal setting</td>
<td>1-5</td>
<td>3.47 (0.91)</td>
<td>3.53 (0.93)</td>
<td>3.47 (0.90)</td>
<td>3.54 (0.93)</td>
<td>3.45 (0.91)</td>
<td>3.56 (0.92)</td>
<td></td>
</tr>
<tr>
<td>Engagement</td>
<td>1-5</td>
<td>3.57 (0.89)</td>
<td>3.62 (0.96)</td>
<td>3.58 (0.90)</td>
<td>3.62 (0.94)</td>
<td>3.48 (0.96)</td>
<td>3.72 (0.87)</td>
<td></td>
</tr>
<tr>
<td>Participation in CHART</td>
<td>1-5</td>
<td>3.68 (0.91)</td>
<td>3.67 (0.93)</td>
<td>3.68 (0.89)</td>
<td>3.67 (0.95)</td>
<td>3.57 (0.96)</td>
<td>3.78 (0.87)</td>
<td></td>
</tr>
</tbody>
</table>

*CHART: Carolina Health Assessment and Resource Tool.
effects on user engagement and message perceptions

Tables 3 and 4 show the mean scores related to engagement and perceptions of the personalized report and CHART website by main effects of the experimental conditions. Overall, participants reported positive perceptions of the tailored feedback reports and CHART website. Mean ratings of the personalized report regarding perceived message relevance, informativeness, message quality, and trustworthiness (1=strongly disagree to 5=strongly agree) ranged from 3.58 (SD 0.91) to 4.02 (SD 0.85) for the tobacco module (Table 3) and from 3.54 (SD 0.89) to 3.97 (SD 0.83) for the nontobacco modules (Table 4). Participants across both the tobacco-related and nontobacco modules reported average scores for attractiveness of the personalized reports (1=very much to 7=not at all), ranging from 3.80 (SD 1.74) to 4.06 (SD 1.68) and 3.85 (SD 1.67) to 3.93 (SD 1.70), respectively.

Message effectiveness of personalized reports (1=definitely no to 4=definitely yes) was rated more positively for both the tobacco module and other behaviors. Evaluations of the overall CHART website (1=strongly disagree to 5=strongly agree) were generally positive across all three subscales (personal relevance, perceptions of self-assessment and goal setting, and engagement). Scores ranged from 3.45 (SD 0.91) to 3.78 (SD 0.87) for the tobacco modules (Table 3) and 3.52 (SD 0.93) to 3.67 (SD 0.80) for the nontobacco modules (Table 4). Satisfaction ratings regarding participation in CHART fell between good to very good across all modules. There were no significant differences in engagement and perceptions among groups.

Discussion

Principal Findings

Findings from this randomized factorial experiment showed that tailored priming before presentation of a tailored feedback report, with use of an exemplar to model smoking cessation behavior, produced the largest effect on self-efficacy in the tobacco module. For the other three modules (PA, eating habits, and weight), self-efficacy was highest among those who received standard priming of the feedback and messages offering both autonomy support and an exemplar. Messages featuring tailored expectancy priming, autonomy support, or exemplars did not improve behavioral intentions to engage in healthy behaviors or result in differences in engagement and message perceptions. These empirical findings on various theory-driven messages delivered in response to an online health risk assessment contribute to the relatively sparse literature guiding the optimal presentation of online tailored feedback to individuals. Overall, results of this study suggest that using exemplars in tailored feedback messages has the potential to improve self-efficacy in the early phases of behavior change interventions. Furthermore, the addition of standard priming messages before presentation of feedback, along with autonomy supportive messages, could help optimize message effects on self-efficacy.

Comparison With Prior Work

Self-Efficacy

Exemplars

In this study, using an exemplar showed potential for improving self-efficacy across all of the behaviors (tobacco, PA, eating habits, and weight management). Among participants in the tobacco module, messages with exemplars produced the highest self-efficacy scores. Strecher et al [36] previously demonstrated that high-depth tailored (ie, tailored to several characteristics

Table 4. Engagement and perceptions of the Carolina Health Assessment and Resource Tool (CHART) personalized report and website at follow-up (physical activity, eating behaviors, and weight modules).

<table>
<thead>
<tr>
<th>Scale</th>
<th>Scale range</th>
<th>Physical activity, eating behaviors, and weight, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standard priming (N=744)</td>
</tr>
<tr>
<td>Perceived message relevance</td>
<td>1-5</td>
<td>3.57 (0.88)</td>
</tr>
<tr>
<td>Perceived informativeness</td>
<td>1-5</td>
<td>3.75 (0.94)</td>
</tr>
<tr>
<td>Perceived quality</td>
<td>1-5</td>
<td>3.63 (0.88)</td>
</tr>
<tr>
<td>Perceived trustworthiness</td>
<td>1-5</td>
<td>3.96 (0.85)</td>
</tr>
<tr>
<td>Perceived attractiveness</td>
<td>1-7</td>
<td>3.89 (1.69)</td>
</tr>
<tr>
<td>Perceived message effectiveness</td>
<td>1-4</td>
<td>2.83 (0.61)</td>
</tr>
<tr>
<td>Perceptions of personal relevance</td>
<td>1-5</td>
<td>3.64 (0.81)</td>
</tr>
<tr>
<td>Perceptions of self-assessment and goal setting</td>
<td>1-5</td>
<td>3.54 (0.89)</td>
</tr>
<tr>
<td>Engagement</td>
<td>1-5</td>
<td>3.65 (0.89)</td>
</tr>
<tr>
<td>Participation in CHART</td>
<td>1-5</td>
<td>3.63 (0.96)</td>
</tr>
</tbody>
</table>

*CHART: Carolina Health Assessment and Resource Tool.
messages appear warranted. In particular, identifying and assessing preferences for autonomy supportive communication, or more narrative forms that include behavioral models, may help improve the development of more personally relevant messaging in tailored feedback communications. Given the scarcity of research that has evaluated online health communications that tailor message framing to match an individuals’ need for autonomy and other information processing styles [58], there is a need to further elucidate the effectiveness of tailoring messages based on autonomy supportive preferences. Studies that examine the effects of tailoring on need for autonomy alone or in combination with other psychosocial constructs could advance our understanding of the potential to improve the effectiveness of online health communications that are tailored to individuals’ information processing preferences.

Behavioral Intentions

Although we expected to observe improvements in behavioral intentions as a result of the various message enhancements, this was not borne out in our findings. In the nontobacco modules (PA, eating habits, and weight), there was a nonsignificant trend for messages with exemplars to improve behavioral intentions to engage in the behaviors. This lack of effect on behavioral intentions is similar to findings from other message testing studies that have sought to improve intentions for various health behaviors using a one-time delivery of targeted or framed messages [59-61]. In the context of a computer-tailored nutrition intervention, Oenema et al [62] showed that the tailored intervention improved intentions to change vegetable consumption relative to generic nutrition information and no-information control groups. This effect was mediated by perceived message relevance and perceived individualization. Given that the existing CHART messages were already tailored to individuals’ current behaviors and other psychosocial factors and aimed at improving behavioral intentions, it is possible there was a ceiling effect with little room for improvement beyond that produced by existing messages. Furthermore, the nonsignificant differences in behavioral intentions may be attributed to the lack of differences in perceived message relevance among the three message factors. Although behavioral intentions is a common construct in health behavior theories, studies highlight the gap between behavioral intention and subsequent behavior [63] and have shown that people’s expectations about what they will do are more predictive of subsequent behavior than their intentions [64]. Future studies of the effectiveness of tailored feedback messages might consider alternative outcome measures that have demonstrated better predictive validity of behavior, such as expectations, and examine the effects of multiple or frequent feedback reports delivered over time.

User Engagement and Message Perceptions

The comparability across the message factors with respect to perceptions and engagement with the personalized reports and CHART website suggests that the message conditions were equally appealing, relevant, and engaging. Previous studies have found that a variety of message perceptions (eg, relevance, persuasiveness, importance, and helpfulness) have mediated the relationship between tailored messaging and behaviors or
behavioral intentions [38-40,62,65]. For example, perceived message relevance has been shown to be a mediator of the positive effects of tailored messaging on fruit and vegetable intake [38,39], vegetable intake intentions [62], and breast screening intentions [40], indicating the existence of significant relationships between the tailored materials and perceived message relevance.

In this study, we did not find such associations between the tailoring enhancements and message perceptions. Given that all experimental conditions provided tailored feedback messages, it is not surprising that there was little variation in perceptions and user engagement among the message factors. The relatively slight differences in phrasing of messages may not have been sufficient to influence various message perceptions as overall content and suggestions for making healthy behavior changes were consistent across conditions. The ratings for engagement with and perceptions of the CHART website indicate that participants found the overall health assessment website with feedback to be engaging and personally relevant. Participant ratings in this study were comparable with findings on self-reported engagement in a study that compared the effects of Internet-delivered assessment with and without tailored feedback versus generic information on self-management of bowel problems [55]. A recent systematic review provided an integrative definition of engagement with online behavior change interventions, which incorporates both subjective experiences and extent of usage, and offered a conceptual framework to guide measurement and evaluation of the relationship between engagement and intervention effectiveness [16], Future research on tailored personalized feedback could incorporate both subjective and objective measurements of engagement to identify specific dimensions of engagement that have a greater influence on the effectiveness of health messages. Further elucidation of whether engagement may mediate or moderate the relationship between tailored feedback messages and intended behavioral outcomes is necessary.

Limitations

While this study used an innovative strategy and factorial design to efficiently identify the most impactful message conditions to optimize tailored feedback reports, several limitations should be considered. Participants completed the pre- and postfeedback assessments during a single occasion, so the persistence of findings over time is unknown.

Although improving self-efficacy for behavior change and behavioral intentions may require more than a one-time administration of a health risk assessment with tailored feedback, our study was an experiment designed to test the effects of different message features on psychosocial factors and not an intervention for behavior change. Our findings may have implications for creating more impactful messages within the context of behavior change interventions. The sample recruited through MTurk was relatively homogeneous with respect to age, race, ethnicity, and education, which limits generalizability of our findings to a more diverse population. However, this recruitment approach facilitated rapid and efficient testing of multiple message conditions over a short period of time, and results are useful for generating hypotheses to be tested in future alternate populations that are harder and most costly to recruit. As all measures and outcomes were self-reported, over- or underreporting and responses influenced by social desirability may have biased our results, though presumably randomization would have evenly distributed any biased reporting across conditions.

Another limitation was the lack of an experimental condition without priming. Although this precluded us from evaluating the effects of any priming (whether standard or tailored) compared with none, we observed an interesting interaction effect, whereby combining standard priming with autonomy supportive messages resulted in higher self-efficacy scores. Finally, we observed relatively small effects of the message manipulations on our outcomes of interest. To minimize participant burden, we opted to use a single-item to assess self-efficacy, a limitation that may have led to insufficient variance to examine group differences. Although participants’ mean intentions and self-efficacy scores were relatively high at baseline, which possibly resulted in a ceiling effect and diminished our ability to observe associations, the large sample size was adequately powered to detect some differential effects among the message conditions.

Conclusions

Overall, our study findings among MTurk workers suggest message characteristics that have the potential to enhance message impact on self-efficacy. In the context of an online health behavior assessment tool, the use of exemplars to convey tailored feedback may help promote improvements in self-efficacy related to tobacco cessation, PA, eating habits, and weight control. As findings among MTurk workers may not generalize to others who are seeking behavioral interventions, further evaluation of whether exemplars, priming, and autonomy supportive messages can enhance the impact of tailored feedback on cancer prevention–related behaviors among other populations is warranted.
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Abstract

Background: Regular testing for sexually transmitted infections (STIs) is important to maintain sexual health. Self-sampling kits ordered online and delivered in the post may increase access, convenience, and cost-effectiveness. Sexual health economies may target limited resources more effectively by signposting users toward Web-based or face-to-face services according to clinical need.

Objective: The aim of this paper was to investigate the impact of two interventions on testing activity across a whole sexual health economy: (1) the introduction of open access Web-based STI testing services and (2) a clinic policy of triage and signpost online where users without symptoms who attended clinics for STI testing were supported to access the Web-based service instead.

Methods: Data on attendances at all specialist public sexual health providers in an inner-London area were collated into a single database. Each record included information on user demographics, service type accessed, and clinical activity provided, including test results. Clinical activity was categorized as a simple STI test (could be done in a clinic or online), a complex visit (requiring face-to-face consultation), or other.

Results: Introduction of Web-based services increased total testing activity across the whole sexual health economy by 18.47% (from 36,373 to 43,091 in the same 6-month period—2014-2015 and 2015-2016), suggesting unmet need for testing in the area. Triage and signposting shifted activity out of the clinic onto the Web-based service, with simple STI testing in the clinic decreasing from 16.90% (920/5443) to 12.25% (511/4172) of total activity, \( P < .001 \), and complex activity in the clinic increasing from 69.15% (3764/5443) to 74.86% (3123/4172) of total activity, \( P < .001 \). This intervention created a new population of online users with different demographic and clinical profiles from those who use Web-based services spontaneously. Some triage and signposted users (29.62%, 375/1266) did not complete the Web-based testing process, suggesting the potential for missed diagnoses.
Conclusions: This evaluation shows that users can effectively be transitioned from face-to-face to Web-based services and that this introduces a new population to Web-based service use and changes the focus of clinic-based activity. Further development is underway to optimize the triage and signposting process to support test completion.

(J Med Internet Res 2018;20(3):e74) doi:10.2196/jmir.8101
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Introduction
Regular testing for sexually transmitted infections (STIs) with rapid treatment and partner notification are important strategies to improve and maintain sexual health [1]. Testing for chlamydia, gonorrhoea, HIV, and syphilis is traditionally delivered within sexual health clinics, but Web-based testing is increasingly part of the sexual health economy [2-5]. This reflects the English National Health Service (NHS) strategy on digital care to meet expanding health care demand within limited resources [6,7].

Web-based STI testing services may provide self-tests where users both collect samples and read the results, or self-sampling where users collect samples that are sent to the laboratory for processing [8]. They offer 24-hour access to testing without the need to visit a clinic and may facilitate effective use of clinic services by shifting simple testing (testing with no other clinical activity required) online and freeing clinical capacity for complex care [9]. Although there is increasing availability of internet-based ordering of STI tests in developed countries, such services are highly heterogeneous: some are targeted to specific risk groups (based on age, ethnicity, or sexual orientation), test for a single infection [10], may be fully integrated with existing health services [11] or completely independent. A randomized controlled trial in France reported an increase in testing uptake (29.2% in the intervention group vs 8.7% in the control group, risk ratio: 3.37, 95% CI 3.05-3.74) [12]. However, outcomes were assessed using different measures in the intervention and control group, and there was low follow-up [12]. One US study found that internet-based testing could facilitate testing of high-risk individuals who were not accessing clinic-based services [13].

This paper evaluates the impact of Web-based self-sampling services within a sexual health economy within the London Boroughs of Lambeth and Southwark, an inner London area, with high rates of sexual ill health [14]. Unmet need was present before the introduction of an Web-based service, with 17,000 people having turned away from all sexual health services in the area annually (local clinic data) because of insufficient clinical capacity to meet demand. The Web-based service (SH:24 [15]) in this area provides free access to testing for chlamydia, gonorrhoea, HIV, and syphilis for users older than 16 years with restrictions based on gender or sexual orientation. Users complete an order form with self-sampling kits delivered home. Test kits are tailored to gender and sexuality. They include written information and link to a video that explains the self-sampling process. Participants can text or request a call-back for questions or concerns. Nonreturners are sent reminders via an SMS text message (short message service, SMS) and additional test kits if required. Results are sent by SMS text message except HIV reactive results that are delivered by telephone. At the time of this study, all those with positive results are referred into clinics for treatment and partner notification and managed according to national guidelines. Notification (by SMS text message) and management (treatment and partner notification) of patients identified through online self-sampling is the same as for asymptomatic patients tested in the clinic.

This paper documents STI testing before and after the introduction of online self-sampling services available to those aged 16 years or above and resident in the area. It documents the impact of a subsequent change in policy at one clinic—Camberwell Sexual Health Service, a large service providing both contraception and diagnosis and management of STIs. The change in policy was designed to facilitate the transition of simple STI testing from the clinic to the online service. This is an emerging strategy, developed in response to the online service. The new clinic policy introduced a triage process managed by clinical support workers who assess clinical need and redirect asymptomatic users requesting STI testing alone to order their tests via the online service using tablets available in the clinic. After online ordering, clinic staff prepare the self-sampling packs immediately for users to take away. Users then follow the online self-sampling process described above. The policy is designed to release capacity within the clinical service and use this for the management of complex clinical need. It is also intended to change future user behavior so that the online service becomes a first choice for future testing. The evaluation presented here analyses the impact of these service developments on sexual health activity across the whole sexual health system.

The aim of this observational study was to investigate the effect of the real life resource allocation decisions made within clinics following the establishment of an effective online service. This will inform policy makers and commissioners about the potential impact of changes to service capacity and delivery.

Methods

Data Sources and Preparation
Records of clinic visits for all sexual health attendances in the London Boroughs of Lambeth and Southwark were collated from January 1, 2014 to September 31, 2016 from all sexual health service providers: genitourinary medicine (GUM) clinics, integrated clinics, community sexual and reproductive health clinics, and the online service. This covered a baseline period where there were no major changes to sexual health service provision, followed by implementation of online STI testing,
and then changes in clinic practice resulting from availability of the new service (Figure 1).

All records were anonymized to remove identifiable information and harmonized to generate a complete dataset of individual level clinic attendances (one record, per person, per day). Each record includes demographic information: unique user identification number, gender, age at visit, site of visit, ethnicity, area of residence (lower super output area code), sexual orientation, and clinical information (first or follow-up visits and up to 12 sexual health, six reproductive health, and five contraception codes for clinic activity). Individual level clinic attendance data were collated and summarized as simple STI test performed (chlamydia, gonorrhea, HIV, and syphilis) or complex service required. Area of residence was summarized as Lambeth, Southwark, adjacent boroughs, other London, or out of London. We considered the impact of the changes on Lambeth and Southwark residents only as access to the online service was restricted to this group. Clinic activity was coded using the GUM clinic activity dataset version 2 codes (Multimedia Appendix 1), assigned by clinicians during or after the consultation. For clinic users, we assumed that symptoms were present if microscopy was recorded as an activity. Online users were directly asked a question about presence of symptoms by the online registration system, with advice to go to a clinic if symptoms were present. This question was worded as follows:

*Are you showing any symptoms of a sexually transmitted infections? If you have symptoms, we advise that you go to a clinic. You can find more information about your local clinic here. You can find out more information on symptoms of sexually transmitted infections here. (additional information screen appears on click).*

**Exclusion Criteria**

Records were excluded from analysis if there were no codes associated with the clinic visit, or if individuals were prisoners, or younger than 16 years, or 100 years and older.

**Definition of Attendance Types and Positivity**

Individual level clinic activity data were collated and summarized as “simple STI test” (chlamydia, gonorrhea, HIV, and syphilis) or “complex visit” (Multimedia Appendix 1). By definition, all Web activity was a simple STI test. We identified both attendances where a simple STI test was provided, as well as the subset of attendances where only a simple STI test was provided. A complex visit could be defined as an examination or physical intervention being recorded (eg, surgical, vaccination, or gynecological) or the patient was symptomatic.

The positivity was calculated as the number of positive diagnoses or total test records, both for all simple STI tests and for each of the four infections (gonorrhea, chlamydia, HIV, and syphilis) separately; further details of the calculation of positivity are given in Multimedia Appendix 1, equation 1.

**Ethics**

Ethical approval was obtained from the NRES Committee North of Scotland—Grampian (Ref 15/NS/0031).

**Data Analysis**

The overall pattern of STI testing across Lambeth and Southwark across all sexual health providers from January 1, 2014 to September 30, 2016 was analyzed. Linear regression was used to test for trend in testing volume at Camberwell Sexual Health Centre up to June 30, 2016. The complexity of clinic activity provided to Lambeth and Southwark residents at Camberwell Sexual Health Centre in 2016 during quarter 2 (Q2) was compared with that during quarter 3 (Q3). The triage and signposting service was introduced at the start of Q3. Changes in pattern of clinic attendance between the quarters were analyzed using a chi-square test. Test completion and positivity were evaluated for those who used the triage and signposting pathway. Populations who used the triage and signposting pathway in Q3 were compared with those residents in the same area accessing the Web-based service without signposting or triage (spontaneous users).

**Figure 1.** Timeline of sexual health service changes in Southwark and Lambeth from 2014 to 2016.

10/01/2014 – 31/12/2014
No online service (baseline)

01/04/2015 – 30/06/2016
Online service (Sh:24) fully operational in Lambeth and Southwark

01/01/2015 – 01/04/2015
Beta testing phase; Online service not available publicly therefore online tests during this period excluded for this analysis

01/07/2016 – 31/09/2016
Triage and signposting from one clinic only (Camberwell Sexual Health Service) to the online service (Sh:24)
Results

Patterns of Sexually Transmitted Infection Testing in Southwark and Lambeth Over Time

The overall testing capacity across the whole sexual health economy remained stable during the 2 years before the introduction of Web-based testing and is shown in Figure 2. The addition of online services was associated with an increase in total testing across the whole sexual health economy gradually from its introduction in Q2, 2015 to peak activity in Q3, 2016 (Figure 3). In a 6-month period before online testing (October 1, 2014 to March 31, 2015), there were a total of 36,673 STI tests performed within Lambeth and Southwark. In the same period in 2015-2016, this increased by 18.47% to 43,091 tests. Before the introduction of triage and signposting from January 1, 2014 to June 30, 2016, there was no significant change in the number of STIs tests each quarter over time in Camberwell Sexual Health clinic, test for trend $P=.97$ (Figure 3).

We compared clinic activity at Camberwell Sexual Health Service, following the introduction of triage and signposting to direct asymptomatic users in the clinic to the Web-based service, implemented from July 1, 2016 (Table 1). The introduction of triage and signposting was associated with a decrease in total activity in the clinic of 23% between Q2 (6946) and Q3 (5362). The total number of visits by Lambeth and Southwark resident that included an STI test decreased from 3156/5443 (57.98% of visits) in Q2 to 2202/4172 (52.78% of visits) in Q3. During the same period, the proportion of simple STI tests without additional complex activity decreased from 16.90% (920/5443) to 12.25% (511/4172; chi-square, $P<.001$), and the proportion of complex service activity increased from 69.15% (3764/5443) to 74.86% (3123/4172; chi-square, $P<.001$; Figure 3).

Analysis of Sexually Transmitted Infection Testing Patterns in Quarter 3, 2016 Online and in Clinic

In the 3-month period after the introduction of the triage and signposting service, 2202 users obtained STI testing from Camberwell Sexual Health Service, 1266 users were signposted from this clinic after triage to the Web-based service, and 5362 used the Web-based service spontaneously. In addition, 175 people were triaged from another local sexual health service (Burrell St Clinic), who were excluded from subsequent analyses.

The introduction of the Web-based service and the triage and signposting service resulted in three different groups of service users (Table 2). For age, gender, and ethnicity, the clinic and the spontaneous online group showed differences in composition. The triage and signpost group was intermediate between the clinic and Web-based groups for age and ethnicity. For example, young people aged 16 to 19 years formed 8.89% (201/2261) of the clinic group, 4.55% (194/4262) of the spontaneous online group, and 6.2% (55/890) of the triage and signpost group.

The spontaneous Web-based group are most likely to be female: women formed 59.27% (1340/2261) of the clinic group, 64.43% (2746/4262) of the spontaneous Web-based group, and 46.7% (416/890) of triage and signpost group. Men who have sex with men formed a similar proportion of men using the clinic (30.4%, 251/825) and spontaneous Web-based (33.3%, 505/1516) but smaller proportion of triage and signposted (17.7%, 84/474), potentially reflecting higher probability of symptomatic infection or reported high risk behavior in the clinic population.

Both spontaneous Web-based service users and those registering at the clinic were encouraged to use clinic services if they had symptoms, and this is reflected in our data with 92.59% (3946/4262) of spontaneous Web-based users and 90.1% (802/890) of users who were triaged and signposted online classified as asymptomatic compared with 69.39% (1569/2261) of clinic users.

Figure 2. Number of simple sexually transmitted infections (STI) tests delivered across the whole sexual health economy, by service provider, by quarter, from quarter 1 (Q1) 2014 to quarter 3 (Q3) 2016 in Lambeth and Southwark, London.
Figure 3. Number of simple sexually transmitted infections (STI) tests performed at Camberwell Sexual Health Centre and SH:24 by calendar year and quarter, quarter 1 (Q1) 2014 to quarter 3 (Q3) 2016.

Table 1. Changing pattern of activity at Camberwell Sexual Health Service (quarter 2 [Q2] and quarter 3 [Q3] 2016) and Web-based testing.

<table>
<thead>
<tr>
<th>Description</th>
<th>Camberwell Q2, N or n (%)</th>
<th>Camberwell Q3, N or n (%)</th>
<th>SH:24 Web-based service Q2, N</th>
<th>SH:24 Web-based service Q3, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total records (1 per person per day)</td>
<td>7662</td>
<td>6245</td>
<td>4439</td>
<td>7717</td>
</tr>
<tr>
<td>Included records (age ≥16 years, &lt;100 years, and no prisoners)</td>
<td>7593</td>
<td>6188</td>
<td>4439</td>
<td>7716</td>
</tr>
<tr>
<td>Total visits with any code (all users)</td>
<td>6946</td>
<td>5362</td>
<td>4439</td>
<td>7716</td>
</tr>
<tr>
<td>Total visits (Lambeth and Southwark residents)</td>
<td>5443</td>
<td>4172</td>
<td>4436</td>
<td>7073</td>
</tr>
<tr>
<td>Total STIa tests (without complex intervention)</td>
<td>920 (16.90)</td>
<td>511 (12.25)</td>
<td>4436b</td>
<td>7073b</td>
</tr>
<tr>
<td>Total complex visits (with and without STI test)</td>
<td>3764 (69.15)</td>
<td>3123 (74.86)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Subtotal complex visits with STI test</td>
<td>2236</td>
<td>1691</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Subtotal complex visit, no STI test</td>
<td>1528</td>
<td>1432</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other services used</td>
<td>759 (13.94)</td>
<td>538 (12.95)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

STI: sexually transmitted infection.

The test return rates within 6 weeks of test were higher for the spontaneous (70.51%, 3871/5632) than the “triage and signposting” groups (66.98%, 848/1266), which was significant (P < .01). A supplementary analysis comparing the demography of individuals who did and did not complete the testing process is shown in Multimedia Appendix 1. Women were less likely to complete tests, but otherwise, there were no significant differences between completers and noncompleters based on age, ethnicity, or sexual orientation, although the sample size is relatively small.

There were differences in positivity for any infection between the population that was seen in the clinic (7.70%, 174/2261), the triage and signpost users (6.4%, 57/890), and the spontaneous online users (4.58%, 195/4262). Patients diagnosed through Web-based testing were directed to clinics for management and partner notification in the same way as asymptomatic patients tested in the clinic. Any patients with HIV reactive tests are contacted to arrange confirmatory testing in the clinic.
Table 2. Characteristics of service users testing for sexually transmitted infections (STIs) via different pathways, July to September (quarter 3) 2016. A simple STI test includes chlamydia, gonorrhea, HIV, and syphilis.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>SH:24 Web-based service (n=6898)</th>
<th>Spontaneous online (n=5632)</th>
<th>Triage and signpost (n=1266)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total visits, n</td>
<td>4172</td>
<td>5632</td>
<td>1266</td>
</tr>
<tr>
<td>Total tests ordered, n</td>
<td>2202</td>
<td>5632</td>
<td>1266</td>
</tr>
<tr>
<td>Return rate, n</td>
<td>N/A b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤2 weeks, n (%)</td>
<td>3186 (56.57)</td>
<td></td>
<td>775 (61.22)</td>
</tr>
<tr>
<td>&gt;2 to ≤6 weeks, n (%)</td>
<td>785 (13.94)</td>
<td></td>
<td>73 (5.77)</td>
</tr>
<tr>
<td>&gt;6 weeks, n (%)</td>
<td>293 (5.20)</td>
<td></td>
<td>43 (3.40)</td>
</tr>
<tr>
<td>Not returned, n (%)</td>
<td>1368 (24.29)</td>
<td></td>
<td>375 (29.62)</td>
</tr>
<tr>
<td>Total tests completed, n</td>
<td>2202</td>
<td>4262</td>
<td>890</td>
</tr>
<tr>
<td>Total tests completed plus STI diagnoses c, n</td>
<td>2261</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group, years, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-19</td>
<td>201 (8.89)</td>
<td>194 (4.55)</td>
<td>55 (6.2)</td>
</tr>
<tr>
<td>20-24</td>
<td>472 (20.88)</td>
<td>1282 (30.08)</td>
<td>205 (23.0)</td>
</tr>
<tr>
<td>25-29</td>
<td>508 (22.47)</td>
<td>1605 (37.66)</td>
<td>262 (29.4)</td>
</tr>
<tr>
<td>30-34</td>
<td>365 (16.14)</td>
<td>650 (15.25)</td>
<td>146 (16.4)</td>
</tr>
<tr>
<td>35+</td>
<td>715 (31.62)</td>
<td>531 (12.46)</td>
<td>222 (24.9)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1340 (59.27)</td>
<td>2746 (64.43)</td>
<td>416 (46.7)</td>
</tr>
<tr>
<td>Male</td>
<td>921 (40.73)</td>
<td>1516 (35.57)</td>
<td>474 (53.3)</td>
</tr>
<tr>
<td>Men who have sex with men</td>
<td>251 (27.3)</td>
<td>505 (33.31)</td>
<td>94 (19.8)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>825 (36.49)</td>
<td>2850 (66.87)</td>
<td>461 (51.8)</td>
</tr>
<tr>
<td>Mixed</td>
<td>178 (7.87)</td>
<td>353 (8.28)</td>
<td>93 (10.4)</td>
</tr>
<tr>
<td>Asian</td>
<td>59 (2.61)</td>
<td>107 (2.51)</td>
<td>21 (2.4)</td>
</tr>
<tr>
<td>Black or black British</td>
<td>939 (41.53)</td>
<td>768 (18.02)</td>
<td>270 (30.3)</td>
</tr>
<tr>
<td>Other</td>
<td>208 (9.20)</td>
<td>105 (2.46)</td>
<td>32 (3.6)</td>
</tr>
<tr>
<td>Missing or prefer not to say</td>
<td>52 (2.30)</td>
<td>79 (1.85)</td>
<td>13 (1.5)</td>
</tr>
<tr>
<td>Symptoms, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asymptomatic</td>
<td>1569 (69.39)</td>
<td>3946 (92.59)</td>
<td>802 (90.1)</td>
</tr>
<tr>
<td>Symptomatic</td>
<td>692 (30.61)</td>
<td>316 (7.41)</td>
<td>88 (9.9)</td>
</tr>
<tr>
<td>Infection</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positivity, any infection d, n (%)</td>
<td>174 (7.70)</td>
<td>195 (4.58)</td>
<td>57 (6.4)</td>
</tr>
<tr>
<td>Chlamydia diagnoses, n</td>
<td>122</td>
<td>166</td>
<td>48</td>
</tr>
<tr>
<td>Gonorrhoea diagnoses, n</td>
<td>49</td>
<td>23</td>
<td>4</td>
</tr>
<tr>
<td>Syphilis diagnoses, n</td>
<td>8</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>HIV diagnoses, n</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

a175 referrals from Burrell St excluded.
bN/A: not applicable.
cwith no test during visit.
dSeparate STI diagnoses do not add up to the total as some individuals were diagnosed with multiple infections. Positivity is only indicated for any infection, not shown for each separate infection as the number of tests completed was different for each infection.
Discussion

Principal Findings

The key findings from this evaluation are that availability of Web-based testing increased the total volume of STI testing and increased the proportion of clinic visits which utilized a complex service requiring face-to-face clinical evaluation. Once established as an effective method of testing, the availability of Web-based STI testing resulted in a change in clinical policy to actively signpost clinic attendees to use the Web-based service, reflecting high trust in the Web-based service, but also high demands on the clinic services. The majority (70.30%, 890/1266) of clinic users who were signposted to the Web-based service successfully completed their test. Almost a third (29.62%, 375/1266) of clinic attendees did not successfully complete an STI test.

This evaluation shows that users can effectively be transitioned from Web-based to face-to-face services and that this introduces a new population to Web-based service use and changes the focus of clinic-based activity.

Changing patterns of disease and rising user expectations are increasing demands on health services [7,16]. Supported self-management is one element of the response and can be provided through Web-based health services. Web-based self-management services work best when integrated with and supported by face-to-face care [17]. This creates interfaces between Web-based and terrestrial services that sustain effective functioning of these emerging hybrid systems.

Strengths and Limitations

Effective interaction with health services requires information and skills. This is acknowledged within sexual health services, with support for new service users such a young people to build capabilities for service access [18]. Self-management requires additional skills, and health services can support their development [19]. The triage and signposting intervention facilitated interaction with the Web-based service using strategies consistent with the literature on behavior change—making the transition easy, attractive, socially acceptable, and timely [20]. Tablets in the clinic and the test pack available immediately made the transition easy. Web-based services were attractive in that they avoided long waiting times in the clinic service. They were socially acceptable—with clinical staff promoting use and timely because they were offered at a time when users had identified a need for testing by visiting the clinic. By building capacity to self-manage STI testing, the service promotes a partnership approach to sexual health care delivered through the combined efforts of service providers and users [21,22]. However, nearly a third of those who were signposted to the Web-based service did not complete the testing process, and further service optimization is required to support shared decisions about clinic or Web-based service use that combine user preference, clinical guidance, evidence of efficient health service utilization, and that draw on a variety of user experiences. This work is in progress within this service using an agile approach with successive cycles of build-test-learn to optimize service design.

Across the whole sexual health economy, Web-based services increased total testing activity, suggesting a previously unmet need. During the study time frame, the testing volume in other service providers within the Southwark and Lambeth boroughs remained stable. Across England, there was a small increase in testing year on year (785,34—October 2014 to March 2015, increasing by 4% to 815,393—October 2015 to March 2016), which is in contrast to a 18.47% increase observed in Lambeth and Southwark. Before the introduction of triage and signposting, early adopters of Web-based STI testing were more likely to be women, aged 20 to 35 years, and of white ethnicity [23]. The triage and signposting intervention expanded the Web-based testing population compared with the group accessing via Web-based testing spontaneously. The residual population of clinic users were then more likely to have complex needs. Over a quarter of users who were signposted to the website (ordering a test with support in the clinic) did not complete the self-sampling and return a sample for testing. Women were less likely to complete the test in this group than men (Multimedia Appendix 1). A similar proportion of individuals using the Web-based service spontaneously also did not complete their tests. Noncompletion of tests for users in the triage and signposting group suggests possibility of missed diagnoses; however, it is not possible to ascertain whether these individuals were tested in other settings, for example, general practitioner or remained untested.

Triage and signposting changed patterns of unmet need in the sexual health economy studied. The continued increase in testing volume did not saturate during the study period, suggesting a continued unmet need in this population. The users who were previously turned away were advised to try another clinic or try the same clinic at a different time. The triage and signposting system offers these users a new option.

The intervention responds to two explicit objectives for the NHS: (1) to increase efficient use of resources and (2) to deliver user-centered care [7]. The evaluation suggests that it is partially successful on both counts. By focusing face-to-face clinical resource on complex need and shifting simple activity to supported self-management, it improves the efficiency of the sexual health economy. By building the capacity to use Web-based services, it offers an additional choice for STI testing that is potentially more convenient and more accessible [9,24].

Finally, this evaluation underlines the importance of research on the interfaces between Web-based and face-to-face services within the context of a whole sexual health economy. It suggests that users may be willing and able to move between Web-based services and clinic-based services with further research needed on how and why users transition between service modalities.

Implications

This paper reports on an innovative service evaluated in a timely way to inform service development. The use of routinely collected data collected offers consistent information on all attendances at all services in the area.

This paper evaluates a clinic-led service improvement in a complex and changing environment rather than a planned research intervention. Some important questions such as the
subsequent STI testing behavior of those who did or did not transition to Web-based services could not be answered with routinely collected data. We were unable to compare rates of treatment and partner notification with the routine data; however, positive patients were managed in the same way following diagnosis according to relevant clinical guidelines. Some assumptions such as the use of microscopy as a proxy for symptoms among clinic users are not substantiated. Additionally, some variables were self-reported in clinic data and could be missing where online users were required to select gender and sexual orientation to determine which test kits to send out. Further research is required to investigate the long-term changes in service use behaviors, for example, the choice of service for subsequent STI testing, the reasons that those signposted online do not make the transition, improved strategies for triage and signposting so that those signposted are more likely to shift online, and the cost effectiveness of the shift in activity for sexual health economies.
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Abstract

Background: Providing coaches as part of a weight management program is a common practice to increase participant engagement and weight loss success. Understanding coach and participant interactions and how these interactions impact weight loss success needs to be further explored for coaching best practices.

Objective: The purpose of this study was to analyze the coach and participant interaction in a 6-month weight loss intervention administered by Retrofit, a personalized weight management and Web-based disease prevention solution. The study specifically examined the association between different methods of coach-participant interaction and weight loss and tried to understand the level of coaching impact on weight loss outcome.

Methods: A retrospective analysis was performed using 1432 participants enrolled from 2011 to 2016 in the Retrofit weight loss program. Participants were males and females aged 18 years or older with a baseline body mass index of ≥25 kg/m², who also provided at least one weight measurement beyond baseline. First, a detailed analysis of different coach-participant interaction was performed using both intent-to-treat and completer populations. Next, a multiple regression analysis was performed using all measures associated with coach-participant interactions involving expert coaching sessions, live weekly expert-led Web-based classes, and electronic messaging and feedback. Finally, 3 significant predictors (P<.001) were analyzed in depth to reveal the impact on weight loss outcome.

Results: Participants in the Retrofit weight loss program lost a mean 5.14% (SE 0.14) of their baseline weight, with 44% (SE 0.01) of participants losing at least 5% of their baseline weight. Multiple regression model (R²=158, P<.001) identified the following top 3 measures as significant predictors of weight loss at 6 months: expert coaching session attendance (P<.001), live weekly Web-based class attendance (P<.001), and food log feedback days per week (P<.001). Attending 80% of expert coaching sessions, attending 60% of live weekly Web-based classes, and receiving a minimum of 1 food log feedback day per week were associated with clinically significant weight loss.

Conclusions: Participant’s one-on-one expert coaching session attendance, live weekly expert-led interactive Web-based class attendance, and the number of food log feedback days per week from expert coach were significant predictors of weight loss in a 6-month intervention.

(J Med Internet Res 2018;20(3):e92) doi:10.2196/jmir.9738
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Introduction

Worldwide, 1.9 billion adults are classified as being overweight or obese with the United States leading the globe [1,2]. This preventable disease is considered the driver of rising health care costs, and the annual direct and indirect health care costs have risen to $1.42 trillion [2].
In 2014, the direct medical costs of health conditions caused by overweight and obesity amounted to US $427.8 billion [2]. Indirect costs, such as absenteeism or loss of productivity due to disease, totaled US $988.8 billion [2]. With 70.7% of US adults being overweight or obese, employers spend an additional US $4000 more per year on an employee with obesity than on a healthy weight employee through costs related to health care, productivity, and job absenteeism [3-5]. According to the 2017 Employer Health Benefits Survey, 85% of employers provide health and wellness programs to prevent and manage chronic diseases [6]. Employer-sponsored weight management programs come in a variety of packages, including self-guided, group coaching, and individualized coaching related to activity, nutrition, and behavior change [7-11].

Weight management programs offering coaches to support participants have been shown to be more effective in participant engagement and weight loss success [7-9]. Females are more successful with weight loss programs that include direct and protocol-driven coaching around diet, physical activity, and engagement, whereas males tend to underuse coaches [12,13]. However, both males and females do benefit from coaches to increase engagement and weight loss success [9,12,13].

Offering education around behavior change and accountability for adherence of implementing information learned is one benefit of providing coaches with weight management programs. Face-to-face coaching sessions with weekly email contact from a coach was successful in helping participants lose at least 10% of initial body weight [14]. Alternatively, offering weekly email behavior coaching and monthly individualized coaching telephone calls has also shown to improve adherence to health-related strategies, decrease health risk factors, and improve weight loss [15-17]. In addition to individualized coaching, weekly behavioral change lessons, weekly individualized self-monitoring feedback, and an Web-based community group have also been shown to increase likelihood of achieving 5% weight loss in 6 months, 10% weight loss in 12 months, and maintenance of weight loss over 2 years [11,18,19].

Self-monitoring is important in achieving greater weight loss [20]. Coach-provided individualized feedback around self-monitoring increases consistency in both men and women [20]. Personalization proves to be more effective than automated emails providing general health information or tips specifically around nutrition and behavior [21-24].

The purpose of this study was to analyze the participant and coaching interaction in a 6-month weight loss intervention administered by Retrofit (see Multimedia Appendix 1), a personalized weight management and Web-based disease prevention solution. The interactions were evaluated for their association with weight loss to determine the level of impact on predicting weight loss outcomes. Additionally, each type of interaction was evaluated independently to assess the association between the interaction and weight loss to determine best practices for expert coaches.

Methods

Study Design

A retrospective analysis was performed to assess the impact of expert coaching during a 6-month weight loss intervention using deidentified data from the Retrofit weight loss program. Various measures were designed to quantify coach-participant interactions involving one-on-one expert coaching sessions, live weekly expert-led interactive Web-based classes, food and exercise log feedback, and electronic messages. All measures were included in a multiple regression analysis to predict weight loss during the intervention. Finally, 3 statistically significant (P<.001) expert coaching measures were analyzed in depth to understand the impact on weight loss outcome at 6 months.

Western Institutional Review Board granted exemption to the study as it is a retrospective analysis with no identifiable protected health information.

Participants

Participants included paying customers of the Retrofit program who enrolled through an employer-sponsored program. Employers of participants had selected Retrofit as a subsidized weight management program for employees as part of their employer health benefits package. Customers were considered as eligible participants if they were at least 18 years of age; had a starting body mass index (BMI) of ≥ 25 kg/m²; had signed up for the program between September 27, 2011, and December 31, 2016; and had provided at least 1 weight measurement beyond baseline measurement. A participant was considered to have completed the program if he or she provided a weight measurement at the 6th month of his or her program. A total 1432 customers satisfied all inclusion criteria to be study participants, and 1045 of the participants completed the program. No customer was removed or eliminated from the population due to a lack of weight loss in the program.

Program

The Retrofit weight loss program was designed with a 6-month weight loss phase with the option to continue into a maintenance program called Retrofit Next. The program (Multimedia Appendix 2) includes one-on-one expert coaching, unlimited coach interactions through electronic messaging, lifestyle patterns assessment, and personalized coaching content and plan. Expert coaches perform weekly reviews of participants’ plan and self-monitoring data to provide personalized feedback. Participants have access to an expert-moderated Web-based community and are encouraged to attend live weekly expert-led interactive Web-based classes regarding topics of exercise, nutrition, and mind-set. Digital tools, including a mobile app, Web-based dashboard, activity tracker, and Wi-Fi scale, are provided for tracking behaviors related to weight, food, mood, steps, and exercise.

As part of the Retrofit weight loss protocol, all participants are offered 7 one-on-one expert coaching sessions, including an initial 60-min session and 30-min follow-up sessions. Coaching sessions were conducted via Web-based video call or mobile phone. All coaching sessions include education around the Retrofit philosophy and weight loss guiding principles associated...
with nutrition, mind-set, exercise, and daily activities. In addition, each coaching session was used for coach-participant collaboration on current and desired health-related behaviors, goal setting to create individualized plans and strategies, and to come to an agreement on how the expert coach will hold the participant accountable to agreed-upon plans and strategies.

Participants were encouraged to weigh in, wear their activity tracker, log all food and beverages consumed, and communicate daily with their expert coach and in the Web-based community. Retrofit protocol required expert coaches to review a participant’s food and exercise logs, step data, weight data, and progress toward plan goals a minimum of 1 time per week to provide personalized feedback. If a participant initiated a coaching conversation, the expert coach was required to respond within 24 hours.

Retrofit expert coaches were employed professionals with a master’s or doctorate-level education in dietetics or nutritional sciences, exercise physiology, nursing, health education, counseling, or psychology. Expert coaches were certified in Retrofit’s weight loss protocol and have completed yearly recertification, if applicable.

Measures

Weight
Participants were provided a Wi-Fi-enabled scale that securely transmitted weight data over the Internet to a Retrofit central data server. Participants’ weight data were collected through the use of the provided wireless scale (92% of recorded weights) or self-reported entry (8%). Self-reported entry was permissible if a participant had difficulty setting up his or her Wi-Fi scale. Baseline weight was considered as the first weight measurement received from the participant, which was designated as the recording for week 1. Percentage of baseline weight lost at 6 months was calculated and used as the primary outcome.

Expert Coaching Sessions
Participants were provided 7 one-on-one expert coaching sessions over the 6-month weight loss program. Percentage of coaching sessions attended at 6 months was calculated to quantify participant’s engagement with their coach and used as one of the primary metrics to indicate coaching impact on participant outcome. A secondary metric was calculated to measure the total time a participant spent in coaching sessions.

Live Weekly Expert-Led Interactive Web-Based Classes
Participants were provided 26 weekly Web-based classes (1 class per week) where an expert coach conducted a live Web-based class on a predetermined topic. Percentage of classes attended at 6 months was calculated to quantify participants’ interest in gaining in-depth knowledge on a healthy lifestyle and weight management practices. A secondary metric was calculated to capture the total time a participant spent in weekly Web-based classes.

Coach-Participant Conversations
The total number of coach-participant conversations was calculated by counting all electronic messages including coach-initiated conversations, coach responses to participant-initiated conversations, and coach feedback on food or exercise logs. The total number of coach-participant conversation days was calculated by including all days when an expert coach sent at least 1 electronic message. The average conversation length per week was calculated by counting the average of total length of all electronic messages (in characters) sent in a week.

To evaluate the impact of food log feedback on weight loss outcome, we calculated several measures to capture coach-initiated electronic feedback messages that include evaluation and guidance in response to participants’ food logs. Total number of food log feedback counts all food log feedback provided by coach, which are defined as an expert coach comment written directly on a participant’s individual food log or weekly diary of food log entries entered through digital tools provided. The total number of food log feedback days was calculated by counting all days with at least 1 food log-related feedback from the expert coach. The average food log feedback length per week was measured by averaging the total length of all feedback messages (in characters) provided in a week. Similar to food log feedback, 3 measures for exercise log feedback were also calculated.

Finally, 3 measures were defined to measure participant engagement with coach. Similar to expert coach-initiated electronic message measures, the total number of participant-initiated electronic messages, the total number of participant-initiated electronic message days, and the average participant-initiated electronic message lengths per week were calculated.

Statistical Analysis
All measures associated with coach-participant interactions involving expert coaching sessions, weekly Web-based classes, and electronic messaging and feedback were included in a multiple regression analysis to predict weight loss during the 6-month intervention. The least informative covariates were successively removed from the model in a stepwise elimination procedure based on the Akaike information criterion [25]. The regression model included only the main effects; interactions were beyond the scope of this analysis. In addition, this study focused on analyzing 3 statistically significant (P < .001) coaching interactions that were determined to be significant predictors in a weight loss model.

Data analyses were performed using R version 3.2.3 [26], which included dplyr 0.4.3, ggplot2 2.1.0, data.table 1.9.6, and leaps 2.9 packages. We also conducted t-tests of equal variance on continuous variables at baseline and subsequent time points for 2 group comparisons. One-way analysis of variance (ANOVA) was utilized to determine mean differences for greater than 2 group comparisons. Subsequent Tukey tests were conducted to determine mean differences. Chi-square analyses were performed to determine differences among categorical variables when appropriate. For intent-to-treat (ITT) analyses, we used a last observation carried forward imputation approach. Alpha was set at .05 for all statistical tests to determine statistical significance.
Results

The reported results are based on the retrospective analysis evaluating the effect of various coach-participant interactions during the Retrofit 6-month weight loss intervention using both the ITT (N=1432) and the completer (n=1045 participants) populations. First, a detailed analysis on different coach-participant interaction measures is provided to understand both coach and participant behavior over a 6-month weight loss intervention. Second, a multiple regression model is presented to capture interaction measures that significantly impact participant outcome at 6 months, and finally, an in-depth analysis is provided for the top 3 significant measures.

Baseline Characteristics

Table 1 shows the demographic details at baseline for both ITT and completer populations. Although not clinically meaningful, the completers had higher average age compared with the overall population (45.73 vs 44.39, \(P=.001\)). Although there are differences in starting weight between completer and noncompleter groups, there are no differences in BMI at baseline between both populations. Furthermore, there are no differences in the male and female distribution among the ITT and completer groups (females: 61% vs 63%, \(P=.33\)).

Weight Change at 6 Months

For ITT population, the average weight loss at 6 months was 5.14% (SE 0.12), and 44% of the participants lost 5% or more of their baseline weight (see Table 2). For completers, the average weight loss at 6 months was 6.15% (SE 0.17), and 54% of the participants lost 5% or more of their baseline weight. For both ITT and completers, there were no significant differences between males and females in terms of weight loss percentage or the percentage losing 5% or more weight at 6 months.

Understanding Coach-Participant Interaction

The detailed quantitative analysis of the interaction between expert coach and participant is presented in Table 3. In general, completers had more interaction with coaches than the ITT population. The higher percentage of attendance or higher amount of interaction of the completers could be due to length of time actively participating in the weight loss program. Note that the average time in program for the noncompleters was about 3 months (mean 92.45 days, SE 2.20). In our analysis of the participant behavior below, we will focus on the ITT population.

Participants attended 75% of the one-on-one expert coaching sessions. Females attended higher percentage of coaching sessions than males (78.37% vs 70.72%, \(P<.001\)). Participants attended about 41% of the weekly Web-based classes. There is a gender difference observed in weekly Web-based class attendance as females attended significantly higher percentage of classes than males (51% vs 32%, \(P<.001\)). Consequently, females spent significantly higher amount of total time (638 min vs 405 min, \(P<.001\)) in classes learning about exercise, nutrition, and mind-set behaviors.
Table 3. Coach-participant interaction measures at 6 months.

<table>
<thead>
<tr>
<th>Interactions</th>
<th>Intent to treat (N=1432), mean (SE)</th>
<th>Completers (n=1045), mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Expert coaching sessions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage of coaching sessions attended</td>
<td>75.36 (0.72)</td>
<td>85.99 (0.61)</td>
</tr>
<tr>
<td>Total time spent in coaching sessions, min</td>
<td>188.34 (1.61)</td>
<td>211.32 (1.41)</td>
</tr>
<tr>
<td><strong>Live weekly expert-led interactive Web-based classes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage of class attended</td>
<td>40.74 (0.83)</td>
<td>52.92 (0.92)</td>
</tr>
<tr>
<td>Total time spent in class, min</td>
<td>546.70 (10.52)</td>
<td>663.31 (11.81)</td>
</tr>
<tr>
<td><strong>Coach-participant conversations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of coach messages</td>
<td>158.91 (2.36)</td>
<td>180.00 (2.82)</td>
</tr>
<tr>
<td>Number of coach message days</td>
<td>75.16 (0.65)</td>
<td>82.36 (0.65)</td>
</tr>
<tr>
<td>Coach message length/week, characters</td>
<td>1458.34 (13.79)</td>
<td>1434.34 (20.94)</td>
</tr>
<tr>
<td>Number of food log feedback</td>
<td>74.91 (1.82)</td>
<td>89.27 (2.26)</td>
</tr>
<tr>
<td>Number of food log feedback days</td>
<td>31.89 (0.50)</td>
<td>37.01 (0.56)</td>
</tr>
<tr>
<td>Food log feedback length/week</td>
<td>409.29 (6.69)</td>
<td>410.05 (7.56)</td>
</tr>
<tr>
<td>Number of exercise log feedback</td>
<td>16.69 (0.32)</td>
<td>19.21 (0.38)</td>
</tr>
<tr>
<td>Number of exercise log feedback days</td>
<td>12.89 (0.23)</td>
<td>14.6 (0.26)</td>
</tr>
<tr>
<td>Exercise log feedback length/week</td>
<td>187.56 (3.89)</td>
<td>180.42 (4.22)</td>
</tr>
<tr>
<td>Number of participant messages</td>
<td>48.89 (1.27)</td>
<td>58.54 (1.60)</td>
</tr>
<tr>
<td>Number of participant message days</td>
<td>29.02 (0.64)</td>
<td>34.67 (0.77)</td>
</tr>
<tr>
<td>Participant message length/week, characters</td>
<td>399.29 (9.71)</td>
<td>433.12 (12.37)</td>
</tr>
</tbody>
</table>

Table 4. Multiple regression models identifying predictors of weight loss at 6 months. Multiple regression model summary: R2=0.158; adjusted R2=0.152, P<.001.

<table>
<thead>
<tr>
<th>Models</th>
<th>Coefficients</th>
<th>t (degrees of freedom=997)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of coaching sessions attendance</td>
<td>−1.05 (0.21)</td>
<td>−4.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage of weekly class attendance</td>
<td>−.76 (0.21)</td>
<td>−3.66</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of food log feedback days</td>
<td>−.92 (0.26)</td>
<td>−3.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total number of coach message days</td>
<td>.89 (0.31)</td>
<td>2.83</td>
<td>.005</td>
</tr>
<tr>
<td>Coach message length per week</td>
<td>.54 (0.17)</td>
<td>3.14</td>
<td>.002</td>
</tr>
<tr>
<td>Number of participant messages</td>
<td>.95 (0.56)</td>
<td>1.68</td>
<td>.09</td>
</tr>
<tr>
<td>Number of participant message days</td>
<td>−1.56 (0.60)</td>
<td>−2.59</td>
<td>.01</td>
</tr>
</tbody>
</table>

Furthermore, coach-participant conversations were reviewed to assess the amount of interactions over the 6-month program. On an average, an expert coach reached out to his or her participant with responses, food/exercise log feedback, or general weight management guidelines approximately 75 days within the 6-month program (about 3 times a week). In general, participants who were more engaged in the program by initiating more conversations or logged more food/exercise logs received higher amount of communication from coaches. In addition, females received higher number of coach messages than males (170.24 vs 141.42, P<.001). As females logged a higher number of food logs capturing their daily food intakes, coaches provided a higher amount of feedback. Participants either initiated conversation or responded to coach messages at least once a week (33.28 days) on average. Females sent higher number of messages than males (56.41 vs 37.28, P<.001).

Multiple Regression Model for Coach-Participant Interactions

A multiple regression model was built to predict weight change at 6 months by including all interaction measures related to coaching sessions, weekly Web-based classes, and coach-participant conversations. In the backward stepwise elimination multiple regression analysis, the final model
average coaching interactions were calculated for participants with different levels of weight loss at 6 months: lost ≥10% (264/1432, 18.44%), lost 5% to 10% (366/1432, 25.56%), and lost <5% (802/1432, 56.01%).

**Expert Coaching Sessions**

On the basis of the percentage of coaching session attendance data from the 6-month program, a higher percentage of coaching session attendance is significantly associated with a higher level of weight loss at 6 months. As shown in Figure 1, clinically significant weight loss (5%) was associated with at least 80% of coaching session attendance. The results of one-way ANOVA showed a significant difference of mean weight loss between different weigh-in levels ($P<.001$). A subsequent Tukey test confirmed the significant differences among the 80% to 90% and ≥90% attendance levels with the lower 2 levels ($P<.001$). Similar ANOVA tests were performed on male and female participants separately, and a significant difference in mean weight loss between different attendance levels was found (male: $P<.001$; female: $P<.001$).

Figure 1. Weight loss outcomes for different levels of coach-participant interaction.
Further analysis of coaching session attendance of participants with different levels of weight loss showed that a higher coaching session attendance was significantly associated with groups with higher levels of weight loss. Figure 2 shows a clear difference in coaching session attendance between loss <5% group and other 2 groups \( (P<.001) \). Both male and female participants separately showed a similar significant difference in coaching session attendance.

**Live Weekly Expert-Led Interactive Web-Based Classes**

As reported in Figure 1, the association between the percentage of weekly Web-based class attendance and weight loss at 6 months is linear where higher level of weight loss is significantly associated with higher percentage of class attendance. Clinically significant weight loss is associated with at least 60% of class attendance for overall and both male and females separately. One way ANOVA and a subsequent Tukey test confirmed significant mean differences in weight loss among 60% to 80% and ≥80% groups with the remaining levels of class attendance \( (P<.001) \). The analysis of percentage of class attendance of participants with different levels of weight loss showed that a higher class attendance was significantly associated with groups with higher levels of weight loss. Male and female participants separately showed similar significant differences in mean percentage of class attendance between different outcome levels (male: \( P<.001 \); female: \( P<.001 \)).

**Food Log Feedback Days**

A higher number of food log feedback days per week is significantly associated with higher level of weight loss at 6 months. One way ANOVA test showed a significant mean difference in weight loss between difference in food log feedback levels \( (P<.001) \). A subsequent Tukey test confirmed significant mean differences between all levels of food log feedback days. Further analysis of food log feedback days of participants with different levels of weight loss showed that higher counts of food log feedback days were significantly associated with groups with higher levels of weight loss \( (P<.001) \).

**Figure 2.** Interaction levels of participants with different levels of outcome.
Discussion

Principal Findings

The results provide strong support for expert coaches in weight management programs. Participants had greater weight loss with a higher attendance of expert coaching sessions and live weekly expert-led interactive Web-based classes, as well as higher engagement with an expert coach through food log feedback. Completers also had greater interaction and attendance than ITT. In a multiple regression analysis, 6 of the 7 interaction measures were identified as statistically significant predictors of weight loss. In addition, an in-depth analysis of the top 3 significant predictors quantified the impact of coaching sessions completed, weekly Web-based class attendance, and days of receiving food log feedback on varying levels of weight loss. Overall, expert coaches were found to have a high impact on weight management.

Expert coaches provide guidance and accountability to increase participant engagement and weight loss success, which is supported by previous studies, including website, email, and/or mobile phone apps, as well as interventions using only phone calls for coaching [7-9,27]. However, the participant must be actively engaged in the program to receive benefit of the interactions. Quantifying the minimum and maximum level of engagement for significant weight loss can drive best practices for weight management expert coaches.

Although consistent self-monitoring is shown to have a predictive value for weight loss, the challenge is maintaining consistency among participants [20]. Findings support previous studies that personalized feedback and communication from expert coaches can produce greater engagement in self-monitoring activities when compared with tech-based interventions for self-monitoring without expert feedback [23,28,29]. We found that expert coaching sessions, live weekly expert-led classes, and food log feedback specifically increased interaction and have predictive weight loss values. On the basis of these results, it may be important to promote these coach-participant interactions together in an intervention or weight loss program.

Significant Predictors of Weight Loss

Expert Coaching Session Attendance

The percentage of coaching sessions completed was identified as a significant predictor of weight loss ($P<.001$). Attending 80% of the offered coaching sessions is associated with clinically significant weight loss of 5% or more. Others have shown that weekly to monthly coaching sessions are linked with 5% to 10% weight loss, improved adherence to health strategies, and decreased risk factors over a 6- to 12-month intervention [14-17]. Overall, female participants attended more coaching sessions than male participants, yet no significant difference was found in weight loss outcomes. Similar observations were reported in prior studies where male participants did not utilize expert coaches as frequently as female participants [12,13,15].

Live Weekly Expert-Led Interactive Web-based Classes

The percentage of weekly Web-based classes completed was identified as a significant predictor of weight loss ($P<.001$). Clinically significant weight loss of 5% is associated with at least 60% class attendance overall and between male and females separately. However, class attendance above 60% was associated with greater weight loss among all groups. Higher class attendance was linked to participants achieving 5% to 10% and >10% weight loss, yet male and female differed in class percentage attendance associated with levels of outcome. Males had a significantly lower attendance rate than females, which is historically common in weight loss interventions [12,13,15].

Food Log Feedback Days

The number of food log feedback days per week was identified as a significant predictor of weight loss ($P<.001$). Participants receiving food log feedback 1 to 2 days per week and >22 days per week were associated with clinically significant weight loss of 5% or greater. Additionally, participants in the 5% to 10% and >10% weight loss levels received more food log feedback days than those in the <5% weight loss level regardless of group. Food log feedback is directly dependent upon the participant’s engagement in providing food logs for an expert coach to review. Females received a greater amount of feedback due to logging a higher number of food logs than males, which has been reported in earlier studies [20]. However, this finding is linked to the understanding that personalized feedback increases engagement and weight loss outcomes [22-24].

Strengths and Limitations

This study has several strengths, including the reporting of real-world weight loss outcomes and a focused analysis into expert coaches’ role in a weight management program to determine which coach-participant interactions have a significant impact on participant success. Participants were existing participants of Retrofit and not recruited or incentivized to participate in the study. All participants who met the starting BMI, age, and weight criteria and provided at least 1 weight measurement beyond baseline were included as participants. No participant was removed from the population because of lack of success on the program, which is an uncommon research practice in the weight management field [30]. This study provides further insight on best practices of expert coaches in weight management interventions and programs. In addition, with the high population of male participants, gender comparisons were reported to create a greater understanding of interaction between male participants and coaches.

The study has limitations, which include the retrospective analysis study design that does not provide any causal inferences based on the critical observations. Coach-participant interaction was measured from a quantitative point of view. Also, the use of a real-world population does not reveal whether a participant was actively using any other weight management program outside of the Retrofit program components.

Future Research

Retrofit encourages all commercial weight loss programs to publish real-world research to enhance the understanding of coach-participant interactions in weight loss programs.
Reporting real-world data in relation to expert coaches allows commercial weight loss program to structure protocols for participant engagement and adherence to weight loss strategies. By fine-tuning interactions and by understanding how expert coaches are most effective, commercial weight loss programs will increase capability in overcoming the obesity crisis.

Recommended future research includes an analysis of specific strategies used by expert coaches and their impact on weight loss outcomes, as well as a qualitative analysis of the interactions between a coach and a participant, which may provide more insight into an expert coach’s impact on participants. With the continued observation in this study and previous studies that male participants are less engaged than females, an analysis of strategies to increase male engagement and to understand whether increased engagement improves male weight loss outcomes is recommended. Additionally, further research is needed to analyze coaching impact on participants’ self-monitoring behaviors to determine association between coach-participant interaction and the level of self-monitoring behaviors. Finally, expert coaches’ impact beyond an initial 6-month intervention and the impact of each predictor of weight loss on weight maintenance would be a valuable future research study.

Conclusions
In conclusion, participants on the Retrofit weight loss program lost on average 5.14% (SE 0.14), and participants who completed the program lost on average 6.15% (SE 0.17) in 6 months. Over half of completers (54%) and 44% of all participants lost 5% or more of their baseline weight. Coach-participant interactions that include one-on-one expert coaching session attendance, live weekly expert-led interactive Web-based class attendance, and food log feedback days per week were shown to be significant predictors of weight change at 6 months. Specifically, attending 80% or more of offered expert coaching sessions, attending 60% or more of offered weekly Web-based classes, and receiving food log feedback one or more days per week from an expert coach increased participants’ weight loss success.
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Abstract

Background: Knowledge about user experiences may lead to insights about how to improve treatment activity in Internet-based cognitive behavioral therapy (iCBT) to reduce symptoms of depression and anxiety among people with a somatic disease. There is a need for studies conducted alongside randomized trials, to explore treatment activity and user experiences related to such interventions, especially among people with older age who are recruited in routine care.

Objective: The aim of the study was to explore treatment activity, user satisfaction, and usability experiences among patients allocated to treatment in the U-CARE Heart study, a randomized clinical trial of an iCBT intervention for treatment of depression and anxiety following a recent myocardial infarction.

Methods: This was a mixed methods study where quantitative and qualitative approaches were used. Patients were recruited consecutively from 25 cardiac clinics in Sweden. The study included 117 patients allocated to 14 weeks of an iCBT intervention in the U-CARE Heart study. Quantitative data about treatment activity and therapist communication were collected through logged user patterns, which were analyzed with descriptive statistics. Qualitative data with regard to positive and negative experiences, and suggestions for improvements concerning the intervention, were collected through semistructured interviews with 21 patients in the treatment arm after follow-up. The interviews were analyzed with qualitative manifest content analysis.

Results: Treatment activity was low with regard to number of completed modules (mean 0.76, SD 0.93, range 0-5) and completed assignments (mean 3.09, SD 4.05, range 0-29). Most of the participants initiated the introduction module (113/117, 96.6%), and about half (63/117, 53.9%) of all participants completed the introductory module, but only 18 (15.4%, 18/117) continued to work with any of the remaining 10 modules, and each of the remaining modules was completed by 7 or less of the participants. On average, patients sent less than 2 internal messages to their therapist during the intervention (mean 1.42, SD 2.56, range 0-16). Interviews revealed different preferences with regard to the internet-based portal, the content of the treatment program, and the therapist communication. Aspects related to the personal situation and required skills included unpleasant emotions evoked by the intervention, lack of time, and technical difficulties.

Conclusions: Patients with a recent myocardial infarction and symptoms of depression and anxiety showed low treatment activity in this guided iCBT intervention with regard to completed modules, completed assignments, and internal messages sent to their therapist. The findings call attention to the need for researchers to carefully consider the preferences, personal situation,
and technical skills of the end users during the development of these interventions. The study indicates several challenges that need to be addressed to improve treatment activity, user satisfaction, and usability in internet-based interventions in this population.

Introduction

Background

Symptoms of depression and anxiety are common following a myocardial infarction [1,2]. These symptoms predict a worse somatic prognosis [3,4], and treatment and rehabilitation adherence [5,6], as well as poor quality of life [7]. Mental ehealth services such as guided internet-based cognitive behavioral therapy (iCBT) may improve access to acceptable, effective [8], and cost-effective interventions to reduce symptoms of depression and anxiety [8,9]. iCBT has also been found to improve psychological and physical functioning, as well as disease-related impact in chronic somatic conditions [10]. The use of eHealth solutions has received a growing interest as a suitable method in societies with limited health care resources and increasing numbers of aging individuals living with cardiac diseases [11]. There is preliminary evidence that iCBT may reduce symptoms of depression and anxiety among adults with high cardiovascular risk [12].

Typically, guided iCBT uses a written treatment material and internet-based synchronous or asynchronous communication with a therapist [13]. Compared with the traditional psychological care delivered face-to-face, internet-based interventions have several advantages such as reduced costs and increased user control and convenience [14]. Offering therapy that is more accessible with regard to place and time has the potential to make it easier for patients to fit a therapy into their daily life [15] and work according to their own preferred pace [16]. Moreover, internet-based interventions may be a way to reach people who feel embarrassed when talking to a care provider about their symptoms [14]. However, preliminary evidence suggests that people of higher age, which is associated with myocardial infarction [17], may experience more technical problems using internet-based interventions [18]. It has also been suggested that participants recruited in routine care may have less favorable views of internet-based interventions [19] and that those recruited through a consecutive clinical procedure are less motivated to engage in internet-based interventions compared with patients recruited through self-referral [20].

Treatment acceptability may be defined as the extent intended users perceive a given intervention as reasonable, justified, fair, and palatable [21]. Studies investigating iCBT have reported issues with indicators of treatment acceptability [22], including low expectations of its helpfulness and credibility [23,24], low take-up rates [25], high dropout rates [20,26], and poor adherence [27]. Treatment activity is an important aspect for internet-based interventions that aim to treat depression and anxiety disorders, as number of completed modules correlate with outcome [28]. There is an articulated need for qualitative studies conducted alongside quantitative trials, which investigate determinants of treatment acceptability [25]. Studies that explore experiences of taking part in internet-based interventions may lead to valuable insights on how to offer more effective treatments [29,30]. As little is known about the acceptability of iCBT interventions among patients with a recent myocardial infarction, there is a need for explorative studies to investigate treatment activity and experiences among such intended end users.

Objectives

The overall aim of this study was to explore treatment activity, user satisfaction, and usability experiences among patients allocated to treatment in the U-CARE Heart study, a randomized clinical trial of an iCBT intervention for treatment of depression and anxiety following a recent myocardial infarction (unpublished data, 2018; [31]). The following 2 research questions were addressed:

1. What was the treatment activity with regard to completed modules, completed assignments, and therapist communication initiated by the participants?
2. What positive and negative experiences of the intervention, as well as suggestions for improvement, did the participants describe?

Methods

Study Design

This study was conducted alongside the U-CARE Heart study. The results from the randomized controlled trial (RCT) indicate no differences between the groups in symptoms of depression and anxiety after intervention [31]. This study is a descriptive mixed methods study, with quantitative and qualitative approaches. The regional ethics committee in Uppsala approved the study protocol (2011/217). The RCT was preregistered at ClinicalTrials.gov, Identifier: NCT01504191 December 2011.

The Internet-Based Cognitive Behavioral Therapy Intervention

The U-CARE Heart study used an internet-based portal to deliver an iCBT intervention tailored for patients with a recent myocardial infarction. A two-factor authentication solution with a password and numerical short message service (SMS) verification was required to log on to the portal. The design of the portal included a side bar and a menu bar, accessible from all pages. A short presentation and pictures of the therapist who worked in the program was provided in the “About us” section. Figure 1 presents a sitemap of the portal. Multimedia Appendix 1 presents a screenshot of the portal.
The treatment program consisted of 11 modules. Each module consisted of 2 to 4 steps. Each step contained 1 or 2 assignments, such as self-monitoring or registration of skills training. The treatment material consisted of PDF files with psychoeducation. The average word count per module was 6739.91 (SD 2786.79). Participants were encouraged to work with one step per week during the 14-week treatment period. The first introductory module was mandatory and oriented the user to the portal and the treatment program through an instructional video, psychoeducation about CBT, and common reactions post myocardial infarction. Thereafter, participants were invited to read a short description of the available modules, before choosing which modules to work with. Participants were limited to work with 2 active modules simultaneously. Supplementary material and video clips of interviews conducted with patients about their experience of depression and anxiety after a myocardial infarction were available throughout the course of treatment in an additional module called the Library. Participants also had access to a discussion board where they could communicate with other participants.

Each patient was assigned 1 of 3 therapists, who could be contacted any time. Therapists provided asynchronous written feedback on assignment via an internal message function within 24 hours. After completing all steps in a module, approval from a therapist was needed to activate a new module. Participants inactive for more than 1 week were reminded to stay active via phone calls. Participants unable to be reached were reminded by prompts sent via SMS.

Clinical psychologists and experts in IT solutions developed a preliminary version of the intervention. This version was evaluated through face-to-face think-aloud sessions [32], through consultations [33] with 6 test users with experience from emotional distress after a myocardial infarction, 2 stress management groups in regular cardiac rehabilitation, and two of the cardiac nurses involved in recruitment of patients at cardiac clinics. A description of the results of these consultations is presented in Multimedia Appendix 2. The introductory module was slightly modified (shortened) after a pilot trial [34]. During the study, the portal was adapted for handheld devices after 63 participants had been randomized.
Recruitment

Randomized Controlled Trial

Patients were consecutively recruited from 25 cardiac clinics in Sweden. To be eligible, patients needed to: (1) be younger than 75 years, (2) have a medical history of a recent myocardial infarction less than 3 months prior, and (3) report a score >7 on either the depression or anxiety subscale in the Hospital Anxiety and Depression Scale (HADS) [35]. Potential participants were excluded if they: (1) had a life expectancy of less than 1 year, (2) were scheduled for bypass surgery, (3) were unable or unwilling to use a computer or mobile phone, (4) were unable to read or write in Swedish, (5) had an anticipated poor compliance to iCBT (eg, alcohol abuse), (6) had severe self-reported depression (total score >34) or risk of suicide (item 9 >3) on the Montgomery Asberg Depression Rating Scale Short form (MADRS-S) [36], or (7) participated in another ongoing trial with a behavioral intervention. The HADS and MADRS-S were administered via the internet. In total, 3928 persons were assessed for eligibility. Of these, 117 were allocated through randomization to the iCBT intervention (Figure 2).

Follow-Up Telephone Interviews

Participants (n=69) allocated to the treatment arm, between June 2015 and October 2016, were eligible to participate in a follow-up telephone interview (Figure 2). Participants were excluded if they had not filled out postintervention questionnaires in the RCT (n=4), or terminated treatment prematurely (n=3). Additionally, 6 participants were not approached because of administrative reasons. Of the approached participants (n=56), 13 declined participation, and 20 could not be reached or did not return the consent form. This resulted in 23 interviews. However, 2 interviews were excluded due to poor sound quality of the recordings, resulting in 21 interviews included in the qualitative analysis.

Sample Characteristics

The majority of the participants in the randomized trial were males, employed, living in a relationship, born in Sweden, had no children in their household, and did not receive any current counseling (Table 1). The baseline sample characteristics for participants in the randomized trial were represented in the sample of participants included in the follow-up telephone interviews with 2 exceptions. None of the participants who were unemployed or on sick leave were included in the follow-up interviews. Furthermore, a higher proportion of the participants included in the interviews had studied at a university compared with participants not included in the interview (P=.03).

Data Collection

Treatment Activity in the Randomized Controlled Trial

User activity was automatically registered through the U-CARE internet portal. Number of completed modules and assignments, and internal messages sent from patients to therapists, were used as quantitative measures of treatment activity.

Follow-Up Telephone Interviews

The fourth author (GB) conducted individual telephone interviews with the aid of a semistructured interview guide (Multimedia Appendix 3). Participants were informed that the purpose of the interviews was to evaluate their experiences of the intervention. Probes were asked to explore experiences and preferences. A preliminary interview guide was developed by three of the authors (EW, FN, and GB) and tested by interviewing 2 participants allocated to the intervention. These interviews were later included in the analysis. The phrasing of some of the questions in the guide was revised after these interviews. The interviews were audio-recorded, transcribed verbatim, and lasted between 22 and 66 min.

Data Analysis

Treatment Activity in the Randomized Controlled Trial

Quantitative data regarding number of completed modules, assignments, and therapist communication initiated by participants were analyzed with descriptive statistics using R version 3.2.2 (R Foundation for Statistical Computing).

Telephone Interviews

The interviews were analyzed with inductive qualitative manifest content analysis, inspired by the outline presented by Graneheim and Lundman [37]. Interviews were transcribed verbatim by a professional transcribing agency. Two authors (EW and TC) were responsible for the analysis. Initially, the interview transcripts were read multiple times to obtain an overall perspective of the content. Meaning units were identified, defined as words, sentences, or paragraphs of a single message or context that corresponded to positive experiences, negative experiences, or suggestions for improvement. These meaning units were condensed, so that unnecessary words were removed. Thereafter, the condensed meaning units were labeled with a code that represented the core content and context of the meaning unit. Codes were sorted into categories and subcategories of the manifest content, defined as collections of codes that shared a commonality with regard to the visible content, identified with as little interpretation as possible. Initially, both authors worked independently with 2 interview transcripts and discussed the identified meaning units, condensed meaning units, codes, and preliminary categories. No impactful differences were observed. Thus, the first author (EW) identified meaning units, condensed the identified meaning units, and labeled these with a code for the remaining transcripts. Repeated face-to-face discussions were held between the authors EW and TC, with the purpose of scrutinizing the findings from the perspectives of the last author (TC), who had no previous experience of the U-CARE Heart intervention. Codes were sorted into subcategories and categories with the aid of NVivo version 11.3.2 (QRS International Pty Ltd., Australia). Multimedia Appendix 4 presents examples of the steps in the qualitative analysis, and Multimedia Appendix 5 presents backgrounds of researchers involved in qualitative data collection and analysis.
Figure 2. Recruitment of participants. HADS-A: Hospital Anxiety and Depression Scale-Anxiety; HADS-D: Hospital Anxiety and Depression Scale-Depression.

Assessed for eligibility (n=3928)
- Excluded (n=1982)
  - Language difficulties (n=247)
  - Low computer literacy (n=749)
  - Expected low compliance (n=209)
  - Participation in other study (n=35)
  - Suicidal/severe depression (n=16)
  - HADS-D, HADS-A ≤ 7 (n=681)
- Declined to participate (n=1359)
  - At cardiac clinics (n=582)
  - In contact with research staff (n=481)
  - No informed consent (n=296)
  - Other reasons (n=348)
    - Could not be reached (n=199)
    - Out of the country (n=18)
    - No baseline assessments (n=131)

Randomized controlled trial

Randomized participants (n=239)
- Allocated to control group (n=122)
- Allocated to treatment group (n=117)

Included in quantitative analysis (n=117)
- Not allocated to treatment between June 2015 and October 2016 (n=48)

Follow-up telephone interview

Assessed for eligibility (n=69)
- Excluded (n=13)
  - Administrative reasons (n=6)
  - No post intervention assessment (n=4)
  - Treatment terminated prematurely (n=3)
- Declined to participate (n=13)
  - Other reasons (n=22)
    - Could not be reached/no informed consent (n=20)
    - Technical failure with recording (n=2)

Included in qualitative analysis (n=21)
Table 1. Baseline demographic and clinical characteristics of participants. Between-group comparisons are conducted between participants not interviewed and interviewed. Categorical data is analyzed with Fisher exact test and continuous data is analyzed with Welsh \( t \) test.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Allocated to intervention (n=117)</th>
<th>Not interviewed (n=96)</th>
<th>Interviewed (n=21)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>58.37 (8.98)</td>
<td>58.68 (8.67)</td>
<td>56.95 (10.38)</td>
<td>.48</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>44 (37.6)</td>
<td>37 (39)</td>
<td>7 (33)</td>
<td>.80</td>
</tr>
<tr>
<td>Male</td>
<td>73 (62.4)</td>
<td>59 (62)</td>
<td>14 (68)</td>
<td></td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>78 (66.7)</td>
<td>62 (65)</td>
<td>16 (76)</td>
<td>.44(^a)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>4 (3.4)</td>
<td>4 (4)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>33 (28.2)</td>
<td>28 (29)</td>
<td>5 (24)</td>
<td></td>
</tr>
<tr>
<td>Sick leave</td>
<td>2 (1.7)</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Highest educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary</td>
<td>22 (18.8)</td>
<td>19 (20)</td>
<td>3 (14)</td>
<td>.03(^b)</td>
</tr>
<tr>
<td>High-school</td>
<td>45 (38.5)</td>
<td>41 (43)</td>
<td>4 (19)</td>
<td></td>
</tr>
<tr>
<td>University &lt;3 years</td>
<td>24 (20.5)</td>
<td>18 (19)</td>
<td>6 (29)</td>
<td></td>
</tr>
<tr>
<td>University &gt;3 years</td>
<td>26 (22.2)</td>
<td>18 (19)</td>
<td>8 (38)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>18 (15.4)</td>
<td>15 (16)</td>
<td>3 (14)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>In relationship</td>
<td>99 (84.6)</td>
<td>81 (84)</td>
<td>18 (86)</td>
<td></td>
</tr>
<tr>
<td>Country of birth, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>96 (82.1)</td>
<td>81 (84)</td>
<td>15 (71)</td>
<td>.21</td>
</tr>
<tr>
<td>Other</td>
<td>21 (17.9)</td>
<td>15 (16)</td>
<td>6 (29)</td>
<td></td>
</tr>
<tr>
<td>Children in the household, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>43 (36.8)</td>
<td>33 (34)</td>
<td>10 (48)</td>
<td>.32</td>
</tr>
<tr>
<td>No</td>
<td>74 (63.2)</td>
<td>63 (66)</td>
<td>11 (52)</td>
<td></td>
</tr>
<tr>
<td>Current counseling, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>30 (25.6)</td>
<td>24 (25)</td>
<td>6 (29)</td>
<td>.78</td>
</tr>
<tr>
<td>No</td>
<td>87 (74.4)</td>
<td>72 (75)</td>
<td>15 (71)</td>
<td></td>
</tr>
<tr>
<td>Clinical characteristics, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HADS-A(^c)</td>
<td>10.27 (2.94)</td>
<td>10.39 (3.11)</td>
<td>9.76 (2.00)</td>
<td>.25</td>
</tr>
<tr>
<td>HADS-D(^d)</td>
<td>7.97 (3.15)</td>
<td>8.20 (3.26)</td>
<td>6.95 (2.42)</td>
<td>.05</td>
</tr>
</tbody>
</table>

\( ^a\)Employed versus other.

\( ^b\)Studied at university versus didn't study at university.

\( ^c\)HADS-A: Hospital Anxiety and Depression Scale-Anxiety.

\( ^d\)HADS-D: Hospital Anxiety and Depression Scale-Depression.

Results

Treatment Activity in the Randomized Controlled Trial

Of all participants allocated to intervention, 113 (96.6%, 113/117) initiated the introduction module, which was completed by 63 (53.9%, 63/117). Each of the remaining modules was completed by 7 or less of the participants. Managing worry and Applied relaxation training were the most frequently initiated and completed modules. The modules for Communication training and Values in life were not completed by any participant (Table 2).
Table 2. Number of participants in the randomized controlled trial (n=117) who initiated and completed the respective modules in the treatment program.

<table>
<thead>
<tr>
<th>Module</th>
<th>Initiated, n (%)</th>
<th>Completed, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>113 (96.6)</td>
<td>63 (53.9)</td>
</tr>
<tr>
<td>Managing worry</td>
<td>23 (19.7)</td>
<td>7 (6.0)</td>
</tr>
<tr>
<td>Applied relaxation training</td>
<td>28 (24.0)</td>
<td>5 (4.3)</td>
</tr>
<tr>
<td>Behavioral activation</td>
<td>16 (13.7)</td>
<td>4 (3.4)</td>
</tr>
<tr>
<td>Fear and avoidance post myocardial infarction</td>
<td>7 (6.0)</td>
<td>3 (2.6)</td>
</tr>
<tr>
<td>Cognitive restructuring</td>
<td>11 (9.4)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Coping with insomnia</td>
<td>6 (5.1)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Problem solving</td>
<td>4 (3.4)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Relapse prevention depression and anxiety</td>
<td>3 (2.6)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Communication skills</td>
<td>7 (6.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Values in life</td>
<td>3 (2.6)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

Table 3. Total number of completed modules, completed assignments, and messages sent to therapist among the participants allocated to the intervention in the randomized controlled trial (n=117).

<table>
<thead>
<tr>
<th>Number of completed modules, assignments, and sent internal messages at end of treatment period</th>
<th>Number of participants who completed modules, n (%)</th>
<th>Number of participants who completed assignments, n (%)</th>
<th>Number of participants who sent messages to therapist, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>54 (46.2)</td>
<td>30 (25.6)</td>
<td>66 (56.4)</td>
</tr>
<tr>
<td>1</td>
<td>45 (38.5)</td>
<td>21 (17.9)</td>
<td>21 (17.9)</td>
</tr>
<tr>
<td>2</td>
<td>14 (12.0)</td>
<td>23 (20.5)</td>
<td>7 (6.0)</td>
</tr>
<tr>
<td>3</td>
<td>1 (0.9)</td>
<td>8 (6.8)</td>
<td>6 (5.1)</td>
</tr>
<tr>
<td>4</td>
<td>2 (1.7)</td>
<td>2 (3.4)</td>
<td>4 (3.4)</td>
</tr>
<tr>
<td>5</td>
<td>1 (0.9)</td>
<td>14 (12.0)</td>
<td>3 (2.6)</td>
</tr>
<tr>
<td>&gt; 5</td>
<td>0 (0.0)</td>
<td>19 (16.2)</td>
<td>10 (8.5)</td>
</tr>
</tbody>
</table>

A minority of participants completed additional modules beyond the introductory module (18/117, 15.4%), completed more than 5 assignments (19/117, 16.2%), and sent more than 5 messages to the therapist (10/117, 8.5%; see Table 3).

The mean number of completed modules, completed assignments, and messages sent to therapist did not reach above 0.6 at any of the 14 treatment weeks. The total summed range for all 14 weeks was 0 to 5 for completed modules, 0 to 29 completed assignments, and 0 to 16 messages sent to therapist (Multimedia Appendix 6). Most assignments were completed during the first week of treatment (Figure 3). Over the course of treatment, the total number of completed assignments and messages sent to therapist declined. A slight increase in treatment activity was observed in the middle of the treatment period, which coincided with the collection of outcome assessments. A slight increase in completed assignments and messages sent to therapist was observed toward the end of the treatment period. A total number of 41 out of 117 (35.1%) participants opened one or more supplementary material or a video clip in the library. Among these participants, the average number of opened items was 3.85 (SD 4.55).

**Telephone Interviews**

We identified 4 main categories: (1) the portal, (2) the treatment program, (3) the therapist communication, and (4) the personal situation and required skills (Table 4). See Multimedia Appendix 7 for an expanded presentation of the qualitative results with the total number of participants who described experiences related to findings in respective category and illustrative quotes. In total, participants described 19 suggestions for improvement (Textbox 1).
Figure 3. Total number of completed modules, assignments, and messages sent to therapist during the 14-week treatment period.
## Table 4. Summary of positive and negative experiences described in interviews.

<table>
<thead>
<tr>
<th>Category and subcategory</th>
<th>Findings</th>
<th>Negative experiences</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Portal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>Positive experiences</td>
<td>Navigation difficulties, unfamiliar interface</td>
</tr>
<tr>
<td>Usability</td>
<td>Positive experiences</td>
<td>Complicated log-in procedure with technical failures</td>
</tr>
<tr>
<td></td>
<td>Positive experiences</td>
<td>Required desktop or laptop, issues when using mobile device</td>
</tr>
<tr>
<td></td>
<td>Positive experiences</td>
<td>Cumbersome to open PDF files</td>
</tr>
<tr>
<td><strong>Treatment program</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content of treatment material</td>
<td>Positive experiences</td>
<td>Irrelevant outdated material and posts in discussion board</td>
</tr>
<tr>
<td></td>
<td>Positive experiences</td>
<td>Repetitive material with poor readability</td>
</tr>
<tr>
<td>Working with the material</td>
<td>Positive experiences</td>
<td>Strenuous, tedious, difficult, and time-consuming work</td>
</tr>
<tr>
<td></td>
<td>Positive experiences</td>
<td>Too intensive work, restrictions in active modules felt rigid</td>
</tr>
<tr>
<td>Treatment period</td>
<td>Positive experiences</td>
<td>Deadline promoted activity toward end of treatment</td>
</tr>
<tr>
<td></td>
<td>Positive experiences</td>
<td>Treatment duration and time to work with modules was too short</td>
</tr>
<tr>
<td><strong>Therapist communication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapist feedback</td>
<td>Tailored, available, and rapid feedback</td>
<td>Lack of and irrelevant therapist feedback</td>
</tr>
<tr>
<td></td>
<td>Telephone conversations with therapist</td>
<td>Aversive and stressful reminders</td>
</tr>
<tr>
<td>Internet-based communication</td>
<td>Reminders were useful prompt to log in</td>
<td>Preference for verbal and synchronous communication</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Communication felt impersonal and involved a risk of misunderstanding</td>
</tr>
<tr>
<td><strong>Personal situation and required skills</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unpleasant emotions evoked by the intervention</td>
<td></td>
<td>Bad conscience and guilt for being inactive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treatment rekindled difficult memories and emotions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fear of making mistakes</td>
</tr>
<tr>
<td>Lack of time</td>
<td></td>
<td>Lack of time because of everyday life</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor timing of treatment</td>
</tr>
<tr>
<td>Responding to outcome measures in questionnaires</td>
<td></td>
<td>Questionnaires were difficult to understand, felt repetitive, and irrelevant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strenuous work with questionnaires</td>
</tr>
<tr>
<td>Technical aspects</td>
<td></td>
<td>Insufficient computer literacy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intervention required time in front of a computer</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of Internet connection</td>
</tr>
</tbody>
</table>
Textbox 1. Summary of suggestions for improvement by category.

Portal
- Remove the completed modules to facilitate navigation
- Include the possibility to have several windows open at the same time
- Make the portal available via CD-ROM and as an app for mobile devices

Treatment program
- Have less focus on depression and anxiety following a myocardial infarction
- Include the possibility to ask medical questions to health professionals and other participants in the portal
- Include information concerning how to communicate with children
- Use easy-to-read language
- Use closed-ended questions with predetermined alternatives in the treatment program
- Prolong the treatment period and allow longer time for work with modules that feel relevant for the patient
- Make the program feel more fun for the intended users

Therapist communication
- Offer synchronous verbal therapist communication, via telephone calls
- Offer more therapist feedback in decision making concerning which modules to work with
- Use audio or video recordings of therapist feedback
- Entitle the patient with their name instead of username
- Include picture of the therapist in all conversations

Personal situation and required skills
- Individualize the outcome questionnaires
- Make the outcome questionnaires easier to understand
- Allow participants to access previous responses in the outcome questionnaires
- Offer access to treatment closer in time to the infarction

Discussion

Principal Findings

Our study focused on treatment activity and user experiences of an iCBT intervention to reduce symptoms of depression and anxiety among adults with a recent myocardial infarction. The results show that treatment activity was low with regard to completed modules and assignments and submitted internal messages to therapists. Various positive experiences, negative experiences, and suggestions for improvements were described in follow-up interviews related to the internet-based portal, treatment program, therapist communication, as well as the personal situation and required skills of the participants. Previous research shows inconclusive and variable results concerning treatment activity and user satisfaction of iCBT. Although some studies report high levels of adherence and sufficient treatment satisfaction [8], others indicate that adherence varies considerably between studies [27]. Furthermore, it has been suggested that internet interventions may be more attractive among individuals who are familiar with computers, express confidence in writing about thoughts and feelings, who are attracted to the opportunity to reflect, and who appreciate the anonymity provided by the medium [15]. Our findings strengthen these assumptions and indicate a need for more research to investigate for whom, when, and how iCBT interventions may be a suitable treatment alternative to effectively alleviate symptoms of depression and anxiety after a myocardial infarction.

Although iCBT shows promise as a mode of treatment for symptoms of depression and anxiety [8], few studies have investigated these interventions through clinical consecutive recruitment [38]. This study included patients recruited in routine cardiac care, which provides new insights regarding treatment activity and user experiences of internet-based interventions. Our findings illustrate that although most participants initiated treatment, few persisted with the iCBT treatment. This finding indicates that the intervention was unable to successfully motivate the users to engage in the treatment. Compared with consecutive recruitment, self-referral recruitment strategies have the potential to identify individuals who persist with iCBT and who find the treatment effective [39]. Thus, it has been suggested that iCBT may only be acceptable among a subgroup of patients [20]. Another possible explanation of the observed low treatment activity may be that the participants did not feel a need for psychological treatment. For example, symptoms of depression and anxiety may be perceived as a...
normal reaction after a myocardial infarction. Patient attrition is an articulated issue for eHealth trials, which needs to be considered carefully when designing such interventions [26]. Our findings indicate a need for more research about how these patients experience a need for iCBT treatment, or if these types of interventions are better suited for certain subgroups of patients.

The observed low treatment activity and described negative experiences related to design and usability call attention to what has been described as a risk of distress and frustration when faced with technological difficulties [40]. In line with our findings, previous studies of iCBT interventions report that patients may experience struggles related to technology, delivery of treatment program, lack of support, and limited personalization of program content [41]. It is possible that our findings, in part, could be explained by the relatively high mean age among the participants. Higher age, as seen among patients with myocardial infarction [17], is associated with less use of the internet [42], low eHealth literacy [43], and unsuccessful skills needed to obtain reliable answers to health-related queries [44]. Moreover, older adults are more likely to report technological challenges in iCBT trials, and few studies have investigated user experiences of iCBT interventions for such populations [18]. The findings of this study illustrate the importance of efforts that aim to increase satisfaction and experienced usability among end users when developing eHealth interventions for patients with higher ages and a recent myocardial infarction.

Tailored interventions have the potential to successfully meet patient preferences by providing them with the choice of which treatment modules to work with [45] and adapting the treatment to the capacity of the patient [38]. In this study, the perceived positive and negative aspects varied considerably between individuals. This finding indicates a need to tailor interventions according to the intended end user’s individual preferences, personal situation, as well as computer skills. For example, participants who perceive text-based material strenuous and time-consuming to read may benefit from a less-extensive version of the intervention. Participants who find it difficult to write about thought and feelings may benefit from the use of closed-ended questions with predetermined alternatives in the treatment program. Telephone calls may be offered as an alternative to written feedback to participants with a preference for verbal and synchronous communication. One potential way to tailor the content according to individual needs of the intended users is to use patient and public engagement during the development phase [46,47]. In this study, patients with experience of emotional distress after a myocardial infarction and cardiac nurses were consulted about their views on the treatment material in the later stages of development. Consultations are considered to be lower levels of patient and public participation, as it may quickly lead to insights but lacks a commitment to subsequent actions [33]. It is possible that a different approach, involving collaborations with patients during the whole development process, could have led to an intervention closer in line with the preferences of the intended end users. In light of our findings, we acknowledge the potential importance of using high degrees of patient and public involvement when developing iCBT interventions.

Limitations
In this study, there are methodological limitations that should be taken into consideration. The sample may not fully represent the population of patients with symptoms of depression and anxiety after a recent myocardial infarction. Patients were recruited in routine care at 25 Swedish cardiac clinics. Only patients below 75 years of age were invited to participate in the randomized trial. This may limit the generalizability and transferability with regard to older patients. The majority of the participants in the trial were males, employed, living in a relationship, and born in Sweden. Furthermore, only a subsample of those who took part in the intervention was interviewed. The reason for this was mainly practical, as we lacked necessary resources to collect qualitative data in the early stages of the study. This may imply a source of selection bias that may impact the results. We acknowledge that the qualitative results only reflect the experiences of a proportion of the whole sample in the RCT. Although the sample characteristics for participants in the RCT were represented in the sample of participants included in the follow-up telephone interviews, none of the participants who were unemployed or on sick leave were included in the follow-up interviews. Furthermore, a higher proportion of the interviewed participants had studied at a university compared with those who were not interviewed. This may imply a limited transferability to participants with lower levels of education. For example, it is possible that participants with experience of university studies may be more comfortable with text-based material and communication. Moreover, we did not collect any quantitative measure of computer literacy. Thus, we cannot make any claims about the actual computer literacy among the participants in our sample.

The data collection and analysis of the qualitative material may not fully represent the experiences of the interviewees. One psychologist who was not involved as a therapist in the treatment program conducted telephone interviews. Telephone interviews reduce the risk for socially desirable answers, may lead to increased sense of anonymity, and have the potential to make participants feel more comfortable [48,49]. On the other hand, telephone interviews make it impossible to observe nonverbal communication and create a comfortable physical setting where interviews take place [50]. We argue that the use of telephone communication and lack of previous contact with the interviewer promoted the participants to feel comfortable enough to be honest in their descriptions of their experiences and preferences. A semistructured interview guide with open-ended questions was used to cover our research questions, while still allowing for flexibility. The use of an interview guide implies instrumental consistency throughout the interviews [51,52]. Content analysis offers a systematic approach to describe patterns in text-based data [53,54]. However, there is always an embedded element of abstraction in qualitative analyses, which is impossible to completely disregard [51]. Thus, 2 authors with different backgrounds analyzed the data. We acknowledge that it is possible that potentially valuable information may have been lost due to potential biases or preconceptions.
Suggestions for Future Research

The findings indicate a need for rigorous preparations before conducting iCBT interventions for adults with depression or anxiety after a recent myocardial infarction. There is a need for future research that investigates ways to ensure that development of these interventions is more adapted to the intended end users. The low treatment activity and negative experiences related to the use of the internet platform and the treatment content call attention to the importance of usability and feasibility trials. Future research should investigate patient, therapist, and treatment-related factors to improve treatment activity in internet-based interventions implemented in this population.

Conclusions

Patients with symptoms of depression and anxiety after a recent myocardial infarction showed low treatment activity in guided iCBT with regard to completed modules, assignments, and messages sent to their therapist. They describe various negative experiences and suggestions for improvement, calling attention to the need for researchers to carefully consider the preferences, personal situation, and required skills of the end users during the development of these interventions. The findings indicate several challenges that need to be addressed to improve treatment activity, user satisfaction, and usability of internet interventions in this population.
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Abstract

Background: The increasing use of Web-based solutions for health prevention and promotion presents opportunities to improve self-management and adherence to guideline-based therapy for individuals with type 2 diabetes (T2DM). Despite promising preliminary evidence, many users stop using Web-based solutions due to the burden of data entry, hidden costs, loss of interest, and a lack of comprehensive features. Evaluations tend to focus on effectiveness or impact and fail to evaluate the nuanced variables that may interact to contribute to outcome success (or failure).

Objective: This study aimed to evaluate a Web-based solution for improving self-management in T2DM to identify key combinations of contextual variables and mechanisms of action that explain for whom the solution worked best and in what circumstances.

Methods: A qualitative realist evaluation was conducted with one-on-one, semistructured telephonic interviews completed at baseline, and again toward the end of the intervention period (3 months). Topics included participants’ experiences of using the Web-based solution, barriers and facilitators of self-management, and barriers and facilitators to effective use. Transcripts were analyzed using thematic analysis strategies, after which the key themes were used to develop statements of the relationships between the key contextual factors, mechanisms of action, and impact on the primary outcome (glycated hemoglobin, HbA1c).

Results: Twenty-six interviews (14 baseline, 12 follow-up) were completed with 16 participants with T2DM, and the following 3 key groups emerged: the easiest fit, the best fit, and those who failed to activate. Self-efficacy and willingness to engage with the solution facilitated improvement in HbA1c, whereas competing priorities and psychosocial issues created barriers to engagement. Individuals with high baseline self-efficacy who were motivated, took ownership for their actions, and prioritized diabetes management were early and eager adopters of the app and recorded improvements in HbA1c over the intervention period. Individuals with moderate baseline self-efficacy and no competing priorities, who identified gaps in understanding of how their actions influence their health, were slow to adopt use but recorded the greatest improvements in HbA1c. The final group had low baseline self-efficacy and identified a range of psychosocial issues and competing priorities. These participants were uncertain of the benefits of using a Web-based solution to support self-management, ultimately resulting in minimal engagement and no improvement in HbA1c.

Conclusions: Self-efficacy, competing priorities, previous behavior change, and beliefs about Web-based solutions interact to determine engagement and impact on the clinical outcomes. Considering the balance of these patient characteristics is likely to help health care providers identify individuals who are apt to benefit from a Web-based solution to support self-management of...
T2DM. Web-based solutions could be modified to incorporate the existing screening measures to identify individuals who are at risk of suboptimal adherence to inform the provision of additional support(s) as needed.
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**Introduction**

The number of people affected with diabetes worldwide has increased from 171 million to 422 million between 2000 and 2017, making it one of the most costly and devastating chronic diseases [1]. In Ontario, Canada, the prevalence of diabetes increased by 69% from 1995 to 2005 [2], exceeding the global increase of 60% previously projected to occur between 1995 and 2030 [3,4]. This dramatic rise is attributed to new cases of type 2 diabetes mellitus (T2DM) [5,6], driven by increasing rates of obesity [7,8]. Physical inactivity, smoking, alcohol consumption, and poor dietary habits have also been identified as risk factors that significantly increase an individual’s risk of developing T2DM [9]. Long-term complications include retinopathy, nephropathy, autonomic neuropathy leading to cardiovascular symptoms, and peripheral neuropathy with a risk of foot ulcers and amputations [5]. Most notably, individuals who have T2DM are twice as likely to die over a 12 year follow-up period compared with those without diabetes [10,11].

Given the severity and nature of disease progression, a cornerstone of clinical management is the process of teaching individuals how to manage their diabetes. An individual’s attitudes, beliefs, and knowledge about diabetes may affect diabetes self-management, including their adherence to prescribed pharmacotherapy [12,13], highlighting the need for individualized, patient-centered approaches. T2DM education and self-management education is a cost-effective approach [14] and has a direct impact on patients’ glycemic control [15]. Duration of contact between educator and patient has been noted to be a significant predictor of improved glycemic control in this population, underscoring the role of social support [15].

Despite advances in diabetes treatment and education, adherence to diabetes self-management regimens continues to be the most significant determinant of achieving clinical targets (ie, glycemic control) [16,17]. Barriers to diabetes management include individual attitudes and beliefs, knowledge, financial constraints, and social support [18-21]. Given the prevalence of mobile devices [22] and the increasing use of Web-based solutions for health prevention and promotion [23,24], mobile phone apps have emerged as a potential solution to improve self-management and adherence to guideline-based therapy due to their accessibility, low cost, and interactive potential [22]. These apps may include a range of features, including blood glucose monitoring, medication tracking, exercise tracking, and dietary management [25,26]. Although preliminary evidence looks promising [27-29], many app users stop using health apps due to high burden of data entry, hidden costs, loss of interest, and a lack of comprehensive features in a single solution [23,30-32]. Formal evaluations of Web-based solutions tend to focus on the effectiveness or impact and fail to evaluate the nuanced variables that may contribute to success (or failure) [33]. To address this gap in the literature, we conducted a qualitative realist evaluation as part of a larger randomized trial of a mobile-based self-management app to improve self-management in T2DM [34]. The objective was to identify key combinations of contextual variables and mechanisms of action that explain for whom the app worked best and in what circumstances.

**Methods**

**Study Design**

A qualitative realist evaluation [35] was embedded as part of a larger pragmatic, randomized, wait-list control trial to evaluate whether and how a mobile app designed to improve self-management and experience of care among patients with T2DM [34]. Realist evaluation is a methodology used to unpack the black box of implementation [36] by purposively examining the actions required by those involved in an intervention to ensure its success, including participants and those involved in implementation. This methodology enables a rigorous assessment of the contextual influences and strategies by which the intervention is adopted or rejected, enabling and understanding of how and why the implementation succeeds or fails. Specifically, a realist evaluation provides an explanation for why study outcomes occur, involves multimethods involving quantitative and qualitative approaches, and uses a theory-driven approach that guides the study design [35].

Trial participants were randomized to either an immediate treatment group (ITG) or a wait-list control group (WLC). The ITG group began using the mobile app immediately for a duration of 3 months. A series of quantitative outcomes were collected as part of the trial and are outlined in the original protocol [34]. Of particular relevance to this realist evaluation were the following 2 outcomes: glucose control (measured by HbA1c), and the Problem Areas in Diabetes 5 (PAID 5) [37], a measure of disease-specific self-efficacy that emphasizes well-being. Self-efficacy refers to an individual’s belief in his or her capability to achieve a given objective, which is a well-established mediator of health behaviors [38].

The intervention was implemented and supported by the Ontario Telemedicine Network (OTN), a nonprofit, government-funded organization and the largest provider of telemedicine services in the province of Ontario [39]. The protocol received ethics approval from Research Ethics Boards at participating institutions, including Women’s College Hospital, St. Joseph’s Care Group, North York General Hospital, and William Osler Health System. The larger trial is registered on ClinicalTrials.gov (NCT02813343).
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**Intervention**

The intervention is a commercially available app designed to serve as a Web-based coach for patients with T2DM (WellDoc Bluestar) allows participants to enter a range of baseline clinical information, in addition to ongoing data related to diabetes management, including blood glucose values, daily medications, food intake, and activity levels). The app analyzes inputted data to provide tailored messaging to coach participants with respect to their diabetes management. Participants also had the option of emailing a SMART Visit report to a member of their care team via the app, which provides them with an overview of inputted data over a period specified by the participant. At the time of this study, the app did not include secure messaging with providers or social functionality to connect participants with one another. The mobile app has been shown to improve glycemic control (as represented by reduction in levels of HbA1c) in other contexts and settings [28,40].

The Web-based solution was implemented across 3 Diabetes Education Centers selected by the OTN. These sites were the Diabetes Health Centre in Thunder Bay, the Diabetes Education Center at North York General Hospital, and 2 Diabetes Education Centers belonging to the William Osler Health System. The OTN provided each site with funding for a site project coordinator who was responsible for recruiting participants and introducing them to the app. More than 4500 patients are seen across these sites annually, representing a socially and ethnically diverse group of individuals with diabetes. Each site serves distinct populations, including a large Indigenous population in Thunder Bay and visible minorities and newcomers in the William Osler Health System.

**Recruitment**

Potential interview participants were recruited from the ITG group to ensure maximum potential for exposure to the app. The complete recruitment strategy has been described previously [34]. One-on-one, semistructured telephonic interviews were conducted, with questions guided by the principles of Realist Evaluation [35]. Topics include participants’ experiences of learning about and using the technology, barriers and facilitators of self-management, and barriers and facilitators to effective use (refer to Multimedia Appendix 1 for interview questions). Participants were interviewed at baseline and again toward the completion of the intervention period (3 months).

**Data Analysis**

Interviews were conducted by an experienced qualitative researcher, audio-recorded, and transcribed by a third party. Transcripts were analyzed using thematic analysis strategies [35,41], which included identifying key themes that demonstrate important contextual influences and mechanisms of action for the Web-based solution in real-world health care settings. Recruitment continued until data saturation was reached. A minimum of 2 reviewers independently coded all transcripts using an open coding process. Following the first 5 interviews, a coding schema was created to guide the analysis of the subsequent interviews. Open coding was applied throughout the analysis for content that did not fit within the existing coding schema. Consolidation of codes was achieved through consultation with a third reviewer. There were no disagreements with respect to coding.

Several strategies were employed to ensure credibility of the data, such as using multiple sources of data, having key collaborators participate in the triangulation analysis and the return of findings (construct and external validity), examining points of convergence and divergence within and across cases (internal validity through cross comparative analyses), and having a stepped analysis process whereby there is an initial independent review of the data by 3 reviewers (LD, MS, and LJ) who then met to reach consensus on the common themes (reliability) [42].

After the thematic analyses of all qualitative data had been completed, the key themes identified were used to develop statements of the relationships between (1) key contextual factors, (2) the mechanisms by which they affect the implementation of the Web-based solution, and (3) the impact on the outcomes of the intervention itself (in Realist Evaluation these statements are referred to as Context-Mechanism-Outcome [C-M-O] Configurations) [35].

**Results**

**Findings**

A total of 26 interviews (14 baseline, 12 follow-up) were completed with 16 participants with T2DM across the 3 sites. Of the 14 participants who completed the baseline interview, 3 had dropped out and 1 was unavailable at follow-up; therefore, additional 2 participants were recruited to achieve data saturation at follow-up. Characteristics of patient participants are shown in Table 1. Patient participants were grouped according to their primary outcome from the trial data (HbA1c) and self-reported level of engagement with the app to describe C-M-O configurations. From the data, 3 groups emerged that are described in Table 1 (see Table 1 for a summary of participant characteristics by group).

**Group 1: The Easiest Fit—Engaged Early Adopters**

The first C-M-O configuration concerns a group of individuals who had a high level of self-efficacy when self-managing their T2DM before the intervention, took ownership for their actions and were motivated to change, reported no competing priorities, were keen to engage with mobile technology to help support self-management, and were newly diagnosed with T2DM (3-9 months). A high level of preintervention self-efficacy was illustrated by having a positive mindset and reported behavior change and HbA1c levels that were improving before enrolment in the study. These actions included increased physical activity, portion control, avoiding high-fat foods, and medication adherence.
Table 1. Patient participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Group 1: Engaged, early adopters (n=4)</th>
<th>Group 2: Engaged, slow adopters (n=4)</th>
<th>Group 3: Low engagers (n=5)</th>
<th>Dropouts (n=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (range)</td>
<td>57 (51-63)</td>
<td>59 (49-67)</td>
<td>42 (32-52)</td>
<td>45 (37-49)</td>
</tr>
<tr>
<td>Sex (male:female)</td>
<td>4:0</td>
<td>2:2</td>
<td>2:3</td>
<td>2:1</td>
</tr>
<tr>
<td>Time since T2DM(^a) diagnosis, mean (range)</td>
<td>6 months (3-9 months)</td>
<td>19 years (9-26 years)</td>
<td>6 years (4 months-13 years)</td>
<td>3 years (3 months-27 years)</td>
</tr>
<tr>
<td>Complications from T2DM, n</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Site, n</td>
<td>NYGH(^b)</td>
<td>Thunder Bay</td>
<td>WOHS(^c)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Marital status, n</td>
<td>Married</td>
<td>Divorced</td>
<td>Common law</td>
<td>Single</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>Ethnic background, n</td>
<td>White</td>
<td>First Nations</td>
<td>African American</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Highest education, n</td>
<td>High school</td>
<td>University</td>
<td>Postgraduate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Type of therapy, n</td>
<td>Oral</td>
<td>Insulin</td>
<td>Combination</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)T2DM: type 2 diabetes.  
\(^b\)NYGH: North York General Hospital.  
\(^c\)WOHS: William Osler Health System.

Individuals in this group also exhibited proactive, information-seeking behavior to help them manage their T2DM:

> I started looking up what information was on [the Diabetes Canada website], found out about what the daily types of meals you should have to control your blood sugar, and I immediately started following that. [SITE A05]

Participants described various aspects of their identity that fueled their motivation to change, which involved social activities, occupation, family, and overall quality of life. Narratives outlined feelings of accountability to oneself and taking ownership for individual actions:

> Well it’s to my own benefit right, you know, if I do it then I’m the one that hopefully gets rewarded, it’s self-serving in a lot of places for me right...I, you know, I want to still have life left and do things I want to do. [SITE A05]

Unlike participants in other groups, high engagers did not identify competing priorities that interfered with their ability to manage their T2DM. Instead, they described integrating management strategies into the existing schedules and routines. The majority described strong support networks at home that helped them adhere to their prescribed diet and activity recommendations. Only 1 individual described his social network and relationship with his family, but did not link these relationships to his self-management behavior. The study project coordinator, who was responsible for introducing the app to participants, was also viewed as a source of self-management support at 1 particular site:
We kinda have a kind of conversation when we get together...more like a friendly visit instead of an ‘oh I have to report to the nurse’...Yeah, I think I like her, and I know that I can just phone her up, she told me that, just phone her up, I mean if you need any advice or whatever—so that was nice. [SITE B06]

These individuals were interested in using mobile technology to improve their health and enthusiastically engaged with the app immediately and consistently thereafter. Engaging with the intervention led to the activation of several mechanisms of change for these individuals. The data entry requirement of the app reinforced and strengthened the pre-existing accountability to self. Individuals described feeling “grounded” and “honest,” and explained how visualizations of their data helped to keep them on track and triggered a greater commitment to self-management:

[The application] keeps me grounded and keeps me honest. Even though you can put whatever you want in there and say ‘Oh yeah I’m having 10 slices of pizza and you only put in 1’...But it keeps me honest...It keeps me on track. [SITE B01]

Data entry led to positive performance feedback that further enhanced the individual’s ability to self-monitor. Visual feedback displaying desired outcomes “reinforced positive behaviors” and encouraged participants to continue making informed choices and monitoring outcomes. These mechanisms interacted with each individual’s context to produce improvements in their primary clinical outcome (HbA1c) and their overall ability to manage their T2DM. These self-reported improvements were supported by the quantitative outcomes collected as part of the larger trial (refer to Table 2).

My A1c is now pretty perfect...In April it was 10.4 and uhm, in November it was 6.5. [SITE B06]

All individuals in this group highlighted that, in addition to the primary outcomes highlighted above, engaging with the app helped increase their awareness of their T2DM and the impact of stress and diet on their glucose readings. This increased awareness translated into increased self-efficacy with respect to self-managing T2DM.

Before I was clueless, not totally clueless, I just thought it was the sugary thing, I didn’t know how much the carbs got involved, and the fats. [SITE B06]

Group 2: The Best Fit—Engaged Slow Adopters

The second group of C-M-O configurations concerns a group of individuals who had moderate self-efficacy in terms of self-managing their T2DM before the intervention, described an incomplete understanding of how actions influence their health and why, reported no competing priorities, were open to the idea of using mobile technology to support self-management, and had a long-standing diagnosis of T2DM.

Participants in this group described frustrations with the episodic nature of managing their condition and repeated unsuccessful attempts to “fine-tune” their self-management strategy. Despite a partial understanding of strategies to manage T2DM, these individuals strongly expressed their desire to fill these knowledge gaps. As a result, participants in this group identified the need for a specific solution that targeted their ability to achieve a more nuanced understanding of their T2DM (9-26 years):

You just go through stages of depression, you go through stages of anger, depression, denial, and then you sort of wake up and say, ‘Ok, I’ll just keep trying.’ And then you try again and you’re good for a couple years and then something happens, you get sick or, and there sometimes it’s discouraging because...it doesn’t matter what you do. I can take all the insulin I want but for me, when I’m sick, I can’t get my blood sugar down. [SITE A02]

I have a feeling that my readings after dinner are still too high, but because I can’t break it down I don’t have the motivation to take the last step which is to write down everything you eat at dinner for the next three weeks and how much insulin you took so then we can address the little problems. [SITE C02]

Participants described how the mobile app met these needs, which varied depending on the individual participant. Overall, the intervention enabled participants to track inputs such as diet and stress and their impact on a specific outcome, blood glucose levels. This mechanism of performance feedback increased participant awareness around which actions influenced their disease management:

With this, looking at whether I’m putting in my carbs and that, thinking ‘Ok, well I can only have...this. Yeah. That’s all I can have.’ So I think it’s made me more think about the fact that I can only eat so much and before it was just like, ah the heck with it. [SITE B02]

Data tracking and trend visualization increased participants’ sense of accountability for their actions. Participants described their new-found accountability both to themselves and their health care providers, to whom they were very well connected. Data visualization enabled participants to see positive results in-between health care provider visits and encouraged incremental increases in engagement with the app over time:

The app helps me, you know, to be testing my blood and recording it and seeing any positive changes that I’m making. And the positive changes in turn help to sort of encourage me to continue it...so it’s like a circle if you will. [SITE C03]

Real-time, nuanced performance feedback displayed glucose readings alongside symptom and dietary inputs and organized inputs by time of day. This enabled participants’ self-monitoring ability. In the case of this group, feedback displaying desired outcomes “drew attention to positive behaviors” and encouraged participants to continue making healthy decisions and monitoring outcomes. These mechanisms interacted with each individual’s context to produce improvements in their primary clinical outcome (HbA1c) and their overall ability to manage their T2DM.

Table 2. Mixed-methods results matrix.

<table>
<thead>
<tr>
<th>Contextual variables, mechanism of action, and outcome</th>
<th>Group 1: High engagers, early adopters (easiest fit)</th>
<th>Group 2: High engagers, slow adopters (best fit)</th>
<th>Group 3</th>
<th>Dropouts (failed to meet needs)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group 3</strong></td>
<td><strong>Group 2</strong></td>
<td><strong>Group 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1: High engagers, early adopters (easiest fit)</td>
<td>Moderate (some evidence of positive behavior change with variable impact in outcomes)</td>
<td>Low (no evidence of behavior change)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contextual variables</td>
<td>Preintervention self-efficacy</td>
<td>Individual identity (includes affect)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High (numerous examples of positive behavior change with improved outcomes)</td>
<td>New diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Moderate (some evidence of positive behavior change with variable impact in outcomes)</td>
<td>Longstanding diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low (no evidence of behavior change)</td>
<td>Managing T2DM is a struggle and burden</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low (no evidence of behavior change)</td>
<td>Prospect of managing T2DM competing with psychological issues</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health beliefs</td>
<td>Proactive, seeks out information</td>
<td>Partial understanding of strategies to manage T2DM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Takes ownership</td>
<td>Partial understanding of strategies to manage T2DM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Accountable to self</td>
<td>Partial understanding of strategies to manage T2DM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Support system</td>
<td>Partial understanding of strategies to manage T2DM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multiple (family, school, work)</td>
<td>Multiple (family, school, work)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive outcomes reinforce behavior</td>
<td>Positive outcomes reinforce behavior</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Performance feedback facilitates self-monitoring</td>
<td>Performance feedback facilitates self-monitoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data entry reinforces accountability to self</td>
<td>Data entry reinforces accountability to self</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive outcomes reinforce behavior</td>
<td>Positive outcomes reinforce behavior</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HbA1c, mean (range)</td>
<td>HbA1c, mean (range)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>Baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.5% (6.2-9.9)</td>
<td>10.0% (8.7-11.1)</td>
<td>8.7% (6.9-10.6)</td>
<td>10.7% (9.7-12.6)</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>6.0% (5.2-6.5)</td>
<td>8.3% (7.4-9.2)</td>
<td>8.8% (7.3-10.3)</td>
</tr>
<tr>
<td></td>
<td>PAID5, mean (range)</td>
<td>PAID5, mean (range)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>Baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.3 (1-8)</td>
<td>8.5 (3-14)</td>
<td>10.0 (3-16)</td>
<td>10.0 (5-15)</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>3.5 (0-10)</td>
<td>7.3 (2-15)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Notes:**
- T2DM: type 2 diabetes.
- HbA1c: glycated hemoglobin.
- N/A: not applicable.
- The Problem Areas In Diabetes 5 (PAID5) is a measure of disease-specific self-efficacy that emphasizes well-being. A total score of ≥8 indicates possible diabetes-related emotional distress and warrants further clinical assessment.
Perhaps most notably, individuals in this group demonstrated improvements despite poor disease management at baseline that was significantly worse than group 1 (average HbA1c of 10.0%, refer to Table 2 for complete outcome data):

On the odd occasion that my numbers get high, to have the 'let’s retest in 3 hours’ message [pop up], you know that’s been a help as well because it helps me in managing my diabetes. [SITE C03]

That was the key benefit for me. So when I started my A1c was 11.1 and when I got it done, when I saw the nurse, 3 weeks ago, it was 8...A dramatic reduction, and I’m still trying to get it down, but it’s a pretty dramatic reduction for me...I don’t think I’ve had an A1c of 8 for a number of years. [SITE C02]

Similar to the first group, timely feedback and the ability to identify factors that trigger blood glucose spikes increased participants’ overall confidence to self-manage their T2DM. Increased confidence also served as a mechanism to resolve unwelcome emotions such as anger and frustration that participants had experienced when struggling to master self-management over the course of their condition:

Yeah. No I um, I do really like it, it’s kind of kept me going in making me feel a little bit stronger in myself and that with it...Yeah, more confident that I can do it. [SITE B02]

**Group 3: Failure to Activate or Meet Needs—Low Engagers and Dropouts**

The final group of C-M-O configurations concerns a group of individuals who had little to no self-efficacy before the intervention; identified a range of psychosocial issues that featured more prominently in their narrative than T2DM; reported a range of competing priorities, including work, family, and school; were uncertain of the benefits of using mobile technology to support self-management; and had a wide range of disease duration (from newly diagnosed to long-standing):

It’s just a matter of just double checking...And um, if it would connect to the foods I put in to what insulin readings I put in, that would be good, cuz right now it just seems kind of useless. Right now, it’s just a matter of double putting in my glucose readings. [SITE C05]

I go back and click on that date and enter all my sugars and meds and what not [all at once]. It’s a lot easier than doing it daily—doing it daily it just eats up so much of my time. I only get a half hour lunch break at work usually...I don’t want to spend my time fussing with it. [SITE B05]

Individuals in this group described their experience with managing T2DM as a struggle and viewed the diagnosis as a burden. A range of external barriers were cited that interfered with the ability to self-manage, including a sense of deprivation, unhelpful encounters with health care providers, and a hectic schedule. Participants also described a lack of recognition around proper strategies for self-management and reluctance to engage in basic self-management behaviors (eg, insulin adherence and testing blood sugar levels):

I find it hard every time to take my insulin...it’s a real chore...Yeah, and trying to find space in my stomach that doesn’t hurt...I just feeling like giving up sometimes and not taking it...The times I haven’t taken it, it uh, then I get mad at myself which doesn’t help the situation. [SITE C05]

It’s not really fitting very well because I’m going to be honest I don’t really even test my sugars as much as I should. Because sometimes I will miss the time taking my insulin...I haven’t tested my sugar in a while. [SITE A04]

Multiple competing priorities were highlighted, including work and caring for children. Narratives revealed a lack of responsibility for individual actions and a host of cyclical negative emotions, including anxiety, anger, and frustration. Individuals in this group did not identify members of a support system, either from their personal network or their health care team:

I don’t even know why the clinic was there, it was like, this is a complete waste of my time. You know, I already knew what she told me, like there was no help, you know there was no information offered, I left there empty handed. [SITE A02]

Well the phone was giving me problems at first. So the first thing in my head was 'uh-oh am I going to have a problem with the phone.' And that’s when I requested if I could get another phone, but then she said we’ll try it again. She went out the room, came back in, I think the first interaction was kinda of—it sucked. [SITE C01]

Participants highlighted several features of the mobile app that may have represented mechanisms of action but were not activated for this group. The project coordinators at 2 of the sites (who were responsible for introducing the intervention to participants at sites A and C) were perceived to be minimally engaged with participants. This may have represented a missed opportunity for this group of individuals in the absence of strong support networks:

I may have gotten an email but there was definitely no phone contact or anything. And I think the only contact that they reached out to me for was making sure I was going to get my [blood glucose test]. [SITE A02]

Overall, individuals in this group failed to integrate the mobile app into routine daily activities, and generally perceived data entry as a burden. Unlike participants in other groups, these individuals viewed the intervention as a duplication of current logbook methods (eg, handwritten) and did not perceive the technological advancement as a relative advantage:

Nah. If I forget about it, it sits in my bag, like my pill bag and you go to turn it on and it’s dead. Then you gotta plug it in, and then cause you unplug it and put it back in the bag and you forget about it again, right? It’s not in my pocket. [SITE A03]
Failure to activate potential mechanisms of action is particularly relevant, as some participant narratives reveal preliminary signs of intervention potential and positive influence. Nonetheless, the mobile app failed to activate mechanisms of actions for these individuals, and their outcomes remained unchanged (refer to Table 2).

And you [the mobile application] kinda does make you think what you should do differently, and obviously then it’s just self-management after that. [SITE A02]

I go back and click on that date and enter all my sugars and meds and what not. It’s a lot easier than doing it daily—doing it daily it just eats up so much of my time. Like I only get a half hour lunch break at work usually. I don’t want to spend my time fussing with it. [SITE B05]

Within the first few weeks of use, 3 individuals dropped out of the study and returned their mobile device. Participant narratives revealed that T2DM self-management was competing with prominent psychosocial issues for attention, and was therefore not a high priority. Strong negative emotions were central to each individual’s experience, and included feeling overwhelmed with the idea of change, wanting to give up, and struggling to cope. These experiences were compounded by a range of competing priorities, including family, work, and school. As a result, individuals were not motivated to better manage their T2DM:

It’s overwhelming...I’m not really depressed but I get glum [...]. Like I get to the point where—the hell with it—and I’ll open a can of coke because it’s more like a pissed off that I’m going through this, and maybe if I intake enough of bad stuff, I have the seizure or go into the coma or something—not that I’m suicidal or anything... [SITE B03]

I feel deprived of certain things that I want to eat and I know I can’t eat it. Uh, it affects me, my mood, some days I’m happy some days I’m sad, um, it I guess that’s what triggers my depression in some ways [...] Just sometimes I get frustrated and sometimes feel like giving up. [SITE C01]

These 3 participants reported limited to no use of the mobile app before dropout, precluding the ability for the intervention to influence change:

Even if I did [everything I’m supposed to], starting to use [the app] on a regular basis is gonna be hard too. Because it’s not that I’m unwilling which is partly true, I am unwilling—I shouldn’t have to do this. [SITE B03]

Discussion

Principal Findings

The results of this study identify variations in patient characteristics that influenced the adoption and outcome of a mobile-based self-management app to improve self-management in T2DM. To our knowledge, this is the first realist evaluation to systematically link a cluster of patient-level determinants to clinical outcomes with a specified mechanism of action. The results suggest that an individual’s self-efficacy, competing priorities, evidence of previous behavior change, and beliefs about Web-based solutions interact to determine the impact on engagement and clinical outcomes. Furthermore, the balance of these characteristics may be useful for identifying individuals who may need more intensive support, informing the allocation of health care resources.

Our findings align with previous qualitative literature identifying increased awareness as a mechanism underlying successful engagement with a Web-based solution for T2DM [43]. Participants whose HbA1c improved >1% reported that the intervention improved their self-efficacy to manage their diabetes, whereas those who failed to achieve these gains reported competing demands that limited engagement with intervention [43]. Self-efficacy is influenced through previous experiences of success, social persuasion and encouragement, social models of success and failure observed from individuals perceived to be similar, and stress and tension [44]. Many participants in this study described the feedback messaging as motivational and encouraging, whereas others reported frustration when glucose readings fell outside the target range and messaging failed to provide encouragement. Feedback messages were triggered in response to available blood glucose data and were not triangulated with other inputs (or lack thereof), which may present an opportunity to further tailor messaging to encourage improvements among poor performers.

Targeting outcome expectations can be easily integrated into a Web-based solution and present one strategy to regulate patient motivation when previous experiences have been unsuccessful [44]. The app included passive access to a resource library that includes a rotating assortment of videos; however, actively directing users to this content may be required for those who require additional support. The current version also included 3 levels of tailored messaging (from a beginner level to more sophisticated content); however, all 3 levels addressed the full range of self-management issues. Interventions designed to promote incremental knowledge gain and experiential and vicarious learning are better positioned to impact individual ability to self-manage [45], suggesting that a graduated approach introducing a few concepts at a time may be more beneficial when implementing complex interventions targeting behavior change. Many individuals with poorly controlled diabetes are not sufficiently confident or motivated to initiate and maintain self-management changes [46], emphasizing the need for mobile self-management apps to explicitly target readiness to change and emphasize increasing self-efficacy to optimize the potential for impact.

A systematic review of mobile apps for diabetes management found 5 of the 6 studies reported positive feedback on usability and feasibility, whereas only 3 reported statistically significant reductions in clinical outcomes such as HbA1c and blood pressure [47]. These heterogeneous findings demonstrate that positive patient feedback does not always accompany clinical improvements, highlighting that a range of factors interact to contribute to a successful impact on outcomes. This underscores the need to identify patient and intervention characteristics that
are likely to facilitate both outcomes. Whether and how a Web-based solution enables or limits the possibility for relationships with professionals, the degree of fit with participants’ everyday life and capacity, and pattern visualization of symptoms and feedback are key mechanisms to support successful implementation [48]. Our results also suggest that the impact of Web-based solutions would be enhanced if they were equipped with the ability to adapt to individual users based on the triangulation of available data and proactively identify individuals who require additional support to avoid disengagement.

Among many individuals who failed to achieve engagement and a reduction in HbA1c (group 3), the results provide 2 key insights. First, triangulation with quantitative outcomes (ie, the PAID5) reveals average borderline emotional distress among low engagers and dropouts that warrants further clinical examination. Among low engagers, emotional distress increased slightly from baseline (average PAID5 score of 10.0) to 3 months (average score of 10.8), suggesting it was not effectively addressed as part of the participants’ ongoing care. Diabetes-related emotional distress is significantly related to HbA1c levels [49], underscoring the importance of effectively targeting distress to achieve improvements in glycemic control. This could be achieved through more targeted clinical care or by exploring opportunities to address emotional distress as part of a comprehensive Web-based solution. Second, the results reveal an opportunity to modify the Web-based solution or its implementation to address currently unmet needs. Low perceived value and a lack of patient-provider interactions are barriers to engaging in Web-based solutions for T2DM [50,51]. Health literacy is also likely to affect self-management behaviors [52] and is lower among disengaged patients, indicating the need to address underlying cognitive and social skills that determine an individual’s motivation and ability to understand and use information to inform healthy behaviors. Similar to our study findings, Lie et al [51] identified that prioritizing other activities and frustrations with the technology led to a loss of motivation among dropouts of a Web-based solution for T2DM. Individuals with T2DM exhibit a variety of dominant coping mechanisms; however, those exhibiting problem-focused and avoidance-focused mechanisms are significantly less likely to be adherent to self-care activities [53]. Web-based solutions can leverage existing measures to evaluate coping strategies to identify individuals who are at risk of suboptimal adherence to inform the provision of additional support(s) as needed.

Individuals manage chronic conditions within different (but not exclusive) nonprofessional contexts where relationships are primarily patterned and unreflective [54]. Reeves et al [55] demonstrated that health service costs were significantly reduced primarily patterned and unreflexive [54]. Reeves et al [55] demonstrated that health service costs were significantly reduced for individuals who experience greater levels of illness work (eg, crisis prevention and management, symptom management, and disease-specific activities) through their social networks. Illness work was associated with increased self-management, healthy behaviors, and emotional well-being [55], underscoring the value of both harnessing and sustaining the potential of social networks to support the success of self-management interventions. The Web-based solution did not incorporate a social function, nor did the implementation include a mechanism to integrate the solution into the existing social networks. Improvements in clinical outcomes in this study may have been mediated by strong social networks, as these individuals were able to successfully incorporate the solution into the existing routines and negotiate competing priorities. In contrast, individuals who were unsuccessful or disengaged did not identify a pre-existing source of social support. The influence of social mechanisms on individual success should be considered in the design and implementation of Web-based self-management solutions, aligning with the growing recognition that self-management must move beyond an individual-centered view to consider the broader social context [54,56].

Finally, health care provider feedback enhances the impact of mobile self-management apps on HbA1c reduction [22], underscoring the importance of active provider engagement as a support strategy in the early stages of implementation, tailoring support provision throughout the process. In this study, failure to actively engage health care providers during implementation may have contributed to a lack of sustained engagement among those participants for whom the Web-based solution failed to activate change. Further work is needed to understand whether adaptations to the Web-based solution or its implementation would have resulted in different outcomes for these individuals in their contexts. Our findings suggest that targeting outcome expectations, addressing diabetes-related emotional distress, including content to address health literacy, tailoring messaging according to individual coping strategies, and leveraging social networks are worthwhile components to consider as part of a Web-based solution.

Limitations

Participation in the qualitative interviews was voluntary, which introduces the potential of selection bias. To mitigate this, purposive sampling was used to capture the perspectives of participants who had minimal engagement with the Web-based solution. The transferability of the results is limited by the inclusion of a small number of participants across 3 recruitment sites in a confined geographical area. The inclusion of a small number of participants and sites was necessary to achieve a depth of understanding with respect to contextual factors, the features of the Web-based care solution, and how these relate to outcomes. The findings of this study serve as a foundation for future research aimed at achieving a broader understanding of how Web-based solutions work for different patients in a variety of health care contexts. Given the lack of health care provider interaction, it would be beneficial to supplement patient perspectives with those of their health care providers. Finally, a nuanced exploration of the impact of social networks was beyond the scope of this study. Given the strong influence of competing priorities as a contextual factor and the pattern of social support across groups, further work is needed to understand the extent to which both formal and informal social networks play a role in mediating the adoption of self-management behaviors and engagement with the intervention, which may in turn influence clinical outcomes.
Conclusions
An individual’s self-efficacy, competing priorities, prior success with behavior change, and beliefs about their health interact to determine engagement with a mobile app to self-manage T2DM and its impact on clinical outcomes. Careful consideration of the balance of these characteristics is likely to help health care providers identify individuals who are more likely to benefit from a Web-based solution and identify those requiring more intensive support and clinical resources. Web-based solutions could also be optimized to support tailored care, including the incorporation of the existing readiness- and risk-assessment measures, to assist in identifying individuals who are at risk of suboptimal adherence to inform the provision of additional support(s) as needed.
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Abstract

Background: Treatment rates for social anxiety, a prevalent and potentially debilitating condition, remain among the lowest of all major mental disorders today. Although computer-delivered interventions are well poised to surmount key barriers to the treatment of social anxiety, most are only marginally effective when delivered as stand-alone treatments. A new, Web-based cognitive behavioral therapy (CBT) intervention called Overcome Social Anxiety was recently created to address the limitations of prior computer-delivered interventions. Users of Overcome Social Anxiety are self-directed through various CBT modules incorporating cognitive restructuring and behavioral experiments. The intervention is personalized to each user’s symptoms, and automatic email reminders and time limits are used to encourage adherence.

Objective: The purpose of this study was to conduct a randomized controlled trial to investigate the effectiveness of Overcome Social Anxiety in reducing social anxiety symptoms in a nonclinical sample of university students. As a secondary aim, we also investigated whether Overcome Social Anxiety would increase life satisfaction in this sample.

Methods: Following eligibility screening, participants were randomly assigned to a treatment condition or a wait-list control condition. Only those assigned to the treatment condition were given access to Overcome Social Anxiety; they were asked to complete the program within 4 months. The social interaction anxiety scale (SIAS), the fear of negative evaluation scale (FNE), and the quality of life enjoyment and satisfaction questionnaire—short form (Q-LES-Q-SF) were administered to participants from both conditions during baseline and 4-month follow-up lab visits.

Results: Over the course of the study, participants assigned to the treatment condition experienced a significant reduction in social anxiety (SIAS: P<.001, Cohen d=0.72; FNE: P<.001, Cohen d=0.82), whereas those assigned to the control condition did not (SIAS: P=.13, Cohen d=0.26; FNE: P=.40, Cohen d=0.14). Additionally, a direct comparison of the average change in social anxiety in the 2 conditions over the course of the study showed that those assigned to the treatment condition experienced significantly more improvement than those assigned to the control condition (SIAS: P=.03, Cohen d=0.56; FNE: P=.001, Cohen d=0.97). Although participants assigned to the treatment condition experienced a slight increase in life satisfaction, as measured by Q-LES-Q-SF scores, and those assigned to the control condition experienced a slight decrease, these changes were not statistically significant (treatment: P=.35, Cohen d=−0.18; control: P=.30, Cohen d=0.18).

Conclusions: Our findings indicate that Overcome Social Anxiety is an effective intervention for treating symptoms of social anxiety and that it may have further utility in serving as a model for the development of new interventions. Additionally, our findings provide evidence that contemporary Web-based interventions can be sophisticated enough to benefit users even when delivered as stand-alone treatments, suggesting that further opportunities likely exist for the development of other Web-based mental health interventions.

Trial Registration: ClinicalTrials.gov NCT02792127; https://clinicaltrials.gov/ct2/show/record/NCT02792127 ( Archived by WebCite at http://www.webcitation.org/6xGSRh7MG)
Introduction

Background

Social anxiety disorder is one of the most common anxiety disorders, with approximately 13% of people being affected at some point in their lives [1]. Even people who are below the threshold for clinical diagnosis experience substantial distress and functional impairment [2]. Furthermore, research has shown that social anxiety symptoms tend to be persistent at all levels of severity [3]; that social anxiety is closely related to disorders such as substance abuse, disordered eating, and mood disorders [4]; and that the impacts of social anxiety can be severe in both private and professional domains of life when it is left untreated [5-7]. The effectiveness of various psychotherapeutic and pharmaceutical approaches to treating social anxiety—for example, cognitive behavioral therapy (CBT), selective serotonin reuptake inhibitors—is well documented [8,9]; yet, rates of treatment for social anxiety are some of the lowest among all major mental disorders [10], highlighting the need for the development of more accessible treatment options for social anxiety disorder and subclinical social anxiety alike.

Computer-delivered therapy, including computerized CBT, has become increasingly popular in recent years and holds substantial promise for increasing access to effective treatment options for both depression and social anxiety [11]. One of its major advantages lies in its accessibility to individuals who experience geographic, financial, or personal challenges for human-delivered therapy. Notably, because financial and confidentiality concerns are especially common barriers to treatment for people suffering from social anxiety [10], the privacy and relative affordability of computer-delivered therapy may have particular practical utility for treating social anxiety relative to other mental disorders. Moreover, because students infrequently seek help from professionals for mental health-related problems, but tend to be very comfortable with modern digital technologies, computer-delivered therapies may be especially effective among student populations [12]. Given the high rates of anxiety found among young adults [13], and university students in particular [14], exploring the effectiveness of computer-delivered therapies among student populations may be an especially important area of research.

Computer-delivered therapy programs are not a novel innovation; in fact, they date back to the 1960s [15]. However, a meta-analysis found that the effectiveness of Web-based CBT treatment programs that are not supplemented by human-delivered therapy is minimal [16], suggesting that such programs require improvement before they are delivered as stand-alone treatments. A total of 5 common limitations of many Web-based CBT treatments have been identified [15]. First, many treatments do not offer users individualized programs to address their unique symptoms. Second, many programs tend to provide little visual or audio surrogate human contact, despite research attesting to the importance of therapist-client interaction to a program’s success [17]. Third, many Web-based CBT treatments lack mechanisms to facilitate adherence, and completion rates of programs can be as low as 1% [18]. Fourth, programs often do not provide corrective feedback to participants who misunderstand important aspects of the CBT process, such as designing behavioral experiments or differentiating between thoughts, emotions, and feelings. Finally, although administration of an appropriate dose of treatment is important to CBT’s success (eg, sufficient repetition of CBT exercises) [19], many treatments fail to provide a sufficient dose of treatment to deliver lasting benefits to users.

Overcome Social Anxiety

A Web-based CBT program designed to reduce social anxiety symptoms among stuttering populations, developed specifically to address the aforementioned 5 limitations, has shown promising preliminary results across 3 evaluative studies [20-22]. Originally called CBTpsych, the program has recently been developed into Overcome Social Anxiety, which is no longer tailored specifically toward stuttering populations. Before this study, Overcome Social Anxiety has not received empirical evaluation. The program’s clinical content consists of 7 modules, as shown in Textbox 1, which are intended to be completed over a 4- to 6-month period. It was created by 2 professional clinical psychologists, and employs established CBT procedures for treating social anxiety. Although participants in this study were given free access to Overcome Social Anxiety, it is also available to the public for purchase. A screenshot of the program is shown in Multimedia Appendix 1.

Overcome Social Anxiety has built-in mechanisms to address each of the 5 common limitations of Web-based CBT treatments identified above. First, it individualizes treatment programs as a function of participants’ responses to questionnaires about the symptoms of social anxiety that they experience. Second, the program provides users with example responses to help ensure that they understand various aspects of the CBT process (eg, how to design effective behavioral experiments), mitigating the need for corrective feedback. Third, to help improve adherence, users are given a limit of 6 months to complete the program and are sent automated email reminders to keep using the program after periods of inactivity. Fourth, the program employs voice recordings of 2 clinical psychologists explaining important aspects of CBT to users, in an effort to more closely mirror psychologist-delivered CBT. Finally, the program is designed to administer a sufficient dose of individualized therapy to effect lasting reductions in users’ social anxiety. Specifically, Overcome Social Anxiety employs all aspects of CBT widely accepted today, including the identification of unhelpful thoughts and avoidance behaviors, psychoeducation on emotions and cognitive errors and unhelpful behaviors, the construction of individual models of social anxiety, the employment of cognitive restructuring strategies, and engagement in exposure exercises in the form of behavioral experiments. For more
To investigate the effectiveness of Overcome Social Anxiety, we conducted a randomized controlled trial in a population of university students who reported symptoms of social anxiety but had not received a clinical diagnosis for it. Our primary hypothesis was that participants who were given access to Overcome Social Anxiety would experience a greater decrease in social anxiety symptoms over a 4-month period than those assigned to a wait-list control condition.

<table>
<thead>
<tr>
<th>Textbox 1. Outline of modules employed in Overcome Social Anxiety.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prequestionnaires</strong></td>
</tr>
<tr>
<td>• The questions asked in this section are retrieved from file audit data from cognitive behavioral therapy clinical practice. The user is presented with a list of 37 common social anxiety thoughts (eg, “I can’t speak to authority figures”) and a list of 26 common avoidance behaviors (eg, verbal presentations). The user ranks how relevant the thoughts and behaviors are to his or her particular symptoms of social anxiety, which the program then uses to individualize the user’s course of treatment.</td>
</tr>
<tr>
<td><strong>Module 1: Thinking exercises</strong></td>
</tr>
<tr>
<td>• The virtual therapeutic relationship is established when the real clinical psychologists introduce themselves via a photograph and a prerecorded sound clip. This section is designed to familiarize the user with the program’s methods, such as learning to use feedback via sample answers and voice-overs. Common cognitive errors are described, with exercises designed to educate the user on the relationship between cognition, behaviors, and emotion.</td>
</tr>
<tr>
<td><strong>Module 2: Challenging your thinking</strong></td>
</tr>
<tr>
<td>• The user is presented with his or her 5 most relevant social anxiety thoughts, and corrective feedback for their particular cognitive errors. The feedback is drawn from a pool of 296 sample answers written for the back end of the program. The user is asked to write 40 different answers to challenge his or her thoughts, using the feedback from the sample answers. In this way, the quality of user responses is shaped across trials.</td>
</tr>
<tr>
<td><strong>Module 3: Creating your model</strong></td>
</tr>
<tr>
<td>• The user builds his or her own idiosyncratic social anxiety formulation. To prevent errors in constructing the individualized formulation, prewritten symptoms are selected from a list. These include avoided situations, cognitions driving anxiety and avoidance, safety behaviors, mental images, and physical anxiety symptoms. All of the above are presented with detailed education using voice recordings of the clinical psychologists explaining the material.</td>
</tr>
<tr>
<td><strong>Module 4: Behavioral experiments</strong></td>
</tr>
<tr>
<td>• In this section, the formulation created in the previous section is used to select behavioral experiments to target avoidance and safety behaviors. The user selects an avoided situation from his or her own avoided situations list. The program then creates a behavioral experiment for that situation targeting one or more different cognitions responsible for driving the avoidance and anxiety. The number of experiments to be completed in this section is expected to be around 3-10 for each user. The back end of the program has the potential to create 962 different behavioral experiments for the user. The program determines whether each experiment should be repeated before recommending a novel experiment; this decision is based on whether the user indicates that he or she would still avoid the previously feared situation.</td>
</tr>
<tr>
<td><strong>Module 5: Challenge your thinking further</strong></td>
</tr>
<tr>
<td>• Advanced cognitive work is presented in this section with a focus on anger. The user is asked to indicate which anger-related beliefs he or she has. The program guides the user through reframing his or her beliefs through a cost-benefit analysis. This is done using material relevant to the user's particular thoughts.</td>
</tr>
<tr>
<td><strong>Module 6: Self-processing</strong></td>
</tr>
<tr>
<td>• This section targets the maintenance factor of self-focused attention seen in social anxiety. First, to target biased attention in social situations, skills-based attention training [24] is taught to increase the user’s control of attention in social situations. Second, rescripting methods are used to help update faulty and unhelpful imagery [25]. Individualization is particularly important in this section, as the user hears a voice-over that rescripts his or her particular image, selected when the user’s tailored formulation was constructed.</td>
</tr>
<tr>
<td><strong>Module 7: Relapse prevention</strong></td>
</tr>
<tr>
<td>• This section deals with relapse prevention and reviews all the former components of the program. Furthermore, as depression is a highly comorbid condition in social anxiety, psychoeducation is focused on preventative behaviors that the user can engage in to maintain treatment gains and reduce negative mood.</td>
</tr>
<tr>
<td><strong>Postquestionnaires</strong></td>
</tr>
<tr>
<td>• The questionnaires that the user responded to at the beginning of the program are administered again. The program creates histograms to show the user his or her scores before and after treatment. The program then creates a PDF document containing all of the program’s materials and the user’s individual data for the user to keep, to help maintain the user’s treatment gains over time.</td>
</tr>
</tbody>
</table>
Our secondary hypothesis was that those who were given access to the program would experience a more positive change in life satisfaction (ie, a greater increase or a lesser decrease) than those who were not. The inclusion of life satisfaction as a secondary outcome reflects a trend toward the development and use of assessments that complement traditional measures of symptom severity by capturing broader changes in psychosocial functioning and quality of life when assessing the impact of interventions [23].

Methods

Recruitment

A power analysis indicated that we would require a total sample size of 102 participants (ie, 51 per condition) to achieve a power level of 0.80 at the \( P < .05 \) level of significance, 1-tailed, assuming a moderate effect size of Cohen \( d = 0.5 \). Our final sample consisted of 65 students (female 47/65, 72%) at a large, public Canadian university, who received credit toward undergraduate psychology courses for their participation. Although some research indicates that social anxiety is more prevalent among women than men (eg, [26]), the unequal sex ratio in our sample is likely attributable, at least in part, to the fact that a majority of students in undergraduate psychology courses at the university at which this research was conducted are female. Recruitment was conducted online, through this university’s psychology department’s “Human Subject Pool” system. The large majority (61/65, 94%) of our participants were first to fourth year undergraduates. Most were either East Asian (31/65, 48%) or white (12/65, 19%), with a mean age of 21.86 years (SD 5.51, range 17-46). All data were collected between September 2016 and June 2017.

All prospective participants completed a prescreening questionnaire online. Participants were deemed eligible for the study if they reported (1) that they were experiencing some degree of social anxiety (see Materials section below), (2) that they had not received treatment for a chronic mental health condition within the 6 months before the commencement of their participation, and (3) that they had not formerly been diagnosed with social anxiety by a clinician. The resulting sample was thus one of students who experienced symptoms of social anxiety but otherwise reported good psychological health at the time of their recruitment. We chose to employ a nonclinical sample for this study to (1) provide a rigorous initial test of Overcome Social Anxiety in a population of participants whom we expected to be less vulnerable than those with clinically diagnosed anxiety, before expanding our testing to a clinical sample, and (2) explore the potential utility of Overcome Social Anxiety in a broad, diverse user base for whom the use of digital technologies is normative and frequent. The full study protocol was approved by the local institutional ethics board.

Materials

Our materials included an eligibility questionnaire, a baseline questionnaire, a follow-up questionnaire, and Overcome Social Anxiety, the program whose effectiveness this study was designed to assess. The eligibility questionnaire included the 3-item mini-social phobia inventory (Mini-SPIN) [27], as well as 4 social anxiety assessment items from the Diagnostic and Statistical Manual of Mental Disorders (5th edition; DSM-5) [28], all of which were selected to assess prospective participants’ reliance on “safety behaviors” to quell their social anxiety symptoms. Prospective participants responded (1=not at all, 2=a little bit, 3=somewhat, 4=very much, 5=extremely) to each of the 3 Mini-SPIN items (eg, “I avoid activities in which I am the center of attention”) and the 4 DSM-5 items (eg, “I spend a lot of time preparing what to say or how to act in social situations”). Internal consistency for this 7-item scale was good in our sample (Cronbach alpha=.88). Those who endorsed at least 1 of these 7 items with very much or extremely were considered eligible to participate. This criterion was recommended by the third author, who is a professional clinical psychologist. The eligibility questionnaire was also used to screen out those who had formerly been diagnosed with social anxiety disorder by a clinician or had received treatment for a chronic mental health condition within the past 6 months.

The baseline questionnaire consisted of a demographics section, the social interaction anxiety scale (SIAS) [29], the fear of negative evaluation scale (FNE) [30], and the quality of life enjoyment and satisfaction questionnaire—short form (Q-LES-Q-SF) [31]. The multigroup ethnic identity measure—revised [32] was also included in the baseline questionnaire to examine separate research questions about ethnic identity and social anxiety. The follow-up questionnaire consisted of the SIAS, FNE, and Q-LES-Q-SF, with an additional section for treatment condition participants to provide feedback on their experiences using Overcome Social Anxiety.

The FNE is a widely used measure of social anxiety. It consists of 30 binary-choice items, each of which yields a score of 0 or 1, depending on how it is answered, for a total score ranging from 0 to 30. The scale was found to be valid at the time of its initial publication [30], and subsequent research has confirmed that the FNE converges with other measures of social anxiety [33], discriminates between social anxiety and other anxiety disorders [34], and distinguishes between those who exhibit psychological processes characteristic of social anxiety and those who do not [35].

The SIAS measures social anxiety as well. The total of scores for each of its 20 items (0=not at all, 1=slightly, 2=moderately, 3=very, 4=extremely) are summed for a total score between 0 and 80, inclusive. This measure’s validity and reliability have been demonstrated [29,36].

Finally, the Q-LES-Q-SF is a measure of life satisfaction. Although it includes 16 items, the last 2 are stand-alone items; therefore, the final score is derived from the sum of responses to the first 14 items (1=very poor, 2=poor, 3=fair, 4=good, 5=very good), each of which addresses satisfaction in a different domain of life (eg, economic status, social relationships). Research has found the Q-LES-Q-SF to be reliable, valid [31], and useful among diverse populations [37].
Procedure

Before recruitment, each participant number (ie, first participant, second participant) was randomly assigned, without stratification, to the treatment or wait-list control condition. This predetermined condition allowed the attending research assistant to prepare the appropriate study materials in advance of each participant’s scheduled lab visit. During their baseline lab visits, those assigned to the control condition were given a brief explanation of the general purpose of the study and, after giving their consent to participate, were asked to complete the baseline questionnaire. Those assigned to the treatment condition completed the same procedures, but were also given a verbal overview of Overcome Social Anxiety, were left alone to browse the program’s website for 8 min, and were set up with an Overcome Social Anxiety account by the attending research assistant.

During the 4-month interval between participants’ baseline and follow-up lab visits, participants in the treatment condition were sent reminders to continue using the program and information about requirements for the reception of course credit 1 month before the deadline for the completion of certain modules. Participants were granted course credit incrementally depending on their progress in Overcome Social Anxiety. The maximum amount of course credit a participant could receive was redeemable for a 3% grade increase in each of 2 psychology courses. At their follow-up visits, which were scheduled to occur 4 months after the initial visits, participants were asked to complete the follow-up questionnaire. Those assigned to the control condition were then given access to Overcome Social Anxiety. All participants were debriefed before their participation was terminated.

Statistical Analysis

The primary dependent variable was the change in the severity of participants’ social anxiety symptoms during the 4 months between their baseline and follow-up lab visits, as measured by the SIAS and the FNE. The secondary dependent variable was the change in participants’ life satisfaction over that period of time, as measured by the Q-LES-Q-SF. For each of these 3 measures, within-subjects t tests were employed to determine whether baseline scores differed from follow-up scores for each condition. Additionally, a change score was calculated as the difference between each participant’s baseline and follow-up score for each measure; between-subjects t tests were then employed to compare these change scores, for each measure, across the 2 conditions.

In addition to the aforementioned analyses of data from participants who completed both baseline and follow-up assessments, baseline characteristics of those lost to follow-up were compared with those who completed the study using between-subjects t tests and chi-square tests. Multiple imputation using SPSS version 24 (IBM Corp., Armonk, NY) [38] was used to produce 5 datasets with individual missing values on the SIAS, FNE, and Q-LES-Q-SF imputed via a series of multiple linear regression models (monotone method) that predicted missing responses on each outcome measure using sociodemographic and the other outcome variables. The 5 imputed datasets were then used to conduct pooled between-subjects t test analyses of difference scores on the SIAS, FNE, and Q-LES-Q-SF between treatment and control conditions and the results compared with the initial between-subjects t test analyses based on data from complete cases.

Results

Retention of Participants

Overall, 264 prospective participants completed the eligibility questionnaire, 173 of whom were deemed eligible to participate. Of the 101 students who participated, 51 were assigned to the treatment condition. Out of the participants assigned to the treatment condition, 1 withdrew from the study before receiving the intervention due to a misunderstanding of the time required to participate in the study. A total of 30 (30/50, 60%) treatment condition participants and 35 (35/50, 70%) wait-list control condition participants returned for their follow-up lab visits. Although we have no data that directly address why a substantial proportion of our participants were lost to follow-up, likely reasons are that participants did not require further research participation credit toward undergraduate psychology courses, and that participants—all of whom were university students—were subject to many competing pressures (academic, social, financial, etc.), and completing their participation in our study was not a high priority for them.

No significant differences in baseline social anxiety scores (SIAS and FNE), quality of life (Q-LES-Q-SF), age, ethnicity, and gender were found between participants who completed the study and those who did not (all P > .05, t tests, and chi-square tests). The P value for Little test [39] was not significant ($\chi^2=3.8, P=.43$), providing support for the assumption that the missing follow-up data were missing completely at random. The flow of participants through the trial is displayed in Figure 1.

Baseline Characteristics

The mean SIAS score for the treatment condition was 38.07 (SD 12.75); for the wait-list control condition, the mean SIAS score was 43.60 (SD 13.16). These mean values confirm that our participants had high levels of social anxiety. In comparison, the mean SIAS scores reported by the scale’s creators in a general undergraduate sample, and in a community sample, were 19.0 (SD 10.1, n=482) and 18.8 (SD 11.83, n=315), respectively [29]. Indeed, the SIAS means in our sample even exceeded those in a sample of people diagnosed with social phobia (mean 34.6 [SD 16.4], n=243) [29]. Likewise, mean FNE scores for the treatment (mean 21.40 [SD 6.96]) and control conditions (mean 23.37 [SD 5.53]) in our study were high in comparison with the mean scores of undergraduate samples found by the FNE scale’s originators (mean 15.47 [SD 8.62], n=205) [30] and others (eg, mean 14.26 [SD 7.72], n=539) [35]. Importantly, independent samples t tests revealed no significant differences in mean baseline scores between those assigned to the wait-list control condition and the treatment condition on the SIAS ($t_{61}=1.71$, P = .09), FNE ($t_{61}=1.27$, P = .21), or Q-LES-Q-SF ($t_{61}=0.35$, P = .72). Mean questionnaire scores at baseline, among other statistics, are summarized in Table 1.
Effectiveness of the Intervention

Participants assigned to the treatment condition experienced a significant reduction in social anxiety symptoms according to both the SIAS ($t_{29}=3.94, P<.001, \text{Cohen } d=0.72$) and the FNE ($t_{29}=4.48, P<.001, \text{Cohen } d=0.82$), whereas those assigned to the wait-list control condition did not (SIAS: $t_{34}=1.55, P=.13, \text{Cohen } d=0.26$; FNE: $t_{34}=0.85, P=.40, \text{Cohen } d=0.14$; see Figures 2 and 3). Neither treatment nor control condition participants experienced a significant change in life satisfaction over the course of the study, as measured by the Q-LES-Q-SF (treatment: $t_{28}=-0.96, P=.35, \text{Cohen } d=-0.18$; control: $t_{34}=1.05, P=.30, \text{Cohen } d=0.18$). These results are depicted in Table 2. We also compared the 2 conditions with one another directly through an independent-samples $t$ test using participants’ change scores (difference between their baseline and follow-up scores).

Figure 1. Flowchart of participation.
Table 1. Participant characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Treatment (n=30)</th>
<th>Control (n=35)</th>
<th>Total (N=65)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Female, n (%)</strong></td>
<td>19 (63)</td>
<td>28 (80)</td>
<td>47 (72)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, n (%)</td>
<td>7 (23)</td>
<td>5 (14)</td>
<td>12 (18)</td>
</tr>
<tr>
<td>Asian, n (%)</td>
<td>19 (63)</td>
<td>21 (70)</td>
<td>40 (62)</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>4 (13)</td>
<td>9 (26)</td>
<td>13 (20)</td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>21.86 (5.50)</td>
<td>22.14 (6.53)</td>
<td>21.86 (5.50)</td>
</tr>
<tr>
<td>Social interaction anxiety scale, mean (SD)</td>
<td>38.07 (12.75)</td>
<td>43.60 (13.16)</td>
<td>41.05 (13.17)</td>
</tr>
<tr>
<td>Fear of negative evaluation scale, mean (SD)</td>
<td>21.46 (6.96)</td>
<td>23.37 (5.53)</td>
<td>22.46 (6.26)</td>
</tr>
<tr>
<td>Quality of life enjoyment and satisfaction questionnaire—short form, mean (SD)</td>
<td>0.61 (0.13)</td>
<td>0.62 (0.14)</td>
<td>0.61 (0.14)</td>
</tr>
</tbody>
</table>

Figure 2. Mean social interaction anxiety scale (SIAS) scores at baseline and 4 months. Error bars represent 95% CIs.
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Figure 3. Mean fear of negative evaluation scale (FNE) scores at baseline and 4 months. Error bars represent 95% CI.
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Those assigned to the treatment condition experienced a significantly greater reduction in anxiety than those assigned to the control condition, for both the SIAS (t_{42.51}=2.25, P=.03, Cohen d=0.56) and FNE (equal variances not assumed; t_{42.51}=3.65, P=.001, Cohen d=0.97). No significant differences were found between the 2 conditions’ changes in Q-LES-Q-SF scores (t_{48}=-1.41, P=.16, Cohen d=0.36).

To assess the potential impact of missing data, multiple imputation was then used to create 5 imputed datasets, and independent-samples t tests were used to compare participants’ SIAS, FNE, and Q-LES-Q-SF change scores across treatment and control conditions. Those assigned to the treatment condition experienced a significantly greater reduction in anxiety than those assigned to the control condition, for both the SIAS (t_{172}=2.12, P=.04, Cohen d=0.32) and FNE (t_{160}=3.63, P<.001, Cohen d=0.69). No significant differences were found between the 2 conditions’ changes in Q-LES-Q-SF scores (t_{48}=-1.01, P=.32, Cohen d=0.26).

Acceptability of the Intervention

Feedback obtained from the 30 treatment condition participants at follow-up was generally positive. Overall, 80% (24/30) of users reported that the quality of support they received from Overcome Social Anxiety was “good” or “excellent,” 87% (26/30) reported “generally” or “definitely” getting the kind of support they wanted from the program, 83% (25/30) responded with “I think so” or “definitely” when asked whether they would recommend Overcome Social Anxiety to a friend in need of similar help, 80% (24/30) reported being “mostly satisfied” or “very satisfied” with the program overall, and 77% (23/30) reported that the program “helped” them or “helped [them] a great deal” to deal more effectively with their problems.

Discussion

Principal Findings

The primary dependent variable of this study was change in social anxiety symptoms over a 4-month period. Our hypothesis, namely, that those assigned to the treatment condition would experience a greater reduction in social anxiety than those assigned to the wait-list control condition, was well supported by both the SIAS and FNE results. Indeed, the effect sizes for treatment condition participants’ reduction in social anxiety symptoms over the course of the study, as measured by both the SIAS (Cohen d=0.72) and FNE (Cohen d=0.82), were approximately triple the mean effect size of 6 stand-alone, internet-based CBT treatments for anxiety and depression (Cohen d=0.24) found in a meta-analysis [16]. A direct comparison of the treatment and wait-list control conditions’ 4-month change scores on the FNE also revealed a large effect size (Cohen d=0.97). In fact, this effect was larger than the mean effect size, calculated between conditions, of 19 randomized controlled trials of computer-aided interventions for anxiety disorders found in a review (mean Cohen d=0.96) [40], despite the fact that the interventions in this review all benefited from therapist support. This is surprising, given the clear relationship the authors of this review found between the effect sizes in these 19 studies and the amount of therapist support those studies’ participants received. In other words, even though therapist support appears to contribute substantially to the effectiveness of computer-delivered CBT for anxiety, our findings indicated that Overcome Social Anxiety is comparably effective to therapist-assisted interventions when delivered as a stand-alone treatment.

Our secondary hypothesis was that those assigned to the treatment condition would experience a more positive change in life satisfaction from baseline to follow-up than those assigned to the control condition. Our results did not support this hypothesis, as neither the differences between treatment condition participants’ baseline and follow-up Q-LES-Q-SF scores (P=.30, Cohen d=−0.18) nor the differences between treatment and control participants’ baseline-to-follow-up change scores on that measure (P=.16, Cohen d=0.36) were significant. Descriptively, however, participants in the treatment condition showed a small increase in life satisfaction over the 4-month period, whereas participants in the control condition showed a small decrease. It may be that further gains in life satisfaction require additional time, post treatment, to accrue. Alternately, the most clear-cut effects of the intervention may be relatively

Table 2. Social anxiety symptoms and life satisfaction at baseline and 4-month follow-up.

<table>
<thead>
<tr>
<th>Condition and time of measurement</th>
<th>Social interaction anxiety scale</th>
<th>Fear of negative evaluation scale</th>
<th>Q-LES-Q-SF^a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Treatment (n=30)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, mean (SD)</td>
<td>38.07 (12.75)</td>
<td>21.40 (6.96)</td>
<td>60.77 (13.32)</td>
</tr>
<tr>
<td>4 months, mean (SD)</td>
<td>30.73 (11.12)</td>
<td>16.50 (8.29)</td>
<td>62.81 (15.53)</td>
</tr>
<tr>
<td>Change(^b)</td>
<td>t_{29}=3.94, P&lt;.001, d=0.72</td>
<td>t_{29}=4.48, P&lt;.001, d=0.82</td>
<td>t_{29}=-0.96, P=.35, d=-0.18</td>
</tr>
<tr>
<td><strong>Control (n=35)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, mean (SD)</td>
<td>43.60 (13.16)</td>
<td>23.37 (5.53)</td>
<td>61.99 (14.17)</td>
</tr>
<tr>
<td>4 months, mean (SD)</td>
<td>41.43 (13.82)</td>
<td>22.91 (6.13)</td>
<td>60.66 (13.77)</td>
</tr>
<tr>
<td>Change(^b)</td>
<td>t_{34}=1.55, P=.13, d=0.26</td>
<td>t_{34}=0.85, P=.40, d=0.14</td>
<td>t_{33}=1.05, P=.30, d=0.18</td>
</tr>
</tbody>
</table>

^a Q-LES-Q-SF: Quality of life enjoyment and satisfaction questionnaire—short form. In each condition, 1 participant did not complete the Q-LES-Q-SF during the follow-up visits. Data presented in this column for 4-month follow-up and 4-month change are thus based on responses from 29 treatment condition and 34 control condition participants.

\(^b\)This row displays the results of within-subjects \(t\) tests comparing participants’ baseline scores with their follow-up scores for each measure.
specific to social anxiety symptoms, with less generalization to life satisfaction.

Finally, participants’ extreme scores on both the SIAS and the FNE suggest that—although we excluded those who had formerly been diagnosed with social anxiety—many of our participants may have met diagnostic criteria for the disorder had they previously received help. To the extent that this is true, it provides an unintended illustration of the severity of social anxiety’s undertreatment among university students.

Limitations and Future Research

On account of a smaller initial sample size and higher dropout rate than we had anticipated, we failed to reach our target sample size. The lack of significant differences in baseline characteristics between participants who were lost to follow-up and those who completed the study and the results of the multiple imputation support the interpretation of results based on the analyses of complete cases. However, our sample’s unequal sex distribution, generally homogenous age distribution, and unanimously high level of education all limit the generalizability of our findings to other populations. Although not presented in the results, separate subgroup analyses of males and females showed a similar pattern of results to the pooled results, suggesting that the intervention is equally effective in males and females.

In terms of future research, it would be informative to investigate the program’s effectiveness among clinical populations and populations less comfortable with digital technology than the students who participated in our study.

Because the wait-list control condition did not receive any treatment, the treatment condition’s greater reduction in social anxiety symptoms may be attributable, at least in part, to an expectancy effect. It should be noted, however, that because Overcome Social Anxiety is targeted primarily toward those for whom access to human-delivered treatment is limited, any benefit to users—whether attributable to the content of the program itself or attributable to an expectancy effect—is a desirable outcome. Nonetheless, comparing the effectiveness of Overcome Social Anxiety with that of other Web-based and human-delivered treatments would be an important avenue for future research.

Additionally, the research assistants who provided instructions to participants during the follow-up session were aware of participants’ conditions due to prior correspondence and interaction with them. This introduces the possibility of an experimenter effect in our outcome measures, although we believe that any such effect would have been mitigated by the fact that research assistants were positioned such that they were unable to see the computer screen on which participants completed questionnaires. However, future research evaluating the effectiveness of Overcome Social Anxiety would benefit from blinding those who administer outcome measures to each participant’s condition.

Interestingly, the fact that participation in this study was extrinsically motivated through our granting of course credit may have affected our findings in 2 opposing ways. On one hand, it is reasonable to suppose that the program may have been less effective among our extrinsically motivated participants than it would be among the program’s intended users, whom we presume to have predominantly intrinsic motivations for using it; for example, extrinsically motivated users may simply put less effort than intrinsically motivated users into maximizing their benefit from the program. On the other hand, our incremental granting of course credit—which was contingent upon the number of modules each treatment condition participant completed—may have artificially inflated adherence in our sample. Thus, participants in our sample may have benefited less from their usage of the program, per hour of use or per module completed, but spent more hours and completed more modules overall than the typical intended user.

Although our findings provide preliminary evidence that Overcome Social Anxiety is effective, further research will be required to elucidate which elements of the program contributed most to its effectiveness. Future research comparing several variants of Web-based interventions could prove particularly fruitful in discerning which aspects of a Web-based intervention are most important to its ultimate success.

Conclusions

Our findings show that Overcome Social Anxiety is an effective program for reducing social anxiety symptoms. Additionally, the mechanisms it employs to overcome the limitations of previous Web-based CBT interventions appear to have been successful and may thus help guide the development of future Web-based treatments. Finally, our results indicate that developments at the intersection of psychology and technology are now sufficient to create effective, stand-alone, computer-delivered therapy programs, highlighting the opportunity for further research in this exciting area.
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Abstract

Background: The integration of body-worn sensors with mobile devices presents a tremendous opportunity to improve just-in-time behavioral interventions by enhancing bidirectional communication between investigators and their participants. This approach can be used to deliver supportive feedback at critical moments to optimize the attainment of health behavior goals.

Objective: The goals of this systematic review were to summarize data on the content characteristics of feedback messaging used in diet and physical activity (PA) interventions and to develop a practical framework for designing just-in-time feedback for behavioral interventions.

Methods: Interventions that included just-in-time feedback on PA, sedentary behavior, or dietary intake were eligible for inclusion. Feedback content and efficacy data were synthesized descriptively.

Results: The review included 31 studies (15/31, 48%, targeting PA or sedentary behavior only; 13/31, 42%, targeting diet and PA; and 3/31, 10%, targeting diet only). All studies used just-in-time feedback, 30 (97%, 30/31) used personalized feedback, and 24 (78%, 24/31) used goal-oriented feedback, but only 5 (16%, 5/31) used actionable feedback. Of the 9 studies that tested the efficacy of providing feedback to promote behavior change, 4 reported significant improvements in health behavior. In 3 of these 4 studies, feedback was continuously available, goal-oriented, or actionable.

Conclusions: Feedback that was continuously available, personalized, and actionable relative to a known behavioral objective was prominent in intervention studies with significant behavior change outcomes. Future research should determine whether all or some of these characteristics are needed to optimize the effect of feedback in just-in-time interventions.
Recent advancements in technology, particularly the advent of activity monitors and other wearable body sensors, have the potential to influence innovations in diet and physical activity (PA) assessment and interventions. According to 2013 Pew statistics [1], 7 in 10 US adults report tracking at least one health indicator (eg, weight, diet, exercise, blood pressure, blood sugar, or sleep patterns), and of people who track a health indicator, 46% report that such tracking has changed their approach to health maintenance, 40% say it has led them to engage with health care providers, and 34% say it has affected a decision on how to treat an illness or condition. However, only 21% of people who track a health indicator say that they used some form of technology to assist their tracking efforts. These data highlight that health-tracking technology is surprisingly underutilized as a resource to motivate health behavior change. However, studies testing the efficacy of health-tracking technology to motivate behavior change alone or as part of a theory-based behavioral intervention have shown that such technology-based approaches produce null to modest short-term improvements in health behaviors or weight loss compared with traditional approaches (eg, in-person coaching and telephone coaching) [2-4]. One potential reason for these lackluster findings is that our current behavioral theories have not yet been adapted to leverage the advantages of health-tracking technologies.

Wearable sensors, particularly Internet-connected sensors, can dramatically enrich the temporality and frequency of health behavior data collection by facilitating self-monitoring and reducing self-report biases. Another important but less realized advantage of wearable sensor technology is its bidirectional communication capability. The latest health trackers are equipped with interactive software apps housing algorithms that allow data to be processed in real time to deliver actionable feedback at critical moments in a person’s daily life to facilitate the attainment of predetermined health behavior goals. These features are likely to enhance bidirectional communication between investigators and their study participants or between patients and their health care providers, thereby improving the users’ engagement with the technology and subsequently facilitating intervention adherence and improving health outcomes. Technology-enhanced interventions are likely the future of behavior change research; however, the use of fast-advancing technologies that enable just-in-time interventions is outpacing the adaptation of theory-based intervention design [5].

Performance feedback is a key, theory-based behavior change strategy [5] that has not been optimally adapted for technology-enhanced interventions. Performance feedback is historically defined as actions taken by (an) external agent(s) to provide information regarding some aspect(s) of one’s task-specific performance [6]. Several behavior change theories, including control theory [7,8], goal-setting theory [9], and social cognitive theory (SCT) [10], deem feedback to be an important component of successful behavior change. Although the rationale for using feedback varies across these theories, each characterizes feedback as a self-regulation strategy that reveals to people their progress in relation to their goal(s) [7-10]. In addition, the feedback intervention theory (FIT) posits that feedback, as a component of behavioral interventions, motivates behavior change by focusing one’s attention on the behavioral task itself [6], which introduces the importance of timing in the delivery of feedback messages. Collectively, these theories indicate that feedback should be personalized and goal-oriented and presented when attention could be refocused to improve the likelihood of goal attainment. These characteristics are consistent with the strategy of using feedback in just-in-time behavior change interventions [5,11,12]. Just-in-time interventions are those which are delivered when there is an opportunity for positive change. Performance feedback represents a type of support that can be delivered at important decision points relative to a specific behavior and the attainment of related behavioral goals. However, the use of feedback and its content varies widely within behavioral domains, such as learning, professional care practice, and employee performance [13]. Furthermore, there is limited systematic analysis of the characteristics and use of feedback in health behavior interventions. The paucity of literature in the area of health behavior change might be limiting our ability to optimize feedback content to obtain the greatest intervention effect.

Several studies have reviewed the efficacy of digital health technology to promote weight control, PA, and healthy diets. These reviews generally support the use of technology for self-monitoring and intervention delivery, but they also acknowledge that the content and design of future interventions will need more rigorous evaluation to optimize their effects [12,14-16]. In a historical perspective and meta-analysis, Kluger and Denisi [6] found that feedback interventions significantly improved performance. The authors concluded that feedback that is more likely to have a positive effect on behavior change is specific to a familiar task (ie, personalized) and attracts attention to discrepancies between current performance and a desired goal or target at the task level (ie, goal-oriented). They further suggested that feedback should contain cues that support one’s performance of the task (ie, should be action-oriented). In a more recent systematic review and meta-analysis, Sherrington and colleagues [17] showed that participants enrolled in weight loss interventions that provided personalized feedback lost on average 2.13 kg (P<.001) more weight than those in control groups who received no feedback. Although their review provided evidence that feedback was an effective behavior change strategy in weight loss interventions, it lacked an in-depth characterization of effective feedback components to be applied in future studies. Collectively, these reviews
support the use of feedback to motivate health behavior change, particularly in the context of diet and PA, and point to key characteristics of potentially effective feedback. To date, however, there has been no framework developed for designing feedback to be used technology-enhanced behavioral interventions.

The primary goal of this review was to (1) Provide a review of diet and physical activity (PA) interventions that use just-in-time feedback as a behavior change technique (BCT); (2) Characterize key aspects of the reviewed studies’ feedback content characteristics, prompting style, and delivery methods; and (3) describe how the implementation of these key aspects differed by studies that found significant effects of using feedback to motivate behavior change (intervention efficacy). Our secondary goal was to develop a practical framework for designing feedback that could be incorporated into technology-enhanced just-in-time interventions. We focused on feedback characteristics inferred from the theoretical and historical foundations of the use of performance feedback as a health behavior change strategy: timeliness, personalization, action orientation, and goal orientation.

Methods

Literature Search

Two authors (SMS and YL) with the assistance of a medical librarian (RSH) devised systematic strategies to search the Ovid MEDLINE, Ovid EMBASE, PubMed, Cochrane Library, Scopus, and PsychInfo databases for all relevant literature published through December 2016. Searches were limited to articles written in the English language and conducted in humans. Database search strategies included the use of controlled vocabulary (eg, Medical Subject Headings and Emtree) and keywords to identify studies addressing PA or diet in conjunction with feedback. Keywords included physical activity, exercise, diet, eating, intervention, and feedback. Additionally, the bibliographies of topically relevant review papers and all included studies were examined to identify any additional studies.

Study Inclusion and Exclusion Criteria

Eligible studies included (1) Just-in-time feedback as an intervention component and (2) Targeted behavior changes that included PA, sedentary behavior, or dietary intake. Just-in-time feedback was defined on a case-by-case basis as any feedback that focused on participants’ daily PA, sedentary behavior, or dietary intake and that was provided within 1 min to 1 day of assessing current performance, as appropriate to each intervention or behavior change goal. Studies with multiple feedback components were included, but at least one type of delivered feedback must have met this definition of just-in-time feedback.

Studies were excluded if (1) the intervention-targeted behaviors were off-topic (eg, studies of clinical education, personnel, management, medication adherence, blood glucose self-monitoring, and symptom management); (2) no intervention outcome results were reported (eg, protocol papers); (3) the time frame for providing feedback was greater than 1 day (eg, weekly performance summaries); (4) no or inadequate feedback was provided (eg, studies of performance tracking without evaluation); or (5) they reported the secondary outcomes of an included intervention.

Data Extraction and Management

Data were extracted into a structured coding form according to Preferred Reporting of Systematic Reviews and Meta-Analyses (PRISMA) guidelines [18] and the Cochrane Handbook for Systematic Reviews of Interventions [19]. Five reviewers (SMS, YL, MCR, MEH, and TB) extracted characteristics and outcomes from all studies using a standardized data extraction form. The following information was extracted: (1) general study characteristics (ie, country of study, study type, participant population, participant demographics, and study sample size); (2) intervention characteristics (ie, intervention name, study design, intervention duration, behavioral theories used, and intervention goals); (3) just-in-time feedback characteristics (eg, content, delivery frequency, and delivery mode); and (4) intervention results (ie, within-group changes and between-group comparisons in targeted behaviors and weight outcomes). A copy of the data extraction form is provided as Multimedia Appendix 1. A comparison of the extracted data across reviewers was conducted (SMS and YL). Differences in the extracted data were resolved by a discussion between the expert reviewers (SMS and YL) to complete the dataset.

Assessing each study for risk of bias was performed using the 2010 version of the Quality Assessment Tool for Quantitative Studies [20]. An overall quality score for each study was assigned based on the ratings for six domains: (1) selection bias, (2) study design, (3) confounders, (4) blinding, (5) data collection methods, and (6) withdrawals and dropouts. The information extraction and quality assessment for each study was performed independently by two reviewers (YL and MCR). Discrepancies between reviewers' ratings were resolved through discussions, and a consensus was reached (YL, MCR, and SMS).

Analysis

A meta-analysis was not possible owing to substantial heterogeneity in study design, study quality, intervention type, and outcome measures, as well as a lack of studies that explicitly tested the efficacy of using feedback as a BCT. Furthermore, the primary and secondary outcomes of the studies varied widely. We limited our summary of results to primary and secondary study outcomes that were specific to changes in PA, dietary intake, or body weight or body composition. Consistent with the design of a previous review [6], two key criteria were used to determine whether a study explicitly tested feedback: (1) the study had at least one treatment group that received feedback that was not confounded with other manipulations (not matched in the control group) and (2) the study included at least one control group or quasi-control group that received no feedback. Data were synthesized narratively rather than quantitatively.
Results

Literature Search
The literature search yielded 4239 studies, of which 909 were duplicates, leaving 3330 articles to be screened for eligibility. A total of 3083 articles were excluded upon title or abstract screening because they were unrelated to diet or PA, had no reported outcomes, were nonintervention studies, or had ineligible feedback features. Thus, 246 full-text articles were assessed for eligibility. After 215 articles that did not meet the inclusion criteria were excluded, 31 studies with a total of 6623 participants were included in the review (see PRISMA diagram, Figure 1).

Characteristics of Included Studies
The studies’ characteristics are summarized in Multimedia Appendix 2. Studies varied by the behavior about which feedback was provided and by their sample size, population, design, and duration. Of the 31 studies, 3 focused on diet- or nutrition-related behavior only [21-23], 15 focused on PA or sedentary behavior only [24-38], and 13 focused on both diet and PA [39-51]. The median number of study participants was 83 (range=10-1488). Studies were conducted in the United States, the United Kingdom, the Netherlands, Australia, Belgium, Denmark, Hong Kong, Ireland, Japan, Portugal, and South Korea and included adults (≥18 years), children (<18 years), or young adults (17-26 years). The participants’ weight statuses were not consistently reported, but at least 11 studies enrolled only overweight or obese individuals [21,22,24,25,39,40,43,47,49-51]. A total of 28 studies were randomized controlled trials (level of evidence I) [21-24,26,27,29-41,43-50], 5 of which used clustered randomization [23,31,32,35,36] (level of evidence I). The 4 remaining studies used within-subjects single-arm [28,42,51] or counterbalanced designs [25] (level of evidence II). Study duration ranged from 2 weeks to 24 months. Four studies [31,32,35,41] had postintervention follow-up periods that ranged from 4 weeks to 6 months.

Risk of Bias
The 31 studies’ risks of bias are summarized in Multimedia Appendix 3. Using the current Quality Assessment Tool for Quantitative Studies [20], we determined that 18 studies had a moderate global rating, 9 had a weak global rating, and 4 had a strong global rating. All but 4 studies received a strong study design rating for being randomized controlled trials. A total of 25 studies received strong scores for controlling for potentially confounding variables, 23 studies used data collection measures with demonstrated reliability and validity, and 19 studies had retention rates of ≥80% across conditions. The risk of selection bias posed the greatest threat to validity; 22 studies received a weak score in this domain. Blinding was rated as weak in 4 studies; however, the assessment tool we used may have underestimated this bias [52]. Most studies did not describe blinding procedures for research staff or participants.
Feedback Features of Included Studies

The 31 studies varied in the content, frequency, timing, and delivery of feedback, as well as in the methods used to monitor targeted behaviors and the theoretical foundations that guided the feedback content. Multimedia Appendix 4 provides a full description of the feedback features the studies used and a summary of the key features described below.

Theoretical Foundation

In 24 studies [22-24,26,27,29-31,33-44,46,48-50], behavior change theories or guiding principles were used as the foundation for the use of feedback as a BCT. The most frequently endorsed behavior change theories was the SCT (9 studies) [23,27,29,31,39-41,48,49]. Other theories that were endorsed by at least two studies included the control theory [33,34], the health belief model [31], and the transtheoretical model or Stages of Change [38,49]. A total of 8 studies [22,30,31,35-37,42,43] reported using a combination of three or more theories or guiding principles. A total of 7 studies [21,25,28,32,45,51] did not specify a guiding theory.

Feedback Content

By its design, this review included only studies that delivered just-in-time feedback. In 10 studies [21,25,30,31,33,35-37,43,49], feedback was available continuously, in 3 [27,45,46], feedback was provided at multiple times daily, and in 18 [22-24,26,28,29,32,34,38-42,44,47,48,50,51,53], feedback was provided once daily. All but one study [32], which provided team-based feedback, gave personalized feedback that reflected the person’s own performance. Feedback also often included performance summary information; however, not all feedback was goal-oriented. A total of 24 studies [21-25,27-30,33-35,37-41,44-48,50,51] provided graphical or other visual or verbal feedback on performance relative to known goals or targets, and 8 studies [26,31,32,36,42,43,49] incorporated only raw performance summaries into the feedback. Of the 24 studies that provided goal-oriented feedback, 12 [21-25,27-29,33,38,45,46] had either self-selected, incremental, or adaptive goals, and 12 [30,34,35,37,39-41,44,47,48,50,51] utilized static goals, targets, or published recommendations (eg, 10,000 steps per day). Goal-oriented feedback that referenced standardized or adaptive thresholds or recommendations was either cumulative (eg, progress toward daily goals) [22-24,28-30,34,37-41,44,46-48,50,51] or aimed at motivating health-promoting behavior within the day to achieve or maintain a specific behavioral target or threshold throughout that day (eg, achieving daily dietary fat goals) [21,25,27,33,35,45]. In only 5 studies [21,25,30,39,45], the feedback was actionable, meaning that it incorporated instructions that explicitly communicated when, where, and how to enact a goal-directed behavior.
**Feedback Prompting and Delivery Modes**

A total of 17 studies [22-24,26,27,29,34-42,44,46-48,50,51] used user-initiated feedback, in which the user initiated feedback delivery by providing his or her self-monitoring data; 11 studies [21,25,28,30-33,35-38] used a passive form of feedback prompting that did not require user interaction to initiate feedback delivery; and 3 studies [43,45,49] employed both methods. Nearly all the studies used an automated form of feedback delivery. All but one of the 17 studies that implemented user-initiated feedback relied on self-reported data. A total of 9 studies [22,23,34,39,42,44,46,47,51] based feedback on measures of behavior that were self-reported via diaries or Web-based self-monitoring tools, 4 studies [24,26,27,29] relied on self-reported measures from activity monitors (eg, pedometers); and 4 studies [40,41,48,50] used a combination self-reported dietary intake and self-reported measures from an activity monitor. All 11 studies [21,25,28,30-33,35-38] that employed a passive form of feedback prompting used objectively assessed data. Nine studies [25,28,30,32,33,35-38] used Internet- or Wi-Fi-connected activity monitors, and 2 studies [21,31] used a mandometer, a Bluetooth-connected scale that measures eating rate, or a heart rate monitor. The remaining 3 studies [43,45,49] used a combination of user-initiated and passive feedback methods. One study [45] used a glucometer.

**Efficacy of Feedback Interventions**

The studies’ outcomes are described in Multimedia Appendix 5. We determined that 9 studies explicitly tested the use of feedback to motivate behavior change or significantly modulate body weight or body composition or glycated hemoglobin. Of the 9 studies that tested feedback efficacy, 1 was in the area of diet- or nutrition-related behavior [21], 5 focused on PA or sedentary behavior [26,27,30,34,37], and 3 focused on diet and PA or sedentary behavior [39,45,49]. Most of the remaining studies tested a comprehensive intervention in which feedback was implemented as one of the multiple behavior change strategies. Of the 9 studies that tested the efficacy of feedback, 4 had significant findings [21,30,37,45] and 5 did not [26,27,34,39,49].

Regarding feedback content, 3 of the 4 studies with significant findings [21,30,45] and 3 of the 5 studies without significant findings [27,34,39] used both goal- or target-oriented feedback and actionable feedback. In addition, feedback was provided continuously in 3 of the 4 studies with significant findings [21,30,37] and in only 1 of the 5 studies without significant findings [49]. Concerning feedback prompting, 3 of the 4 studies with significant findings used objectively collected data and passive feedback delivery methods [21,30,37], and the fourth [45] used both passive and user-initiated assessment and feedback methods.

**Practical Framework for Just-in-Time Feedback Design**

On the basis of the results of our review, we developed a practical framework (Figure 2) that highlights key factors to be considered when developing just-in-time feedback for technology-enhanced diet and PA interventions. We suggest that behavioral objectives (goals or targets) serve as the guiding context for just-in-time feedback and that the selected method of behavioral assessment is the foundation that determines the level of interaction between a user or participant and an external agent or researcher. We propose three characteristics of feedback to take into account: timeliness, personalization, and action orientation.
**Behavioral Objectives**

Most behavioral theories posit that setting a goal is a key behavior change strategy. Behavioral objectives can be framed as goals or targets. Behavioral goals reflect a desired outcome that is achieved incrementally (eg, over a day); can be static (eg, 10,000 steps per day), or adaptive (adjusted incrementally based on performance achievements) and can be self-selected or assigned by an interventionist or health care professional. Comparatively, behavioral targets can be considered intermediate markers or behavioral mediators of achieving a goal that may be explicitly stated or implicitly understood. For example, a behavioral target could be to take a 5-min activity break after sitting for an hour (ie, reduce sedentary behavior) in an effort to achieve a 10,000-steps-per-day goal (ie, increase PA). Thus, behavioral targets are often set at shorter intervals (ie, within the day) than are goals to keep individuals on track for goal attainment. Behavioral targets can also refer to maintaining a continuously assessed marker within a certain predefined range from moment to moment (ie, blood glucose levels) and can be set at moment-to-moment level to achieve an often implicitly understood distal goal (ie, glycemic control). The chosen behavioral objective determines the context for which the feedback content is designed, as well as the appropriate time frame in which it is delivered.

**Behavioral Assessment**

The method used to measure the behavior on which feedback is being provided is an important factor for interventions that incorporate just-in-time feedback. The assessment method determines the cognitive load of self-monitoring, the quality of the data, and the frequency and timeliness with which feedback is delivered. Advancements in wearable sensor technology influence these aspects of data collection, particularly in the area of PA behavior. Newer activity monitors can not only objectively and continuously measure movement (eg, steps) and estimate energy expenditures but also transfer data to another device (eg, mobile phones) or servers wirelessly. This enables the generation and delivery of feedback without any user-initiated input.

**Timeliness**

Just-in-time feedback is defined as providing the right support at the right moment and in the right amount [5,11,12]. In just-in-time adaptive interventions, the right moment might consider the person’s state of vulnerability or opportunity or receptivity. Consistent with the FIT, just-in-time feedback reflects recent behavior and provides guidance at a critical moment.
moment when a person’s attention might need to be refocused on the goal-directed behavior. The intent of delivering just-in-time feedback is to proactively motivate behavioral adjustments to limit or reverse the widening of discrepancies between current performance and a behavioral goal or target to facilitate the attainment of that goal or target. As such, just-in-time feedback considers the time frame during which goal achievement is specified to occur. For example, if one has a goal to achieve 10,000 steps per day, just-in-time feedback would be provided before the end of the day to increase the likelihood of achieving that day’s step goal.

**Personalization**

Rather than being generic or group-based, personalized feedback is based on an individual’s own performance and goal. The intent of personalizing feedback is to inform a person about his or her current performance relative to his or her behavioral goal or target (ie, the discrepancy). This message can be communicated visually as graphs or charts (eg, a progress bar) or quantified as text (eg, 3000 more steps to meet your goal) to meet the research needs or the user’s preference.

**Action Orientation**

Feedback that is actionable aims to instruct a patient or participant to engage in behaviors that will improve the likelihood of goal attainment. Action plans are designed to promote small or large behavior changes with a high likelihood of success and should indicate when, where, and how to enact a goal-directed behavior [54]. Actionable feedback provides behavioral guidance aimed at reducing the discrepancy between current performance and a behavioral goal or target. In just-in-time interventions, action planning varies from its traditional sense of intention formation [54] such that it can be communicated explicitly as instructions for behaviors to be enacted at critical moments [55,56]. These instructions act as behavioral triggers and can be communicated through prompts (eg, Try going for a 30-min walk after dinner tonight to get the 2500 more steps you need to meet your 10,000 step goal today).

**Discussion**

**Summary of Key Findings**

Our comprehensive literature search yielded 31 studies that met our eligibility criteria. Most of these studies provided feedback that was just-in-time (100%, 31/31), goal-oriented (75%, 23/31), and personalized (97%, 30/31); however, only 5 studies (15%, 5/31) provided actionable feedback. Interventions with significant effects featured continuously available and personalized feedback that was actionable or goal-oriented and used objectively assessed data and passively initiated feedback delivery methods. On the basis of these findings, we have proposed a framework for designing just-in-time feedback that incorporates three key content characteristics (timeliness, personalization, and action orientation) relative to a known behavioral goal or target and highlights important considerations regarding the quality and frequency of the behavioral assessment from which just-in-time feedback is derived.

**Comparison With Previous Literature**

To our knowledge, our review is unique in that its primary goal was to examine the use of just-in-time feedback in diet and PA interventions. Only one other similar systematic review has been conducted. In that review [17], the authors concluded that the use of personalized feedback was an effective BCT in weight-loss interventions after demonstrating that individuals receiving Internet-delivered personalized feedback lost on average 2 kg more than those receiving non personalized feedback; however, the authors did not analyze the effectiveness of other feedback characteristics. In another review, Michie and colleagues [56] demonstrated through a meta-regression analysis that healthy eating and PA interventions that implemented behavioral monitoring plus one BCT (eg, action planning, prompting specific goal setting, providing feedback on performance, and prompting review of behavioral goals) were more effective than those that did not. However, the authors acknowledged the need to experimentally test the most effective combination of BCTs [56]. Furthermore, only one other known model for developing feedback exists. Hysong and colleagues [57] examined the use of feedback for improving clinical practice guideline adherence and developed the model of actionable feedback. The model posits that an optimal effect on clinical performance can be achieved by providing feedback that is timely, individualized, nonpunitive, and based on customizable performance data. Action was an implied outcome of providing optimal feedback in the model. These previous studies highlight some potentially effective components of feedback that can motivate goal-directed behavior change and that overlap with those put forth in this review.

Another key finding of our review was that only a few of the reviewed studies provided goal-oriented feedback that was actionable. Of the 31 studies included in the review, 23 incorporated behavioral goals; however, only 5 [21,25,30,39,45] gave actionable suggestions on when, where, and how to achieve those goals. In theory, intention precedes action [58]; however, research shows that the intention alone does not often result in actual behavior change [59-61]. Action planning or intention implementation is one strategy to help people transform their intention into action [54]. Traditionally, individuals conceive action plans before acting as their commitment to perform behaviors when opportunities arise [54] and can reevaluate these plans weekly [62]. Such plans often describe where, when, or how frequently to perform the behavior (eg, I intend to go to the gym 3 days per week) [55]. Individuals may or may not receive feedback regarding their action plans. In this study actionable or actionable feedback refers more specifically to information in the form of suggestions an external agent provides to an individual about where and when to perform the behavior and instructions on how to perform the behavior. Examples of actionable feedback in the reviewed studies included multiple, daily behavioral prompts to perform PA breaks of specific durations [25], daily booster messages with exercise prescriptions to achieve the current day’s step goal [30], and just-in-time dietary recommendations (eg, Be aware of high fat snacks tonight) [39]. Our definition of actionable feedback is consistent with Michie and colleagues’ Coventry, Aberdeen, and London-Refined (CALO-RE) taxonomy of BCTs [55]. It
is also consistent with the concept of providing supportive information, advice, and feedback at critical moments in just-in-time adaptive interventions [5,11]. This review demonstrates that the provision of actionable feedback in diet and PA interventions is an underutilized behavior change strategy. Relatively, reviews of seven wearable activity trackers and 40 top-rated diet and PA mobile phone apps found that the integration of BCTs related to action planning and providing instructions consistent with CALO-RE taxonomy was not uncommon [63,64]. However, only two activity trackers helped users identify when and where to perform PA. Given the increased bidirectional communication capabilities offered by the technology being used to facilitate behavioral interventions, actionable feedback as defined here will likely be more frequently incorporated into interventions as a supportive behavior change strategy. One example of such an intervention is the MyBehavior mobile app. MyBehavior is based on the Fogg behavioral model that applies theoretical principles to technology design by creating tools to prompt low-effort actions that can be triggered even when motivation is low [65]. MyBehavior was designed to generate personalized, actionable insights on when, where, and how to achieve the set goals [66]. The behavioral outcomes from the MyBehavior trial have not yet been published. Future research to determine the efficacy of actionable versus nonactionable feedback as a behavior change strategy will be needed.

**Strengths and Limitations**

Our review is strengthened by its focus on key theory-based characteristics of feedback delivered as behavior change interventions. We focused on only diet and PA interventions rather than looking more broadly across additional health behaviors. We did this in part because it is unclear how generalizable our findings might be to other behaviors or health-related outcomes. In addition, studies eligible for inclusion could have included multiple types of feedback, but at least one form of feedback had to meet our definition of just-in-time feedback. We believe this approach strengthens this review by enabling us to make conclusions that facilitate the progress of intervention science into a future in which feedback can be generated and delivered just in time, thereby preparing researchers for continued advancements in technology. Finally, our synthesis of the available data enabled us to develop a framework for designing just-in-time feedback for health behavior change interventions.

Despite these strengths, we were unable to conduct a meta-analysis primarily because of the variability in targeted behavior and study outcomes. Additionally, because it was not clear whether the included studies monitored the delivery, receipt or viewing, or comprehension of the provided feedback, we were not able to conclusively determine the efficacy of using feedback or which feedback feature(s) might be more effective than others. However, we found that feedback was continuously available, goal-oriented, or actionable in 3 of the 4 studies with significant intervention effects. In addition, the sample sizes, intervention durations, and interventions outcomes of studies with significant findings ranged widely. Interventions of longer duration could have been more likely to have significant findings. However, the duration of studies with significant findings was generally shorter than studies with nonsignificant findings (4 weeks to 12 months vs 2 weeks to 24 months). Excluding studies for providing feedback more than 24 hours after a person performed the target behavior limited the number of eligible studies; however, we believe that it was consistent with the advancement of body sensor technology and therefore important to the context of the review. Another important limitation to consider is that most of the included studies did not recruit participants from a representative, diverse population, thus limiting the generalizability of the findings. Finally, the cost of wearable body sensors and wireless devices could be a potential limitation for scaling up the technology-based interventions.

**Implications for Future Research**

Before this study, few reviews had critically examined the use of feedback in diet and PA interventions. As advancements in technology continue to improve bidirectional communication between investigators and their participants, optimizing feedback messages will be key to future interventions. The systematic review and the framework we propose represent a foundation for designing feedback messages for future just-in-time diet- or PA-based interventions. Investigators may use the framework to ensure feedback developed for their interventions contain content that is theoretically and empirically supported to have a positive effect on behavior change. However, it is unclear from this review how many of the proposed components are needed to effectively motivate behavior change. Empirical research will be needed to determine the optimal combination of feedback components.
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Abstract

Background: The Mobile Insulin Titration Intervention (MITI) program helps patients with type 2 diabetes find their correct basal insulin dose without in-person care. Requiring only basic cell phone technology (text messages and phone calls), MITI is highly accessible to patients receiving care in safety-net settings. MITI was shown in a randomized controlled trial (RCT) to be efficacious at a New York City (NYC) safety-net clinic where patients often have challenges coming for in-person care. In 2016, MITI was implemented as usual care at Bellevue Hospital (the site of the original RCT) and at Gouverneur Health (a second NYC safety-net clinic) under 2 different staffing models.

Objective: This implementation study examined MITI’s transition into real-world settings. To understand MITI’s flexibility, generalizability, and acceptability among patients and providers, we evaluated whether MITI continued to produce positive outcomes in expanded underserved populations, outside of an RCT setting.

Methods: Patients enrolled in MITI received weekday text messages asking for their fasting blood glucose (FBG) values and a weekly titration call. The goal was for patients to reach their optimal insulin dose (OID), defined either as the dose of once-daily basal insulin required to achieve either an FBG of 80-130 mg/dL (4.4-7.2 mmol/L) or as the reaching of the maximum dose of 50 units. After 12 weeks, if OID was not reached, the patients were asked to return to the clinic for in-person care and titration.

Results: MITI was successful at both sites, each with a different staffing model. Providers referred 170 patients to the program—129 of whom (75.9%, 129/170) were eligible. Of these, 113 (87.6%, 113/129) enrolled. Moreover, 84.1% (95/113) of patients reached their OID, and they did so in an average of 24 days. Clinical outcomes show that mean FBG levels fell from 209 mg/dL (11.6 mmol/L) to 141 mg/dL (7.8 mmol/L), P<.001. HbA1c levels fell from 11.4% (101 mmol/mol) to 10.0% (86 mmol/mol), P<.001. Process outcomes show that 90.1% of MITI’s text message prompts received a response, nurses connected with patients 81.9% of weeks to provide titration instructions, and 85% of attending physicians made at least one referral to the MITI program. Satisfaction surveys showed that most patients felt comfortable sharing information over text and felt the texts reminded them to take their insulin, check their sugar, and make healthy food choices.
Conclusions: This implementation study showed MITI to have continued success after transitioning from an RCT program into real-world settings. MITI showed itself to be flexible and generalizable as it easily fits into a second site staffed by general medical clinic–registered nurses and remained acceptable to patients and staff who had high levels of engagement with the program.

(J Med Internet Res 2018;20(3):e93) doi:10.2196/jmir.9515
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Introduction

Background
According to the Centers for Disease Control and Prevention, as of 2015, 30.3 million people in the United States (9.4% of the population) had diabetes [1]. By 2050, the prevalence of the disease is expected to rise, affecting as many as 1 in 3 Americans [2]. Moreover, diabetes is one of the costliest diseases in the United States [3]. In 2012, the total cost associated with the disease was US $245 billion, including US $176 billion in direct medical care costs [4]. Diabetes puts patients at risk for blindness, kidney failure, nontraumatic limb amputation, stroke, and coronary heart disease [5-10]. Controlling blood sugar can help prevent the long-term adverse health consequences of diabetes [7-11].

Prior research has found significant disparities in the burden of diabetes, such that the prevalence is much higher in racial and ethnic minorities than whites [11]. Compounding the disparity in disease burden, racial and ethnic minorities have less access to care than whites [12]. Taken together, racial and ethnic minorities suffer disproportionately from the negative health consequences of uncontrolled diabetes [1,12,13].

The majority of patients with diabetes can control their blood sugar with lifestyle modifications and oral medications. However, more than 25% of patients in the United States with diabetes take insulin [14]. When insulin is needed, the first type of insulin started is basal insulin, which is in charge of controlling the blood sugar in the fasting state, for example, while we sleep. Patients with type 2 diabetes starting on a given dose of basal insulin are asked to check their morning fasting blood sugar at home daily while taking that particular dose [15]. Then, the dose of basal insulin is gradually increased (or titrated) until the morning fasting blood sugar falls into the desired range [15]. Ideally, a patient’s dose of basal insulin will bring all of the fasting sugars into the desired range. In reality, patients have variability in factors such as food intake and energy expenditure from day to day, which creates variable fasting blood sugars. It is important to note that basal insulin titration is limited by the lowest sugar. Thus, once any morning fasting blood sugar falls into the desired range, caution must be exercised with any further increase in basal insulin to avoid hypoglycemia.

Of note, in this scenario variability, more insulin may be needed on many days, but it will need to come in the form of a second type of insulin referred to as mealtime insulin (or “bolus”) insulin. Unlike the basal insulin discussed above that is given at a consistent dose each night, mealtime insulin is rapid acting and of short duration. Bolus insulin doses, therefore, are adjusted in real time from meal to meal depending on the blood sugar of the moment. Patients with diabetes needing titration of basal insulin have the option of self-titration [16]. Patients who are not comfortable with self-titration usually return for in-person interactions with their provider. In-person titration requires that frequent appointments be available and that patients are able to attend such appointments.

Safety-net clinics serve a predominantly ethnic minority population who face disproportionate logistical challenges to in-person care (ie, missed-work leading to lost wages, transportation challenges) [12,13,17]. Within this population, remote adjustment of basal insulin for patients with diabetes is an appealing option.

Prior Work
Many cell phone–based programs do exist to help patients track their blood glucose, but we found no programs that only required basic cell phone technology to both gather blood glucose information and give titration advice [18-25]. To address this, the Mobile Insulin Titration Intervention (MITI) was created [26]. The goal of MITI was to provide a remote basal insulin titration program for patients with type 2 diabetes initiating or titrating basal insulin, utilizing the basic, low-cost, cell phone technology that most patients in safety-net clinics are already using [18-25]: text messages and phone calls. Patients enrolled in MITI still have to inject insulin and monitor their fasting blood glucose (FBG). Clinicians still need to advise patients on how to adjust their once-daily basal insulin dose. However, with MITI, instead of patients having to travel to the clinic to exchange this information in-person, the clinic comes to the patients through their cell phones.

MITI patients receive a daily weekday text message asking for them to type back their fasting blood sugar and a weekly phone call from a registered nurse advising them on how to adjust their basal insulin dose. Upward titration of basal insulin through the MITI program stops when one morning fasting blood sugar level falls into the desired range of 80-130 mg/dL (4.4-7.2 mmol/L), when the patient reaches a basal insulin dose of 50 units, when a patient withdraws from the program, or when 12 weeks elapse. MITI is not designed to be an indefinite program. Rather, it is a (maximum) 12-week opportunity to have one’s once-daily basal insulin adjusted in a patient-centered, convenient way. If at the end of 12 weeks, the blood glucose is not controlled, the patient needs to return for in-person evaluation and titration.

MITI was successfully pilot tested in a randomized controlled trial (RCT) with 61 patients and shown to be efficacious at
Bellevue Hospital (the oldest public hospital in the United States) in 2013 and 2014 [26]. In total, 88% percent of pilot study patients (compared with 37% of control patients) were able to find their optimal insulin dose (OID), and they did so in an average of 3 weeks. Additionally, 84% of text message prompts received a response and patients had high satisfaction with the program. On the basis of the success of the pilot study, from April 2016 to April 2017, MITI was implemented into usual care at both Bellevue Hospital and another New York City (NYC) Health and Hospitals site, Gouverneur Health.

A systematic review and network meta-analysis of the comparative effectiveness of different telemedicine strategies was published in October 2017 by Lee et al [27]. The group evaluated 107 telemedicine studies involving over 20,000 patients. Studies focusing on tele-education, telemonitoring, and teleconsultation led to improved HbA1c, with the latter (teleconsultation) being the most effective. Their conclusion was that “assessing the acceptability and implementation challenges of telemedicine in resource-poor areas is an important next step to accelerate translation.” This study directly addresses this need for more implementation evaluations in the field of telemedicine.

Goal of This Study

It can take 17 years for clinical interventions to transition from efficacious RCTs to routine clinical practice, and many programs shown to be efficacious during RCTs never make it into usual care [28]. Implementation science seeks ways to promote the adoption of programs shown to be effective in RCT into routine care.

The goal of this implementation study was to evaluate MITI as it transitioned from an RCT to real-world settings. Guided by Proctor et al’s framework [29] for implementation research, the study assessed key outcomes in 3 domains—implementation (process), service (clinical and program), and client (satisfaction)—to ensure that MITI as usual care continued to be beneficial and acceptable to an expanded underserved population. The study also conducted qualitative interviews with patients and staff during the transition to learn implementation barriers and facilitators, with the goals of making changes in real time to the MITI program based on the feedback that we learned, and of guiding future implementation efforts. This report summarizes the results of the quantitative implementation evaluation. The results of the qualitative interviews learning of barriers to and facilitators of the implementation process are reported separately.

Methods

Study Design

A mixed-methods study was conducted to evaluate the implementation of MITI into routine care at 2 safety-net health care systems in NYC. The study’s quantitative evaluation used a single-group, prepost study design to assess the clinical outcomes, core process outcomes, and patient satisfaction with MITI as it became routine care [29]. Our research team conducted in-depth qualitative interviews with patients and staff assessing barriers to and facilitators of the implementation of MITI.

Setting

Bellevue Hospital was the site of the original MITI pilot RCT. At the completion of the pilot program, the RCT data were presented to Bellevue’s parent company, NYC Health and Hospitals. NYC Health and Hospitals saw the value in the program and gave approval to transition MITI from a research program to a usual care program available to patients with diabetes needing basal insulin titration in the Bellevue Adult Primary Care Center. For MITI to run effectively, there needed to be a full-time program coordinator, and NYC Health and Hospitals provided this. In 2015, the MITI clinical director (NL) sought to expand MITI to a second site. Gouverneur Health was selected because it is part of NYC Health and Hospitals, an affiliate of NYU, and a clinic that serves the underserved. A common clinical champion made a connection between the MITI program director and the leadership team at Gouverneur Health. Once this connection was made, the Bellevue-based MITI program director met with leadership at Gouverneur Health. The MITI director shared information from the pilot RCT with Gouverneur leadership regarding MITI’s efficaciousness, feasibility, adoptability, and patient satisfaction. The Medical Director, Nursing Director, and clinicians at Gouverneur saw the benefit of implementing this efficacious program that had high patient satisfaction and that did not bring a significant additional time burden to staff. Nursing leadership felt that the work of MITI was well within the scope of the general internal medicine clinic nurses at Gouverneur Health.

Thus, between April 2016 and April 2017, MITI was implemented into usual care in the adult medical clinics of Bellevue Hospital and Gouverneur Health in NYC. As stated above, both facilities are members of the NYC Health and Hospital Enterprise (the largest public hospital system in the United States) and affiliates of the New York University School of Medicine. Bellevue Hospital and Gouverneur Health each care for approximately 5000 patients with diabetes. Approximately 30% of patients with diabetes at Bellevue and 10% of patients with diabetes at Gouverneur have an HbA1c of 8% (64 mmol/mol) or above. Both Bellevue and Gouverneur are safety-net centers serving a multiethnic and multiracial patient population. Most patients (65% at Bellevue, 75% at Gouverneur Health) have either Medicaid or are uninsured.

Inclusion and Exclusion Criteria

Patients appropriate for MITI have the following: (1) type 2 diabetes; (2) an HbA1c ≥8% or 64 mmol/mol, (based on the labs obtained at enrollment or the most recent value in the electronic medical record within the 2 months before enrollment); (3) FBG levels in the last 2 weeks ≥130 mg/dL (7.2 mmol/L) but ≤400 mg/dL (22.2 mmol/L); (4) to be starting basal insulin or in need of titration of an existing dose of basal insulin; (5) their basal insulin be either glargine or detemir, dosed once daily; (6) a creatinine ≤1.3 mg/dL (115 µmol/L) for women or ≤1.4 mg/dL (123.8 µmol/L) for men; (7) an age between 18 and 70 years (during this study’s evaluation period, an exception was made for 1 patient above the age of 70 years. The patient was inadvertently enrolled by one of the team nurses and it was not...
brought to the MITI team’s attention until mid-way through the program.); (8) a cell phone; and (9) the ability to receive text messages, to understand the text messages in either English or Spanish, to check their home FBG, to text back the results, and to accept and make phone calls.

Patients were excluded if they did not meet the above inclusion criteria, if they were taking oral steroids at the time of enrollment, if they had taken oral/injectable steroids within the past 2 weeks, or if they were currently taking rapid-acting insulin.

Any patients referred to MITI who had not injected insulin previously were sent for education on how to do so before enrollment.

Mobile Insulin Titration Intervention Program Referral, Enrollment, and Consent

Providers and nurses at the 2 clinics were educated about the MITI program before implementation. When a patient needed once-daily basal insulin titration, and preferred to receive titration instructions remotely versus coming back to the clinic, providers referred the patient to MITI. Patients were almost always enrolled immediately following an in-person visit. However, there were a few times when the MITI program was notified of a referral for a patient that was not currently in clinic, and program staff arranged for the patient to return for enrollment.

At enrollment, a MITI team member met with the patient to confirm eligibility, administer a survey capturing demographics, explain the program in more detail, and enroll the patient into a secure Web-based messaging platform developed and maintained by Wellpass (Wellpass, Inc, New York, NY) [30]. Messages sent as short message service (SMS) texts from the Wellpass platform are not encrypted. Therefore, patients at enrollment also signed a consent form that gave their written authorization to exchange protected health information (eg, FBG levels) via text.

Intervention: Text Messages, Monitoring, Titration, and Goals

Every weekday at a patient-specified time, MITI participants received a text message asking, “What was your fasting blood sugar this morning?” Responses were monitored daily for any “alarm” values, defined as FBG <80 mg/dL [, or 4.4 mmol/L, or FBG >400 mg/dL, or 22.2 mmol/L, which were addressed by the monitoring nurses in real time. Registered nurses called all patients once weekly to advise on dose titration using the structured algorithm that the MITI team developed before and tested during the 2013 pilot study [26].

The MITI coordinator also monitored for the presence of daily responses. If patients did not respond with their FBG value 3 days in a row, the MITI program coordinator reached out to the patient via phone calls to understand the reason for the lack of the text message response and problem solve, if needed.

The goal of the program is to find the patient’s OID. OID is defined as the once-daily basal insulin dose that leads to one FBG of 80-130 mg/dL (4.4-7.2 mmol/L) inclusive or that reaches the 50 unit maximum dose. The program ends the week that the patient reaches their OID, when 12 weeks elapse, or when the program terminates early (ie, when a patient actively withdraws from the program, becomes lost to follow-up, or when patient eligibility changes, as occurred with one patient whose doctor decided soon after referral to MITI that rapid-acting insulin should be started). Patients were considered lost to follow-up when the MITI nurse was not able to reach them despite efforts over 3 consecutive weeks.

Two Different Staffing Models

The 2 sites used different staffing models to serve the following 2 functions: (1) enrolling, and (2) monitoring and titrating. At Bellevue Hospital, the enrollment onto the secure Web platform and into the MITI program was carried out by the on-site MITI program coordinator. The daily monitoring for alarm values and weekly phone calls at Bellevue Hospital were primarily carried out by 1 of the clinic’s 2 diabetes nurses (both are certified diabetes educators and registered nurses). The diabetic nurses had structured time set aside each week to carry out the work of the MITI program.

At Gouverneur Health, there is no full-time onsite MITI coordinator or diabetes nurse. The medicine clinic nurses enrolled patients into MITI as part of the routine clinic discharge process. At Gouverneur Health, these same medicine nurses were also the team members responsible for checking alarm values daily and making titration calls weekly. This monitoring and titration work was carried out as part of the daily workflow.

Mobile Insulin Titration Intervention Implementation Process

Evidence-based strategies to implement MITI were used at each site [31]. For example, before the rollout of MITI as usual care, a multidisciplinary advisory board was formed at each site to guide implementation. Potential referring providers and MITI nurses were trained about eligibility criteria, enrollment procedures, daily monitoring, and weekly titration calls. MITI nurses attended multiple in-person trainings on how to use the intervention software (eg, logging on to the system, enrolling patients, monitoring daily text messages). The MITI team attended routine staff meetings after the rollout to give updates and get feedback. As new providers and nurses joined the clinics, they were educated individually. The MITI coordinator was available on an ongoing basis to troubleshoot any issues that arose, review standard procedures, answer questions, and provide information on any updates and/or changes to the program.

Measures and Outcomes

The study measured multiple program outcomes, clinical outcomes, process outcomes, and satisfaction at both sites informed by the Proctor et al model of outcomes in implementation research [29] to study implementation processes and study outcomes in 2 different clinical settings.

Mobile Insulin Titration Intervention Program Outcomes

We measured the percentage of patients who achieved their OID and the number of days required to reach OID. We evaluated the frequency of each component of OID (reaching a FBG of 80-130 mg/dL [4.4-7.2 mmol/L] inclusive or reaching
the maximum dose of 50 units). We evaluated the percentage of patients that did not reach OID by 12 weeks or for whom the program was terminated early (ie, no longer met eligibility criteria, withdrew from the program, or were lost to follow-up).

**Mobile Insulin Titration Intervention Cost Analysis**

An analysis of potential cost savings was conducted. The cost of the time of nursing, administration, and the MITI program director, calculated from national wage data obtained from the Bureau of Labor Statistics [32], in addition to technology costs (both technology setup fees and individual staff licenses to access the Web platform [30]), were calculated. Savings associated with patient time (also calculated from national wage tables from the Bureau of Labor Statistics [32]) and with the averted in-person medical clinic visit (based on Healthcare Bluebook fee scales [33]) were evaluated.

**Mobile Insulin Titration Intervention Clinical Outcomes**

Additional clinical measures included FBG values on the first day of MITI as well as the day that qualified the patient for completion, rates of hypoglycemia, and, when available, follow-up HbA$_{1c}$ values were abstracted from the patient’s medical record.

Pre-MITI HbA$_{1c}$ blood test values were accepted when obtained within 2 months of enrollment, and post-MITI HbA$_{1c}$ values were accepted between 2 and 6 months after completion of MITI. Ideally, the MITI HbA$_{1c}$ values would be obtained on the day of enrollment and then once again 2-3 months after program termination. However, in real-world settings (and not RCTs), it is the referring clinician who decides if new labs are needed on the day of enrollment or if the HbA$_{1c}$ from the recent past still represents the glycemic control range for the patient in question. Likewise, for the post-MITI HbA$_{1c}$ s, it was not within the scope of the program to bring patients back in for a special blood test that best fit our time frame. Referring providers were in charge of ordering the post-MITI HbA$_{1c}$ blood tests and, although ideally we would have liked to have seen them between 2-3 months after program completion, we accepted values up to 6 months if this was the time frame within which patients were able to return.

**Mobile Insulin Titration Intervention Process Outcomes**

MITI process outcomes were assessed using data collected by the MITI program as part of routine operations. The Wellpass system captures all texts sent and received, which we used to calculate the percentage of texts prompts that received a patient response. We used clinic administrative data to calculate MITI uptake by providers, defined as the percent of providers who referred at least one patient to MITI, as well as to calculate the percentage of weeks that the nurses were able to connect with the patients to provide titration instructions. MITI nurses documented the time it took per patient per week to carry out the titration intervention.

**Patient Satisfaction and Patient Time Saved**

Patients completed a short survey at enrollment, which asked them how long it took them to travel to the clinic and how long they waited for their appointment, which we used to calculate patient time saved when an in-person visit was averted. The MITI coordinator at Bellevue called all MITI patients following completion of the program to assess patient satisfaction with the program. Patient satisfaction surveys evaluated 6 factors using a Likert-type scale: comfort level sharing information through text, preference for clinic, thoughts on the number of text messages (eg, too few, too many, just right), text helpfulness as a reminder to check sugar levels, text helpfulness as a reminder to take insulin, and text helpfulness as a reminder to make healthy food choices. Patients were not compensated for their participation.

**Statistical Analysis**

Descriptive statistics were used to summarize sample demographics and quantitative outcomes, stratified by site. Paired $t$ tests were used to examine whether there were significant within-group changes in HbA$_{1c}$ and FBG for the MITI group between baseline and at the end of MITI program. A two-sided $P<.05$ was considered to be statistically significant, and all analyses were performed in SAS 9.4 (SAS Institute Inc, Cary, NC). For the cost analysis, the total costs for each patient were subtracted from the total savings for each patient. These net savings are presented in terms of “per-patient per-week.” To understand net savings on a larger scale, we took these “per-patient per-week” savings and calculated how they would change based on various projections of how many patients would utilize the program in 1 year.

**Results**

**Patient Characteristics**

Figure 1 displays patient flow through MITI. Across the 2 sites, providers referred 170 patients to the MITI program—129 of whom (75.9%) were eligible. Of these, 113 (87.6%) enrolled. A total of 41 patients were excluded for the following reasons: 10 had a FBG between 80-130 mg/dL (4.4-7.2 mmol/L) in the past 2 weeks, 9 were on short-acting insulin, 3 had any blood glucose (fasting or non-fasting) <80 mg/dL (4.4 mmol/L) in the past 2 weeks; 3 were already taking ≥50 units of insulin, 3 had elevated creatinine, 2 preferred clinics, 2 were older than 70 years, 2 did not have a cell phone, and 7 declined to participate for other reasons. Of the remaining 16 patient referrals, 15 were lost to follow-up and 1 was enrolled in MITI’s year 2 (Figure 1).

Table 1 shows MITI patient demographics. MITI patients had an average age of 50 years (standard deviation, SD=10), 45.1% were female, 78.8% Hispanic, 42.5% unemployed, and 46.0% uninsured. Moreover, 59% chose Spanish as their text language and 40.7% chose English. The initial FBG value was 209 mg/dL (11.6 mmol/L, SD 71) and the mean initial HbA$_{1c}$ level was 11.4% (101 mmol/mol, SD 1.9%). Patients spent on average 142 min (SD 69) traveling to and from the clinic and waiting in the waiting room (52 min travel time each way, SD 27, 43 min waiting room time, SD 39).

Pre-MITI mean waiting room time, SD 39).
Mobile Insulin Titration Intervention Cost Analysis

A cost analysis indicated that the value of patients’ time and the cost of the averted clinic visits outweighed the cost of the MITI program. The per-patient per-week savings at Bellevue Hospital ranged from US $169.65, if 71 patients per year (the actual number of patients that participated in MITI during this study) participated in the program, to US $176.91 if 100 patients per year participated in the program, to US $185.80 if 200 patients per year participated in the program. At Gouverneur Health, the per-patient per-week savings ranged from US $0.94, if 42 patients participated in the program per year (the actual number of patients that participated in MITI during this study), to US $107.55 if 100 patients participated in the program per year, to US $146.15 if 200 patients participated in the program per year.

Mobile Insulin Titration Intervention Program Outcomes

Table 2 shows MITI program outcomes related to the frequency of each program discharge status (eg, optimal insulin dose, 12 weeks without optimal insulin dose, program terminated early). In total, 84.1% of patients reached their optimal insulin dose, and they did so in an average of 24 days. This included 74.3% of patients who reached a once-daily basal insulin dose to bring one blood glucose down to between 80 and 130 mg/dL (4.4-7.2 mmol/L), inclusive, as well as an additional 9.7% of patients who reached the maximum dose of 50 units. Moreover, 8.0% of patients did not reach the goal by 12 weeks and 8.0% of patients terminated the program early (1 patient had short-acting insulin added to their regimen and thus became ineligible, 1 decided she did not want to take insulin, 1 patient actively withdrew, and 6 were lost to follow-up and could not be reached despite multiple attempts over 3 weeks).
Table 1. Enrolled Mobile Insulin Titration Intervention (MITI) patient demographics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Bellevue (N=71)</th>
<th>Gouverneur (N=42)</th>
<th>Total (N=113)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean age (SD; min-max)</td>
<td>50 (10; 26-69)</td>
<td>50 (11; 24-73)</td>
<td>50 (10; 24-73)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>34 (48)</td>
<td>17 (41)</td>
<td>51 (45.1)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Native American or Alaskan Native</td>
<td>1 (1)</td>
<td>2 (1.8)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (7.0)</td>
<td>3 (7)</td>
<td>8 (7.1)</td>
</tr>
<tr>
<td>White</td>
<td>7 (10)</td>
<td>3 (7)</td>
<td>10 (8.8)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>8 (11.3)</td>
<td>3 (7)</td>
<td>11 (9.7)</td>
</tr>
<tr>
<td>Othera</td>
<td>50 (70)</td>
<td>32 (76)</td>
<td>82 (72.6)</td>
</tr>
<tr>
<td>Hispanic ethnicityb, n (%)</td>
<td>54 (76)</td>
<td>35 (83)</td>
<td>89 (78.8)</td>
</tr>
<tr>
<td>No employment, n (%)</td>
<td>36 (51)</td>
<td>12 (29)</td>
<td>48 (42.5)</td>
</tr>
<tr>
<td>No health insurance, n (%)</td>
<td>39 (55)</td>
<td>13 (31)</td>
<td>52 (46.0)</td>
</tr>
<tr>
<td>Had a visit co-payment? Yes, n (%)</td>
<td>34 (489)</td>
<td>14 (33)</td>
<td>48 (42.5)</td>
</tr>
<tr>
<td><strong>Language used for text messages, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>41 (58)</td>
<td>26 (62)</td>
<td>67 (59.3)</td>
</tr>
<tr>
<td>Pre-MITI patient travel and wait time in min, mean (SD)</td>
<td>157 (66)</td>
<td>117 (66)</td>
<td>142 (69)</td>
</tr>
</tbody>
</table>

aAll patients who checked the “Other” race option said they were Hispanic.

Table 2. Mobile Insulin Titration Intervention (MITI) program outcomes.

<table>
<thead>
<tr>
<th>MITI discharge status</th>
<th>Bellevue (N=71)</th>
<th>Gouverneur (N=42)</th>
<th>Total (N=113)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean days in MITI (min-max)</td>
<td>SD</td>
</tr>
<tr>
<td>Achieved optimal insulin dose</td>
<td>57 (80)</td>
<td>26 (3-56)</td>
<td>24</td>
</tr>
<tr>
<td>Reached 80-130</td>
<td>50 (70)</td>
<td>21 (3-84)</td>
<td>20</td>
</tr>
<tr>
<td>Reached max insulin dose (50 units)</td>
<td>7 (10)</td>
<td>62 (27-84)</td>
<td>22</td>
</tr>
<tr>
<td>Not at goal by 12 weeks</td>
<td>7 (10)</td>
<td>84</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Program terminated early</td>
<td>7 (10)</td>
<td>35 (16-63)</td>
<td>18</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Table 3. Mobile insulin titration intervention (MITI) clinical outcomes for fasting blood glucose values.

<table>
<thead>
<tr>
<th>MITI clinical outcomes</th>
<th>Bellevue (N=70a)</th>
<th>Gouverneur (N=42)</th>
<th>Total (N=112a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean fasting blood glucose value</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First day of MITI in mg/dL (SD), mmol/L (SD)</td>
<td>214 (73), 11.9 (4.2)</td>
<td>201 (68), 11.2 (4.1)</td>
<td>209 (71), 11.6 (4.2)</td>
</tr>
<tr>
<td>Last day of MITI in mg/dL (SD), mmol/L (SD)</td>
<td>144 (48), 8.0 (2.9)</td>
<td>136 (41), 7.6 (2.8)</td>
<td>141 (45), 7.8 (3.0)</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

aThere are missing data for one Bellevue patient who never texted.
Table 5. Mobile insulin titration intervention (MITI) clinical outcomes for HbA$_{1c}$ values.

<table>
<thead>
<tr>
<th>MITI clinical outcomes</th>
<th>Bellevue (N=51$^a$)</th>
<th>Gouverneur (N=29$^a$)</th>
<th>Total (N=80$^a$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean pre-MITI A$_{1c}$ in % (SD), mmol/mol (SD)</td>
<td>11.6 (1.8), 103 (20)</td>
<td>11.1 (2.0), 98 (22)</td>
<td>11.4 (1.9), 101 (21)</td>
</tr>
<tr>
<td>Mean post-MITI A$_{1c}$ in % (SD), mmol/mol (SD)</td>
<td>10.3 (2.1), 89 (23)</td>
<td>9.4 (2.2), 79 (24)</td>
<td>10.0 (2.2), 86 (24)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>&lt;.003</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Data are only included for those patients who have both a pre- and post-HbA$_{1c}$.

Mobile Insulin Titration Intervention Clinical Outcomes

Table 3 shows MITI clinical outcomes related to changes in fasting blood glucose values. The mean FBG on the first day of the program was 209 mg/dL (11.6 mmol/L, SD 71) and it fell to 141 mg/dL (7.8 mmol/L, SD 45) on the day that qualified the patient for completion of the program, $P<.001$. Of note, out of 2049 texted blood glucose values (and any additional information shared during the weekly phone calls with the MITI nurses), there were only 2 reports of hypoglycemia; neither were severe.

Moreover, 80 of the 113 MITI patients have had HbA$_{1c}$ values within both windows for pre and post lab collection and were included in our main HbA$_{1c}$ analysis (Table 4).

The breakdown of when the 80 pre HbA$_{1c}$ lab values were collected is as follows: 20 on the day of enrollment, an additional 22 were collected within 1 week before enrollment, another 11 were collected within 2 weeks of enrollment, and the remaining 27 within 2 months of enrollment. The average time of pre HbA$_{1c}$ lab draw was within 17.2 days of enrollment. Post HbA$_{1c}$ lab collection had to be within 6 months of program completion date. The review found that 34 of the 80 patients had their post HbA$_{1c}$ labs collected within 3 months of program completion. The remaining 46 had labs collected by the end of the 6-month window. The average time of post HbA$_{1c}$ lab collection was at 104.1 days after program completion.

HbA$_{1c}$ levels fell from a mean of 11.4% (101 mmol/mol, SD 1.9%) at enrollment (SD 21) to 10.0% (86 mmol/mol, SD 2.2%) at follow-up (SD 24), $P=.003$. Moreover, 43 of the 80 patients had an HbA$_{1c}$ that fell by at least 1% point. In addition, 29 of the 80 patients had an HbA$_{1c}$ that fell by ≥2% points. Furthermore, 17 the 80 patients with HbA$_{1c}$ results have an HbA$_{1c}$ that fell to ≤8% (64 mmol/mol).

Of note, the pre HbA$_{1c}$ mean for the 96 of 113 enrollees who had a baseline HbA$_{1c}$ within 2 months of enrollment (not just of the 80 that had both pre and post values) had essentially the same mean of 11.6% (103 mmol/mol), supporting that those that have had follow-up data available in the electronic medical record were representative of the entire population in terms of disease severity at the start of MITI.

Mobile Insulin Titration Intervention Process Outcomes

Table 5 shows MITI process outcomes. We found that 90.1% of MITI’s text message prompts received a response, demonstrating a very high acceptability and participation rate for those enrolled in the MITI program. Review of the data showed that nurses were able to connect with patients to provide titration instructions 81.9% of the time. Median nurse time was 15 min per patient per week to carry out the titration intervention, both at Bellevue Hospital and Gouverneur Health. This includes the time required to prepare for the weekly titration phone call, make the phone call (which often included an interpreter being on the line), and to document the phone call.

When examining the proportion of providers who made at least one referral to MITI, we found that 83% of attending physicians, 42% of resident physicians, 62% of physician assistants, and 100% of both diabetes educators at Bellevue made at least one referral (Table 6).

Patient Satisfaction Outcomes

Table 7 shows patient satisfaction data. Patient satisfaction surveys revealed that 97.0% of patients were comfortable sharing their information through text, 97.0% preferred not having to come to clinic, and 94.0% thought that the number of texts received were just right (of note, the other 6% thought they were too few). Surveys also showed that 96.0% felt that the texts were somewhat or very helpful as reminders to check their blood glucose, 84.0% felt the texts were somewhat or very helpful as reminders to take their insulin, and 87.0% felt the texts were somewhat or very helpful as reminders to make healthy food choices.

Table 6. Mobile insulin titration intervention (MITI) process outcomes.

<table>
<thead>
<tr>
<th>MITI process outcomes</th>
<th>Bellevue</th>
<th>Gouverneur</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text response rate (responses ÷ prompts), n (%)</td>
<td>1387/1530 (90.65)</td>
<td>662/744 (89.0)</td>
<td>2049/2274 (90.11)</td>
</tr>
<tr>
<td>Call connection rate (connections ÷ weeks), n (%)</td>
<td>264/340 (77.6)</td>
<td>152/168 (90.5)</td>
<td>416/508 (81.9)</td>
</tr>
<tr>
<td>Median nurse time (min) for weekly titration interaction$^a$ (per-patient per-week), mean (SD)</td>
<td>15 (7)</td>
<td>15 (6)</td>
<td>15 (7)</td>
</tr>
</tbody>
</table>

$^a$Titration Interaction time includes the time to prepare for the call, have the call (often with a translator), and document the call.
Table 6. Percentage of providers making at least one referral to the Mobile Insulin Titration Intervention (MITI) program.

| Provider type          | Bellevue, n (%)
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gouverneur, n (%)</td>
</tr>
<tr>
<td></td>
<td>Total, n (%)</td>
</tr>
<tr>
<td>Attending physician</td>
<td>28 (97)</td>
</tr>
<tr>
<td>Resident</td>
<td>37 (40)</td>
</tr>
<tr>
<td>Physician assistant</td>
<td>3 (50)</td>
</tr>
<tr>
<td>Diabetes nurses</td>
<td>2 (100)</td>
</tr>
</tbody>
</table>

aReferral rates calculated as the number of unique referring clinicians divided by the total number of possible referring clinicians.

bA small number of residents rotated through and made referrals at both sites during the study period.

cN/A: not applicable.

Table 7. Mobile insulin titration intervention (MITI) patient satisfaction and program feedback among patients who have completed the program.

<table>
<thead>
<tr>
<th>Patient experience questions</th>
<th>Bellevue (N=66 survey respondents)</th>
<th>Gouverneur (N=34 survey respondents)</th>
<th>Total (N=100 survey respondents)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comfort level sharing info via texts, n (%)</td>
<td>65 (99)</td>
<td>32 (94)</td>
<td>97 (97.0)</td>
</tr>
<tr>
<td>Very</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somewhat</td>
<td>0 (0)</td>
<td>2 (6)</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>Not at all</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td>Preference for clinic, n (%)</td>
<td>65 (99)</td>
<td>32 (94)</td>
<td>97 (97.0)</td>
</tr>
<tr>
<td>No</td>
<td>1 (2)</td>
<td>2 (6)</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of texts were, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Too many</td>
<td>64 (97)</td>
<td>30 (88)</td>
<td>94 (94.0)</td>
</tr>
<tr>
<td>Just right</td>
<td>2 (3)</td>
<td>4 (12)</td>
<td>6 (6.0)</td>
</tr>
<tr>
<td>Texts helpfulness as reminder to check sugar levels, n (%)</td>
<td>48 (72)</td>
<td>18 (53)</td>
<td>66 (66.0)</td>
</tr>
<tr>
<td>Very</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somewhat</td>
<td>16 (24)</td>
<td>14 (41)</td>
<td>30 (30.0)</td>
</tr>
<tr>
<td>Not at all</td>
<td>2 (3)</td>
<td>2 (6)</td>
<td>4 (4.0)</td>
</tr>
<tr>
<td>Texts helpfulness as reminder to take insulina, n (%)</td>
<td>24 (36)</td>
<td>10 (29)</td>
<td>34 (34.0)</td>
</tr>
<tr>
<td>Very</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somewhat</td>
<td>33 (50)</td>
<td>17 (50)</td>
<td>50 (50.0)</td>
</tr>
<tr>
<td>Not at all</td>
<td>9 (14)</td>
<td>7 (21)</td>
<td>16 (16.0)</td>
</tr>
<tr>
<td>Texts helpfulness as reminder to make healthy food choices, n (%)</td>
<td>39 (59)</td>
<td>16 (47)</td>
<td>55 (55.0)</td>
</tr>
<tr>
<td>Yes, often</td>
<td>20 (30)</td>
<td>12 (35)</td>
<td>32 (32.0)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>7 (11)</td>
<td>6 (18)</td>
<td>13 (13.0)</td>
</tr>
<tr>
<td>Never</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aPatients who said that the texts were not helpful as a reminder to take insulin said that they were already accustomed to taking their insulin each day before the program.

Technology
Occasionally during the course of the program, there was a random day where the text messages were not delivered. The MITI program coordinator (who checks daily to make sure the program is running) noted this when it occurred and reached out to Wellpass to troubleshoot the issues. It was always remedied quickly.

Discussion
Principal Findings
This study evaluated the implementation of a mobile intervention to titrate basal insulin for uncontrolled type 2 diabetes patients ("MITI"), as it became usual care at 2 ambulatory clinics in NYC. The study produced several important findings that help address existing literature gaps.
regarding the real-world implementation of telemedicine interventions, particularly in resource-poor settings such as US safety-net clinics [27]. A strength of the study design was its evaluation of MITI as it transitioned into usual care at 2 sites that had different patient populations and very different staffing models. Bellevue Hospital used a designated program coordinator to enroll patients into the MITI program and then specialty trained diabetes nurses to carry out MITI’s clinical work (daily monitoring and weekly titration phone calls). Gouverneur Health used the general medical clinic registered nurses to both enroll patients (as part of the routine clinic outtake process) and to carry out MITI’s clinical work. Both sites found success, showing MITI to be adaptable and flexible in different settings. The latter setting, in particular, highlighted MITI as generalizable to general medical clinics where registered nurses (but perhaps not program coordinators nor specialty trained diabetes nurses) will be present.

Program and clinical data (ie, percent of patients reaching OID, time to OID, changes in FBG and HbA1c levels) showed that patients enrolled in the MITI program achieved excellent clinical outcomes that are very similar to those found in MITI’s prior pilot RCT [26]. This demonstrates that MITI was able to achieve continued positive outcomes in real-world settings using regular clinical staff serving expanded safety net populations. Moreover, the study of a patient population receiving MITI as usual care shows that MITI is able to produce positive outcomes with patients who did not self-select to participate in a controlled research study.

Process outcomes (ie, text and titration call response rates) further demonstrated high patient engagement, acceptability, and usability of the program among patients. Previous studies have reported that diabetes patients find telehealth interventions easy to use and that they engage with text-messaging interventions, and prior implementation research has shown that employing user-friendly technology that takes little time to learn and use in telemedicine interventions for diabetes patients is a key component of implementation success [34]. In this study, patients were easily able to use MITI’s once-daily basic SMS messaging and brief weekly phone calls. Additionally, satisfaction survey responses found that most patients were satisfied with the number of texts received, were comfortable sharing their information through text, and preferred not having to come to the clinic. Although the MITI daily text only included the question, “What was your fasting blood sugar this morning?”, without additional motivational or educational content, patients repeatedly shared on surveys that just knowing that the text message was coming in the morning provided the motivation to make healthier food choices, take their insulin, and check their blood glucose in the morning. Patient satisfaction ratings with MITI were similar to—or greater than—prior research evaluating telemedicine interventions for diabetes patients [35-37]. For example, Odnoletkova et al found that 98% of patients enrolled in a telecoaching intervention for diabetes patients reported overall satisfaction with the program and 92% felt that phone was an acceptable mode of communication [35]. Welch and Balder found high acceptability, convenience, and ease of use ratings (>80%) from 30 diabetes patients enrolled in a multi-component telehealth program being studied at an urban community center. Of note, prior reported data on the acceptability of telemedicine interventions for diabetes patients have largely been collected during feasibility or controlled studies [37]. This implementation study makes a significant contribution to the literature on telemedicine interventions for diabetes patients by demonstrating high patient acceptability and usability of MITI in a real-world, safety-net setting.

Low adoption by providers can be one of the greatest barriers to implementation of telehealth interventions, yet our referral data showed high adoption of MITI by staff, with most providers making at least one MITI referral. This report did not assess acceptability among providers. Detailed information about acceptability will be reported in a separate manuscript. Briefly, interviewed providers who made at least one referral reported that their perception of MITI as an effective, convenient, usable, and acceptable option for their patients drove their adoption of the intervention (consistent with other implementation studies evaluating factors that influence provider use of new telehealth programs) [35,38,39]. Interviewed providers who did not refer a single patient provided reasons such as patients neither English- nor Spanish-speaking (the only two languages our program was able to offer) or older and less technologically “savvy.” Prior implementation research has also suggested that providers may not refer patients to mHealth interventions because of their concerns about the effectiveness of mobile health care as compared with direct patient contact [34].

Finally, process outcomes showed the program to be feasible as observed nurse titration time of 15 min per patient per week was reasonable. The study’s cost-savings analysis further showed that the MITI program’s savings in terms of visits averted and patient time saved far outweighed the costs of technology and staff time at both sites. Of note, the per-patient per-week savings are less at Gouverneur Health because of their concerns about the effectiveness of mobile health care as compared with direct patient contact [34].

Limitations

Similar to many implementation research studies, our study had no control group for the clinical outcomes. However, the original MITI pilot RCT showed that MITI was efficacious compared with usual care [26]. Nurse time spent on the project was based on self-report, which may be subject to recall bias. Moreover, we only had pre and post HbA1c data on 71% of MITI patients. It is possible that there was a clinical difference between these
patients, and the 29% of patients who did not have pre and post labs within the lab window. Additionally, a further limitation of this study might be our gap of knowledge in the potential reach of MITI. It is hard for us to know how many patients would have been eligible for the program, as there is no registry of such patients.

Conclusions
MITI is a patient-centered, text message-based program that allows the remote titration of once-daily basal insulin solely through the use of basic cell phone technology, which has great potential to improve access to care and reduce disparities in diabetes care for a multiracial, multiethnic, low-income population. This implementation study showed MITI to have continued success after transitioning from an RCT pilot program into real-world settings. MITI was found to be flexible in different settings, generalizable to a general medical clinic setting, highly acceptable to patients and providers, and feasible for nurses to deliver as part of their routine workflow.
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Abstract

Background: New fitness trackers and smartwatches are released to the consumer market every year. These devices are equipped with different sensors, algorithms, and accompanying mobile apps. With recent advances in mobile sensor technology, privately collected physical activity data can be used as an addition to existing methods for health data collection in research. Furthermore, data collected from these devices have possible applications in patient diagnostics and treatment. With an increasing number of diverse brands, there is a need for an overview of device sensor support, as well as device applicability in research projects.

Objective: The objective of this study was to examine the availability of wrist-worn fitness wearables and analyze availability of relevant fitness sensors from 2011 to 2017. Furthermore, the study was designed to assess brand usage in research projects, compare common brands in terms of developer access to collected health data, and features to consider when deciding which brand to use in future research.

Methods: We searched for devices and brand names in six wearable device databases. For each brand, we identified additional devices on official brand websites. The search was limited to wrist-worn fitness wearables with accelerometers, for which we mapped brand, release year, and supported sensors relevant for fitness tracking. In addition, we conducted a Medical Literature Analysis and Retrieval System Online (MEDLINE) and ClinicalTrials search to determine brand usage in research projects. Finally, we investigated developer accessibility to the health data collected by identified brands.

Results: We identified 423 unique devices from 132 different brands. Forty-seven percent of brands released only one device. Introduction of new brands peaked in 2014, and the highest number of new devices was introduced in 2015. Sensor support increased every year, and in addition to the accelerometer, a photoplethysmograph, for estimating heart rate, was the most common sensor. Out of the brands currently available, the five most often used in research projects are Fitbit, Garmin, Misfit, Apple, and Polar. Fitbit is used in twice as many validation studies as any other brands and is registered in ClinicalTrials studies 10 times as often as other brands.

Conclusions: The wearable landscape is in constant change. New devices and brands are released every year, promising improved measurements and user experience. At the same time, other brands disappear from the consumer market for various reasons. Advances in device quality offer new opportunities for research. However, only a few well-established brands are frequently used in research projects, and even less are thoroughly validated.
The objective of this study was to examine how the consumer market for wearables has evolved, and analyze and summarize available devices that can measure PA and heart rate (HR). Moreover, we aim to identify brands that are used extensively in research projects, and compare and consider their relevance for future studies.

Sensors
A plethora of devices promises to measure PA in new and improved ways. These devices use different sensors and algorithms to calculate human readable metrics based on sensor output. Traditional step counters use pedometers to detect daily step counts. Although cheap and energy efficient, pedometers are not as accurate as accelerometers, which is the current standard for collecting PA data [11]. All modern fitness trackers and smartwatches have an accelerometer. Compared with research tools (eg, ActiGraph [12]), these devices are considered less accurate for some measurements [13,14]. However, they are generally less invasive, cheaper, have more functionality, are more user-friendly, and are increasingly being used in research. Most accelerometer-based fitness wearables measure acceleration in three directions [15] and can be used to estimate type of movement, count steps, calculate energy expenditure (EE) and energy intensity, as well as estimate sleep patterns and more. The validity and reliability of these metrics varies. Evenson et al [14] did a review in 2015 and found high validity for steps but low validity for EE and sleep. Furthermore, they found reliability for steps, distance, EE, and sleep to be high for some devices.

In addition, some wearables have gyroscopes, magnetometers, barometers, and altimeters. A gyroscope can potentially increase device accuracy by measuring gravitational acceleration, that is, orientation and angular velocity, and better estimate which activity type a person is performing [16]. A magnetometer is a digital compass [15] and can improve motion tracking accuracy by detecting the orientation of the device relative to magnetic north. Magnetometers improve accuracy by compensating for gyroscope drift, a problem with gyroscopes where the rotation axis slowly drifts from the actual motion and must be restored regularly. Accelerometers, gyroscopes, and magnetometers are often combined into an inertial measurement unit (IMU). Most mobile phones use IMUs to calculate orientation, and an increasing number of fitness wearables include this unit to give more accurate metrics. Barometers or altimeters detect changes in altitude [15] and can be used to improve some metrics (eg, EE), as well as report additional metrics (eg, climbed floors). Photoplethysmography (PPG) is a relatively new technique in wearables. PPG is an optical technique to estimate HR by monitoring changes in blood volume beneath the skin [17]. A light-emitting diode projects light onto the skin, which is affected by the HR and reflected back to the sensor. However, movement, ambient light, and tissue compression affect the light, resulting in signal noise, and cleaning algorithms often
use accelerometer data to assist HR estimation [18]. There is some evidence that gyroscopes could be used [19] to reduce PPG signal noise, so we are likely to see more devices in the future equipped with PPG sensors. To further enrich the PA data collection, some devices have a built in global positioning system (GPS) receiver. This is especially true for high-end fitness trackers and sports watches specifically targeting physically active people. With a GPS, it is possible to track more data, including position, speed, and altitude.

Algorithms and Mobile Apps

Raw data from sensors must be converted into readable metrics to be meaningful for the user. Many devices only display a limited set of metrics directly on the device (eg, today’s step count or current HR) and rely on an accompanying mobile app to show the full range of available metrics (eg, historic daily step count and detailed HR data). Although the physical sensors in these devices are very similar, the algorithms that interpret sensor output are unique for most vendors. These algorithms are often company secrets, and they can be changed without notice. In addition, the quality and supported features of the accompanying mobile apps varies, and the total user experience will therefore differ. Each additional sensor included in a device can be used to add additional types of metrics for the user or supply internal algorithms with additional data to improve accuracy of already available metric types. However, additional sensors affect price and power consumption.

Device Types

There are many similarities between different types of devices, and they may be difficult to categorize. We will use the term wearable in this paper as a common term for wrist-worn devices that can track and share PA data with a mobile phone.

A smartwatch is a wrist-worn device that, mostly, acts as an extension to a mobile phone and can show notifications and track PA and related metrics. Modern smartwatches often include a touch screen and can support advanced features and display high resolution activity trends [15]. Fitness trackers (ie, sport bands or fitness bands), normally worn on the wrist or hip, are devices more dedicated to PA tracking. A fitness tracker is typically cheaper than a smartwatch because of less expensive hardware and often fewer sensors. Due to this, it generally also has better battery life and a limited interface for displaying tracking results [15].

Other terms are also used, for example, sports watch and GPS watch, which can be considered merges between smartwatches and fitness trackers. In addition, there are hybrid watches (ie, hybrid smartwatches) that have a traditional clockwork and analogue display that have been fitted with an accelerometer. An accompanying mobile app is needed to access most data, but daily step counts are often represented as an analogue gauge on the watch face.

Wearable Usage Scenario

Wearables come forward as a new alternative to tracking PA in research (compared with, eg, ActiGraph), especially when it is desired to collect measurements for a prolonged period of time. In an intervention study, continuous data collecting from wearables would allow researchers to better track changes in PA and adjust the intervention accordingly. Wearables can also be used in epidemiological research as a tool for tracking PA for an extended period. This could reveal detailed PA changes in a population over time. In both scenarios, there are several potential important requirements to consider when choosing a device for the study, including usability, battery life, price, accuracy, durability, look and feel, and data access possibilities.

Methods

Search Strategies

Brands, Devices, and Sensors

We searched six databases to create a list of relevant wearable devices: The Queen’s University’s Wearable Device Inventory [20], The Vandrico Wearables database [21], GsmArena [22], Wearables.com [23], SpecBucket [24], and PrisGuide [25,26]. We only used publicly available information when comparing devices. We did the search from May 15, 2017 to July 1, 2017.

We identified wearables in two steps. In step one, we identified and searched the six defined databases. In step two, we extracted all brands from the list of devices identified in step one and examined brand websites for additional devices. If we found the same device in several databases with conflicting information, we manually identified the correct information from the device’s official website or other online sources (eg, Wikipedia and Google search). We removed duplicates and devices not fitting the inclusion criteria.

Brand Usage in Research

We searched Ovid MEDLINE on September 30, 2017 to determine how often the most relevant brands were used in previous studies. For each search, we performed a keyword search with no limitations set. We divided our findings into validation and reliability studies and data collection studies.

To decide which brand to consider most relevant, we did two sets of searches. In the first set, we created a brand-specific keyword search for brands that were (1) One of the five most sold brands in 2015 or 2016 or (2) Had released 10 or more unique devices. From the resulting list of articles, we screened title, abstract, and the method section. This screening was done to (1) Exclude articles out of scope and (2) To identify additional brands used in these studies. We compiled a list of these brands and performed a second set of searches, one for each new identified brand. Eleven brands were finally included. The specific keyword search used for each brand is given in the Results section where we summarize our findings.

We also searched the US National Library of Medicine database of clinical studies through the ClinicalTrials website, using the same 11 keyword searches, to determine brand usage in ongoing projects. One author did the articles screening, as well as the projects description screening in ClinicalTrials.

Brand Developer Possibilities

To determine how relevant a specific brand is when planning a new research project, we reviewed the 11 identified brands and considered available developer options, supported mobile
We collected the following variables for each device: brand name, device name, year of release, country of origin, device type (eg, fitness tracker), and whether they had a built-in accelerometer, gyroscope, magnetometer, barometer or altimeter, GPS, and PPG.

We looked at three aspects of the devices we identified and reported under three categories:

1. Metrics and trends: in this category, we described the status for available brands, devices, and sensors, as well as reviewed trends in sensor availability over time.
2. Brand usage in research: in this category, we searched Ovid MEDLINE and ClinicalTrials and determined which brands are most used in a research setting.
3. Brand developer possibilities: in this category, we reviewed software integration platforms and mobile platform support for the most relevant brands.

### Results

#### Relevant Devices

An overview of the device search process is given in Figure 1. We found 572 devices by searching online and offline databases and 131 additional devices by visiting the official websites for each identified brand, totaling 703 devices. Removing duplicates left 567 unique devices. These were screened for variation, that is, the same device with different design. After excluding 41 because of variation, 526 remained and were screened for eligibility. We removed 103 devices for not fitting the inclusion criteria. The remaining 423 devices were included in the study.

#### Brands, Devices, and Sensors

#### Brands

We identified 423 unique wearables, distributed between 132 different brands. Almost half the brands (47.0%, 62/132) had only one device. Moreover, 75.0% (99/132) of brands had three or fewer devices, and 83.3% (110/132) had five or fewer devices. Brands originated from 23 different countries, but the United States (43.2%, 57/132) and China (16.7%, 22/132, mainland China; 19.0%, 25/132, including Taiwan) represented the largest number of brand origin. Each remaining country represented between 0.8% (1/132) and 5.3% (7/132) of brands.

As the market has grown and wearable technology has become increasingly popular, a number of new brands have appeared on the market. In 2011, there were only three brands available. There was a small increase in brand count in 2012 and 2013, but in 2014, we saw the largest increase with 41 new brands. The number of new brands started to decrease in 2015, with 36 new brands in 2015 and 23 in 2016. Only three new brands have been introduced in 2017, but this number only represents the first 6 months of 2017. The final count for 2017 will likely be higher. An overview of the number of new brands that appeared on the market between 2011 and 2017 is given in Figure 2. Note that some companies are no longer active and, for 17 devices, we could not determine release year.

Most brands only had a small number of wearables, but some produced a lot more. The brand with most unique wearables...
was Garmin (United States) with 40 different devices. No.1 (China) introduced the second highest number of wearables with 19 devices. An overview of the release year of the 22 (out of 132) brands that have released more than five devices is given in Table 1. Seven out of these 22 brands originated in the United States, five (six including Taiwan) originated in China, and two originated in South Korea. All other countries are represented only once. Some of these brands are no longer active (eg, Pebble and Jawbone).

**Devices**

Three devices were released in 2011 (earliest year), seven in 2012, 30 in 2013, and 87 in 2014. The year with the highest number of new wearables was 2015, with 121 new devices. In 2016, 120 new devices were released; the first year with a decreasing number of new wearables. The number of new and accumulated devices from 2011 to 2017 is summarized in Table 2. The last column (unknown) represents devices where we could not identify the release year. The above numbers represent the total number of new devices. If grouped into fitness trackers and smartwatches, there is a small overrepresentation among new smartwatches. Up until 2014, about half of devices were smartwatches. In 2015 and 2016, smartwatches represented 59.3% (143/241) of new devices, whereas fitness trackers represented 40.6% (98/241).

**Sensors**

The number of sensors included in new devices have increased in the last few years. Since 2015, the order of the most common sensors has consistently been PPG, GPS, gyroscope, magnetometer, and barometer or altimeter. In addition, these sensors have had a steady increase in availability in the same period. For 2017, 71% (27/38) of new devices included a PPG sensor, 50% (19/38) included a GPS, 39% (15/38) included a gyroscope, 34% (13/38) included a magnetometer, and 32% (12/38) included a barometer or altimeter. Figure 3 gives an overview of the number of devices each year that includes each sensor, in percent of total number of released devices that year. Devices with more than one sensor are represented once for each sensor it includes.

In total, since 2011, 38.5% (163/423) of wearables have only been equipped with one sensor (accelerometer). Moreover, 29.8% (126/423) of devices had two sensors, 12.1% (51/423) had three sensors, 11.1% (47/423) had four sensors, and 6.4% (27/423) had five sensors. Only 2.1% (9/423) of devices had all six sensors. In Table 3, these numbers are broken down by sensor combination and year. Some sensor combinations do not exist and are excluded.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flowchart.
Figure 2. Number of new and aggregated available brands by year.

Table 1. Device count per year for brands with six or more wearables.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Garmin</td>
<td>United States</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>11</td>
<td>13</td>
<td>4</td>
<td>7</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>United States</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Misfit</td>
<td>United States</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>LifeTrak</td>
<td>United States</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>iFit</td>
<td>United States</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>17</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Jawbone</td>
<td>United States</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>17</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Pebble</td>
<td>United States</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>17</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>No. 1</td>
<td>China</td>
<td>5</td>
<td>9</td>
<td>5</td>
<td>9</td>
<td>19</td>
<td></td>
<td></td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Omate</td>
<td>China</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Zeblaze</td>
<td>China</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Huawei</td>
<td>China</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>8</td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Oumax</td>
<td>China</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td></td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Mobile Action</td>
<td>Taiwan</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Samsung</td>
<td>South Korea</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>4</td>
<td>12</td>
<td></td>
<td></td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>LG</td>
<td>South Korea</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>WorldSim</td>
<td>England</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Polar</td>
<td>Finland</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>11</td>
<td></td>
<td></td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Technaxx</td>
<td>Germany</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Awatch</td>
<td>Italy</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Epson</td>
<td>Japan</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>TomTom</td>
<td>Netherlands</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>MyKronoz</td>
<td>Switzerland</td>
<td>4</td>
<td>6</td>
<td>1</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td></td>
</tr>
</tbody>
</table>

aTotal brand count for the United States=7, China and Taiwan=6, and South Korea=2. All other countries are represented only once.

Table 2. Number of new and accumulated devices by year.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>New</td>
<td>3</td>
<td>7</td>
<td>30</td>
<td>87</td>
<td>121</td>
<td>120</td>
<td>38</td>
<td>17</td>
</tr>
<tr>
<td>Accumulated</td>
<td>3</td>
<td>10</td>
<td>40</td>
<td>127</td>
<td>248</td>
<td>368</td>
<td>406</td>
<td>423</td>
</tr>
</tbody>
</table>
Figure 3. Percentage of devices released each year, supporting each sensor. GPS: global positioning system; PPG: photoplethysmography.

Brand Usage in Research

The top five vendors in 2015 [27] and 2016 [6], in sold units, were Fitbit, Xiaomi, Apple, Garmin, and Samsung. Brands with more than 10 unique wearables include Garmin, No.1, MyKronoz, Samsung, and Polar. These eight, and additional brands identified during the MEDLINE search and ClinicalTrials search, were considered. We did not find any publications or active clinical trials that used devices from No.1 or MyKronoz. Devices from Basis, BodyMedia, Pebble, Jawbone, Microsoft, and Nike were also used in some of the identified studies, but these brands do no longer produce wearables within the scope of this paper and were excluded from further analysis.

The MEDLINE search resulted in 81 included studies that we divided into two groups: (1) validation and reliability studies and (2) data collection studies. Studies where wearable output was compared with existing research instruments known to give accurate results (eg, ActiGraph) or with direct observation, as well as studies where several wearables were compared with each other for accuracy or reliability, were classified as validation and reliability studies. Studies where wearables were used as a tool for intervention or observation, to collect data on PA, HR, EE, sleep, or other available metrics, were classified as data collection studies. Out of these 81 studies, 61 were classified as validation and reliability studies, whereas 20 were classified as data collection studies.

Fitbit devices were used in 54 studies [9,13,28-79]. Out of these, 40 studies were validation or reliability studies. In 22 of the studies, one or more Garmin devices were used [32,33,46,49,50,62,77-92]. Of these, 18 were validation or reliability studies. Eight studies used Apple devices [29,30,35,49,62,79,93,94]. Six of these were validation or reliability studies. All studies using devices from Misfit, Polar, Withings, Mio, Samsung, PulseOn, TomTom, and Xiaomi were validation or reliability studies. Misfit devices were used in 12 studies [9,36,42,43,46,61-63,85,95-97]; Polar devices were used in 6 studies [36,43,46,62,98,99]; Withings [63,85,89,100,101], Mio [29,30,54,102,103], and Samsung [29,30,58,62,96] devices were used in 5 studies; PulseOn devices were used in 4 studies [29,104-106]; TomTom devices were used in 2 studies [54,79]; and Xiaomi devices were used in 1 study [96].

From ClinicalTrials, we found that the vast majority of ongoing projects use, or are planning to use, Fitbit devices. All other devices were mentioned in three or less projects, whereas Fitbit devices were mentioned in 31 studies. A summary of these studies and projects is given in Table 4. We further grouped the validation and reliability studies into five categories. A total of 31 studies focused on step counts or distance, 15 studies researched EE, 15 studies measured HR, 10 studies measured sleep, and 7 studies collected other metrics. Multimedia Appendix 1 gives an overview of articles found in MEDLINE, which brands they included in the study, and which of the five categories they are grouped into.

Brand Developer Possibilities

Next, we considered developer possibilities for the 11 brands already identified as most relevant in research: Apple, Fitbit, Garmin, Mio, Misfit, Polar, PulseOn, Samsung, TomTom, Withings, and Xiaomi. All brands had an app in the Apple App Store and could connect to the iPhone. Except for the Apple Watch, all other brands had an app in Google Play and could be used with Android phones.
Table 3. Number and percentage of devices supporting a specific group of sensors, by year.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometer (Acc), n (%)</td>
<td>2 (67)</td>
<td>5 (71)</td>
<td>16 (53)</td>
<td>40 (46)</td>
<td>50 (41.3)</td>
<td>37 (30.8)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Acc + 1 sensor, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPG(^a)</td>
<td>1 (14)</td>
<td>1 (3)</td>
<td>9 (10)</td>
<td>11 (9.1)</td>
<td>27 (22.5)</td>
<td>10 (26)</td>
<td></td>
</tr>
<tr>
<td>GPS(^b)</td>
<td>1 (33)</td>
<td>2 (7)</td>
<td>9 (10)</td>
<td>15 (12.4)</td>
<td>3 (2.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyroscope (Gyro)</td>
<td>1 (3)</td>
<td>3 (3)</td>
<td>9 (7.4)</td>
<td>4 (3.3)</td>
<td>1 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnetometer (Mag)</td>
<td>1 (14)</td>
<td>2 (7)</td>
<td>1 (1)</td>
<td>3 (2.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barometer (Bar)</td>
<td>1 (1)</td>
<td>1 (0.8)</td>
<td>2 (5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acc + 2 sensors, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPS + PPG</td>
<td>1 (3)</td>
<td>7 (5.8)</td>
<td>6 (5)</td>
<td>3 (8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + PPG</td>
<td>4 (5)</td>
<td>5 (4.1)</td>
<td>5 (4.2)</td>
<td>1 (3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + GPS</td>
<td>1 (1)</td>
<td>2 (1.7)</td>
<td>2 (1.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bar + PPG</td>
<td>1 (3)</td>
<td>1 (0.8)</td>
<td>2 (1.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Mag</td>
<td>2 (2)</td>
<td>1 (0.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mag + GPS</td>
<td>1 (3)</td>
<td>1 (0.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mag + PPG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Bar</td>
<td>1 (1)</td>
<td>1 (0.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bar + GPS</td>
<td>2 (2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acc + 3 sensors, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Mag + GPS</td>
<td>1 (3)</td>
<td>3 (3)</td>
<td>3 (2.5)</td>
<td>2 (1.7)</td>
<td>1 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Mag + PPG</td>
<td>4 (5)</td>
<td>2 (1.7)</td>
<td>3 (2.5)</td>
<td>1 (3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mag + Bar + GPS</td>
<td>3 (10)</td>
<td>2 (2)</td>
<td>4 (3.3)</td>
<td>1 (3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + GPS + PPG</td>
<td>1 (1)</td>
<td>6 (5)</td>
<td>1 (3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bar + GPS + PPG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mag + GPS + PPG</td>
<td>1 (0.8)</td>
<td>2 (5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Bar + PPG</td>
<td>2 (1.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Mag + Bar</td>
<td></td>
<td>1 (0.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acc + 4 sensors, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mag + Bar + GPS + PPG</td>
<td>1 (3)</td>
<td>3 (2.5)</td>
<td>4 (3.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Mag + GPS + PPG</td>
<td>1 (1)</td>
<td>3 (2.5)</td>
<td>3 (8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Bar + GPS + PPG</td>
<td>2 (1.7)</td>
<td>4 (3.3)</td>
<td>1 (3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Mag + Bar + GPS</td>
<td></td>
<td>1 (0.8)</td>
<td>2 (5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gyro + Mag + Bar + PPG</td>
<td>1 (1)</td>
<td>1 (0.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acc + 5 sensors, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All sensors</td>
<td>1 (1)</td>
<td>2 (1.7)</td>
<td>2 (1.7)</td>
<td>4 (11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total, n</td>
<td>3</td>
<td>7</td>
<td>30</td>
<td>87</td>
<td>121</td>
<td>120</td>
<td>38</td>
</tr>
</tbody>
</table>

\(^a\)PPG: photoplethysmography.
\(^b\)GPS: global positioning system.
Table 4. Number of identified articles in Medical Literature Analysis and Retrieval System Online (MEDLINE) and ClinicalTrials.

<table>
<thead>
<tr>
<th>Brand</th>
<th>MEDLINE&lt;sup&gt;a&lt;/sup&gt; search term</th>
<th>MEDLINE</th>
<th>ClinicalTrials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Validation or reliability studies&lt;sup&gt;b&lt;/sup&gt; (total article count=61)</td>
<td>Data collection studies&lt;sup&gt;c&lt;/sup&gt; (total article count=20)</td>
<td>Validation or reliability studies&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Fitbit AND (Alta OR Blaze OR Charge OR Flex OR Surge)</td>
<td>40</td>
<td>14</td>
</tr>
<tr>
<td>Garmin</td>
<td>Garmin AND (Approach OR D2 OR Epix OR Fenix OR Forerunner OR Quatix OR Swim OR Tactix OR Vivo*)</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>Misfit</td>
<td>Misfit AND (Flare OR Flash OR Link OR Ray OR Shine OR Vapor)</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Apple</td>
<td>Apple watch</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Polar</td>
<td>Polar AND (“Polar Loop” OR M200 OR M470 OR M600 OR V800 OR A370)</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Withings</td>
<td>Withings</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Mio</td>
<td>Mio Alpha OR Mio Fuse OR Mio Slice</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Samsung</td>
<td>Samsung Gear NOT “Gear VR” NOT Oculus</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>PulseOn</td>
<td>PulseOn</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>TomTom</td>
<td>TomTom</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Xiaomi</td>
<td>Xiaomi</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup>MEDLINE: Medical Literature Analysis and Retrieval System Online.
<sup>b</sup>Number of validation or reliability studies in MEDLINE.
<sup>c</sup>Number of data collection studies in MEDLINE.
<sup>d</sup>Number of validation or reliability studies in ClinicalTrials.
<sup>e</sup>Number of data collection studies in ClinicalTrials.

Three brands supported Windows Phone: Fitbit, Garmin, and Misfit. Apple Health and Google Fit are the two most common open cloud health repositories. Mio, Misfit, Polar, Withings, and Xiaomi, were the only brands that automatically synchronized fitness data to both of these repositories through these open APIs. The Apple Watch only synchronized automatically to the Apple Health repository. Seven out of 11 brands had a private cloud repository with an accompanying API, which allows third-party apps to access these data. Five brands had an SDK, which makes it possible to create custom programs to communicate with the device or create watch faces that can run on the device.

The Apple Watch was the only device running on watchOS. Three brands had at least one device running on Android Wear. The remaining seven brands used a custom system. A summary of all attributes for each brand is given in Table 5. Not all devices for a specific brand support all features. In addition, this is a snapshot of the status of these attributes, which are likely to change over time as new devices and brands expand their capabilities. The Apple Watch development environment is called WatchKit SDK and can be used to write apps for the Apple Watch [107]. Apple’s health storage solution is called Apple Health. A variety of different data types can be stored here and accessed by third-party developers through the HealthKit API [108]. Access to any of these services requires enrollment in the Apple Developer Program, which currently costs US $99 per year.

Fitbit offers three major SDKs (Device API, Companion API, and Settings API) for developing apps for Fitbit devices. In addition, Fitbit offers the Web API that can be used to access Fitbit cloud-stored fitness data. The Web API exposes six types of data: PA, HR, location, nutrition, sleep, and weight [109]. Fitbit also has a solution for accessing high-resolution step and HR data (ie, intraday data), granted on a case by case basis. There is no cost for developing with the Fitbit SDKs or API.

There are two generations of programmable Garmin wearables [110]. The Connect IQ SDK can be used by both generations, but devices using the newer Connect IQ 2 generation support more features. Development with this SDK is free. Garmin also offers a cloud-based Web API, Garmin Connect, which allows third-party apps to access users’ cloud-based fitness data. Access to this API costs US $5000 (one-time license). In addition, Garmin maintains a separate Health API intended to be used by companies for wellness improvement of their employees. This API is free but requires a manual approval from Garmin.
Table 5. Brand environment, integration, and development support.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Apple</th>
<th>Fitbit</th>
<th>Garmin</th>
<th>Mio</th>
<th>Misfit</th>
<th>Polar</th>
<th>PulseOn</th>
<th>Samsung</th>
<th>TomTom</th>
<th>Withings</th>
<th>Xiaomi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supported platform</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Integration</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Watch system</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Android Wear</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>watchOS (Apple)</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Custom</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
</tbody>
</table>

The Misfit developer ecosystem consists of three SDKs (Sleep SDK, Link SDK, and Device SDK) [111]. The Misfit Device SDK is the major SDK for developing apps for and communication with Misfit devices. This SDK is only available on request. Misfit also offers the Misfit Scientific Library that can be used to access Misfit’s proprietary sensor algorithms directly. This library is also only available on request. In addition, the Misfit Cloud API is used to access users’ data from the Misfit cloud server. All SDKs and the API are free.

Polar does not offer a separate SDK. Polar devices can integrate with Google Fit and Apple Health and deposits collected data there [112]. This data are accessed using Google Fit APIs and Apple HealthKit APIs. In addition, data are uploaded to Polar’s cloud storage, which is accessible by third-party developers through the AccessLink API. Besides PA data (steps, EE, and sleep), basic training data are also stored here. Access to AccessLink is free.

Development for a Samsung smartwatch is done using the Tizen SDK (Samsung smartwatch operating system is called Tizen). The Samsung Health SDK platform consists of two parts: Data SDK and Service SDK. Together these can be used to store and access health data collected from internal and external sensors, as well as third-party apps running on a Samsung watch or a mobile phone. Development using any of these services is free [113].

TomTom offers the Sports Cloud API for accessing data collected from TomTom devices. The API provides four types of data: PA (e.g., exercises bouts), HR, tracking (e.g., steps and EE), and physiology (e.g., weight). Access to the API is free [114].

Nokia acquired Withings in 2016, and the original Withings API is now available as the Nokia Health API. Besides PA and sleep measurements, the API also gives access to intraday PA data. Nokia must manually approve access to this high-resolution activity API. The API is free [115].

**Summarizing Results**

Which features are most important when considering devices for a research project will depend on the purpose and design of the study. It is therefore not possible to identify one brand as the best brand in all circumstances. However, we have tried to quantify various aspects of a brand to identify and summarize their benefits.
Table 6. Brand summary.

<table>
<thead>
<tr>
<th>Brand</th>
<th>Fitbit</th>
<th>Garmin</th>
<th>Misfit</th>
<th>Apple</th>
<th>Polar</th>
<th>Samsung</th>
<th>Withings</th>
<th>Mio</th>
<th>PulseOn</th>
<th>TomTom</th>
<th>Xiaomi</th>
<th>MyKronoz</th>
<th>No. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Devices</td>
<td>9</td>
<td>40</td>
<td>8</td>
<td>3</td>
<td>11</td>
<td>12</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>MEDLINE</td>
<td>54</td>
<td>22</td>
<td>12</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>40</td>
<td>18</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>or reliability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steps</td>
<td>21</td>
<td>10</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy expenditure</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart rate</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClinicalTrials</td>
<td>31</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDK</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>API</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apple Health</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Google Fit</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aNumber of unique devices.
bMEDLINE: Medical Literature Analysis and Retrieval System Online. Number of articles in MEDLINE.
cNumber of validation or reliability studies in MEDLINE, grouped by metric (step, EE, HR, sleep, and others).
dNumber of active projects in ClinicalTrials.
eSupports an SDK for third-party software implementation.
fAPI: application programming interface. Supports an API for developer access to data cloud.
gSupports automatic synchronization to Apple Health data cloud.
hSupports automatic synchronization to Google Fit data cloud.

We used eight categories in this custom comparison, which we suggest to consider before deciding on a brand for any research project:

1. Device count: a higher number of available devices make it possible to pick a device that is more tailored to the study.
2. Article count: a higher number of articles in Ovid MEDLINE indicate usage in previous studies.
3. Validation or reliability count: a high number of validation or reliability studies provides knowledge about device and brand accuracy.
4. ClinicalTrials count: a high number of active projects in ClinicalTrials indicate brand relevance.
5. SDK support: brands that allows third-party programs to run on their devices or communicate directly with the device, by offering an SDK, adds more possibilities for customization.
6. API support: brands that allows third-party programs to access the data cloud repository, by offering API access, adds more possibilities for health data collection and retrieval.
7. Apple Health: brands supporting automatic synchronization to Apple Health allow usage of Apple HealthKit API.
8. Google Fit: brands supporting automatic synchronization to Google Fit allow usage of Google Fit API.

A consensus between authors was reached to include these specific categories because we think together they indicate how often a specific brand has been used in the past and will be used in the future, and they show which options are available for data extraction. These are not the only possible categories, and each category will not be equally important for all studies.

Table 6 gives a summary of these categories for each brand. A transposed Excel (Microsoft) version for dynamic sorting is given in Multimedia Appendix 2. We have divided MEDLINE validation and reliability studies into subgroups, making it easier to compare brands for specific study purposes.

Discussion

Availability and Trends

The number of new brands increased every year from 2011 to 2014, but from 2015 to 2016, we saw a decrease in the number of new brands. The number of new devices also increased from 2011 to 2015, with a slight reduction in 2016. Many new and existing companies have tried to enter the wearable market during these years. Some have become popular, whereas others are no longer available. The number of new devices in the first two quarters of 2017 seems low, and there is a small indication that the number of new brands and devices released each year is declining. During the data collection phase, we also identified
a large number of hybrid watches. Although we did not report on these, this relatively new branch of wearables has grown in popularity. The Fossil group, representing 19 brands, recently announced they would launch more than 300 hybrid watches and smartwatches in 2017 [116]. Most of these will be hybrids, and 2017 may see the highest number of new hybrids released to date.

We only found nine devices that support all five sensors considered in this study. Among the 11 most relevant brands, only Fitbit Surge, Garmin Forerunner 935, Garmin Quatix 5, Samsung Gear S, and TomTom Adventure fall in this category. Most devices (68%) support only one sensor, in addition to the accelerometer. These numbers indicate that sensor count is not the main argument when choosing a device for personal use. In addition to the accelerometer, the most common sensors are PPG and GPS, regardless of sensor count. One reason for this may be that the added benefit of having these sensors, in a fitness setting, is very clear. Accelerometers can be used for step counting, PA intensity, exercise detection, and other well-understood metrics, whereas the added benefit of a gyroscope may be less intuitive. The added convenience of using a PPG compared with a pulse chest strap, or no HR detection at all, is also easy to understand. Adding a GPS also adds some easy-to-understand benefits, where tracking progress on a map and the possibility to detect speed is the most obvious. Magnetometers and barometers or altimeters may not be sensors that most people consider relevant for PA, although they can be used to enhance accuracy of EE and other metrics.

**Brand Usage in Research**

In the MEDLINE literature search, we found 81 studies that used one or more of the 11 brands we identified as most relevant in research. Out of these, 61 were validation or reliability studies. The remaining 20 studies used wearable devices as data collection instruments to measure PA, HR, EE, sleep, or other metrics. Fitbit was used in twice as many validation or reliability studies as any other brand. This has likely contributed to the high number of studies where Fitbit was used as the only instrument for health data collection. The same trend will likely continue in future publications because numbers from ClinicalTrials for active projects shows an overrepresentation of Fitbit-enabled projects. Of the brands currently available, the five most often used in research projects are Fitbit, Garmin, Misfit, Apple, and Polar. In addition, these brands have all existed for several years and have either released a large number of unique devices or shipped a large number of total devices. As such, they are likely to stay on the market for the near future.

A high article count, high number of validation or reliability studies, or high number of studies in ClinicalTrials for a specific brand does not automatically imply validity or reliability. It does, however, show researcher interest in these brands.

**Implication for Practice**

Table 6 is a good starting point when considering brands for a new research project. Article count, validation or reliability study count, and ClinicalTrials count together indicate brand dependability. Larger numbers indicate how relevant, usable, and valid previous researchers have found each brand to be. In projects where it is relevant, SDK support allows programmatic interaction directly with the device. API support allows storage in, and access to, a brand-specific cloud-based health data repository. Apple Health and Google Fit support are alternative solutions for storing and accessing health data in an open cloud repository. For projects that require multiple brand support, using open solutions reduces the need to implement specific software for each brand. SDK, API, Apple Health, and Google Fit must be supported on both the brand and device level, however.

A high brand device count makes it easier to find a device that best supports the study needs. In addition to available sensors (ie, metrics), validation, and previous usage in research, several other potential relevant criteria exist, including price, availability, phone environment support, affiliated app features, look and feel, battery life, build quality or robustness, water resistance, connectivity, and usability.

---

**Figure 4.** Criteria to consider when choosing brand or device. API: application programming interface; SDK: software development kit.
Furthermore, projects that need programmatic access to the wearable or stored health data should especially consider SDK or API features and ease of use, as well as privacy and security. Figure 4 gives a summary of criteria to consider when selecting brand and device.

Limitations

We visited all the brands’ websites to find additional devices, but several sites did not contain any information about discontinued devices. The release year of a device was rarely available on device webpages, and we had to search for reviews and other sources to find this information. The level of detail in device hardware specifications varied. Some vendors did not specify which sensor they included in their devices and only mentioned which features the device had. In some cases, the sensor could be derived from this information, but in other cases, we had to find this information elsewhere. Wikipedia was also used to collect sensor support and release year for some devices. This open editable encyclopedia is not necessarily always updated with correct information. For these reasons, there may be some inaccuracies in reported sensor support and release year. We did not collect information about device discontinuation. Reported numbers for total available devices does, therefore, not reflect the numbers of devices that currently can be bought but rather the number of unique devices that have existed at some point.

Conclusions

In the last few years, we have seen a large increase in available brands and wearable devices, and more devices are released with additional sensors. However, for activity tracking, some sensors are more relevant than others are. In this study, we have focused on sensor support, health data cloud integration, and developer possibilities; because we find these to be most relevant for collection of PA data in research. However, deciding which wearable to use will depend on several additional factors. The wearable landscape is constantly changing as new devices are released and as new vendors enter or leave the market, or are acquired by larger vendors. What currently are considered relevant devices and brands will therefore change over time, and each research project should carefully consider which brand and device to use. As a tool for future research, we have defined a checklist of elements to consider when making this decision.
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Abstract

Background: Despite their high prevalence and significant burden, mental disorders such as depression remain largely underdiagnosed and undertreated.

Objective: The aim of the Allillanchu Project was to design, develop, and test an intervention to promote early detection, opportune referral, and access to treatment of patients with mental disorders attending public primary health care (PHC) services in Lima, Peru.

Methods: The project had a multiphase design: formative study, development of intervention components, and implementation. The intervention combined three strategies: training of PHC providers (PHCPs), task shifting the detection and referral of mental disorders, and a mobile health (mHealth) component comprising a screening app followed by motivational and reminder short message service (SMS) to identify at-risk patients. The intervention was implemented by 22 PHCPs from five health centers, working in antenatal care, tuberculosis, chronic diseases, and HIV or AIDS services.

Results: Over a period of 9 weeks, from September 2015 to November 2015, 733 patients were screened by the 22 PHCPs during routine consultations, and 762 screening were completed in total. The chronic diseases (49.9%, 380/762) and antenatal care services (36.7%, 380/762) had the higher number of screenings. Time constraints and workload were the main barriers to implementing the screening, whereas the use of technology, training, and supervision of the PHCPs by the research team were identified as facilitators. Of the 733 patients, 21.7% (159/733) screened positively and were advised to seek specialized care. Out of the 159 patients with a positive screening result, 127 had a follow-up interview, 72.4% (92/127) reported seeking specialized care, and 55.1% (70/127) stated seeing a specialist. Both patients and PHCPs recognized the utility of the screening and identified some key challenges to its wider implementation.

Conclusions: The use of a screening app supported by training and supervision is feasible and uncovers a high prevalence of unidentified psychological symptoms in primary care. To increase its sustainability and utility, this procedure can be incorporated into the routine practices of existing health care services, following tailoring to the resources and features of each service. The early detection of psychological symptoms by a PHCP within a regular consultation, followed by adequate advice and support, can lead to a significant percentage of patients accessing specialized care and reducing the treatment gap of mental disorders.

(J Med Internet Res 2018;20(3):e100) doi:10.2196/jmir.9208

http://www.jmir.org/2018/3/e100/
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Introduction

The Comorbidity of Mental Disorders and Physical Conditions

Worldwide, mental health disorders are highly prevalent and disabling conditions [1]. In Peru, mental disorders affect 1 in 5 people and are the leading cause of disease burden [2,3]. Certain population subgroups experience a higher burden of mental disorders, such as primary health care (PHC) services users. For instance, in Peru, the prevalence of depression is as high as 50% among patients with tuberculosis [2], 40% during pregnancy [3-5], 68% among female patients living with HIV or AIDS [6], and up to 57.8% for patients with diabetes [7-9]. In addition to this high comorbidity, for people living with a physical disease, depression has been associated with reduced treatment adherence, poorer prognosis, greater disability, and higher mortality [10-12]. Among pregnant women, depression is associated with underutilization of antenatal care services, premature birth, lower birth weight, and constitutes the main risk factor for postpartum depression [13-16]. Despite the high prevalence and negative impact on patients’ lives, depression and other mental disorders go largely underdiagnosed and undertreated [2,6]. Indeed, up to 85% of people reporting a need for mental health care declared not receiving any care [17,18].

Strategies to Address the Comorbidity

Addressing comorbid physical and mental conditions, particularly within primary care, provides an opportunity to reduce the existing mental health treatment gap [19]. Accordingly, the World Health Organization proposes the integration of mental health services with general health care as a key solution to this gap, even in low- and middle-income countries (LMICs) [20]. Furthermore, there is growing evidence of the effectiveness of task shifting in the management of some chronic conditions, including mental disorders [21].

Mobile communications have also shown increasing potential for the improvement of health care [22]. Some mobile health (mHealth) strategies have proven to be useful in improving the efficiency of health care delivery, including interventions provided via technological platforms for the management of physical conditions [23-25], mental disorders [26-28], and as clinical decision support tools [29-32]. Moreover, strategies using short message service (SMS) as periodic reminders and informative messages have had a positive impact on medication adherence, appointment attendance, symptom monitoring, satisfaction with health services, and promotion of healthy behavior [27,33,34].

Packaging and deploying pragmatic strategies to introduce mental health screening and treatment within existing PHC platforms are needed in Peru and similar LMIC settings [35]. In this paper, we describe the design, development, and implementation of the Allillanchu Project and discuss the feasibility and challenges to its implementation at a larger scale.

Methods

Study Description

The Allillanchu Project aimed to design, develop, and test an intervention to promote early detection, opportune referral, and access to treatment of patients with common mental disorders attending public PHC services in Lima, Peru. Allillanchu, meaning How are you? How are you feeling? in Quechua, a Peruvian indigenous language, was chosen to emphasize the need to integrate mental health care into PHC providers’ (PHCPs’) routine practices. The intervention combines three key strategies: (1) training of PHCPs in the use of a screening tool to detect and manage depression, anxiety, psychosis, convulsive disorder, and alcoholism; (2) task shifting of detection and referral of mental disorders to PHCPs; and (3) an mHealth component that comprises a screening app plus motivational and reminder SMS text messages to patients.

Study Design

The project comprised three phases: phase 1, preintervention activities; phase 2, design of intervention components; and phase 3, implementation (see Procedures). In each of these phases, we collected quantitative and qualitative information. This project followed a mixed-methods approach, through a multiphase design [36]. This methodology is commonly used with feasibility studies. This design included both sequential and concurrent data collection. During phases 1 and 2, data were collected sequentially; and in phase 3, qualitative and quantitative data were concurrently collected (see Figure 1).

Setting

In Peru, there are two main public health systems: the Ministry of Health and the social security system (EsSalud). The intervention was deployed in five different public PHC centers: three from the Ministry of Health and two from EsSalud. All of them served low-income populations living in the northern districts of Lima, Peru’s capital. The study involved PHCPs and patients from these five health centers that included at least one of the following health services (see Table 1): antenatal control (3 services), tuberculosis (4 services), chronic diseases (2 services), and HIV or AIDS (1 service). Each health service had between one and four PHCPs, each attending 15 to 20 patients per day, in 6-hour working shifts.

All participating health centers had at least one psychologist as staff; the only specialized mental health professionals available at the primary care level. Psychiatry specialists work in general and psychiatric hospitals; and patients had to be referred from PHC to be able to access these professionals. Furthermore, the health centers from the social security system have a service of complementary medicine (ie, Tai chi) for referred patients to improve their physical health condition or their emotional well-being.
Figure 1. Collection of data in the study phases. SMS: short message service; PHCP: primary health care provider.

Table 1. Number of health centers and services included in the study.

<table>
<thead>
<tr>
<th>Services</th>
<th>Ministry of Health</th>
<th>Social Security System (EsSalud)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Health center 1</td>
<td>Health center 3</td>
<td></td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Antenatal care</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Chronic diseases</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>HIV or AIDS</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1</strong></td>
<td><strong>2</strong></td>
<td><strong>10</strong></td>
</tr>
</tbody>
</table>

Participants

**Primary Health Care Providers**

A total of 22 PHCPs (12 midwives, 8 nurses, and 2 nurse assistants) out of 29 working in these facilities (76%) agreed to include the screening and the referral of positive cases as part of their routines during the 9-week study period.

**Patients**

Adult patients, aged ≥18 years and attending participating services, were invited into the study and had to consent to participate in the study. Participants who screened positive were recommended by the PHCPs to seek mental health care, received a set of tailored SMS text messages to motivate them to seek such care, and were contacted by the research team for a follow-up assessment (see Phase 3: Implementation).

**Procedures**

The Allillanchu Project involved three different phases (see Figure 2):

1. Preintervention activities: explored the implementation setting to develop a suitable and context-specific intervention
2. Design of intervention components: developed the key components needed to deliver the intervention, including the training and supervision of PHCPs
3. Implementation: tested the integration of the mental health screening and referral in primary care combining the mHealth strategies, task shifting, and training of PHCPs.

**Phase 1: Preintervention Activities**

**Engagement of Policy Makers, Health Centers’ Managers, and Primary Health Care Providers**

This stage consisted of a year-long period of meetings with policy makers and the personnel at the health centers, including the centers’ directors (n=5), heads of the services (n=10), and PHCPs (n=29). These meetings aimed to present the study, assess its feasibility, and secure the buy-in of managers to obtain the necessary approvals to implement the study in their facilities.

**Qualitative Formative Study**

From September 2014 to December 2014, we conducted a qualitative study to identify implementation barriers and facilitators. The research team interviewed patients and personnel of health centers where the intervention will later be implemented, including 22 PHCPs, four clinical psychologists and 37 patients. The interviews were conducted using semistructured guides, and the duration was approximately of 45 min. All interviews were recorded, transcribed verbatim, and analyzed by the research team using Atlas.Ti, version 7 (Scientific Software Development GmbH).
The main results of this qualitative formative study were as follows: (1) screening for mental disorders was not a quotidian practice in the services, (2) PHCPs were willing to introduce the screening in their routines but anticipated time constraints, (3) though it was unusual for them to do so, many patients were willing to seek mental health care if they were advised to do so, (4) mental health specialists were scarce in participating health centers, and (5) interviewed clinical psychologists recognized the value of introducing a mental disorders’ screening in primary care but were concerned about PHCP’s ability and willingness to do so. Findings of the qualitative study will be reported in detail elsewhere.

**Phase 2: Design of Intervention Components**

We proposed the inclusion of a technology-based screening tool into the routines of trained PHCPs, complemented by a set of automated SMS text messages to encourage patients who screen positive to seek specialized care and to advise on where to seek help.

**Development of Technology Components**

The technology consisted of three integrated components: a screening app, a Web-based data collection platform, and an automated SMS text message delivery app.

The screening app, installed on a tablet, used the Self Report Questionnaire (SRQ). The guiding principle was to develop an app to (1) Produce immediate results on symptomatology that may require professional help, (2) Offer guidelines to PHCPs to advise the patient on how and where to seek help, and (3) Ask PHCPs to report on actions taken with positive cases (ie, recommendation to attend to a psychology service). The SRQ [37], a screening tool developed by the World Health Organization, is recommended in the current mental health reform in Peru as the tool to be used in PHC. The SRQ version used by the Peruvian Ministry of Health consists of 28 yes or no questions, 18 of which screen for depression and anxiety, four for psychosis, one for convulsive disorder, and five questions for alcoholism (see Multimedia Appendix 1). The Peruvian social security system was planning to implement a shorter version of the SRQ in their services at the time; therefore, these centers used a short version, which includes the first 18 items assessing depression and anxiety. The team further added two questions to assess suicide risk. These questions were asked only when patients answered positively to question 18 of the SRQ, which establishes the presence of suicidal ideation. Each PHCP had a personal log-in that displayed the SRQ version for their health system, Ministry of Health, or EsSalud.

We collected user feedback on the screening app through a small pilot with five PHCPs from different health services (n=4) and centers (n=3) for 2 weeks. The pilot found that PHCPs had no difficulties using the screening app; they found it easy to use and were able to include it in their daily routines. In the 2-week pilot, PHCPs screened a total of 47 patients.

The Web-based data collection platform stored all the information collected by PHCPs using the screening app, allowing the research team to monitor progress in real time (see Intervention Assessment). As patients were screened, the app uploaded the results to the Web-based data collection platform in real time using a mobile data connection. Furthermore, the information provided by the patient during the recruitment process was also uploaded to the Web platform (name, cellphone number, and time of day to receive the SMS text message) and consolidated under a patient ID. Thus, based on the screening results, the Web platform was able to match a positive screening under the specified ID with the patient’s personal data to automatically send an SMS text message (see Figure 3).
Design and Validation of the Set of Short Message Service

The research team developed a set of five SMS text messages to further motivate patients to seek mental health care. Patients who screened positive and were referred to specialized care received three SMS text messages per week, during 2 weeks. Of the five SMS text messages, sent every other day, one aimed to remind patients where and when to find mental health care (reminder SMS text message), whereas the other four sought to motivate patients to seek help (motivational SMS text message) addressing either barriers or facilitators for accessing mental health care. The pattern of SMS text message delivery over the 2 weeks was the same: day 1: reminder SMS text message, day 2: motivational SMS text message, and day 3: motivational SMS text message. As the reminder SMS text message was sent twice, each patient received a total of six SMS text messages over the 2-week period.

All SMS text messages were designed and validated through two pilot studies, conducted from December 2014 to January 2015, with 63 patients with similar characteristics to those involved in the implementation phase. The first pilot study aimed to explore (1) Patients’ use of mobile phones and SMS text messages and (2) Barriers and facilitators for seeking mental health care. On the basis of these results, we developed seven SMS text messages that were validated and ranked by patients in a second study [38]. This resulted in the selection of the set of five SMS text messages for the implementation phase that (1) Were simple and direct, (2) Avoided mentioning health conditions (eg, depression), (3) Were tailored with the patient’s name and health centers’ name as signature, and (4) Addressed the barriers (ie, lack of time and money) and highlighted the positive effects of looking for specialized mental health care (ie, feeling better, having someone to talk to, and receive guidance), as reported by the interviewed patients.

Training of Primary Health Care Providers

To participate in the implementation, the 22 PHCPs were trained in the use of the screening app. This training consisted of two sessions of 8.5 hours each, which were developed and offered by the project team, which included psychologists, one sociologist, and a consultant with a background in psychotherapy. This activity sought to offer knowledge, skills, and motivation to PHCPs to enable the routine screening and referral of patients to available mental health services as indicated by the app. The mental health content was based on the mhGAP training modules [39]. It included presentations, role-playing, and practical exercises.

Phase 3: Implementation

Recruitment of Patients

From September 2015 to November of 2015, a team of 10 recruiters enrolled patients (see Description of Study Participants). The recruitment took place in the waiting rooms before the patients’ appointments and involved them providing informed consent to be part of the study and providing personal data to be uploaded to the Web-based data collection system. The informed consent explained that in the case of a positive screening during one of their regular consultations, they would receive SMS text messages and have a follow-up interview with the research team.

Screening Implementation and Short Message Service Delivery

The 22 trained PHCPs were invited to use the screening app in their regular consultations during 9 weeks, from 2015 September to November of 2015, and to refer patients with a positive result to mental health care—either psychology service, complementary medicine, or general medicine—according to each center’s protocol. The tablets were provided by the Allilanchu Project and included a mobile data plan to upload the information to the Web-based data collection platform in real time (see Figure 4).

Primary Health Care Provider’s Supervision and Support

Over the 9 weeks, the research team provided telephone and face-to-face support and supervision to the PHCPs to ensure the correct implementation of the screening. The Web-based data collection platform was monitored on a daily basis to identify PHCPs who were not using the app as intended and to contact them to assess and solve the situation.
All of the PHCPs had supervision meetings with the research team at least twice a week. In these meetings, support was offered by solving any issues or doubts regarding the use of the tablet or the app and by accompanying the PHCPs in managing potentially difficult situations. Problems with the administration of the SRQ were also assessed and solved. PHCPs could initiate contact with the research team through a “help” function installed in the app or a phone call.

**Intervention Assessment**

To assess if and how the intervention promoted early detection, opportune referral, and access to treatment of patients with mental disorders, we used the following methods and sources of information:

1. **Information collected automatically by the Web-based data collection platform.** The platform collected and provided information on the screening progress by health center, service, PHCP, patient, and over time, including the number of screenings (completed and incomplete), number of positive cases by type of disorder and of suicide risk, and actions taken by the health provider with each patient (eg, referral to the psychologist). It also included demographic data of all the screened patients.

2. **Follow-up interviews with patients** (Multimedia Appendix 2). We conducted face-to-face structured postintervention interviews with patients. The interview explored if the patient had sought and received mental health care after being referred by the PHCP, their motivation to seek—or not—specialized care and how the SMS text message encouraged them—or not—to do so, as well as perceived barriers and their opinion on received care. The research team interviewed patients 3 weeks after they screened positive.

3. **Midterm and postintervention interviews with PHCPs** (Multimedia Appendix 3). Face-to-face semistructured interviews were conducted halfway through and at the end of the intervention. The midterm assessment assessed PHCPs’ personal experiences with the screening (eg, use of technology and delivering results to patients) and aimed to identify and solve problems. The postintervention evaluation explored the experiences and opinions of participating PHCPs, to identify barriers and receive suggestions for improvement, and to assess the perceived feasibility and willingness to continue implementing the screening.

**Data Analysis**

The screening and referral of patients’ data, stored in the Web-based data collection platform, was exported and analyzed using Statistical Package for the Social Sciences (SPSS) statistics for Windows, version 23.0 (IBM Corp) through descriptive analyses, by reporting frequencies and percentages.

Information from patients’ and PHCP’s interviews was registered and analyzed in a similar way. All interviews were audiorecorded, transcribed, and summarized in a matrix. The qualitative information was organized by participant (rows) and by themes of each interview guide (columns) [40] (Multimedia Appendix 4). Each theme included a summary-cell of interviewee experiences or opinions, as well as quotations. Data were organized and coded by three members of the research team after an initial period of standardization of criteria and practice. The answers to closed-ended questions (eg, “Did you seek care from a general practitioner or psychologist as recommended?”) were analyzed, reporting frequencies and percentages.

**Ethics**

The study protocol, informed consent forms, and instruments were approved by the institutional review board of the Universidad Peruana Cayetano Heredia. The study was also approved by the directors of the five participating PHC centers. Participant PHCPs signed a consent form that described the project goals and procedures, as well as their commitment, the benefits and incentives of participation (which comprised a training-assistance certificate), and funding support toward a one credit brief course of their choice, for up to US $30, at the end of the study.

Patients provided oral informed consent on the following components, which would be implemented only in the case of positive screening results during one of their regular consultations: (1) receive six SMS text messages over 2 weeks, (2) have a follow-up interview, and (3) consent for the interview to be recorded. Ethical approval was also obtained for collection of personal data (name and cellphone number) during the design and validation of the set of SMS text messages.
Results

Description of Study Participants
A total of 22 PHCPs (12 midwives, 8 nurses, and 2 nurse assistants), all female, participated in the study. During recruitment, 2580 patients (22.4% men) attending the selected facilities were invited to participate in the study, and 1772 (68.7%) accepted (see Table 2). The average age of enrolled participants was 42.8 years (SD 20.3).

Implementation of the Screening
The PHCPs performed 762 screenings with 733 patients, as 29 of these were screened for a second time in a following consultation. During the intervention period, the average number of screenings per week was 85 (SD 38). However, the number of screenings per week varied and tended to progressively decrease, having its highest and lowest points during the second (159 screenings) and last week of the intervention (52 screenings), respectively.

Chronic disease services had the highest number of screenings, accounting for almost half of the 762 screenings (49.9%, 380/762), followed by the antenatal care services (36.7%, 280/762), the tuberculosis services (12.1%, 92/762) and the HIV or AIDS services (1.3%, 10/762), respectively.

Positive Cases Detection and Referrals
Out of the 733 patients screened, 159 of them (21.7%) had a positive result by the SRQ. Of those 159, 150 (94.3%) screened positive for one disorder and 9 (5.7%) for two disorders.

Distributed by health service, the highest prevalence was found in the HIV or AIDS service according to the SRQ, where 7 out of 10 screened patients were positive (70%), followed by the antenatal care services (90/364, 24.7%), chronic diseases services (90/364, 24.7%), antenatal care services (49/274, 17.9%), and tuberculosis services (13/85, 15.3%).

The most prevalent mental disorders were depression or anxiety, grouped as a single condition in the SRQ, with 125/733 patients screening positive for at least one of these conditions (17.1%). At the Ministry of Health centers, who implemented the 28-item version of the SRQ, 41/194 screened patients (21.1%) answered positively to at least one of the four items for psychosis, and 2 (1%) were positive for alcoholism. No cases of convulsion were detected. Additionally, 22 of all 733 screened patients (3%) reported a current suicidal ideation.

According to the PHCPs’ reports, the vast majority of the 159 cases detected were referred to mental health care. These referrals consisted in advising their patients to seek specialized care at their health center. Of these 159 patients, 107 (67.3%) were referred to the psychology service; 27 (17%) of the cases were accompanied by the PHCP to a health services (psychology, general medicine) to facilitate access; 4 (2.5%) of the suggestions involved seeking care at a different service (complementary medicine, general medicine); 11 (6.9%) were patients already receiving specialized care and were advised to continue their treatment; 6 (3.8%) reported other actions, that is, providing a piece of paper with the health service of referral written and the signature of the PHCP; and 4 (2.5%) omitted reporting the actions taken.

Help-Seeking and Access to Mental Health Care
Out of the 159 patients with a positive screening result, 143 previously gave their consent to participate in the follow-up interview, and 127/143 patients (88.8%) were interviewed. The average age of interviewed participants was 49 years (SD 19), 101/127 (79.5%) were women, and 92/127 (72.4%) reported having sought specialized care after receiving the advice of the PHCP. In addition, 70/127 (55.1%) accessed care, having had at least one consultation in a specialized service after the screening (see Figure 5).

Table 2. Characteristics of enrolled patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>346 (19.5)</td>
</tr>
<tr>
<td>Female</td>
<td>1426 (80.5)</td>
</tr>
<tr>
<td><strong>Health system</strong></td>
<td></td>
</tr>
<tr>
<td>Ministry of Health</td>
<td>609 (34.4)</td>
</tr>
<tr>
<td>Social security system (EsSalud)</td>
<td>1163 (65.6)</td>
</tr>
<tr>
<td><strong>Health service</strong></td>
<td></td>
</tr>
<tr>
<td>Antenatal care service</td>
<td>931 (52.5)</td>
</tr>
<tr>
<td>Chronic diseases service</td>
<td>709 (40)</td>
</tr>
<tr>
<td>Tuberculosis service</td>
<td>121 (6.8)</td>
</tr>
<tr>
<td>HIV or AIDS service</td>
<td>11 (0.6)</td>
</tr>
</tbody>
</table>
Figure 5. Breakdown of patients interviewed.

127 patients interviewed

92 (72.4%) sought specialized care after screening
- 70 (55.1%) accessed specialized care
  - Psychology service: 65 (92.9%)
  - Others (General medicine, complementary medicine): 5 (7.1%)
- 22 (17.3%) did not access specialized care
  - Reasons:
    - Missed their appointment: 6 (27.3%)
    - Had the appointment scheduled at the time of the interview: 2 (9.1%)
    - Other: 4 (18.2%)

31 (24.4%) did not seek specialized care after screening

4 (3.2%) were already receiving specialized care

All patients who screened positive received a total of six SMS text messages over 2 weeks. However, only 35/127 interviewees (28%) were eligible to answer questions about the perceived effects of the SMS text message, as many participants had already sought specialized care before receiving the first SMS text message, therefore defeating their motivational purpose. Others did not seek specialized care, did not consent to receive the SMS text message, or reported having problems with their cellphone. Of the 35 patients who were suitable to discuss the perceived effects of receiving the SMS text messages, 30/35 (85.7%) considered the set of SMS text messages to be effective in promoting motivation to seek care.

During the interviews, the patients tended to focus on the difficulties and symptoms they were facing, but also offered points of view that further support the implementation of the screening and showcase the benefits of accessing a mental health specialist, as illustrated in the following quotes:

* I think it is very good that midwives ask their patients how they feel [...] for example, when I came I was going through a deep depression and I wasn’t accepting my pregnancy. After the midwife asked me some questions, she sent me to the psychologist of the health center and he instantly saw me. We had a conversation of at least an hour and a half; he helped me a lot. Thanks to them, my depression has decreased, now I feel better, calmer. [Patient of antenatal care, female, 29 years]

* The psychologist treated me really well, he made me notice some things and told me it was necessary that my wife come to see him as well, because most of the problems I had were due to our conflictive relationship. Now I feel much better, I am trying to do my best, I am trying to stop having negative thoughts, of eliminating me [...] I want to have another appointment with the psychologist, because with the help of a professional I can receive guidance to think in a different way. [Patient of the chronic diseases service, male, 64 years]

**Primary Health Care Provider’s Assessment of the Project**

Of the 22 PHCPs, 21 were interviewed for the midterm evaluation and 22 for the final evaluation.

**Training**

As part of the training, a pre- and posttest evaluation was conducted with a maximum possible score of 20 on each test. The average score at pretest was 12.1 (SD 2.3) and 16.5 (SD 1.35) at posttest, showing an increase of 4.4 points toward the end of training.

In addition, the participating PHCPs assessed the training at the end of the sessions and after the 9-week intervention. They believed the training made them more aware of the importance of caring for people’s mental health, provided them with knowledge and skills in mental health—an understudied topic in their professional education—taught them how to use a screening tool to assess their patients’ mental health, and offered them necessary skills to help their patients. However, almost half of the PHCPs suggested more time to be allocated to discussing the questions of the SRQ, the screening tool.

**Screening**

When asking to assess their ability to implement the task as intended, the answers showed a great variability among the PHCPs of the different health services involved. Specifically,
most of the midwives from the antenatal care services reported not being able to implement the screening as part of their routine because of the high workload and the great amount of paperwork for their current tasks, as illustrated in the following quote:

*Some days I was screening and I was really excited to do it, but when I was with the third pregnant woman screened, I looked at my watch and it was already 10:30 am, and by noon I had to see 12 women. That meant that I had to stop using the tablet and rush to finish on time with all 12 consultations from my shift.* [Midwife, antenatal care service]

Nurses from the chronic disease service reported being unable to do the screening when conducting the weekly educational workshop on disease management with their patients. Conversely, the tuberculosis service’s nurses were able to schedule the screening with their patients. One nurse assistant stated the following:

*We had a list of patients and they had already agreed to answer the screening so we would schedule to do the screening on a specific day when they come to take their medication for tuberculosis.* [Nurse assistant, tuberculosis service]

In addition, as the intervention was tested during PHCP’s routine activities, they were unable to implement the screening in all of their shifts because of other responsibilities, rotation to other services, holidays, and community activities. Furthermore, the way the screening task was organized was highly variable between and within the health services. Indeed, there was a high variability regarding the moment in which the screening was performed throughout the consultation, even among PHCPs within the same service. Although some reported doing it at the beginning, others included it at the end of the consultation. Despite this variability, most of them agreed that they would most likely do the screening if their workload was lower or if they had a colleague to relieve the workload during the consultation.

The main challenge was related to specific questions of the screening test. The questions about psychosis were difficult for the PHCPs to score because some patients did not understand the questions about delusional beliefs (see Multimedia Appendix 1, items 19 and 20). The questions about physical symptoms were challenging because of the difficulty of discerning if the symptoms were caused by their physical condition or an underlying mental problem. However, the PHCPs were able to overcome these challenges by using strategies learned in the training sessions, such as explaining the questions to their patients, paraphrasing, and adding a follow-up question for clarity.

Regarding technology, despite PHCPs having different knowledge of tablet-use, no difficulty of use was reported. Additionally, they noted that, compared with a printed version, the app facilitates the task, as they are overburdened with paperwork and believe a new paper-form would add to their current burden.

Overall, when asked about the screening task, the PHCPs gave very positive feedback. Most considered that they were able to provide a more comprehensive care by addressing problems that they may have already identified but did not know how to handle. In addition to this, they mentioned being able to bond with their patients through listening and learning more about them. Some PHCPs also reported being more aware of the importance of their patients’ mental health because of its effect on their physical health and personal lives. Furthermore, some of the PHCPs declared that even after ending the intervention, they continued to ask their patients about their emotional well-being. One nurse stated the following:

*We have been able to improve our consultations and to make patients feel that we want to do more, that is not only a check-up, give them pills and that is all. We have let them know that we care and we can give them more, and it is our intention to do so, even though sometimes we have limitations.* [Nurse, chronic disease service]

### Delivery of Results and Referral

Messages conveyed as part of the delivery of the screening results varied widely among PHCPs; nonetheless most of them revolved around the importance of seeking specialized care.

Of the 22 PHCPs, 17 (81%) reported no difficulties with the delivery of screening results. However, some reported difficulties regarding their ability to address mental health issues. Some of the PHCPs found the suicide risk cases particularly challenging and felt unsure about how to handle them. Other less frequent challenges were feeling emotionally affected by the patients’ stories and not feeling prepared to offer support, as illustrated in the following quote:

*For me it was a little difficult to manage the patient that had suicide risk. It was a surprise to know that a patient had that problem, because apparently, she was a strong woman [...]. The patient had this problem during all the pregnancy, and I did not realize it until the screening and that made me feel bad. Maybe more patients come with the same condition and one does not realize it.* [Midwife, antenatal care service]

The PHCPs stated no difficulties with the referral process, with most of the patients being open to seeking specialized care. The PHCPs reported being able to report the actions taken after a positive screening through the app. Furthermore, some PHCPs reported referring patients who, despite having negative screening result, showed symptoms that they deemed relevant.

The referral procedure was different across services. The most common ways were personally escorting the patient to the psychologist’s office, arranging an appointment for the patient, and giving the patient a referral paper for them to seek an appointment with the psychologist. In the services with less patients, such as the tuberculosis and HIV or AIDS, it was more common for the PHCPs to escort their patients to the psychologist’s office, whereas it was more common to offer written referral papers in antenatal care and chronic disease services, where only severe cases such as suicide risk were escorted as required by the study protocol.
Though PHCPs were also able to refer their patients to a general practitioner, most of them preferred not to do so, with only five PHCPs reporting having referred a patient to a general practitioner. This was because of the perception that the general practitioner was more suited to treat physical conditions, whereas the psychologist was more appropriate to treat mental health.

**Feasibility of Integrating a Mental Health Screening**

The majority of PHCPs reported willingness to continue implementing the screening in their services. However, they also noted that time constraints would be a key barrier to do so on a regular basis. Moreover, screening activities could not be reported in the medical records, which meant that these would not count toward their productivity assessments. Most of the PHCPs agreed that they would most likely do the screening when less burdened by workload or if they had a colleague to offer support during their working hours. One nurse stated the following:

> We are pressured to complete four consultations per hour, and you may think that is not much, but attending four patients take a lot of your time. If the screening is implemented permanently, I think we would have to reduce the number of consultations per hour to three, that way we would have more time. Another solution would be that of our six-hour shift, we only have patients scheduled for five hours, and the spare hour could be used to extend the consultation time for the patients, if needed. There are a lot of possible solutions; it is only a matter of disposition to find them. [Nurse, chronic diseases service]

Another barrier is the perception by PHCPs that there are not enough psychologists to attend all patients requiring help and that services hours are limited—those who are available may not be present in their services all day because they conduct activities other than consultations and some services only operate in the mornings, thus limiting availability.

To tackle these barriers, PHCPs proposed 3 main suggestions to improve the feasibility and sustainability of the screening: (1) 8 PHCPs (36.4%, 8/22) suggested including the screening as formal procedure in their services with allocated time, thus improving the conditions to accommodate this new task without being overburdened, that is, raise the time limit for each consultation and lower the daily patient workload; (2) 8 PHCPs suggested changes or improvements to the screening test to improve the feasibility and sustainability of the screening; (3) 8 PHCPs (36.4%, 8/22) proposed including the screening as part of their routine practices, it also shows that such tasks are a lot of possible solutions; it is only a matter of disposition to find them. [Nurse, chronic diseases service]

However, it is also true that the inclusion of the screening into the PHCP’s routines had both qualitative and quantitative differences. Qualitatively, each service organized the implementation of the screening in different ways, which can be considered a positive sign of adaptation and flexibility to achieve the task [43,44]. Quantitatively, some health services screened many more patients than others. One reason for this is that some services, for example, tuberculosis and HIV or AIDS, have fewer patients than other services. The most significant factor to explain the differing performance among PHCPs was the limited allocated time per consultation combined with the overwhelming patient workload and paperwork burdening only some services, such as antenatal care, leading to saturation, which has been seen in PHC settings in developed countries [45]. These were the two main implementation barriers to regular screening and were especially critical in the antenatal care services. Typically, each service has an established time to complete a set of standard procedures and register them in the clinical records. Therefore, implementing a new task would involve doing more work within the same time period. This observation of a decline in the number of screening in those weeks may be related to the fact that introducing screenings is an activity that competes with many other tasks. Although the general trend suggests that the screening was indeed adopted as part of their routine practices, it also shows that such tasks

**Discussion**

**Principal Findings**

The *Allillanchu Project* aimed to develop and test a multicomponent intervention to improve early detection, opportune referral, and access to treatment of patients with mental disorders attending public PHC services in low-income areas in Lima, Peru. With more than 750 screenings completed in real-world circumstances over a 9-week period, the *Allillanchu Project* showcases the feasibility to integrate the mental health screening into primary care services as a routine procedure. The use of brief screening tools is considered an important first step to integrate mental health care into existing PHC services [41] and is aligned with the proposal of task shifting some mental health care activities, which has been successfully tested in other LMIC settings [42].

With basic training, supervision, and an easy-to-use screening app, PHCPs could be both willing and able, during their regular consultations, to identify symptoms of mental disorders among their patients and refer them to specialized care. The training was key to sensitize PHCPs about their patients’ mental health and strengthen their abilities to perform the screening, which is reflected in the improvement of scores at pre- and posttest. Likewise, the supervision was important to provide support when needed, solving doubts with the screening, and the use of technology. Interestingly, the screening was not only effective in many services but also well received by patients, who accepted to be screened and, furthermore, the large majority sought mental health care following the recommendation implemented as part of the project. The results of the screening and health seeking are aligned with the available evidence, which affirms that short-term training with ongoing monitoring and supervision of nonspecialist health workers can improve “confidence, detection, treatment, as well as treatment adherence of individuals with mental disorders” [42]. A relevant component of the intervention was the screening app, which proved to be a successful tool to optimize the detection and referral processes, as well as to monitor its implementation. The benefits of technology to simplify and shorten procedures within the health system have been extensively reported [26-32].
were not constant over time, thus calling for ongoing monitoring of these efforts in the future.

The accuracy of the screening was challenged by the ambiguity of some items of the psychosis subsection of the SRQ, the 28-item version recommended by the Ministry of Health. Despite its evidenced ease of use, patients found some of the items difficult to understand and thus, complicated PHCP’s scoring when administering the test. This difficulty to understand the questions probably explains the unexpected number of patients testing positive for psychotic symptoms, by answering yes to any of the four psychosis questions (e.g., Do you feel you can do things that others cannot do, or that you are a particularly important person?), which indicates a positive case. This highlights the importance of improving the cultural validation of screening tools [41], as well as the importance of continuous training to improve the abilities of PHCPs to formulate the questions and to assess whether the answer provided by the patients matches the symptom described in the question.

In this project, the implementation of the screening revealed that an important proportion of patients regularly attending PHC services to treat a physical condition concomitantly have psychological symptoms that are probably ignored during their consultations. This prevalence, combined with a regular attendance of patients and a closer patient-provider relationship, confirms that performing the screening in PHC is an opportunity for an early detection and opportune referral of patients in need of care [41] An example of the potential benefits of a good screening in primary care is provided by a review of 40 international studies that show that, on average, 3 of 4 suicide victims had contact with a PHCP within the year of suicide, and 45% had it the month before [46].

Existing guidelines recommend screening the general adult population for depression [47,48]. One main goal of our study, besides the introduction of a screening into PHCP’s routines, was to increase access to mental health treatment. Remarkably, the referral process had better results than expected. Out of 10 patients, 7 actively sought specialized care, and 5 obtained a consultation with a mental health specialist, thus showing promising results for this type of intervention. Our results contrast sharply with existing practices in Lima, where only 32.8% of those who need mental health treatment report accessing it [49], and with studies in African and European hospitals, where only between 2% and 20% of users with mental disorders actually accessed a specialized consultation [50-52]. Two elements explain this success. First, PHCPs provided opportunite advice to positive cases and made a substantial effort to guarantee specialized consultations on the same day of the screening for some of their patients. Second, SMS text messages were highly valued by participants who received them before seeking specialized care, translating into an inexpensive way to reaffirm the advice given by the PHCP.

Yet, several health system barriers remain in place: insufficient information about mental health services and costs, limited time to have an appointment, and scarce availability of mental health specialists, among others, which align with local studies’ findings [53-58], as well as our own during the formative study.

Implications for Public Health

One of the most significant strengths of the Allillanchu Project was its development and testing through a rigorous multiphase design, set within the current organization of the Peruvian health system, and aligned with the national mental health reform [59]. This is positive in terms of sustainability of the innovation, allowing us to propose context-specific solutions to real-world conditions.

Shifting the detection and referral of people suffering mental disorders to nonspecialized health providers seems to be the right path to alleviate an overburdened health system with scarce specialized resources. However, some conditions need to be improved to make it feasible and sustainable. First, the detection and referral have to be recognized by the public health system as part of the PHCP’s tasks, allocating and protecting time for this activity within regular consultations and including it in the patient’s clinical record. Second, to ensure the access of referred patients to appropriate treatment, key barriers need to be addressed: informing patients about the availability, time, and cost of services; expanding the hours of consultation; offering free essential mental health care; transferring evidence-based treatments to nonspecialized PHCPs; and increasing the number of mental health specialists. Some of these improvements are already set as goals of Peru’s mental health reform [35,59]. Third, it is essential to engage policy makers, health providers, mental health specialists, and users in the effort of integrating mental health care as part of the regular care, caring for potential concerns, and resistance to the innovations by each of these groups.

It is also important to adapt the detection and referral processes to the working dynamics of each service, which vary according to resources and workload. This adaptation may include, for example, for each service to define screening frequency or the prioritization of screening for a subgroup of patients at higher risk of mental disorders.

Training and supervision are both essential to sustain a task-shifting strategy. On the basis of the Allillanchu Project experience, training in mental disorders detection and management should be regularly provided to PHCPs, and it should focus on developing skills to manage high-risk patients, to guarantee a more accurate application of the screening tool, and to plan how to introduce the screening with each PHCP in his or her health service. Additionally, as some PHCPs reported being concerned about the impact their patients’ accounts had on them, it would be important to include self-care strategies in the training sessions. Considering the time constraints faced by PHCPs and the challenges with the SRQ’s psychosis items, it could be appropriate to consider using a shorter instrument focused on fewer disorders such as depression and anxiety because of their higher prevalence among the Peruvian population [49,54-57]. Additionally, exploring alternatives to tackle this issue in future studies, such as self-administered screening test for patients, may contribute to overcome these hurdles.

In terms of sustainability of the mHealth-based screening within the public health system, considering its potential to improve the health system’s efficiency, as well as its potential to
centralize patients’ information and articulate it with other technology-based health initiatives, for example, electronic health records, it would be advisable to begin to use the mHealth-based screening at a larger scale.

**Study’s Strengths and Limitations**

A major strength of our study was its design and implementation in real-world settings, through accommodating policy makers’ preferences, adapting to PHCPs and health services’ structures and organization, and creating links between patients who needed specialized care with available care. This strength was paired with the quasi-experimental study design of the implementation phase, which, through using a mixed-methods approach, revealed that no other external factors that could have simultaneously influenced the screening, referral, and access to treatment of participants at risk of developing mental disorders were in place.

Yet, some limitations are worth noticing. For example, the help-seeking responses and access to specialized mental health care, after screening, were self-reported by the patients during a follow-up interview. As we did not have access to the health system records, self-reported information was the best way to collect such information. Another limitation was that only a proportion of participants with a positive screening were eligible to report on perceived effects of the SMS text messages on their help-seeking behavior, largely because of many of them seeking and receiving care before the SMS text messages reached them. This unexpected “positive” result, though less beneficial to the assessment of the SMS text message component in terms of numbers of interviewees, reveals a very promising direction toward the efficacy of screening and referral within nonspecialized services.

**Conclusions**

The use of a screening app by nonspecialized PHCPs, supported by basic training and supervision, is a feasible procedure and confirms a high prevalence of undiagnosed psychological symptoms among regular users of PHC services. However, for it to be made a routine, the health system needs to formally accommodate it as a PHCP’s task and remove its major barriers, particularly time constraints and availability of specialized mental health personnel. To increase their usefulness and sustainability, the detection and referral of cases should be tailored to the workload, resources, and organization of each service. The early detection of psychological symptoms within a regular consultation, followed by adequate advice and motivation, can lead to an important proportion of patients to seek and access specialized care, thus optimizing the use of existing resources and reducing the treatment gap of mental disorders.
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Abstract

Background: One-third of Americans use social media websites as a source of health care information. Twitter, a microblogging site that allows users to place 280-character posts—or tweets—on the Web, is emerging as an important social media platform for health care. However, most guidelines on medical professionalism on social media are based on expert opinion.

Objective: This study sought to examine if provider Twitter profiles with educational tweets were viewed as more professional than profiles with personal tweets or a mixture of the two, and to determine the impact of provider gender on perceptions of professionalism in an academic obstetrics and gynecology clinic.

Methods: This study randomized obstetrics and gynecology patients at the University of Michigan Von Voigtlander Clinic to view one of six medical provider Twitter profiles, which differed in provider gender and the nature of tweets. Each participant answered 10 questions about their perception of the provider’s professionalism based on the Twitter profile content.

Results: The provider profiles with educational tweets alone received higher mean professionalism scores than profiles with personal tweets. Specifically, the female and male provider profiles with exclusively educational tweets had the highest and second highest overall mean professionalism ratings at 4.24 and 3.85, respectively. In addition, the female provider profiles received higher mean professionalism ratings than male provider profiles with the same content. The female profile with mixed content received a mean professionalism rating of 3.38 compared to 3.24 for the male mixed-content profile, and the female profile with only personal content received a mean professionalism rating of 3.68 compared to 2.68 for the exclusively personal male provider profile.

Conclusions: This study showed that in our obstetrics and gynecology clinic, patients perceived providers with educational profiles as more professional than those with a mixture of educational and personal tweets or only personal tweets. It also showed that our patient population perceived the female provider with educational tweets to be the most professional. This study will help inform the development of evidence-based guidelines for social media use in medicine as it adds to the growing body of literature examining professionalism and social media.

(J Med Internet Res 2018;20(3):e78) doi:10.2196/jmir.8056
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Introduction

Social media is a form of online communication, such as websites for social networking and microblogging, through which users can create online communities to share information, ideas, personal messages, and other content [1,2]. In a 2014 study, the Pew Research Center showed that 74% of Americans on the Internet use social media sites [3]. Furthermore, one-third of Americans use social media for health care discussions, according to a study by PricewaterhouseCoopers [4]. Facebook, a platform for users to share their stories and connect to other people, is the most popular site, with 1.04 billion daily users worldwide [5,6]. Other commonly used tools include YouTube, which is a social media platform that allows users to discover, watch, and share videos, and Twitter, a microblogging site that allows users to place 280-character posts—or tweets—on the Web [7,8]. YouTube has approximately one billion users worldwide, while Twitter has 320 million active users [7,8]. A Health Research Institute consumer survey showed that Facebook and YouTube are the most commonly used social media tools for consumers to view health-related information [4]. However, Twitter is emerging as one of the leading social media platforms for health care. It has shown significant growth, with 460,000 new accounts created on average per day [4]. Social media offers a number of opportunities for health care organizations and health care professionals. Twitter alone has been shown to have more than 140 different uses in health care [9] including disaster alerting and response, diabetes management, and drug safety [10]. On an individual level, 90% of physicians use social media for personal reasons and 67% use it professionally [11,12]. Thus, it serves as a way for health care providers to provide health education, connect with patients, and increase market share via a unique platform that allows information to be disseminated beyond the capabilities of traditional digital media—such as webpages—which makes it an attractive tool for organizations and individual professionals [13]. However, this capacity to reach a large audience also increases the likelihood of unknown users interacting with the site [13].

Many professional organizations such as the American Medical Association, the Federation for State Medical Boards, the American Board of Internal Medicine, the American College of Obstetricians and Gynecologists, and many individual health care organizations have developed guidelines to help health care organizations and providers create social media presences that discourage posting of inaccurate information, avoid damaging professional identities, preserve patient privacy and the provider-patient relationship, and avoid litigation [9]. However, the bulk of these guidelines are created based on expert opinion. Thus, there is a need for research into the evolution of professionalism in the digital era—also known as e-professionalism [14]. There are numerous papers discussing the issue of professionalism in social media. However, there is limited data on how a provider’s social media presence impacts a patient’s perception of that provider’s professionalism. A 2014 study by Jain and colleagues at the University of Michigan evaluated what medical students, doctors, and the public felt was unprofessional for medical students to post on Facebook [15]. The results showed that the public and faculty had lower thresholds for what was considered appropriate and that this was also related to how comfortable they would be with these students caring for them [15]. Interestingly, doctors, females, and older individuals were less permissive regarding the appropriateness of content [15]. Clyde and colleagues examined how a physician’s Facebook profile can impact a potential patient’s impression of that provider’s professionalism [16] and found that personal profiles containing healthy behavior were rated as most professional, followed by profiles with strictly professional content. Unhealthy personal profiles were rated as least professional [16]. In addition, profiles of female providers were rated more professional across all profile types [16].

However, data are lacking on the public’s perception of provider professionalism in the context of Twitter. There is also limited research on how obstetrics and gynecology patients and providers use social media and how that use relates to medical professionalism. Our study sought to help close this gap and inform the discussion on how health care providers should use social media. Specifically, we aimed to determine whether a provider Twitter profile with educational tweets was viewed as more professional than a Twitter profile with personal tweets or a mixture of the two, as determined by patients in an academic obstetrics and gynecology clinic. It also sought to determine whether these patients would perceive the Twitter profiles of female providers to be more professional than the Twitter profiles of male providers, regardless of the content of the profile.

Methods

Ethics

This study, including the introduction letter and survey instrument, was reviewed and determined exempt by the Medical School Institutional Review Board at the University of Michigan. A signed consent was not required, but each survey began with a letter explaining that this was a voluntary research study. This letter also explained how the participant’s confidentiality would be maintained, that participation would not affect their care, and that the participant could receive the study results at study completion if they wished. Finally, the letter also offered them the opportunity to be entered in a draw for one of five gift certificates valued at US $100. The contact information for those participants that entered the draw was kept separate from the survey to protect their confidentiality. Participants were able to withdraw by their own request at any time by simply not submitting the survey.

Eligibility Criteria and Study Setting

In July 2012, 200 surveys were distributed to women receiving care in the Obstetrics and Gynecology clinic at the University of Michigan Von Voigtlander Women’s Hospital in Ann Arbor, Michigan. In order to participate, patients had to be at least 18 years or older and able to read English.

Study Design

Patients were randomized to receive one of six different printed survey packets at the time of appointment check-in. Each survey packet included a letter describing the study, questions regarding
This provider seems like he/she would work to provide
quality of care, improving access to care, just distribution of
finite resources, scientific knowledge, maintaining trust by
managing conflicts of interest, and professional responsibilities
(boundary).

This provider seems like he/she knows how to maintain the
patient’s trust while balancing conflicting interests (trust).

This provider seems like he/she follows through on his/her
professional responsibilities (responsible).

### Statistical Analysis

In the Johnson study, there was a nonparametric correlation
between perceived credibility and whether a teacher posted
social or scholarly content [19]. Given the use of nonparametric
statistics in the Johnson study, the effect size for a power
analysis was difficult to estimate, but we conservatively
estimated a moderate effect according to Cohen (d=0.3). We
calculated a power of 80% with 87 participants [19]. Adding
gender and its interaction, a sample size of 100 gave a power
of 80% to detect an overall effect size of eta squared=0.105
[19]. We predicted that if there was an effect of professionalism
and gender in an interaction, and these together explained 10.5%
of the variance, we would find the effect 80 times out of 100
experiments [19]. The data was analyzed using analysis of
variance, with a P value of .05 considered to be statistically
significant. The data from all participants who submitted
answers to the professionalism section of the survey were
included in the analysis.

### Results

During the 4 weeks of survey collection, 200 surveys were
distributed and 134 were returned completed, giving a response
rate of 67%. We were unable to collect data about the patients
who opted not to complete the survey given how the packets
were distributed.

The demographics of the population surveyed reflected our
clinic’s overall population. In general, our patients are primarily
young, college-educated, married, non-Hispanic white women
(Table 1). The majority (127/134, 94.8%) of participants were
under age 50, three-quarters (99/134, 73.9%) identified as white,
two-thirds (87/134, 64.9%) were married, and the majority
(120/134, 89.6%) completed at least some college (Table 1).
With regard to annual household income, 34.3% (46/134) made
more than US $75,000 per year and 34.3% (46/134) made less
than US $50,000 per year.

With respect to social media use, 91.0% (122/134) of
participants used social media, with Facebook, blogs, and
Twitter being the most popular. However, only 20.9% (28/134)
of participants used social media for health care purposes. The
uses indicated by our participants included gaining knowledge
about conditions or treatments, support groups, sharing
experiences, and receiving or giving advice.

When examining the ratings of the 10 professionalism
statements (ie, skill, honesty, privacy, boundary, work to
improve, access, resource use, competent, trust, responsible),
we found a statistically significant difference for 6 of the 10
dimensions, including skill, work to improve, access, resource
use, competent, and responsible (Table 2).
Table 1. Demographics of study participants (N=134).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>99 (74)</td>
</tr>
<tr>
<td>Black</td>
<td>11 (8)</td>
</tr>
<tr>
<td>Asian</td>
<td>13 (10)</td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (4)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>5 (4)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>87 (65)</td>
</tr>
<tr>
<td>Single</td>
<td>39 (29)</td>
</tr>
<tr>
<td>Separated</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>52 (39)</td>
</tr>
<tr>
<td>30-49</td>
<td>75 (56)</td>
</tr>
<tr>
<td>50-64</td>
<td>9 (7)</td>
</tr>
<tr>
<td>≥65</td>
<td>3 (2)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Not a high school graduate</td>
<td>4 (3)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>10 (7)</td>
</tr>
<tr>
<td>Some college</td>
<td>120 (90)</td>
</tr>
</tbody>
</table>

Table 2. Survey results: mean ratings for professionalism statements by profile types. Ratings based on 7-point scale.

<table>
<thead>
<tr>
<th></th>
<th>Female, education (Ashlee)</th>
<th>Male, education (John)</th>
<th>Female, personal (Ashley)</th>
<th>Male, personal (Jahn)</th>
<th>Female, mixed (Ashleigh)</th>
<th>Male, mixed (Jon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skill</td>
<td>4.14</td>
<td>3.65</td>
<td>3.30</td>
<td>2.26</td>
<td>3.18</td>
<td>2.58</td>
</tr>
<tr>
<td>Honesty</td>
<td>4.05</td>
<td>3.47</td>
<td>3.96</td>
<td>2.91</td>
<td>3.71</td>
<td>3.53</td>
</tr>
<tr>
<td>Privacy</td>
<td>3.90</td>
<td>3.29</td>
<td>3.65</td>
<td>2.78</td>
<td>3.24</td>
<td>3.42</td>
</tr>
<tr>
<td>Boundary</td>
<td>4.10</td>
<td>3.65</td>
<td>3.91</td>
<td>2.65</td>
<td>3.06</td>
<td>3.26</td>
</tr>
<tr>
<td>Work to improve</td>
<td>4.40</td>
<td>4.59</td>
<td>3.57</td>
<td>2.50</td>
<td>3.65</td>
<td>3.16</td>
</tr>
<tr>
<td>Access</td>
<td>4.50</td>
<td>4.59</td>
<td>3.78</td>
<td>2.78</td>
<td>3.76</td>
<td>3.21</td>
</tr>
<tr>
<td>Resource use</td>
<td>4.45</td>
<td>3.94</td>
<td>3.78</td>
<td>2.74</td>
<td>3.88</td>
<td>3.28</td>
</tr>
<tr>
<td>Competent</td>
<td>4.29</td>
<td>3.82</td>
<td>3.65</td>
<td>2.48</td>
<td>3.29</td>
<td>3.82</td>
</tr>
<tr>
<td>Trust</td>
<td>4.15</td>
<td>3.59</td>
<td>3.57</td>
<td>2.78</td>
<td>3.12</td>
<td>3.00</td>
</tr>
<tr>
<td>Responsible</td>
<td>4.45</td>
<td>3.88</td>
<td>3.61</td>
<td>2.87</td>
<td>2.94</td>
<td>3.11</td>
</tr>
</tbody>
</table>
In general, profiles with educational tweets received higher professionalism ratings compared to those with personal tweets (Table 2). Also, female providers received higher ratings than male providers with similar profiles (Table 2). Specifically, the study population rated the female provider with educational tweets (Ashlee Scott, MD) as more professional than the male provider with personal tweets (John Scott, MD) and the male provider with a mixture of educational and personal tweets (Jon Scott, MD) in each of these dimensions (Table 2). The female provider with educational tweets was also rated more responsible than the female provider with a mixture of educational and personal tweets (Ashleigh Scott, MD) (Table 2). Rating items were highly intercorrelated, suggesting that the ratings reflect the same construct or a set of highly related constructs. This intercorrelation justified computing a mean rating across items as an estimate of the participant’s perception of the physician’s overall quality. At 5% significance level, the data provide sufficient evidence to conclude that a difference exists between the mean rating among the six profiles (P=0.002). In addition, at a 5% significance level, the data provide sufficient evidence to conclude that mean ratings for the female educational Twitter profile were higher than those for the male personal profile (P=0.001) and the male mixed profile (P=0.03) (Figure 1).

In Figure 1, survey results: overall mean ratings by profile type.

The female provider profile with exclusively educational tweets had the highest professionalism rating at 4.24 and the second highest mean professionalism rating at 3.85 respectively. This is consistent with what would have been expected based on the traditional definition of medical professionalism. In keeping with this theory, the mean professionalism score among the male provider profiles decreased as the content of the profile became more personal in nature with the exclusively personal Twitter profile having the lowest professionalism score of 2.68. Among the female provider profiles, a slightly different pattern was seen. The purely educational Twitter profile had the highest professionalism rating. However, the female provider profile with the second highest mean professionalism rating was actually the provider profile with exclusively personal tweets at 3.68 rather than the mixed content Twitter profile at 3.83. This discrepancy may be driven by the fact that the patient population surveyed was all female and these patients may have identified more with the persona of the female provider with personal tweets, resulting in a higher professionalism score. This may also explain why the female provider profiles had
higher mean professionalism scores when compared to the male provider profiles with the same content.

**Limitations**

There were a number of limitations to this study. First, the study was conducted in an obstetrics and gynecology clinic and all of the study participants identified as female. This may have biased our finding that female providers were viewed as more professional since the patients may have identified more with providers of the same gender. Interestingly, Jain and colleagues studied medical student Facebook profiles and found that female participants tended to be less permissive regarding the appropriateness of profile content [15]. The Facebook-based professionalism study conducted by Clyde and colleagues also found that those surveyed viewed female providers as more professional and their study population included both female and male participants [16]. This suggests that more research is needed to determine why female gender alone creates a greater perception of professionalism. The majority of the participants in this study were under age 50 (95%), which limits the generalizability of these findings to an older population. However, Pew Research Center data suggest that Twitter use is less common in persons over age 50 [3]. Their data show that only 11% of Internet users over age 50 use Twitter, compared to 30% of Internet users under age 50 [3]. This suggests that in older populations, Twitter is less likely to be used for health-related information and provider selection. Finally, at the time of study design and implementation, there was no pre-existing measurement scale available for evaluation of perceptions of professionalism. Therefore, we developed our own survey instrument, which had not been validated in other studies. However, the ratings were highly intercorrelated, suggesting that the ratings reflect the same or a highly similar construct, which supports the instrument's validity. Since conducting our study, another scale to measure perceived professionalism was developed—the First Impressions of Medical Professionalism (FIMP) scale [16]. This creates an opportunity to confirm the findings of our study using a different instrument.

**Conclusion**

When patients view a provider’s profile on a social media platform, they do not necessarily discern between whether the provider’s profile is for personal or business use. In addition, it is difficult to control who may be able to view a given profile. Professionalism serves as the foundation of the patient-provider relationship. If it is eroded prior to the patient entering the clinic, due to a provider’s social media presence, this can have implications with regard to care. However, social media platforms also allow medical providers to interact and reach patients in a unique way, which may improve care. Given this delicate balance, it is important to expand the body of knowledge on medical professionalism in the context of social media. In an academic obstetrics and gynecology clinic, we found patients identifying as female perceived providers with purely educational Twitter feeds as more professional than those with mixed content or purely personal tweets. To our knowledge, this is the first study to look at the issue of patient-perceived professionalism among providers who tweet and the impact of provider gender on this perception. It provides a foundation for further research into how this technology impacts our ability to educate patients and each other.
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Abstract

Background: Research indicates expectant and new mothers use the Internet, specifically social media, to gain information and support during the transition to parenthood. Although parents regularly share information about and photos of their child or children on Facebook, researchers have neither explored the use of Facebook to share pregnancy-related information nor investigated factors that influence such sharing.

Objective: The aim of this study was to address a gap in the literature by exploring the use of Facebook by pregnant women. Specifically, the study examined the use of Facebook to share pregnancy-related information, as well as any association between prenatal attachment and the aforementioned aspects of sharing pregnancy-related information on Facebook.

Methods: Pregnant women who were at least 18 years of age were recruited for participation in the study through posts and paid advertisements on Facebook and posts to professional organization listservs. Individuals interested in participating were directed to a secure Web-based survey system where they completed the consent form and the survey that focused on their current pregnancy. Participants completed the Maternal Antenatal Attachment Scale and answered questions that assessed how often they shared pregnancy-related information on Facebook, who they shared it with, why they shared it, and what they shared.

Results: A total of 117 pregnant women completed the survey. Descriptive statistics indicated that the pregnancy announcement was most commonly shared (75/108, 69.4%), with most women sharing pregnancy-related information on Facebook less than monthly (52/116, 44.4%) with only family and friends (90/116, 77.6% and 91/116, 78.4%, respectively) and for the purpose of involving others or sharing the experience (62/107, 57.9%). Correlation and regression analyses showed that prenatal attachment, in general, was positively and significantly related to all aspects of sharing pregnancy-related information at the \(P < .05\) level, with the exception of sharing because of expectations. Quality of attachment, which involves the positive feelings the woman has about her unborn child, was significantly associated with sharing to involve others or share the pregnancy (\(t_{8,93}=2.654, P=.009\)). In contrast, after controlling for other variables, the strength or preoccupation component of prenatal attachment was significantly associated with frequency of sharing (\(t_{8,100}=2.554, P=.01\)), number of types of information shared (\(t_{8,97}=2.605, P=.01\)), number of groups with whom shared (\(t_{8,99}=3.467, P=.001\)), and sharing to get advice (\(\chi^2_{8}=5.339, P=.02\)).

Conclusions: Pregnant women in this study used Facebook for a variety of reasons, demonstrating the use of the social media platform during pregnancy for supportive and informational purposes. Overall, the results of this study are likely to be useful to professionals who are seeking alternative methods for providing intervention, information, and support to pregnant women via social media in our technology-driven society.

(J Med Internet Res 2018;20(3):e115) doi:10.2196/jmir.7753
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Introduction

Social Media Use and Parents

The transition to parenthood, which begins at pregnancy and continues through the postpartum period, has been altered from decades past by the introduction of new technologies. In particular, medical technologies have provided expectant parents with videos and pictures they can use to introduce their unborn child to others before the birth. Internet technologies have further shaped the transition toparenthood by providing means through which expectant and new parents can share information about their experiences and their unborn child or newborn with family, friends, and acquaintances. According to McDaniel et al, “new mothers appear to be immersed in new age media, such as blogging and social networking,” yet, “research on mothers’ media use is still in its infancy” [1].

The Pew Research Center began tracking the use of social media sites in 2005 [2]. At that time, 7% of the American population reported using social media. Just 10 years later, 60% of Americans reported they were users of social media sites [2]. Recent statistics indicate there are over 1.5 billion Facebook users [3], with parents comprising a significant portion of social media users in the United States. Of the various social media sites in existence, Facebook is the most common platform used by parents in the United States. In particular, Duggan et al [4] found that 74% of parents reported using Facebook, and Hicks and Brown [5] found that 85% of the pregnant women in their study checked Facebook at least once every day. Of the Facebook-using parents in the Duggan et al [4] study, 75% of parents reported that they logged on to Facebook daily, whereas only 12% reported weekly or less than weekly use of the site. Similarly, Bartholomew et al [6] found that daily Facebook use was common among new mothers. Additional research focusing on the transition to parenthood also shows that new parents use social media on a weekly basis [1].

The Internet, and subsequently social media, has changed the way in which we search for and gather information. In fact, according to Daniels and Wedler, “information seeking through the Internet has become one of the easiest ways to learn about health-related information” [7]. Given the multitude of health-related issues that arise during parenthood, it is not surprising that parents rely on the Internet to gather health-related, as well as parenting information [8]. Pregnant women are no exception when it comes to using the Internet for informational purposes. Research indicates that pregnant women use the Internet to gain reassurance about the normalcy of their pregnancy and symptoms [9] and to gather information about pregnancy, birth, and labor [10,11]. According to Asiodu and colleagues, “social media platforms appeared to be the preferred mechanism for obtaining important information during the antepartum and postpartum periods” for the first-time mothers interviewed in their study [12], with the practice declining during the postpartum period.

Social media also serves a supportive function for expectant and new parents. Duggan et al [4] found that 42% of parents in their study received emotional or social support related to their parenting role through social media. Such support could be gained through online interactions and exchanges with friends and family on social media sites [13] and through membership in social media groups (ie, groups for new mothers). In particular, Tomfohrde and Reinke [8] found that social media fulfilled a supportive function for breastfeeding mothers, whereas new parents in the Thoren et al [14] study reported receiving support through an online support group for premature infants. The tendency of parents to share parenting challenges on Facebook is supported by the finding that social media users were more likely than those who did not use the social media sites to be “aware of stressful events in the lives of their close friends and more distant acquaintances” [15].

Finally, social media appears to facilitate bonding and connections for expectant and new parents [6]. Specifically, Lupton [10] reported that social media provided pregnant women with a sense of connection with their peers, as well as with their own unborn child. The practice of posting status updates and photos on social media appears to play a role in establishing and maintaining connections with others. Researchers have found that new parents shared images of their children on social media [1,10], with over two or three of the new parents in the Bartholomew et al [6] study posting photos of their children each month. In fact, parents in one study reported that posting pictures and comments about their children was their most common social media activity [16]. Prenatal ultrasound technology provides images, “baby’s first picture” [17], that can be shared prenatally by expectant parents, and research indicates that pregnant women share the ultrasound images to facilitate bonding and to involve others in their pregnancy [18]. Saetnan identified ultrasound technology as a “family-building technology,” noting its ability to involve others in the pregnancy, foster supportive interactions, and initiate “thinking about the baby as a family member” before birth [19]. Facebook and other social media platforms provide additional opportunities for expectant parents to share the technologically produced ultrasound images for these purposes, thus augmenting the notion of “family-building technology” to include social media. In fact, Johnson suggested that “Facebook may be one of the social communities in which women and their partners first announce their pregnancy and where they share ultrasound images, their experiences during pregnancy as well as their excitement at the impending arrival of their baby” [20].

Parental use of social media sites appears to vary by pregnancy status, gender, and age of the parent. In particular, women pregnant for the first time are more likely to use social media than multiparous women [21]. As is the case with social media use in general [2], younger parents (younger than 40 years) are more likely to use social media [22] and Facebook [4] than older parents. There are also gender differences in terms of which social media site is being used by parents, with mothers using Facebook significantly more than fathers for support (80% mothers, 65% fathers) and informational purposes (83% mothers, 74% fathers) [4]. Recently, Bartholomew et al [6] explored Facebook use during the postpartum period in relation to the parenting role, finding that new mothers were more likely than new fathers to utilize the social networking site.
Prenatal Attachment

As the earliest conceptualization, the definition of prenatal attachment has evolved from encompassing maternal behaviors indicative of the mother’s affiliation toward and interaction with her unborn child [23], to later becoming a multidimensional construct that also involves expectant parents’ thoughts and fantasies about the fetus [24]. Doan and Zimmerman [25,26] further conceptualized prenatal attachment as involving multiple components—behavioral, cognitive, and affective. More recently, Krisjanous et al defined prenatal attachment as “the emotional attachment made up of feelings of affiliation and affection by the mother to the developing baby, which indicates positive acceptance and acknowledgment that the pregnancy is producing a person in their own right” [27].

Most relevant to this study, Condon and Corkindale [28] conceptualized prenatal maternal attachment as “a desire for knowledge about the fetus, pleasure in interaction with the fetus (both in fantasy and reality), and a desire to protect the unborn baby and his/her own needs, even at the expense of the mother’s own” [28]. More specifically, they conceptualized it as comprising two components—the quality of the pregnant woman’s attachment to and her preoccupation with her unborn child. The quality of prenatal attachment involves the pregnant woman’s positive feelings for and clear images of her unborn child, whereas the preoccupation component involves the strength of the pregnant woman’s attachment to her unborn child. According to Condon and Corkindale [28], the strength of her attachment is manifested through such processes as time spent thinking and talking about the unborn child and attempts to engage in behaviors that are healthy and protective of her unborn child.

Despite the various conceptualizations of the construct, research consistently indicates that prenatal attachment increases over the course of the pregnancy [29,30], with moderate stability carrying into toddlerhood [31]. Multiple factors have been investigated in relation to prenatal attachment, with research indicating that prenatal attachment is higher among women who are pregnant for the first time [32] and those who are involved in a supportive couple relationship [33,34]. In addition, certainty about fetal sex [29], quickening, and prenatal technology [35-38] have also been associated with maternal prenatal attachment.

Although parent-child attachment, during the postpartum period and later, typically receives more attention from researchers and interventionists, research has highlighted the importance of attachment during the prenatal period. In particular, researchers [33] found a positive association between maternal-fetal attachment and engagement in self-care behaviors and positive health practices during pregnancy. Furthermore, prenatal attachment also appears to be associated with cigarette smoking, a behavior that poses serious risks to the pregnancy and newborn [39]. Specifically, researchers found a negative correlation between maternal prenatal attachment and the number of cigarettes smoked by the woman during the pregnancy [40], as well as higher presence of particular elements of prenatal attachment among women who quit smoking during pregnancy versus those who did not [41]. Similarly, Ross [42] found a negative correlation between prenatal attachment and alcohol consumption during pregnancy. Overall, the research indicates that prenatal attachment is negatively associated with harmful maternal behaviors and positively associated with behaviors that are more optimal during pregnancy. It is then not surprising that prenatal attachment has also been associated with negative neonatal outcomes such as low birth weight [33,43].

This Study

Although the associations between prenatal attachment and maternal behaviors during pregnancy have been investigated, the role of prenatal attachment in the mother’s representation of her unborn child to others has not been investigated. Furthermore, despite the importance of Facebook in parents’ lives, research on expectant parents’ use of Facebook to share pregnancy-related information is lacking. More specifically, to date, researchers have not investigated a potential relationship between prenatal maternal attachment and pregnancy-related posts on social media. On the basis of the findings of previous research and the components of attachment, as identified by Condon and Corkindale [28], it seems plausible that a relationship does exist between prenatal attachment and social media posts about one’s pregnancy and unborn child. In terms of the strength (preoccupation) component of prenatal attachment, one may assume that pregnant women who are more attached to their unborn child would post about their pregnancy and unborn child more frequently to Facebook than those who are less attached to their unborn child, as they are spending more time thinking about their unborn child. In addition, the avoidance of harmful behaviors, an additional aspect of the strength component of prenatal attachment, may embolden a pregnant woman to seek advice and support regarding her pregnancy and unborn child’s health from others on social media. Finally, a pregnant woman who has clearer images of and more positive feelings about her unborn child, both indicators of the quality of prenatal attachment, would likely be more compelled to post about her pregnancy and unborn child in attempts to involve others in her pregnancy (to share in her excitement) and to introduce her unborn child as a member of the family. Taken together, therefore, it is hypothesized that pregnant women utilize social media, specifically Facebook, to share pregnancy-related information with others and that such sharing is related to the pregnant woman’s prenatal attachment toward her unborn child.

Specifically, the study examined the use of Facebook to share information about pregnancy among pregnant women, as well as any association between prenatal attachment and sharing pregnancy-related information on Facebook. The following research questions (RQs) were explored in the study:

- **RQ1.** What pregnancy-related information are pregnant women sharing on Facebook?
- **RQ2.** With whom are they sharing pregnancy-related information on Facebook?
- **RQ3.** How often do they share pregnancy-related information on Facebook?
- **RQ4.** Why do they share pregnancy-related information on Facebook?
In addition, the following hypotheses (Hs) were tested in the study:

- **H1.** Prenatal attachment will be associated with frequency of sharing pregnancy-related information on Facebook.
- **H2.** Prenatal attachment will be associated with how many types of pregnancy-related information are shared on Facebook.
- **H3.** Prenatal attachment will be associated with the number of groups with whom pregnancy-related information is shared on Facebook.
- **H4.** Prenatal attachment will be associated with the reasons for sharing pregnancy-related information on Facebook.

## Methods

### Recruitment

Upon receiving Human Subject Approval, pregnant women who were at least 18 years of age were recruited for participation in the study through posts to the researcher’s personal and research Facebook pages that were subsequently shared by others, paid advertisements on Facebook that were targeted to pregnancy-related groups and pages, and posts to listservs of the researcher’s national professional organization. Individuals interested in participating were directed through the announcement to the secure Web-based survey system utilized by the university where they completed the consent form and the survey. In addition to the consent form, the survey consisted of one page of demographic questions, one page of questions assessing the use of Facebook to share pregnancy-related information, and one page of questions comprising the attachment scale for a total of 41 questions. To facilitate completion and expedite movement through the survey, question condition settings were included to automatically skip questions that were not relevant to participants. Due to university human subject stipulations, participants were allowed to exit the survey at any time and skip any questions in the survey with the exception of indicating their consent, or lack thereof, to participate on the consent form. Participants were instructed to complete the survey with their current pregnancy as the focus of their answers. The survey was open and set for single response submission, without the capability to update responses after submission; although, participants were able to return to previous questions before submission.

Before data collection, the Web-based survey was pilot tested by four women known to the researcher—two of whom were pregnant and two who had recently given birth. Issues with survey formatting and word choice were resolved based on feedback provided from the pilot participants. In addition, the pilot participants provided the researcher with information concerning the time required for survey completion, which was subsequently used for the time-to-complete estimate provided on the consent form.

### Measures

#### Dependent Variables

- Frequency of sharing information, types of information shared, with whom information was shared, and reasons for sharing information were the dependent variables in this study. Each was measured with closed-ended questions on the survey.

#### Frequency of Sharing Information

Participants indicated how often they posted pregnancy-related information to Facebook during the current pregnancy by choosing one of the following options: (1) less than once per month, (2) once per month, (3) a few times per month, (4) once per week, (5) a few times per week, (6) once per day, or (7) more than once per day. The options were developed by the researcher using categories from the Bartholomew et al [6] study as a framework. A higher number represented more frequent sharing of pregnancy-related information on Facebook.

#### Types of Information Shared

Participants indicated which of the following types of pregnancy-related information they had shared on Facebook during their current pregnancy by indicating “yes” or “no” for each type: (1) announcement of their pregnancy, (2) ultrasound pictures or videos of their unborn child, (3) announcement of their unborn child’s sex, (4) information about their pregnancy symptoms, (5) information about their preparation for the baby, (6) information about medical appointments, (7) information about the progression of the pregnancy, (8) information about pregnancy complications, and (9) information about the birth plans. These categories were developed by the researcher based on the researcher’s previous research with expectant parents and personal correspondence with pregnant women about the types of pregnancy-related information they shared with others. Each item was coded, with a 1 indicating the participant shared the information and 0 indicating the participant did not share the information on Facebook. Scores on the nine items were summed, with a higher score indicating the sharing of more types of pregnancy-related information on Facebook.

#### Whom Shared With

Participants indicated which of the following groups they shared pregnancy-related information with on Facebook: (1) only family, (2) only friends, (3) only friends and family, or (4) public (no restrictions on who could see the information). These categories were developed by the researcher, with the privacy settings available to Facebook users (public, friends, and customize) serving as the initial framework for the categories. A “yes” response to each category was coded as 1 and a “no” response coded as 0. Scores for the four groups were summed to gain a whom shared with score (ranging from 0-4), with a higher number indicating more groups with whom the information was shared.

#### Reasons for Sharing

Participants indicated the reasons they posted pregnancy-related information to Facebook by indicating which of the following options applied to them: (1) to share excitement, (2) to document pregnancy, (3) to get advice, (4) to involve others in the pregnancy, (5) to issue a prayer request, and (6) others expected them to share it. The response options were developed by the researcher, utilizing reasons cited in literature and from personal correspondence with pregnant women. A response of “yes” for an item was coded as 1, whereas a “no” response was coded as 0. Subsequent factor analysis was performed on the six reasons
for sharing information, with the following four categories of reasons identified: (1) getting advice, (2) issue prayer request, (3) involve others or share experience, and (4) expected to.

Independent Variables
Prenatal attachment served as the independent variable in the study. In addition, demographic variables were treated as controls in the analyses.

Prenatal Attachment
Prenatal attachment was assessed with the 19-item Maternal Antenatal Attachment Scale (MAAS) [28,44]. The MAAS consists of two subscales. The first subscale, which is comprised of 10 items, assesses the pregnant woman’s quality of attachment to the unborn child (ie, her positive feelings about the unborn child and clear mental images of the unborn child), whereas the second 8 item preoccupation subscale assesses the strength of the pregnant woman’s attachment with her unborn baby (eg, the amount of time she thought about the unborn baby and protective behaviors). Examples of questions from the quality subscale are “Over the past two weeks when I think about the baby inside me I get feelings which are (very sad, moderately sad, a mixture of happiness and sadness, moderately happy, very happy)” and “The picture in my mind of what the baby at this stage actually looks like inside the womb is (very clear, fairly clear, fairly vague, very vague, I have no idea at all).” Items from the preoccupation subscale include “Over the past two weeks I have had dreams about the pregnancy or baby (not at all, occasionally, frequently, very frequently, almost every night)” and “Over the past two weeks I have taken care with what I eat to make sure the baby gets a good diet (not at all, once or twice when I ate, occasionally when I ate, quite often when I ate, every time I ate).” Per the instrument guidelines, one question (“Over the past two weeks I have felt that the baby inside me is dependent on me for its well-being”) was included in the overall attachment score, but not in either of the subscales. Participants indicated their level of agreement with each statement on a 5-point Likert scale, with a total computed for the full scale and each subscale, and higher totals indicating greater prenatal attachment.

Control Variables
Participants provided the following information: (1) age (5 categories), (2) parity status (first pregnancy vs not first pregnancy), (3) knowledge of fetal sex (yes or no), (4) weeks currently pregnant (6 categories), and (5) planned pregnancy (yes, no). Specific categories for the control variables that appeared on the survey are listed in Table 1.

Statistical Analysis
Statistical Package for the Social Sciences (SPSS) version 23 (IBM Corp) was used for all analyses. Descriptive statistics were used to analyze the data for research questions 1 to 4. Correlations (Pearson, Spearman rho) were used to test hypotheses 1 to 4, with multiple and binomial logistic regression used to test for associations between the independent and dependent variables when controlling for the other variables and demographic variables (participant’s age, first pregnancy status, knowledge of fetal sex, number of weeks pregnant, and planning of the pregnancy). Only the attachment subscales (preoccupation and quality), and not the overall prenatal attachment scores, were included in the regression analyses to reduce multicollinearity between the overall scale and subscale scores.

Results

Participant Characteristics
There were 5395 clicks on the survey link during the 7-month data collection period. From those clicks, 218 individuals consented to participate in the study, and a total of 117 pregnant women completed the Web-based survey. The sample was predominately white (90/109, 82.6%), married (85/110, 77.3%), college educated (74/113, 65.5%), and in the age range of 26 to 29 years (42/114, 36.8%). In addition, almost half of the women were pregnant for the first time (56/113, 49.6%), most of the pregnancies were planned (76/113, 67.3%), and the most common category for weeks pregnant was 27 to 33 weeks (46/113, 40.7%). See Table 1.

The mean on the overall attachment scale was 75.68 (SD 7.655; range: 49-88.70). The mean on the preoccupation (strength) subscale was 28.66 (SD 4.967; range: 15-38.70), and the mean for the quality subscale was 42.38 (SD 3.569; range: 20.41-47).

Research Questions
Research Question 1
The most common type of information shared on Facebook was the pregnancy announcement (75/108, 69.4%), followed by sharing pregnancy progress (57/110, 51.8%), and announcing the fetus’ sex (55/111, 49.5%). The least common type of information shared was birth plans (7/116, 6.0%). See Table 2 for more complete results.

Research Question 2
Friends and family were the most common recipients of the pregnancy-related information posted to Facebook. Over 75% of the women shared information with friends (91/116, 78.4%) and family (90/116, 77.6%). The women were less likely to share with individuals they did not know personally (Table 2).

Research Question 3
The majority of the participants posted pregnancy-related information relatively infrequently, with 44.4% (52/117) indicating they posted information related to their current pregnancy less than once per month, followed by sharing a few times per month (18.8%, 22/117). A smaller percentage of women shared information a few times per week, with even fewer sharing pregnancy-related information on a daily basis (Table 2).

Research Question 4
When considering all six of the reasons for sharing, the most common reason was to share the excitement of the pregnancy with others (57.9%, 62/107), followed by the desire to document the pregnancy (31.3%, 35/112), and get advice (28.9%, 33/114). The least common reason for sharing was feeling pressured by others to share the information (Table 2), indicating that most of the women voluntarily shared the information with others.
<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
</tr>
<tr>
<td>18-21</td>
<td>12 (10.7)</td>
</tr>
<tr>
<td>22-25</td>
<td>19 (16.7)</td>
</tr>
<tr>
<td>26-29</td>
<td>42 (36.8)</td>
</tr>
<tr>
<td>30-33</td>
<td>29 (25.4)</td>
</tr>
<tr>
<td>34-39</td>
<td>9 (7.9)</td>
</tr>
<tr>
<td>40-44</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>≥45</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>90 (82.6)</td>
</tr>
<tr>
<td>Black</td>
<td>8 (7.3)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>4 (3.7)</td>
</tr>
<tr>
<td>Native American</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>5 (4.6)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td><strong>Annual income (USD)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>25 (22.7)</td>
</tr>
<tr>
<td>30,000-49,999</td>
<td>17 (15.5)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>20 (18.2)</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>18 (16.4)</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>30 (27.2)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>High school or general equivalency diploma</td>
<td>14 (12.4)</td>
</tr>
<tr>
<td>Some college or vocational training</td>
<td>22 (19.5)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>37 (32.7)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>23 (20.4)</td>
</tr>
<tr>
<td>Doctorate degree</td>
<td>11 (9.7)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single, never married</td>
<td>19 (17.3)</td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Separated</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Married</td>
<td>85 (77.3)</td>
</tr>
<tr>
<td><strong>Weeks pregnant</strong></td>
<td></td>
</tr>
<tr>
<td>Under 13 weeks</td>
<td>5 (4.4)</td>
</tr>
<tr>
<td>13 to 19 weeks</td>
<td>16 (14.2)</td>
</tr>
<tr>
<td>20 to 26 weeks</td>
<td>16 (14.2)</td>
</tr>
<tr>
<td>27 to 33 weeks</td>
<td>46 (40.7)</td>
</tr>
<tr>
<td>34 to 40 weeks</td>
<td>29 (25.7)</td>
</tr>
<tr>
<td>Over 40 weeks</td>
<td>1 (0.9)</td>
</tr>
</tbody>
</table>
Table 2. Sharing pregnancy-related information.

<table>
<thead>
<tr>
<th>Category of sharing behavior</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of information shared</strong></td>
<td></td>
</tr>
<tr>
<td>Pregnancy announcement</td>
<td>75 (69.4)</td>
</tr>
<tr>
<td>Pregnancy progress</td>
<td>57 (51.8)</td>
</tr>
<tr>
<td>Sex of fetus</td>
<td>55 (49.5)</td>
</tr>
<tr>
<td>Ultrasound pictures</td>
<td>46 (39.3)</td>
</tr>
<tr>
<td>Pregnancy symptoms</td>
<td>36 (32.1)</td>
</tr>
<tr>
<td>Preparation for baby</td>
<td>33 (29.2)</td>
</tr>
<tr>
<td>Medical appointments</td>
<td>17 (15.0)</td>
</tr>
<tr>
<td>Pregnancy complications</td>
<td>14 (12.2)</td>
</tr>
<tr>
<td>Birth plans</td>
<td>7 (6.0)</td>
</tr>
<tr>
<td><strong>With whom shared</strong></td>
<td></td>
</tr>
<tr>
<td>Friends</td>
<td>91 (78.4)</td>
</tr>
<tr>
<td>Family</td>
<td>90 (77.6)</td>
</tr>
<tr>
<td>Friends of friends</td>
<td>15 (12.9)</td>
</tr>
<tr>
<td>Everyone</td>
<td>7 (6.0)</td>
</tr>
<tr>
<td><strong>Frequency shared</strong></td>
<td></td>
</tr>
<tr>
<td>Less than monthly</td>
<td>52 (44.4)</td>
</tr>
<tr>
<td>Once per month</td>
<td>11 (9.4)</td>
</tr>
<tr>
<td>Few times per month</td>
<td>22 (18.8)</td>
</tr>
<tr>
<td>Once per week</td>
<td>8 (6.8)</td>
</tr>
<tr>
<td>Few times per week</td>
<td>16 (13.7)</td>
</tr>
<tr>
<td>Once per day</td>
<td>6 (5.1)</td>
</tr>
<tr>
<td>More than once each day</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td><strong>Reasons for sharing</strong></td>
<td></td>
</tr>
<tr>
<td>Share excitement</td>
<td>62 (57.9)</td>
</tr>
<tr>
<td>Document pregnancy</td>
<td>35 (31.3)</td>
</tr>
<tr>
<td>Get advice</td>
<td>33 (28.9)</td>
</tr>
<tr>
<td>Involve others</td>
<td>19 (17.0)</td>
</tr>
<tr>
<td>Issue prayer request</td>
<td>18 (15.9)</td>
</tr>
<tr>
<td>Others expected it</td>
<td>9 (7.8)</td>
</tr>
</tbody>
</table>

Hypotheses

**Hypothesis 1**

Results of Pearson’s correlations indicated that overall prenatal attachment and the quality and preoccupation subscales were positively and significantly associated with frequency of sharing (Table 3). Participants who reported higher overall prenatal attachment were more preoccupied with their unborn child and had more positive feelings about their unborn child shared information about their current pregnancy more frequently on Facebook.

Using the enter method of multiple regression, the control variables and quality and preoccupation subscale scores were entered in the equation. Results indicated that the age of participants was found to be a significant predictor, and the preoccupation subscale retained significance after controlling for other variables (Table 4). However, the quality subscale of attachment was no longer a significant predictor of frequency of sharing information. Participants who were younger and more preoccupied with their unborn baby shared pregnancy-related information more frequently on Facebook. Therefore, H1 was partially supported as the preoccupation subscale of attachment was found to be significantly associated with frequency of sharing pregnancy-related information on Facebook after controlling for other variables.

**Hypothesis 2**

Overall, prenatal attachment and the two subscales (preoccupation and quality) were significantly associated with
sharing more types of pregnancy-related information on Facebook (Table 3). Specifically, participants who reported higher overall prenatal attachment, higher quality attachment, and more preoccupation with their unborn child shared more types of pregnancy-related information on Facebook.

The enter method of multiple regression was used to test the associations after controlling for other variables. Results indicated that the preoccupation subscale, age, and weeks pregnant were significant contributors to the model, with those who were more preoccupied with their unborn child, younger, and further along in their pregnancies sharing more types of information (Table 5). The quality of attachment was no longer significant after controlling for the influence of other variables. Therefore, H2 was partially supported with the preoccupation subscale of attachment being significantly and positively related to the total types of pregnancy-related information shared on Facebook.

**Hypothesis 3**

Analysis with Pearson correlation revealed that overall prenatal attachment and the preoccupation subscale were significantly associated with sharing pregnancy-related information with more groups on Facebook (Table 3). Specifically, participants who reported higher overall prenatal attachment and were more preoccupied with their unborn baby shared pregnancy-related information with more groups of people on Facebook.

The enter method of multiple regression model was again used to test associations between prenatal attachment and number of groups with whom information was shared while controlling for other variables. Age and preoccupation with the unborn baby were significant contributors to the model (Table 6). H3 was partially supported in that participants who were more preoccupied with their unborn baby (a subscale of attachment) shared pregnancy-related information with significantly more groups of people on Facebook.

### Table 3. Correlations between independent and dependent variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Prenatal attachment</th>
<th>Preoccupation attachment subscale</th>
<th>Quality attachment subscale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency shared</td>
<td>.338&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.308&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.228&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Total types shared</td>
<td>.332&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.360&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.194&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Groups shared with</td>
<td>.248&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.338&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.050</td>
</tr>
<tr>
<td>Share pregnancy</td>
<td>.338&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.274&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.303&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Get advice</td>
<td>.236&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.277&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.091</td>
</tr>
<tr>
<td>Prayer request</td>
<td>.251&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.238&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.163</td>
</tr>
<tr>
<td>Expected to</td>
<td>−.135</td>
<td>−.096</td>
<td>−.177</td>
</tr>
</tbody>
</table>

<sup>a</sup>Correlation significant at the .01 level.

<sup>b</sup>Correlation significant at the .05 level.

### Table 4. Multiple regression results for hypothesis 1 (frequency of sharing; N=108; $R^2=.227$, $F_{8,100}=3.671$, and $P<.001$).

<table>
<thead>
<tr>
<th>Variable</th>
<th>B (SE)</th>
<th>Beta</th>
<th>$t$ value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.349 (2.366)</td>
<td>N/A</td>
<td>0.570</td>
<td>.57</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−.488 (0.149)</td>
<td>−.336</td>
<td>−3.286</td>
<td>.001</td>
</tr>
<tr>
<td>Number of children</td>
<td>.358 (0.230)</td>
<td>.194</td>
<td>1.556</td>
<td>.12</td>
</tr>
<tr>
<td>Fetal sex</td>
<td>−.428 (0.433)</td>
<td>−.105</td>
<td>−0.98</td>
<td>.32</td>
</tr>
<tr>
<td>Weeks pregnant</td>
<td>−.050 (0.079)</td>
<td>−.065</td>
<td>−0.625</td>
<td>.53</td>
</tr>
<tr>
<td>Planned pregnancy</td>
<td>.012 (0.350)</td>
<td>.003</td>
<td>0.035</td>
<td>.97</td>
</tr>
<tr>
<td>First pregnancy</td>
<td>.438 (0.416)</td>
<td>.131</td>
<td>1.055</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Predictors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preoccupation (attachment)</td>
<td>.090 (0.035)</td>
<td>.262</td>
<td>2.554</td>
<td>.01</td>
</tr>
<tr>
<td>Quality (attachment)</td>
<td>−.010 (0.054)</td>
<td>−.021</td>
<td>−0.185</td>
<td>.85</td>
</tr>
</tbody>
</table>

<sup>a</sup>Degrees of freedom for $t$ test values=8,100.
Table 5. Multiple regression results hypothesis 2 (number of types of information shared; N=105; \( R^2 = .314, F_{8,97} = 5.540, P < .001 \)).

<table>
<thead>
<tr>
<th>Variable</th>
<th>B (SE)</th>
<th>Beta</th>
<th>t value(^a)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-2.815 (3.308)</td>
<td>N/A</td>
<td>-0.851</td>
<td>.4</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.717 (0.208)</td>
<td>-.337</td>
<td>-3.454</td>
<td>.001</td>
</tr>
<tr>
<td>Number of children</td>
<td>.474 (0.322)</td>
<td>.174</td>
<td>1.471</td>
<td>.14</td>
</tr>
<tr>
<td>Fetal sex</td>
<td>-.735 (0.610)</td>
<td>-1.12</td>
<td>-1.206</td>
<td>.23</td>
</tr>
<tr>
<td>Weeks pregnant</td>
<td>.328 (0.111)</td>
<td>.291</td>
<td>2.940</td>
<td>.004</td>
</tr>
<tr>
<td>Planned pregnancy</td>
<td>.378 (0.500)</td>
<td>.072</td>
<td>0.756</td>
<td>.45</td>
</tr>
<tr>
<td>First pregnancy</td>
<td>.552 (0.581)</td>
<td>.112</td>
<td>0.949</td>
<td>.35</td>
</tr>
<tr>
<td><strong>Predictors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preoccupation (attachment)</td>
<td>.129 (0.050)</td>
<td>.254</td>
<td>2.605</td>
<td>.01</td>
</tr>
<tr>
<td>Quality (attachment)</td>
<td>.038 (0.076)</td>
<td>.053</td>
<td>0.498</td>
<td>.62</td>
</tr>
</tbody>
</table>

\(^a\)Degrees of freedom for t test values=8,97.

Table 6. Multiple regression hypothesis 3 (groups with whom information shared; N=107; \( R^2 = .252, F_{8,99} = 4.159, P < .001 \)).

<table>
<thead>
<tr>
<th>Variable</th>
<th>B (SE)</th>
<th>Beta</th>
<th>t value(^a)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.570 (2.344)</td>
<td>N/A</td>
<td>0.670</td>
<td>.51</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.348 (0.150)</td>
<td>-.233</td>
<td>-2.313</td>
<td>.02</td>
</tr>
<tr>
<td>Number of children</td>
<td>.137 (0.234)</td>
<td>.072</td>
<td>0.585</td>
<td>.56</td>
</tr>
<tr>
<td>Fetal sex</td>
<td>-.127 (0.442)</td>
<td>-.030</td>
<td>-0.287</td>
<td>.77</td>
</tr>
<tr>
<td>Weeks pregnant</td>
<td>-.052 (0.080)</td>
<td>-.066</td>
<td>-0.641</td>
<td>.52</td>
</tr>
<tr>
<td>Planned pregnancy</td>
<td>-.586 (0.355)</td>
<td>-.161</td>
<td>-1.649</td>
<td>.10</td>
</tr>
<tr>
<td>First pregnancy</td>
<td>.175 (0.421)</td>
<td>-.051</td>
<td>-0.415</td>
<td>.68</td>
</tr>
<tr>
<td><strong>Predictors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preoccupation (attachment)</td>
<td>.125 (0.036)</td>
<td>.350</td>
<td>3.467</td>
<td>.001</td>
</tr>
<tr>
<td>Quality (attachment)</td>
<td>-.016 (0.055)</td>
<td>-.032</td>
<td>-0.285</td>
<td>.77</td>
</tr>
</tbody>
</table>

\(^a\)Degrees of freedom for t test values=8,99.

**Hypothesis 4**

Pearson correlation results indicated that overall prenatal attachment and the preoccupation and quality of attachment subscales were significantly and positively associated with sharing information to involve others or share the pregnancy experience (Table 3). Results of the multiple regression analysis indicated that after controlling for the other variables, age, weeks pregnant, and quality of attachment were significantly associated with sharing to involve others (Table 7). The preoccupation subscale was no longer significant after controlling for the other variables. Participants who were younger, further along in their pregnancy, and reported higher quality of attachment were significantly more likely to share pregnancy-related information to involve others or share the pregnancy experience with others.

Spearman rho correlational analysis indicated that, overall, prenatal attachment and the preoccupation attachment subscale were significantly and positively associated with sharing to get advice from others (Table 3). Binomial logistic regression analysis indicated that after controlling for other variables, the preoccupation attachment subscale retained significance (Table 8), meaning that individuals who reported greater preoccupation with their unborn baby were significantly more likely to post pregnancy-related information to Facebook in order to get advice from others.

Results of Spearman rho analysis showed that overall prenatal attachment and the preoccupation attachment subscale were significantly, positively associated with sharing pregnancy-related information to issue a prayer request (Table 3). However, after controlling for other variables using binomial logistic regression, the model was not significant, \( \chi^2_{8} = 3.5, N=108, P=.90 \), nor were the independent or control variables. Thus, prenatal attachment was not significantly associated with sharing to issue a prayer request after controlling for other variables.
Table 7. Multiple regression results hypothesis 4 (sharing to involve or share experience; N=101; R²=.229, F₈,93=3.460, P=.002).

<table>
<thead>
<tr>
<th>Variable</th>
<th>B (SE)</th>
<th>Beta</th>
<th>t valueᵃ</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>−4.427 (1.998)</td>
<td>N/A</td>
<td>−2.216</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−.319 (0.126)</td>
<td>−.266</td>
<td>−2.533</td>
<td>.01</td>
</tr>
<tr>
<td>Number of children</td>
<td>.172 (0.192)</td>
<td>.114</td>
<td>0.896</td>
<td>.37</td>
</tr>
<tr>
<td>Fetal sex</td>
<td>−.037 (0.372)</td>
<td>−.011</td>
<td>−0.099</td>
<td>.92</td>
</tr>
<tr>
<td>Weeks pregnant</td>
<td>.146 (0.070)</td>
<td>.229</td>
<td>2.084</td>
<td>.04</td>
</tr>
<tr>
<td>Planned pregnancy</td>
<td>−.097 (0.297)</td>
<td>−.327</td>
<td>−0.327</td>
<td>.74</td>
</tr>
<tr>
<td>First pregnancy</td>
<td>.049 (0.350)</td>
<td>.139</td>
<td>0.139</td>
<td>.89</td>
</tr>
<tr>
<td><strong>Predictors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preoccupation (attachment)</td>
<td>.034 (0.030)</td>
<td>.119</td>
<td>1.132</td>
<td>.26</td>
</tr>
<tr>
<td>Quality (attachment)</td>
<td>.121 (0.046)</td>
<td>.304</td>
<td>2.654</td>
<td>.009</td>
</tr>
</tbody>
</table>

ᵃDegrees of freedom for t test values=8,93.

Table 8. Logistic regression results for hypothesis 4 (sharing to get advice; N=108; χ²₈=7.5, P=.48).

<table>
<thead>
<tr>
<th>Variable</th>
<th>B (SE)</th>
<th>Wald chi-squareᵃ</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>−2.439 (3.595)</td>
<td>0.5</td>
<td>.497</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−.325 (0.237)</td>
<td>1.9</td>
<td>.17</td>
</tr>
<tr>
<td>Number of children</td>
<td>−.135 (0.376)</td>
<td>0.1</td>
<td>.72</td>
</tr>
<tr>
<td>Fetal sex</td>
<td>−.404 (0.666)</td>
<td>0.4</td>
<td>.54</td>
</tr>
<tr>
<td>Weeks pregnant</td>
<td>.197 (0.130)</td>
<td>2.3</td>
<td>.13</td>
</tr>
<tr>
<td>Planned pregnancy</td>
<td>.504 (0.539)</td>
<td>0.9</td>
<td>.35</td>
</tr>
<tr>
<td>First pregnancy</td>
<td>.359 (0.654)</td>
<td>0.3</td>
<td>.497</td>
</tr>
<tr>
<td><strong>Predictors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preoccupation (attachment)</td>
<td>.138 (0.060)</td>
<td>5.3</td>
<td>.02</td>
</tr>
<tr>
<td>Quality (attachment)</td>
<td>−.056 (0.087)</td>
<td>0.4</td>
<td>.52</td>
</tr>
</tbody>
</table>

ᵃDegrees of freedom for Wald chi-square=8.

Finally, results of Spearman rho analysis indicated that none of the attachment scores were significantly associated with sharing because of the *expectations of others*. Therefore, the overall prenatal attachment score and the quality and preoccupation subscales were not significantly associated with sharing pregnancy-related information on Facebook to conform to others’ expectations to do so.

**Discussion**

**Principal Findings and Comparison With Prior Work**

The women who participated in the study reported sharing pregnancy-related information relatively infrequently on Facebook. In fact, the majority of the women reported sharing the information less than monthly, with less than 7% of the women sharing information on a daily basis. This finding contradicts that of previous research that indicated 75% of parents [4] and 85% of pregnant women [5] checked Facebook on a daily basis. However, this discrepancy in results may be because of the fact that this study did not explore the frequency of general Facebook use (ie, using Facebook for purposes other than sharing pregnancy-related information). Instead, the participants were asked only how frequently they shared pregnancy-related information. Therefore, it may be the case that the participants did log on to Facebook more frequently for general use than they did to post pregnancy-related information. Furthermore, it is likely that pregnancy-related information is shared on Facebook relatively infrequently because the salience of the information is infrequent. When there is something novel to post, pregnant women post it; however, such novel information is likely to be a one-time occurrence or relatively infrequent. In support of this explanation, two of the three most commonly shared types of information by women in this study reflected one-time occurrences (announcing the pregnancy and sharing the fetus’ sex).
The findings of this research also showed that the women voluntarily shared pregnancy-related information with a rather select group of individuals, namely their friends and family on Facebook. Overall, very few shared because of the expectations of others, and few shared with individuals they did not know (ie, friends of friends and everyone on Facebook). The most common reasons for sharing the information fit the overall category of sharing to involve others or share the excitement of the pregnancy. By sharing information about their pregnancy, unborn child, and preparations, they were providing others access to their pregnancy experience and enhancing connections with others during their pregnancy in their role as an expectant mother. Therefore, the findings appear to support researcher assertions that social media use facilitates connection for pregnant women [6,10], and Facebook specifically may provide new parents opportunities to maintain social ties during the transition to parenthood [6].

Aside from the aforementioned reasons, posting to gain advice from others was the third most common reason for sharing pregnancy-related information on Facebook, with one-third of the sample reporting this reason. This finding corresponds to previous research documenting the value of social media as an information-gathering tool [7] and the practice of pregnant women seeking information and advice through social media [9-11]. Unfortunately, the actual content of the women’s posts to Facebook was not investigated in this study, thus leaving the specific types of advice they were seeking unknown. However, given that pregnancy symptoms were shared by over one-third of the sample, it is possible that a portion of the advice they sought was related to the symptomology of pregnancy, as well as advice related to the other types of information shared by the women (ie, preparing for baby, complications, and birth plans).

The four types of pregnancy-related information most commonly shared on Facebook by the women in this study were the pregnancy announcement, information about the progression of the pregnancy, the sex of their unborn child, and ultrasound photos. In general, these findings support Johnson’s [20] assertion that Facebook provides expectant parents with opportunities to announce their pregnancy and share images of their unborn baby with others. In terms of specific findings, 69% of the pregnant women in this study reported they had announced their pregnancy via Facebook, whereas 39% reported they had shared an ultrasound image of their unborn child on Facebook. The latter finding coincides with previous research in which sharing comments and photos of one’s child or children was the most common activity carried out by parents on Facebook [16]. Although the percentage of pregnant women who shared an ultrasound image in this study is lower than that reported among new parents sharing photos in the Bartholomew et al [6] study, the difference may be because of a lack of access to a quality ultrasound image, whereas new parents typically accrue many photos of their newborn that are suitable and available for sharing. Given that the study participants did not report on their possession of ultrasound images, this explanation is merely speculative. However, the Bartholomew et al [6] finding that new parents reported uploading and posting more pictures of their child during the postpartum period than they did during the pregnancy lends support to this explanation.

In general, the findings regarding sharing pregnancy-related information on Facebook provide support for the family-building capabilities of technology. Although past research indicated that prenatal technology assisted with introducing an unborn child as a member of the family and building an identity for the unborn child in the family [17,19], our findings indicate that social media also serves as a family-building tool during the prenatal period. The pregnant women in this study voluntarily shared information about their pregnancy and preparations with others to facilitate involvement in the pregnancy experience and, most likely, to establish connections. In addition, the women shared specific information about their unborn child on Facebook, specifically the unborn child’s sex and ultrasound image. Thus, by way of sharing information, their unborn child could establish an identity before birth, as previously suggested by Johnson [20], among those who viewed the posts. In particular, the image could allow others to explore the child’s physical features for family resemblance, while information about the unborn child’s name, prenatal habits (ie, kicks), and sex could facilitate the development of the child’s role within the family [19] and speculations about his or her future personality, interests, and behaviors.

This is the first study to investigate the role of prenatal attachment with respect to pregnant women sharing information about their pregnancy on Facebook, with results indicating that prenatal attachment is positively related to sharing pregnancy-related information. To begin, results of correlational analyses showed that prenatal attachment, in general, was positively and significantly related to all aspects of sharing pregnancy-related information, with the exception of sharing because of expectations. Thus, pregnant women who were more attached to their unborn child were more likely to voluntarily post information related to their pregnancy or unborn child on Facebook. More specifically, before controlling for other variables, the preoccupation component of prenatal attachment was significantly and positively associated with all aspects of sharing, again with the exception of sharing because of others’ expectations. This finding makes intuitive sense. One would expect that a pregnant woman who possesses a stronger attachment to her unborn child, meaning she spends more time thinking about and has stronger feelings for her unborn child, would post more pregnancy-related information on Facebook than a pregnant woman who spends less time preoccupied with her unborn child.

These findings may also be interpreted in relation to the concept of maternal identity or, more specifically, maternal identity confirmation. According to Allen and Hawkins, maternal identity confirmation is the “desire for the external validation of the maternal role” [45]. Recently, this concept was investigated in relation to Facebook use among parents. Specifically, Schoppe et al [46] found positive relationships between maternal identity confirmation and aspects of Facebook activity. In particular, women who sought more confirmation of their maternal identity were more likely to post photos of their child and to use their child’s photo as their own profile picture on Facebook. Drawing on Schoppe et al’s findings, it may be that salience of one’s maternal identity played a role in the sharing of pregnancy-related information on Facebook in
this study. More specifically, pregnant women for whom the maternal identify was more salient may have posted more pregnancy-related information on Facebook to receive validation of their maternal role and affirmation “that they are doing motherhood (in this case, pregnancy) correctly and normatively” [46].

Overall, the findings of this study indicate that, when considering the two subscales of attachment used in this study, the strength, or preoccupation component, of prenatal attachment is associated with more aspects of sharing pregnancy-related information on Facebook than is the quality component of prenatal attachment. Before controlling for other variables in the regression analyses, the quality subscale was associated with three aspects of sharing, whereas the preoccupation subscale was associated with six aspects of sharing. More specifically, after controlling for other variables, quality of attachment, which involves the positive feelings the woman has about her unborn child, was significantly associated with only sharing to involve others or share the pregnancy. In contrast, the strength or preoccupation component of prenatal attachment was significantly associated with frequency of sharing, number of types of information shared, number of groups with whom information was shared, and sharing to get advice. The question arises, “Why is strength of prenatal attachment significantly related to these aspects of sharing when quality of the attachment is not?” Obviously, a causal influence cannot be determined by the methodology used in the study. However, the explanation may be as simple as women who are more preoccupied with their unborn child or pregnancy manifest that preoccupation by sharing more types of information about their pregnancy more frequently and with more people. In addition, their preoccupation may involve anxiety about the pregnancy or unborn child that, in turn, prompts them to seek advice, validation, or reassurance on Facebook. Research on adult attachment and Facebook activity may provide support for this explanation in that adults who are more anxious about their relationships (ie, anxiously attached) are more likely to post about and seek visibility of their romantic relationships on Facebook [47]. However, this evidence should be viewed with caution, given that adult attachment and prenatal attachment are different constructs, as the former focuses on the adult within romantic and intimate relationships [48], whereas the latter focuses on the adult’s thoughts, feelings, and behaviors toward or about their unborn child and hence not within the context of a bidirectional relationship. That said, although one may argue that the applicability of adult attachment research to this study is questionable, it does shed some light on the potential role of anxiety in posting of pregnancy-related information on Facebook, particularly in relation to the strength or preoccupation component of prenatal attachment.

Similarly, it may also be that the pregnant women who were more preoccupied with their unborn child possess a personality trait, or other characteristic, that played a role in their sharing behavior, as well as their tendency to be more preoccupied with their unborn child. Neuroticism, which involves anxiety and worry, is one such trait that may moderate the relationship between prenatal attachment and sharing of pregnancy-related information on Facebook. Although research on personality types and social media use during pregnancy is lacking, there is evidence to suggest that the personality trait of neuroticism is positively related to Facebook activity among adults [49,50]. With respect to parenting, although Schoppe-Sullivan et al [46] did not find significant relationships between personality types and frequency of Facebook activity among parents, they did find that parents who scored higher on neuroticism posted pictures of their child sooner after the child’s birth. Therefore, it could be that pregnant women who are also neurotic are more preoccupied about their unborn child and, in turn, use Facebook as a platform to solicit information, reassurance, and support. Future research is needed to refute or support this potential moderating effect.

Though not a specific focus of this research, findings related to the control variables are worthy of mention. Specifically, in the regression analyses, weeks pregnant and age were significantly associated with aspects of sharing pregnancy-related information on Facebook. Age was negatively and significantly associated with frequency of sharing, number of types of information shared, number of groups with whom information was shared, and sharing to involve others. These findings confirm prior research that indicated a negative correlation between Facebook use and age among the general population and parents [4,2]. Furthermore, weeks pregnant, another control variable in this study, was found to have a significant positive association with aspects of sharing pregnancy-related information on Facebook. Participants who were further along in their pregnancy shared more types of information and were more likely to share to involve others in the pregnancy. This finding is not surprising given that, as the pregnancy progresses, there are more opportunities and more types of pregnancy-related information to share (ie, more frequent appointments, preparations for birth, etc), and prenatal attachment has been shown to increase throughout gestation [29,30]. Another worthy explanation may involve Rothman’s [51] notion of the “tentative pregnancy” in which women suspended attachment and excitement about their pregnancy until they were assured of the viability and health of the fetus through prenatal testing. In particular, and of relevance to this study, the women interviewed by Rothman postponed announcing their pregnancy until they received the results of prenatal testing that confirmed the fetus’ health or their continuation of their pregnancy. More recently, Ross [52] asserted that the concept of “tentative pregnancy” could be extended to pregnancy in general, not only to instances of genetic testing. Thus, the women in this study may have delayed or suspended posting about their pregnancy until they were more assured of the health and viability of their pregnancy and unborn child. Given that our society perceives the first trimester as a period of risk and many discourage announcing a pregnancy during this period, it is worth noting the possibility that the “tentative pregnancy” may have played a role in the women’s posting behavior and, subsequently, the findings of this study. The women did not report when they posted about the pregnancy on Facebook; therefore, it is not possible to ascertain if this explanation is accurate or fitting of the women in this study. However, women in Ross’ research “engaged with the convention of keeping news of their pregnancy secret during its early stages” [52]. Therefore, it seems plausible that the women in this study succumbed to this practice as well.
Limitations and Suggestions for Future Research

Despite its contributions to existing literature, this study was not without limitations. To begin, the sample size was relatively small and homogenous with regard to demographic characteristics. This may have impacted the strength of the relationships between the variables, while also limiting the generalizability of the findings. Paid advertisements were posted to groups on Facebook, with target recipients representing diverse demographics. Yet, the sample was predominately white, married, and college educated. The Facebook posts advertising the study likely played a role in the homogenous sample characteristics, as individuals may have subsequently shared the post with friends and family who possessed similar demographic characteristics. In addition, the pregnant women who participated in the study were also a self-selected group who may have possessed a stronger interest in or deterrence to Facebook than the average pregnant woman. Future research would benefit from utilizing additional recruitment methods that are more enticing and accessible to a wider diversity of individuals. In particular, face-to-face and nonsocial media–related recruitment may reach a more diverse group of women. In addition, overall participation and survey completion may have been increased, resulting in a larger sample size, if an incentive had been offered to participants who completed the survey.

Aside from sample characteristics, there were additional limitations to this study which are worthy of note. As previously discussed, the women were not asked when they shared the pregnancy-related information, nor were they asked where they shared the information. Given that recruitment advertisements were posted to group pages that focused on pregnancy, one can assume that some portion of the sample participated in Facebook groups related to pregnancy. Although the women did indicate who they shared the information with, the categories were not specific enough to ascertain if the information they shared with friends or everyone was shared on group pages or on their own personal Facebook page or if Facebook group members fit within their definition of friends for survey purposes. It would be interesting to investigate if there are differences in terms of frequency, content, and rationale for posts of pregnancy-related information to one’s own page versus those to group pages. Such information would be useful to professionals as they seek to incorporate social media within their services for pregnant women.

Finally, the timing of data collection may represent a limitation of the study. Participants were required to reflect upon their use of Facebook during their pregnancy. Recall error may have occurred when reporting how often, what types, and reasons for sharing pregnancy-related information on Facebook. In fact, Moore and McElroy encouraged researchers to use “actual Facebook data where possible and rely on survey data for information that cannot be obtained objectively” [53]. In addition to analyzing actual Facebook posts, an alternative method would involve requiring participants to record their daily use of Facebook for sharing pregnancy-related information through a Web-based portal or mobile app. These methods would overcome the challenge of participants accurately reflecting on their posting of pregnancy-related information on Facebook.

Conclusions

The results of this study fill a gap in our knowledge about pregnant women’s use of Facebook to share information about their pregnancy, as well as the role of prenatal attachment in such sharing. The findings supplement previous research linking prenatal attachment to healthy behaviors and self-care by also showing a link between prenatal attachment and sharing information about one’s unborn child and pregnancy via social media. Although one certainly cannot endorse or encourage assessing prenatal attachment through Facebook posts, the results of this study are valuable in terms of the additional insight provided regarding associations between prenatal attachment and maternal behaviors.

Perhaps equally, or more, important to our existing knowledge are the descriptive findings of this study and their implications. The pregnant women in this study used Facebook to share pregnancy-related information for a variety of reasons, demonstrating the use of the social media platform during pregnancy for relational, supportive, and informational purposes. In particular, the findings support the suggestion of Bartholomew et al that “conceptions of new parents’ social support networks need to be expanded to include the online environment in addition to family, friends, and community members that new parents may see face to face” [6]. To maximize support networks, particularly for pregnant women who lack proximal support, professionals should be cognizant of the potential value of support garnered through social media. Finally, given that pregnant women in this study sought information and advice through Facebook, combined with the fact that an abundance of inaccurate information is available on the Internet and likely shared on social media, the current research further legitimizes a need for professionals to utilize Facebook and other social media platforms to dispense medically accurate information to pregnant women. In particular, support and information may be delivered by medical professionals through closed Facebook groups for patients to “join” [13], Facebook pages that patients “like” to receive medically accurate information and links to other credible sources [6], and Facebook Live sessions that allow pregnant women to interact with professionals in a “live question-and-answer online forum” [10]. Overall, the findings of this study lend merit to the use of Facebook by antenatal medical professionals and educators who are seeking alternative methods for providing information and fostering support among pregnant women via social media in our technology-driven society.
References


Abbreviations

H: hypothesis
RQ: research question
Review

Web 2.0 Tools in the Prevention of Curable Sexually Transmitted Diseases: Scoping Review

María Sanz-Lorente1*, RN, MS Clin Nutr; Carmina Wanden-Berghe2*, MD, PhD; Ramón Castejón-Bolea1*, MD, PhD; Javier Sanz-Valero1*, MPH, PhD

1Department of Public Health & History of Science, School of Medicine, University Miguel Hernandez of Elche, Alicante, Spain
2Foundation for the Promotion of Health and Biomedical Research from the Valencian Community, University General Hospital of Alicante, Alicante, Spain
*all authors contributed equally

Corresponding Author:
Javier Sanz-Valero, MPH, PhD
Department of Public Health & History of Science
School of Medicine
University Miguel Hernandez of Elche
Campus Sant Joan d'Alacant
Alicante,
Spain
Phone: 34 666 840 787
Email: jsanz@umh.es

Abstract

Background: The internet is now the primary source of information that young people use to get information on issues related to sex, contraception, and sexually transmitted infections.

Objective: The goal of the research was to review the scientific literature related to the use of Web 2.0 tools as opposed to other strategies in the prevention of curable sexually transmitted diseases (STDs).

Methods: A scoping review was performed on the documentation indexed in the bibliographic databases MEDLINE, Cochrane Library, Scopus, Cumulative Index to Nursing and Allied Health Literature, Web of Science, Literatura Latinoamericana y del Caribe en Ciencias de la Salud, PsycINFO, Educational Resources Information Center, the databases of Centro Superior de Investigaciones Científicas in Spain, and the Índice Bibliográfico Español de Ciencias de la Salud from the first available date according to the characteristics of each database until April 2017. The equation search was realized by means of the using of descriptors together with the consultation of the fields of title register and summary with free terms. Bibliographies of the selected papers were searched for additional articles.

Results: A total of 627 references were retrieved, of which 6 papers were selected after applying the inclusion and exclusion criteria. The STDs studied were chlamydia, gonorrhea, and syphilis. The Web 2.0 tools used were Facebook, Twitter, Instagram, and YouTube. The 6 papers used Web 2.0 in the promotion of STD detection.

Conclusions: Web 2.0 tools have demonstrated a positive effect on the promotion of prevention strategies for STDs and can help attract and link youth to campaigns related to sexual health. These tools can be combined with other interventions. In any case, Web 2.0 and especially Facebook have all the potential to become essential instruments for public health.

(J Med Internet Res 2018;20(3):e113) doi:10.2196/jmir.8871
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Introduction

General measures of health promotion and education are fundamental in the prevention of sexually transmitted diseases (STDs), especially favorable strategies for safe sex. Health education on the symptoms of these diseases, methods of transmission, prevention, diagnosis, and treatment are main measures of control [1].

STDs have profound effects on sexual and reproductive health worldwide and are among the 5 major categories for which
adults seek health care. Every day more than 1 million people contract a sexually transmitted infection. It is estimated that annually, about 357 million people contract any of 4 curable STDs: chlamydia (131 million), gonorrhea (78 million), syphilis (5.6 million), or trichomoniasis (143 million) [2]. In this context, the objective of this systematic review was to evaluate studies that use the Web 2.0 in contrast with other strategies to prevent curable STDs.

Methods

Data were obtained from the following bibliographic databases in the field of health science: MEDLINE (via PubMed), Cochrane Library, Scopus, Cumulative Index to Nursing and Allied Health Literature, Web of Science, Literatura Latinoamericana y del Caribe en Ciencias de la Salud, PsycINFO, Educational Resources Information Center, the bibliographic databases of the Centro Superior de Investigaciones Científicas of Spain, and the Indice Bibliográfico Español de Ciencias de la Salud.

Information Processing

Search terms were chosen from the thesaurus developed by the US National Library of Medicine (Medical Subject Headings [MeSH] and title/abstract), and the final search syntax was shaped by the Boolean intersection of 2 equations (equation 1 AND equation 2):

The final search equation was developed for use in the database MEDLINE, via PubMed, using the filters: “Humans” and “Comparative Study” or “Evaluation Studies.” This strategy was adapted to the characteristics of each of the rest of the databases consulted. The search was carried out from the first available date according to the characteristics of each database until April 2017 and was completed with the consideration of the bibliographic listing of the items that were selected.

Final Selection of Papers
Papers were selected that met the following criteria (criteria of inclusion): comply with the objectives of the search, published in journals reviewed by peers, and written in English, Spanish, Portuguese, French, or German. Papers that did not present results about the advantages of Web 2.0 in relation to other strategies for the prevention of curable STDs were excluded.

The selection of the relevant papers was performed independently by 2 authors (MSL and JSV). For inclusion of the studies, it was established that the valuation of the concordance between these authors (kappa index) must be greater than .80. Provided this condition is fulfilled, possible discrepancies were solved through consultation with the author CWB and subsequent consensus among all the authors [10].

The quality of the selected documents was evaluated using the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) guidelines [11], which contain a list of 22 essential items that must be described in the studies. For each selected paper, 1 point was assigned for each present item (not applicable=0). When an item addressed several issues, these were evaluated independently, giving partial value to each one and averaging so that in no case could the value be more than one.

Data Extraction
Control of the correctness of the data was performed using double tables that allowed the detection of deviations and their correction by revising the originals. The semiperiod of Burton-Kebler (the median of age) and Price (percentage of papers less than 5 years old) indices were calculated to determine the relevance of papers. The studies were grouped according to the variables to study in order to systematize and determine the relevance of papers. The studies were grouped according to the variables to study in order to systematize and determine the relevance of papers. The studies were grouped according to the variables to study in order to systematize and determine the relevance of papers.

The revised works were 3 evaluation studies [12,15,16] and 3 comparative studies [13,14,17]; 5 developed in the United States [12,14-17] and 1 in New Zealand [13]; all written in English.

All studies were developed in people aged 25 years or less except Habel et al [14], which included participants up to 35 years old in its second phase. The curable STD targets of these works were chlamydia [12,14,16,17], gonorrhea [12,14,17], syphilis [12,13], and any STD [15].

The longest period of implementation of a promotion about STD testing was the Get Yourself Tested (GYT) campaign [18] through the Division of Sexually Transmitted Disease Prevention, Centers for Disease Control and Prevention (CDC), observed in Friedman et al [15].

Facebook was the Web 2.0 tool used in the 6 papers, although Dowshen et al [12] also used Twitter, Instagram, and YouTube and Friedman et al [15] also used Twitter. The results of user interactions were offered in 3 works: Dowshen et al [12] noted approximately 6000 visits to Facebook and 128 likes, 46 followers on Twitter, 390 YouTube views, and 42 Instagram followers; interaction data in Friedman et al [15] offered 4477 Facebook likes and 1994 Twitter followers; and Bull et al [17] indicated on average 43 visits per week (range of 37 to 101).

The Dowshen et al [12], Coughlan et al [13], and Friedman et al [15] papers determined the usefulness of Web 2.0 tools for increasing awareness in and implementation of screening. Jones et al [16] and Bull et al [17] identified an increase in condom use and positive changes in behavior among the participant population as a result of the promotion campaign. On the contrary, Habel et al [14] did not observe favorable differences in relation to testing, indicating that it would have been a key to the training and collaboration of health care personnel in support of the campaign. The Dowshen et al [12] and Bull et al [17] papers also reported a reduction in positive cases.

Results
A total of 627 references were retrieved, and 1 paper was obtained from the bibliographic listings of relevant retrieved papers.

After debugging the duplicates, applying inclusion and exclusion criteria, and consulting the bibliographic lists (see Figure 1), 6 documents [12-17] were selected for review and critical analysis (Multimedia Appendix 1). The calculation of kappa coefficient gave a measure of agreement on the selection of the papers, between evaluators, of .96 (P<.001).

The 6 selected papers presented an obsolescence, according to the Burton-Kebler index, equal to 1 year, with a Price index of 100%. When assessing the quality of papers selected for review using the STROBE questionnaire, scores ranged between 8.33 and 17.00, with a median of 13.51 (Multimedia Appendix 2).
Discussion

Principal Findings

The results of this review show that Web 2.0 tools can be useful in the prevention of curable STDs. The identification of just 6 publications is not surprising since an exploratory review on the promotion of sexual health through social networks found 51 papers, mostly focusing on HIV infection; no assessment or comparison with traditional methods was performed. In addition, the authors of this work pointed out that most of the efforts to implement ICT in the promotion of STD prevention campaigns had developed in HIV campaigns despite an increase in the incidence of curable STDs [19].

On the other hand, the high number of nonrelevant papers was mainly due to results obtained from the Web of Science and Scopus databases, which do not have descriptor thesauri. Queries are constructed by entering text in title, abstract, and keyword fields. This high documentary noise has been observed in other systematic reviews [20,21].

In the papers selected for review, validity and topicality were verified. The data obtained indicate a lower obsolescence than has been observed in works previously published in the field of health sciences. Moreover, it is evident that the results derived from the age of publication (measured by the median and Price index) is a characteristic of an area of knowledge in full emergence [22].

The fact that the documents included in the review were written in English and came mostly from US institutions was an expected fact in line with the existing bibliometric results [23].

The age of the population included in the reviewed studies coincides with the age group with greater incidence of STDs [24]. Statistics of major international health agencies show that young people are most affected by STDs, and these consequences can affect the rest of their lives. The vast majority declare being sexually active and protect themselves from pregnancy but not from STDs. In general, they show little knowledge of sexual transmission of infections, although they know of the concept. Syphilis is considered a disease of other people. Some knew about gonorrhea but most had not heard of chlamydia and did not perceive themselves to be at risk [25].

Young people say loneliness and abandonment are to blame for the lack of information about their sexuality. Thus, the most frequent source of information is friends, then the internet, traditional media (especially television), parents, and finally...
medical consultation. University organizations are rarely mentioned, except for sporadic or very specific initiatives [26]. At the same time, of the curable STDs studied, chlamydia, gonorrhea, and syphilis have the highest incidence and prevalence [27], which is an an adequate representation of these diseases.

The presence of Facebook in all the studies reviewed is logical; this Web 2.0 tool has been placed among the 3 most commonly used in the world and has already shown its potential for health promotion [28,29]. As the CDC indicates, Facebook is a tool of great potential for its use in different prevention programs and health promotions [30].

In recent years, Facebook, YouTube, Twitter, and other Web 2.0 tools have become effective ways to expand the reach, promote commitment, and increase access to messages on health and prevention and treatment of STDs [30-32].

Little attention was given to user interaction. Only half of the works described these data (visits, likes, followers, etc) and none assessed them. These data could have provided interesting results complementary to those that could had been obtained through traditional systems of public health surveillance, as is seen in the recent work of Gittleman et al [33]. The essence of the user interaction with the materials of the Web 2.0 lies in knowing the interest generated together with a wide range of services enabling collaboration and fast exchange of information among users of a community or social network.

Users can communicate with the issuers of material and show appreciation through a symbolic, easily understandable code (I like/dislike) or even by emotional expressions (I love it, I enjoy it, it saddens me, etc) in an agile exchange of information facilitated by the structure and design of the website. Research shows that even low user interaction or passivity is something attractive in the content consumer, probably by the distrust generated by not knowing who is on the other side of the screen or, simply, to avoid being observed (monitored) when they have to register (give personal data) to be able to interact with the Web tool [34].

The revised works focused their intervention on the awareness and prevention of STDs, with particular emphasis on the promotion of screening. However, until now there has not been much evidence about how the information on the Web influences people’s health behavior, which is necessary to deepen the study of the usefulness of social networks for the benefit of the promotion of health [35]. Thus, Taggart et al [36] and Hochberg et al [37], in 2 separate systematic reviews on HIV published in 2015, pointed to the need for further research to determine to what extent ICTs can influence the prevention of STDs. This recommendation also appeared in all revised papers [12-17].

Limitations
A limitation of this review could be the low number of selected papers because it is an area of emerging technological application. It has been stated that systematic reviews should be based on studies with design and selection that ensure greater scientific rigor, but in this analysis, all retrieved papers focusing on the studied subject were included.

According to the US Agency for Health Research and Quality, epidemiological designs of the studies selected in this review do not guarantee full validity and reliability of the obtained observations. However, the evidence available is probably the best, given the difficulties of study in this area of research and based on the observations obtained in the different interventions. As a result, while it would have been more interesting to have a specific questionnaire, it was considered appropriate to use the STROBE questionnaire to evaluate the quality of the studies.

Although the real limitations are due to the characteristic of each study per se, from these limitations, important lessons in formulating appropriate actions for the development, implementation, and evaluation of future Web 2.0 applications can be extracted.

Conclusions
For all of these reasons, we conclude that Web 2.0 tools have demonstrated a positive effect on the promotion of prevention strategies for STDs and can help attract and link young people to campaigns related to sexual health. These tools can even be combined with other interventions. In any case, Web 2.0 tools, especially Facebook, have all the potential to become key instruments in public health.
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Multimedia Appendix 2
Methodological quality of the studies based on the 22-point assessment from the Strengthening the Reporting of Observational Studies in Epidemiology guideline.

[PDF File (Adobe PDF File), 26KB - jmir_v20i3e113_app2.pdf]
References


8. Úbeda A. Internet primera fuente de información sobre sexualidad de las adolescentes. : Hospital Universitario Quirón; 2014 Presented at: Symposium Internacional: Actualización en ginecología general; Nov 6-7, 2014; Barcelona p. 41.


34. Oller-Arlandis V. Calidad y pertinencia de la información existente en la Web 2.0 sobre medio ambiente. Sant Joan d'Alacant: Miguel Hernández University; 2016.


Abbreviations

CDC: Centers for Disease Control and Prevention
ICT: information and communication technology
MeSH: Medical Subject Headings
STD: sexually transmitted disease
STROBE: Strengthening the Reporting of Observational Studies in Epidemiology

©María Sanz-Lorente, Carmina Wanden-Berghe, Ramón Castejón-Bolea, Javier Sanz-Valero. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 22.03.2018. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is
properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Use of Social Network Sites for Communication Among Health Professionals: Systematic Review

Windy SY Chan1,2*, BPharm, MClinPharm; Angela YM Leung3*, RN, BN, MHA, PhD

1School of Health Sciences, Caritas Institute of Higher Education, New Territories, China (Hong Kong)
2Faculty of Health and Social Sciences, The Hong Kong Polytechnic University, Hung Hom, Kowloon, China (Hong Kong)
3Centre for Gerontological Nursing, School of Nursing, The Hong Kong Polytechnic University, Hung Hom, Kowloon, China (Hong Kong)
*all authors contributed equally

Corresponding Author:
Angela YM Leung, RN, BN, MHA, PhD
Centre for Gerontological Nursing
School of Nursing
The Hong Kong Polytechnic University
Room GH528, 5th Floor, Core G, The Hong Kong Polytechnic University
Hung Hom, Kowloon, China (Hong Kong)
Phone: 852 27665587
Fax: 852 23649663
Email: angela.ym.leung@polyu.edu.hk

Abstract

Background: Although much research has been done investigating the roles of social network sites (SNSs) in linking patients and health professionals, there is a lack of information about their uses, benefits, and limitations in connecting health professions only for professional communication.

Objective: This review aimed to examine the utilization of SNSs for communication among health professionals in (1) frontline clinical practice, (2) professional networks, and (3) education and training to identify areas for future health communication research.

Methods: This review followed the Preferred Reporting Items for Systematic Reviews and Meta-analyses guidelines. A systematic search of the literature published in the last 10 years (January 1, 2007, to March 1, 2017) was performed in March 2017, using the following electronic databases: MEDLINE via OvidSP, EMBASE, CINAHL Complete, and InfoSci-Journals. The searches were conducted using the following defined search terms: “social media” OR “social network” OR “social network site” OR “Facebook” OR “Twitter” OR “Linkedin” OR “Instagram” OR “Weibo” OR “Whatsapp” OR “Telegram” OR “WeChat” AND “health” OR “health profession.”

Results: Of the 6977 papers retrieved, a total of 33 studies were included in this review. They were exploratory in nature, and the majority used surveys (n=25) and interviews (n=6). All retrieved studies stated that SNSs enhanced effective communication and information sharing. SNSs were used for supporting delivering of clinical services, making referrals, and sharing information. They were beneficial to network building and professional collaboration. SNSs were novel tools to enhance educational interactions among peers, students, instructors, and preceptors. The application of SNSs came with restraints in technical knowledge, concerns on data protection, privacy and liability, issues in professionalism, and data protection.

Conclusions: SNSs provide platforms facilitating efficient communication, interactions, and connections among health professionals in frontline clinical practice, professional networks, education, and training with limitations identified as technical knowledge, professionalism, and risks of data protection. The evolving use of SNSs necessitates robust research to explore the full potential and the relative effectiveness of SNSs in professional communication.

(J Med Internet Res 2018;20(3):e117) doi:10.2196/jmir.8382
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Introduction

Background

Social network sites (SNSs) are Web-based services that allow individuals to construct a profile and build a network of connections with other users within the system [1]. Since their introduction, SNSs have become integrated into the daily practices of millions of users. With the evolving technologies in mobile-based platforms and apps, SNSs are currently constructed as Web 2.0 Internet-based apps [2].

The world’s current largest social network, Facebook, has engaged more than 2.01 billion users worldwide [3,4]. Twitter, with more than 330 million of monthly active users, has become essential to scientific conferences, gaining them publicity via sharing real-time proceedings or live-tweeting [5]. SNSs provide platforms for users to share their own content, react, or add comments on the content posted by other users. They help strangers to be connected based on their common interests, activities, identities, or professions. LinkedIn, with more than 530 million members in over 200 countries and territories, focuses on business connections and industry contacts for employers and working professionals. It allows users to enhance their connectedness in their areas of expertise [6]. SNSs differ from traditional broadcast media in supporting networking by information and communication technologies. WhatsApp Messenger brings free, cross-platform communication beyond text-only messages to more than 1 billion people in over 180 countries [7].

Availability and preferences of SNSs vary across countries. Facebook is the top worldwide yet, in some countries, such as Indonesia, Instagram has taken its place, and some African territories prefer LinkedIn [8]. In China, where some SNSs are not available, QZone is the top social network. VKontakte and Odnoklassniki, which are both controlled by Russia’s Mail.Ru group, have also gained ground in Russian territories [8].

SNSs are widely used in health communication and research [9] and provide platforms to the public to access health information and to seek support if needed. A new dimension to health care was created to enable the public, patients, and health professionals to communicate about health issues and to give them the possibility of improving health outcomes [10]. In a meta-analysis, SNS interventions were found to be effective in changing health behavior–related outcomes in which the predominant health domain was fitness related (eg, weight loss and physical activity) [11]. Emerging evidence support using SNSs among health professionals to develop virtual communities for sharing domain knowledge [12].

Objective

Most current literature reviews have focused on the roles of SNSs in linking patients and health professionals [9,10,13]. Nevertheless, there is a lack of information about the uses, benefits, and limitations of SNSs in connecting health professions only (excluding the involvement of patients). This systematic review aims to examine the utilization of SNSs for communication among health professionals in (1) frontline clinical practice, (2) professional networks, and (3) education and training to identify important areas for health communication research in the future. In the context of this review, frontline clinical practice refers to the delivery and operation of health services; professional networks refer to the interactions and relationships of a professional nature rather than personal interactions; and education and training are meant to be the training of students and professional development in the health care field.

Methods

Search Strategy

This review followed the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) guidelines [14]. A systematic search of the literature published in the last 10 years (January 1, 2007, to March 1, 2017) was performed in March 2017, using the following electronic databases: MEDLINE via OvidSP, EMBASE, CINAHL Complete, and InfoSci Journals.

SNSs itself has not been defined as a medical subject headings (MeSH) to optimize retrieval of relevant papers, “social media” (a MeSH term) is used in the search because SNSs are considered as a subset of social media [9]. As the number of SNSs being used rises continuously, the search terms were limited to the top most frequently used ones [3]. The searches were performed using the following search terms: “social media” (a MeSH term) OR “social network” OR “social network site” OR “Facebook” OR “Twitter” OR “LinkedIn” OR “Instagram” OR “Weibo” OR “Whatsapp” OR “Telegram” OR “WeChat” AND “health” (a MeSH term) OR “health profession” (a MeSH term).

Initial screening of the studies, based on the information contained in the titles and abstracts, was undertaken independently by 2 reviewers. If a decision on inclusion or exclusion could not be reached, the full text was retrieved. The full texts of the shortlisted papers were then assessed independently by 2 reviewers. The reference lists of relevant papers were also screened for eligible papers. The reviewers met to discuss studies for inclusion and to reach consensus. If there was a discrepancy, a third reviewer was consulted.

Study Inclusion and Exclusion Criteria

This review included all study designs to identify the best evidence available to address the research objective. Studies were included in this review if they (1) focused primarily on communication interactions between and among health professionals about health issues using SNSs and (2) studied the uses, benefits, or limitations of SNSs.

Studies were excluded from this review if they (1) were not in English, (2) were reviews, reports, abstracts only, letters, or commentaries, (3) focused primarily on the communication between public or patients and health professionals, or for personal uses, (4) described the use of SNSs primarily with a marketing or advertising focus, (5) studied non-SNS types of social media (eg, websites, short message service, emails, hospital information systems, and electronic health record systems), or (6) were not available as full text in the final search.
Data Extraction, Synthesis, and Evaluation

A computer-based form was created for data extraction. The data collected included first author, year, country, study type, number of participants, health professional(s) involved, type(s) of SNSs, functions of the SNSs (eg, for education, data sharing, continuous professional development), controls and their characteristics (if applicable), and primary outcome measures (and secondary outcome measures if they were highly relevant). The Critical Appraisal Skills Programme (CASP) appraisal tools were used to evaluate the quality of the reviewed studies. They can be used to critically appraise the evidence of a wide variety of settings and designs (eg, qualitative studies or studies using mixed methods). Each CASP tool consists of 3 sections, and each section is designed to assess different domains of a primary study (the internal validity of the instruments used in the primary study, the results, and the relevance of the findings to practice) [15,16]. The Quality Assessment Tool for Observational Cohort and Cross-Sectional Studies developed by the National Heart, Lung, and Blood Institute was used to evaluate the quality of the quantitative studies [17]. Two reviewers assessed the quality of the included studies independently. If necessary, a third reviewer was involved in settling disagreements.

Ethics Approval and Consent to Participate

This was a systematic review with no data collected from human subjects. Ethical approval was not needed.

Results

Findings

Figure 1 shows the searching process and how the studies were included in this review. The literature search retrieved 6977 papers. Their titles and abstracts were screened, and those that did not meet the inclusion criteria were removed. Duplicated titles were also removed. Full texts of 210 papers were assessed for eligibility. A total of 33 studies were finally included in this review. Details of the studies, including study design, study objective, health professionals involved, measurements, SNSs evaluated, and conclusions, are summarized in Multimedia Appendix 1. The studies (n=177) that were excluded are shown in Multimedia Appendix 2, along with the reasons for their exclusion.

Characteristics of the Reviewed Studies

Among the 33 included studies, more than half of the reviewed studies (n=19) were published in recent 2 to 3 years (between 2015 and 2017). The studies were conducted in 11 countries, the majority being based in the United Kingdom (n=9), the United States (n=12), and Canada (n=4). Other countries with one study included were Australia, China, France, Israel, Saudi Arabia, Malaysia, Singapore, and Turkey (Multimedia Appendix 1). Participants in the reviewed studies were from diverse health professions (Table 1). On many occasions, more than one health profession was involved in the studies evaluating the use of SNSs in clinical practice. Two studies were conducted in large multidisciplinary communities of practice [18,19]. Physicians, including medical and surgical doctors, were involved in about two-thirds of the studies (n=19). Students and trainees were involved in 7 studies in which the uses of SNSs in education and training were evaluated [20-26].

Assessing the Quality of the Studies

Overall, the quality of studies was satisfactory. Most of the reviewed studies met the criteria in checklists (Multimedia Appendix 3). All studies were exploratory in nature, and the findings were often descriptive. Among the 33 studies, 12 were quantitative [20,21,27-36], 5 qualitative [18,37-40], and 16 used mixed methods [19,22-26,41-50].

No randomized clinical trials (RCTs) were included in this review. No head-to-head comparisons of the relative effectiveness of SNSs could be identified. Researchers often used more than one approach in examining the roles of SNSs and their outcomes. Most studies used surveys (n=25) [19-23,25-36,42-45,47-50]. The questionnaires adopted in the surveys were mostly developed by the researchers. No validated scale was used for surveying the use of SNSs among health professionals. Therefore, conducting a meta-analysis was not possible in this review.

In most of the mixed methods studies, researchers conducted surveys and then analyzed the messages (or communication) in the SNSs. This method is called “content analysis.” Researchers also analyzed the characteristics of SNS users and the context of their communications and SNS metrics, such as the number of messages, posts, tweets, likes, and followers. Five studies conducted one-on-one interviews [24,37,39,41,46], and one used focus group interviews [44]. Thematic analysis was used in these studies, with key themes being identified from the content of the communications (eg, WhatsApp messages) and user comments.

Uses and Benefits of Social Network Sites for Professional Communication

The 33 included studies involved a range of SNSs. In 11 studies, the authors conducted cross-sectional surveys or interviews to examine participants’ utilization of any types of social media and SNSs in the broad sense, without concentrating on any particular type of SNS. Among the rest of papers, the most reported SNSs are Twitter, Facebook, WhatsApp Messenger, and LinkedIn. Table 2 describes the types of SNSs studied. All the studies investigating the use of Twitter and Facebook were conducted in North America and the United Kingdom, and those studying WhatsApp Messenger were based in the United Kingdom, the Middle East, and Asia (Multimedia Appendix 1). The one evaluating Sina Weibo was based in China.

Predictors of use of SNSs for professional purposes were often examined by researchers. The positive predictors identified include younger age (20-39 years), fewer years of professional experience (0-10), and lower rank, such as residents and nonconsultants [36,44,48,50]. All retrieved studies stated that SNSs enhanced effective communication and information sharing among health professionals. Participants in the reviewed studies appreciated SNSs as user-friendly, free, and fast tools for communication [24,31,38,45]. The utilization and benefits of SNSs for communication among health professionals in (1) frontline clinical practice, (2) professional networks, and (3) education and training are examined in the following paragraphs.
Figure 1. Literature search following Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) guidelines. SNS: social network site.
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Full-text articles assessed for eligibility (n=210)

Full-text articles excluded (n=177), with reasons:
1. not in English (n=1)
2. were reviews, reports, abstracts only, letters, and commentaries (n=35)
3. focused primarily on the communication between public/patients and health professionals or for personal uses (n=91)
4. described the use of SNSs primarily on marketing or advertising focus (n=24)
5. studied non-SNS types of social media (n=22)
6. full-text were not available (n=4)

Studies included in analysis (n=33)
Table 1. Types of health professions included in the reviewed studies.

<table>
<thead>
<tr>
<th>Health profession</th>
<th>Number of studies^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical (physicians, specialists, surgeons, and medical students)</td>
<td>20</td>
</tr>
<tr>
<td>Pharmacy (pharmacists, pharmacy students, and faculty)</td>
<td>8</td>
</tr>
<tr>
<td>Nursing (nurses and student nurses)</td>
<td>4</td>
</tr>
<tr>
<td>Multidisciplinary community of practice</td>
<td>2</td>
</tr>
<tr>
<td>Forensic occupational therapy</td>
<td>1</td>
</tr>
<tr>
<td>Public health</td>
<td>1</td>
</tr>
<tr>
<td>Radiology</td>
<td>1</td>
</tr>
</tbody>
</table>

^aA study could include more than one type of health profession.

Table 2. Types of social network sites.

<table>
<thead>
<tr>
<th>Tool or app</th>
<th>Number of studies^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter</td>
<td>8</td>
</tr>
<tr>
<td>Facebook</td>
<td>7</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>6</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>2</td>
</tr>
<tr>
<td>Sina Weibo</td>
<td>1</td>
</tr>
<tr>
<td>Yahoo online discussion group</td>
<td>1</td>
</tr>
<tr>
<td>Web 2.0 (tools not specified)</td>
<td>1</td>
</tr>
<tr>
<td>Any types of social media or network site</td>
<td>11</td>
</tr>
</tbody>
</table>

^aMore than 1 social network site was involved in some studies.

Uses and Benefits of Frontline Clinical Practice

In the delivery and operation of health services, SNSs are used as channels for communication within clinical teams [27,43,46,49], for seeking clinical consultation or making referrals to consultants or specialists [30,38], for disseminating clinical guidelines, and for promoting awareness of the guidelines among practitioners [32]. WhatsApp Messenger was used when instant responses and actions were required within the framework of the same institute [27,38,46,49]. In a multisite family health team involving many members scattered throughout a territory, Facebook was selected as a tool for communication, collaboration, and informal knowledge exchange [43].

The key benefit was that SNSs being the convenient and efficient channels for information sharing had no restriction by locations or office hours. They were effective in creating a complex, longitudinal stream of information and multimedia files [19]. Photographic and diagnostic images, text messages, videos, and voice messages (eg, rhythm sounds in the monitor worn by patients) were easily shared via WhatsApp messages [27,30,38,46,49]. SNSs allowed the sharing of messages with multiple recipients, which shortened the time for processing. In Wani et al’s study (2013), participating physicians and consultants commented that WhatsApp Messenger was a fast and effective method for the team to evaluate patients and to complete academic endorsement [49]. It was also claimed that it helped to flatten the hierarchy within a clinical team [46].

Johnston et al (2015) and Wani et al (2013) noted that WhatsApp Messenger continued to be the communication system used within the teams after the completion of studies [46,49].

Uses and Benefits of Professional Networks

SNSs were used to build and strengthen interactions and relationships of a professional nature. They facilitated connections and collaborations among practitioners of the same health profession [30]. SNS users can strategically search for and join groups of their communities or common interests, such as professions and research areas, that enhanced network building among health professionals of diverse backgrounds but with the same interests, connecting them beyond the scope of their usual practices [18,45].

For instance, the formation of impressive networks among Twitter #hcsmca community members not constrained by professional status was revealed in the social network analysis performed by Gruzd and Haythornthwaite (2013) [18]. In Goff et al’s study (2016), the Twitter group engaged plentiful professionals interested in infectious diseases and antimicrobial stewardship topics [42]. The LinkedIn group, “Hand Surgery International,” demonstrated a remarkable gain in membership, up to 4106 in 4 years. The building of this community of practice took place beyond geographical limitations [45].

The establishment of professional networking and making new contacts was one of the most favorable benefits brought by SNSs [28,37,45]. Professionals can also create a professional online presence, increasing the number of their followers and...
having a greater impact on readership and content dissemination [29]. Users have a high level of control over the content that they read, listen to, watch, and follow. Among the interviewees in Benetoli et al’s exploratory study (2016), Facebook was preferred over other SNSs for professional purposes because of its popularity, simplicity, and versatility [37].

**Uses and Benefits of Education and Training**

SNSs were used as novel tools for teaching, learning, and enhancing educational interactions among peers, students, instructors, and preceptors [20-23,25,26,47]. Twitter and Facebook were used in course assignments and projects. They were found to be useful, straightforward educational tools to supplement and enhance students’ learning experience [20,21,25]. The utility, feasibility, and acceptability of WhatsApp Messenger in supplementing “problem-based learning” was clearly indicated in the study by Raiman et al (2017) [24]. When used to support teaching and learning, SNSs encouraged interactivity in both peer and academic support [22,23,26]. The applications fostered a positive social atmosphere, generating learning opportunities outside the classroom [24]. They enhanced the construction of students’ own learning and the continuation of their engagement in development [20]. Reames et al (2016) concluded that SNSs positively influenced the educational experience and engagement of students [25].

Health professionals can stay abreast of news and information pertaining to their professional interests by following or subscribing to updates in SNSs [21,28,29,33]. For instance, the latest clinical information and real-time surveillance data on an infectious outbreak could be released ahead of peer-reviewed published papers [42]. Facebook and Twitter aided promoting professional development [41,42,50] and also facilitated outreach from a scientific conference, allowing active participation via communication during the conference [19].

**Limitations of Social Network Sites for Professional Communication**

Some drawbacks come with the utilization of SNSs. How to operate the SNSs smoothly was a challenge to some health professionals [28,29,36]. In Nikiphorou et al’s study (2016), 30% of non–social media users justified not using SNSs because of lack of knowledge on how to do so [29]. Patel et al (2017) also pointed to unfamiliarity with the technical aspects of SNSs as one of the obstacles to their utilization.

Hesitations on the use of SNSs included concerns regarding data protection, patient privacy, and liability [28,29,43,44]. In a survey, more than half of the respondents were uncertain regarding the procedures or mechanisms for archiving or backing up data [30]. Although WhatsApp Messenger was successfully integrated into the operations of clinical teams, members were concerned that WhatsApp conversations could be regarded as medical records [49]. Fuoco and Leveridge (2015) raised the controversy of whether medical regulatory bodies should monitor the social media activities of health professionals [31]. Nonetheless, whether there was any institutional policy regarding transfer of personal medical information by SNSs was seldom mentioned in studies.

The border between the professional and personal spheres of SNS use was blurred to many health professionals [39]. Exposure of one’s private life was one of the risks of using SNSs that contain detailed personal profile [22,29]. Some health professionals had concerns over the stigma of unprofessionalism and a negative impact on their reputation from the use of SNSs [28,29]. Academic faculty members worried whether being “friended” on Facebook or “followed” on Twitter would blur the boundaries of the instructor-student relationship [33]. On the other side, students said that they felt revision anxiety because their module leaders could read about their personal lives on Facebook [22]. SNSs often provide instant messaging functions. Concerns about the intrusiveness and pushiness of messages, particularly after office hours, were raised by members of clinical teams that used WhatsApp Messengers [24,38].

The implementation of SNSs was not found to be beneficial or effective to participants in all the reviewed studies. Although more than 80% of students agreed that the Sina Weibo improved communication, one-fourth felt that collaborative learning was not effective [26]. Reluctant participation was observed in the use of Twitter designed for enhancing the educational experience of a clerkship. Only 8% of respondents (5 of 62) agreed that Twitter could increase their clerkship engagement [25]. It was proposed that the reluctance was due to the one-way flow of information. In Maisonneuve et al’s study (2015), participants checked (or read) SNS content more often than they posted, and the exchanges on SNSs were limited [39]. Gruzd and Haythornthwaite (2013) concluded that leadership and members’ participation were crucial for the effectiveness of online networks [18].

**Discussion**

**Principal Findings**

The 33 included studies in this review provided evidence that SNSs have been developed as useful platforms for communication among health professionals with significant benefits in the frontline clinical practice, professional networks, and education and training.

Numerous benefits of using SNSs were identified. SNS users in the reviewed studies considered SNSs as user-friendly, easy-to-use, free, and fast tools for communication [24,31,38,45]. In frontline clinical practice, SNSs were efficient in transferring a stream of information and multimedia files instantly to multiple recipients. This highly facilitated the communication among members of the service units or teams [19,27,30,38,46,49]. In building professional networks, SNSs connected professionals beyond the scope and geographical locations of their usual practices [18,42,45]. Users were benefited in making new contacts and expanding their networks [28,37,45]. As tools for education and training, SNSs were useful in generating learning opportunities and enhancing interactions among peers, students, instructors, and preceptors [20-23,25,26,47]. They also promoted update of news and professional development [21,28,29,33,41,42,50].
The merit of SNSs in facilitating interactions, sharing of information, and promoting connections among health professionals is well illustrated in this review. Compared with the findings of the reviews that examined the uses of SNSs between the public and health professionals, this review added value by summarizing the benefits of SNSs in communication among health professionals [9-11,51]. With the increasing use of SNSs, there will be further opportunities to use this efficient tool for professional communication.

In this review, the most reported SNSs were Twitter, Facebook, WhatsApp Messenger, and LinkedIn. Twitter and LinkedIn are robust in expanding a user’s connection because users can easily follow their targets without disclosing much private details or requesting authorization [5,6]. Facebook is designed to share one’s personal profile with “friends”; hence, it may disclose more personal details. It was best used when building and strengthening a community among a group of known people, such as members of the National Physicians Alliance [41], and large cohorts of students [21]. WhatsApp Messenger was appraised as an efficient and easy-to-use app for communication in clinical teams or for linking up students and instructors [24,27,30,38,46,49]. However, its use was constrained within an established framework or a group of recipients because users’ mobile phone numbers must be sought to join a group.

The positive predictors of SNSs uses identified by the included studies were younger age, fewer years of professional experience, and lower rank [36,44,48,50]. Other reviews on the use of SNSs in health communication and education also revealed that young people intend to use SNSs more than the older ones [11,51]. This observation aligns with the current profiles of SNS users such as 59% of active Facebook users are between the ages of 18 and 34 years [52]. It would warrant research exploring how this batch of “SNSs-competent” students would influence health communication when they come into practice in the near future.

In addition to the requirements on technical knowledge [28,29,36], the uncertainties on data protection and liability were also obstacles to the utilization of SNSs [28,29,43,44]. Moreover, the blurred border between the professional and personal spheres [39] and the risk of exposing one’s private life imposed further hesitation on using SNSs [22,29].

As the growth of SNSs is expected to rise, health professions should have a better understanding of how to attain secure and appropriate use of these platforms. Formal training should be provided to health professionals for the safe use of SNSs [33]. The American Medical Association recommends that physicians consider separating personal and professional information online, and they preserve professional boundaries when interacting with patients [53]. In a survey involving clerkship directors in the United States, most respondents felt that a faculty member accepting a friend request from a current student was never or rarely appropriate [54]. Yet, guidance on faculty-student or faculty-trainee interactions, particularly when SNSs are used as an educational tool, is often inadequate. Academic faculty could find it confusing to maintain appropriate boundaries in the instructor-student relationship [33].

Those concerns over the possible stigma and the negative impact of reputation on the use of SNSs fall within the context of e-professionalism. It is defined as the attitudes and behaviors that reflect traditional professionalism paradigms but are manifested through digital media [55,56]. E-professionalism is an essential and increasingly important element of professional identity formation [56]. Discussion on this topic helps to preserve the integrity of health professions, establish appropriate boundaries, and protect the privacy of both patients and professionals [57]. Unexpectedly, the relevant discussion was limited in most of the studies in this review. Evolving challenges are expected with the emerging use of SNSs; e-professionalism should be included in the education of health professionals and incorporated in institute policy and staff training.

Although not much mentioned in the included papers, a practical issue that should be given attention is how the SNS companies manage, analyze, repurpose, or even disclose the data and content of communication. According to the terms of service of Facebook, Twitter, WhatsApp Messenger, and LinkedIn, the companies reserve the right to collect, use, preserve, and share users’ information if it is deemed reasonably necessary to respond to legal process, government requests, or to enforce the companies’ terms and policies, and also under a list of other situations [58-61]. Health service institutions and providers must consider carefully in using SNSs for communicating confidential data to avoid jeopardizing patient privacy.

Gaps in the Literature and Potential Areas for Further Research

In this review, the first key observation was the absence of an RCT among the included studies. All studies were exploratory in nature. The majority used surveys, content analysis, and thematic analysis. This illustrated the early phase of research in the field of professional use of SNSs when researchers were more concerned with describing health professionals’ behavior and opinions rather than the effectiveness of SNSs itself. The number of retrieved studies has risen considerably in the last 5 years, and it is expected to see significant growth in the research on SNSs soon. When this area of research advances further, research design will likely progress to intervention study. Some potential study designs are cross-sectional study, longitudinal study, and RCTs. It is worth mentioning that, nowadays, many analytics tools for SNSs are being developed in the market. Researchers can analyze straightforwardly how the content and performances of SNS interventions are affecting the study outcomes.

Every SNS is unique in design, interfaces, uses, and target users. To compare the relative effectiveness of SNSs for communication among health professionals, further research with more robust methodologies such as RCTs would be required. For instance, an RCT was conducted to investigate a physical activity intervention with pedometers delivered via Facebook app [62]. Another RCT was conducted to compare interventions via the WhatsApp Messenger and the Facebook social group in preventing smoking relapse in quitters [63].

With the emerging use of SNSs, evolving challenges in the context of e-professionalism are expected. This topic should be covered in the education of health professionals and incorporated
in institute policy and staff training. Concerning the data policies of the SNSs companies, institutes must consider carefully in using SNSs for sharing confidential data. Research investigating the mechanisms of data protection and the potential risks in sharing information in SNSs should be conducted to identify suitable ways for safe use and maintenance of data.

Geographical locations may affect the generalization of findings in research on SNSs. The availability, acceptability, and popularity of SNSs vary across countries and populations. Twitter, among the top 3 SNSs in the United States, ranked ninth in Hong Kong, with only 10% of market share [64], whereas QZone, the top SNS in China, may not be heard by many Americans [8]. For higher applicability of findings to local practice, research has to be done in the corresponding location and jurisdiction. If published data are inadequate, exploratory study designs such as cross-sectional survey, preferably together with a validation study, should be conducted to explore health professionals’ perceptions, the barriers, and usage patterns of SNSs in professional communication. This helps to pave the way for research on more robust methodologies.

An effective and sustainable online network is crucial for the communication via SNSs. As discussed in the reviewed studies, not all the implementations of SNSs were found to be beneficial or effective [25,26,39]. Research could be done to explore strategies for designing and enhancing the usability of SNSs in communication among health professionals.

**Limitations of the Review**

The absence of RCT coupled with the diverse and heterogeneous designs of the included studies has made conducting a meta-analysis unfeasible. Most studies were surveys and interviews, and their measurements and findings were mostly descriptive and qualitative. In addition, the questionnaires adopted in the surveys were mostly developed by the researchers, where validation might not be done. There were often some questions in common, such as asking respondents to distinguish the use of SNSs for personal or for professional purposes. Yet, the definitions of personal versus professional use of SNSs varied across studies. Without a well-stated explanation of terms, questions were sometimes ambiguous, for example, “How have you used or benefited from social media professionally?” [28].

The definitions of social media and SNSs could be unclear in some earlier literature. This complicates the analysis of the primary studies in this review. Another related limitation was the keyword search. The term “social network site” has not been added to the MeSH list in PubMed. This issue was addressed by undertaking a series of searches using a range of keywords, such as the names of common SNSs. Nevertheless, the searches may not have captured all relevant publications. Research on SNSs is growing so fast that evidence may have been published in electronic media or platforms not indexed through the academic databases. Thus, findings in this review are limited to research published in traditional peer-reviewed journals only.

**Conclusions**

SNSs provide platforms facilitating efficient communication among health professionals in frontline clinical practice, professional networks, and education and training. Disseminating information, expanding professional connections, and promoting interactions are the benefits observed. Yet, the advantages come with limitations such as requirements on technical knowledge, professionalism issues, and risks of data protection. The evolving use of SNSs necessitates further robust research to explore the full potential and relative effectiveness of SNSs in professional communication.
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Abstract

Background: Seventy percent of lifetime cases of mental illness emerge before the age of 24 years, but many youth are unable to access the support and services they require in a timely and appropriate way. With most youth using the internet, electronic health (eHealth) interventions are promising tools for reaching this population. Through participatory design research (PDR) engagement methods, Thought Spot, a Web- and mobile-based platform, was redeveloped to facilitate access to mental health services by transition-aged youth (aged 16-29 years) in postsecondary settings.

Objective: The aim of this study was to describe the process of engaging with postsecondary students through the PDR approaches, with the ultimate goal of optimizing the Thought Spot platform.

Methods: Consistent with the PDR approaches, five student-led workshops, attended by 41 individuals, were facilitated to obtain feedback regarding the platform’s usability and functionality and its potential value in a postsecondary setting. Various creative engagement activities were delivered to gather experiences and opinions, including semistructured focus groups, questionnaires, personas, journey mapping, and a world café. Innovative technological features and refinements were also brainstormed during the workshops.

Results: By using PDR methods of engagement, participants knew that their ideas and recommendations would be applied. There was also an overall sense of respect and care integrated into each group, which facilitated an exchange of ideas and suggestions.
Conclusions: The process of engaging with students to redesign the Thought Spot platform through PDR has been effective. Findings from these workshops will significantly inform new technological features within the app to enable positive help-seeking behaviors among students. These behaviors will be further explored in the second phase that involves a randomized controlled trial.

(J Med Internet Res 2018;20(3):e79) doi:10.2196/jmir.8102
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Introduction

Background

The transition between childhood and adulthood can be difficult and many transition-aged youth will seek information about mental health and wellness (for the purposes of this study, we define transition-aged youth as those aged 16-29 years). Within Canada, mental health is a significant concern for young adults, with rates of mood disorders (8%) and substance use disorders (12%) higher among 15- to 24-year-olds than any other age group [1]. A Canadian survey of youths’ Web-based resource preferences showed that 52% of respondents aged 16 years to 25 years had previously sought information about mental illness symptoms, 47% had sought information about treatment, and 24% had sought Web-based questionnaires or assessment tests related to mental health and substance use [2]. An Australian survey reported similar findings, with one-third of 18- to 25-year-olds reporting primarily depending on the internet for information about mental health or substance use problems [3]. Given the increased use of Web-based resources as sources of mental health information, electronic health (eHealth) platforms are effective and promising options for delivering reliable information and improving access to mental health and wellness services for transition-aged youth. This study focuses on transition-aged youth in postsecondary settings. The terms postsecondary students or students will be used throughout this paper to describe our target population.

What Is Thought Spot?

Thought Spot is a crowdsourced digital platform (mobile- and Web-based) that aims to better enable transition-aged youth in postsecondary settings to seek and access mental health and wellness services. It was developed by the Centre for Addiction and Mental Health and the University of Toronto (UT), with partners’ Ryerson University (RU), the Ontario College of Art and Design, and ConnexOntario. The project was funded by the Ontario Ministry of Training, Colleges and Universities [4]. Thought Spot is a student-led project that prioritizes inclusion through steering committees, working groups, and focus groups. Postsecondary students were involved in initial decisions about the project name, logo, product design, and project management. Through cross-organizational collaboration between postsecondary students and project partners, Thought Spot became a platform that invites students to share their knowledge about services, discover wellness options in their area, and read reviews of services. Using an interactive and crowdsourced map, users are able to geo-locate mental health and wellness spots. All spots are categorized by the type of services offered, and users can apply filters to personalize their search. Evaluation data collected during the first phase of Thought Spot showed that students felt a sense of ownership over the product because of their contributions, gained knowledge in the areas of mental health and wellness, and developed new skills throughout their involvement that were transferable to their education and future careers [4]. These data helped to inform the second phase of the Thought Spot project, which will be discussed in this paper.

This study includes two new stages: (1) optimizing the Thought Spot platform by engaging with students; and (2) measuring the impact of Thought Spot on help-seeking behaviors of students in postsecondary settings through a randomized controlled trial [4]. The objective of this paper is to describe the participatory design research (PDR) methods used during the optimization phase of the project and summarize the results. This study explored how PDR should be employed in designing and optimizing mHealth interventions for student mental health, as well as a discussion of the utility of the various data-gathering techniques.

Methods

Participatory Action and Design Research

The optimization of Thought Spot was conducted using PDR methodologies while following some of the principles of participatory action research (PAR) [4]. PAR is “a social, collaborative learning process” [5] that involves an iterative process of engaging end users in reflection to provide a deeper understanding of their needs and experiences [5-7]. Participants involved in such projects are empowered to work alongside researchers as equal contributors [8]. The goal of PAR is to include all stakeholders throughout the entire process [9] and to work toward and implement solutions that target clearly defined problems [10]. In this case, participants were asked to work on a specific problem that had already been established through PDR methods and, therefore, there were limitations to the extent to which PAR was applied. Similar to PAR, PDR involves the target audience in codesigning the technologies that audience will use [4]. In eHealth research, a number of techniques can be used to implement PDR, including workshops, ethnography, prototyping, and user-design activities [9]. PDR is most effective when the design of the intervention is driven by the values of the stakeholders [9]. PDR is based on actively engaging participants to take an equal role in developing and designing a product or service around their own experiences [11]. Although the principles of PAR and PDR align, each methodology relies on slightly different techniques. For example, PDR focuses on the design of a product or technology [4,11], whereas PAR focuses more on the process of research [9].
Various techniques and tools are used to generate understanding of the experiences and needs of end users. Methods in this eHealth project included two-part discussions (a large group discussion followed by a small group activity), semistructured interviews, questionnaires, personas, journey maps, and world cafes. The existing literature on PAR and PDR informed the structure of our activities with participants.

**Recruitment**

A total of 41 participants attended 5 workshops. Participants were current students or recent graduates from the UT, RU, and George Brown College (GBC). To encourage students with lived experience to participate, explicit wording on the recruitment poster was used: “students with lived experience of mental health and substance use are encouraged to participate.” Workshops took place between July and September 2016.

Numerous methods were used to recruit participants for our engagement workshops. The workshops were promoted through preexisting Thought Spot social media accounts: Twitter, Facebook, and Instagram. Recruitment flyers were posted on departmental boards at UT, RU, and GBC. Academic departments and student organizations were identified as potential recruitment sites, including departments of psychology and social work, and health and wellness centers. The existing connections within the Thought Spot student advisory group and the research team were also used to help recruit participants. Participants received a small honorarium and public transit tokens for attending each workshop, and food was served at all workshops. Participants also received a list of mental health and addictions resources they could access, if needed. All participants signed an informed consent form that provided an overview of the study objectives, risks, benefits, confidentiality, and contact information. This study obtained research ethics board approval from the Centre for Addiction and Mental Health, UT, RU, and GBC.

**Data Collection**

**Usefulness, Satisfaction, and Ease of Use Questionnaire**

To assess participants’ opinions on the platform’s usefulness and satisfaction, the Usefulness, Satisfaction, and Ease of Use (USE) questionnaire was distributed to all participants [12] following each workshop. The USE questionnaire is a standardized scale consisting of 30 quantitative questions divided into 4 main sections: Usefulness, Ease of Use, Ease of Learning, and Satisfaction. Questions are asked using a 7-point scale from strongly disagree to strongly agree. The data collected informed the rebuild of the Thought Spot platform.

**Codesign Workshops**

A total of 5 workshops were planned based on the codesign activity methods identified through preliminary research. Each activity used different elements of PDR techniques to elicit information through a range of group formats (Table 1). Sociodemographic information and a postworkshop evaluation survey were collected at each workshop. All workshops were audio-recorded and flip chart notes collected. Workshops were facilitated by a research coordinator with 7 years of experience in facilitating focus groups with vulnerable populations, a research analyst with over 5 years of experience in facilitating focus groups through alternative methods of engagement, and 3 practicum students interested in cocreation. Facilitators used a semistructured question guide tailored for each activity to guide the discussion. Sample images from flip chart notes taken during the workshops can be found in Multimedia Appendix 1.

Various facilitation techniques were used in the workshops. A semistructured approach to facilitating group discussions established flexibility while maintaining an overall sense of direction throughout the conversation between participants [13]. All workshops were organized into 2 distinct parts. Two-part discussions allowed for an initial general conversation about the identified topic or question, followed by a more targeted conversation [14]. This approach gives participants the opportunity to discuss general topics outside the context of the product being researched. For example, in one of our two-part discussions, questions in the first portion of the discussion focused on the general experience of accessing mental health and wellness services as a student, without any focus on Thought Spot. Participants were then divided into smaller groups to further explore and discuss barriers to seeking help related to mental health and wellness in a more intimate setting. Mazzone et al reported that when engaging with youth, small groups “allow for greater focus on each task” while fostering creativity. Dividing participants into smaller groups during discussions helped ensure that most participants were able to contribute [15,16].

<table>
<thead>
<tr>
<th>Workshop #</th>
<th># of participants</th>
<th>Structure</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>Semistructured, two-part discussion</td>
<td>Explore the usage of eHealth apps and gain insights into the Thought Spot user experience from experienced users.</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>Semistructured, two-part discussion with small breakout groups</td>
<td>Explore the use of eHealth apps and gain insights into the Thought Spot user experience from new users.</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>Semistructured, two-part discussion using personas</td>
<td>Determine whether Thought Spot meets the health needs of its user personas.</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>User journey mapping followed by semistructured discussion</td>
<td>Explore the experiences of new users through journey mapping.</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>Focus group followed by a world cafe</td>
<td>Gather information on what health needs Thought Spot addresses, what features to include in its redesign, and what would keep users coming back.</td>
</tr>
</tbody>
</table>
Our team used personas, world café, and journey mapping as methods for gathering information from participants. Personas are “realistic descriptions of a type of client or user” that help to establish an understanding of the needs and perspectives of those for whom a product is being designed [17]. The process of walking through the experiences of users helps to guide and focus improvements for specific products or services [17]. Personas provide an appropriate amount of structure that allows participants to communicate ideas in the context of a larger topic in a tangible way [18,19].

In our study, several personas were developed to help capture diverse backgrounds and to outline different scenarios one might encounter when looking to access mental health or wellness services in the Greater Toronto Area (GTA). An example of one of our personas can be found in Multimedia Appendix 2. The use of personas maintained a level of confidentiality by inviting participants to discuss how Thought Spot could meet their needs without needing to disclose their own personal experiences.

Journey mapping was another technique used for collecting information. It is commonly used to evaluate the user experience through accessing and interacting with a service or product over time [17]. Suggestions for improving health interventions or accessing programs have been uncovered through journey mapping as participants highlight specific points of contact within the health care system and the emotions they experience while navigating it [11,17]. A world café exercise was used during the final Thought Spot workshop, which focused on confirming our findings from the previous four workshops and eliciting diverse perspectives. World cafés involve small groups cycling through a series of questions at different stations and building on the answers of the previous groups [20,21]. This method attempts to obtain diverse perspectives, rather than to achieve consensus, to better understand the overall experience of participants [20]. By dividing into small groups, participants had an additional opportunity to express their opinions about Thought Spot and share their overall experience of help seeking. Finally, participants who were uncomfortable discussing sensitive topics in a group setting could give written feedback through questionnaires [15].

Workshop Evaluation Feedback
Feedback surveys were completed by participants following each workshop. The surveys collected information on how participants heard about the workshop and what they liked and disliked about it, as well as asking participants whether they had any additional questions or comments about the project in general. This feedback was used to guide adjustments to subsequent workshops.

Data Analysis
Usefulness, Satisfaction, and Ease of Use Questionnaire Analysis
IBM SPSS Statistics 24 was used to analyze the USE questionnaire data (N=27). Values for low (1-2), medium (3-5), and high (6-7) satisfaction in the USE questionnaire were calculated by taking the sum of responses for each question.

Inductive Content Analysis
The data collected during the workshops were analyzed using content analysis, a method often used “for making replicable and valid inferences from data to their context, with the purpose of providing knowledge, new insights, a representation of facts, and a practical guide to action” [22]. An inductive approach to content analysis was chosen, as no preconceived set of categories or framework was used to design the study [22]. This method is advantageous because the topics discussed came directly from participants [23].

The method of inductive content analysis involves 3 main phases: preparation, organizing, and reporting [24]. The preparation phase involves selecting the object of study for the content analysis, known as a unit of analysis [25]. Although the unit of analysis can come in many forms, whole interviews or observational protocols are most suitable [25]. The organizing phase involves the open coding of transcripts, generating a list of topics, and grouping similar topics together to form categories [24]. A process of abstraction then occurs, whereby a general description of the research topic is created from the groups of topics [24]. During the final, reporting phase, a model or conceptual map is generated to present the results [24].

Audio recordings of the workshops were sent to a professional transcriptionist. The transcripts were then anonymized and sent to all participants for review. The varied facilitation techniques (breakout groups, small/large group discussions) resulted in 16 transcripts produced from the 5 workshops. The units of analysis were transcripts of whole workshops. Transcripts of activities within each workshop were combined to create a single transcript for each workshop. Combining all transcripts from each workshop resulted in 5 discrete transcripts and ensured that data collected from each workshop were equally prioritized. To identify key discussion topics, 2 researchers independently coded a sample of 3 transcripts. A coding meeting was held where both researchers compared interpretations of the transcripts. The topics were compared and combined into categories of content topics in a coding matrix (Multimedia Appendix 3). Following the creation of the coding matrix, the 3 full transcripts were coded by each researcher to test its validity. Once the coding matrix was verified, content analysis of all transcripts was performed using QSR International NVivo 10 for Windows qualitative analysis software by one of the researchers.

Results
Demographics
In total, 41 students participated in the workshops: 29 females and 12 males. Most participants were aged between 19 and 24 years (Table 2). Most participants were full-time university or college students (n=39). Of all participants, 2 participants were attending school part-time. More than half of participants indicated that they had some experience with mental health or substance use concerns (Table 2).

Usefulness, Satisfaction, and Ease of Use Questionnaire
The majority of respondents indicated a medium level of satisfaction with original version of Thought Spot (Figure 1).
Table 2. Participant characteristics (n=41).

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (year)</td>
<td></td>
</tr>
<tr>
<td>19-21</td>
<td>24</td>
</tr>
<tr>
<td>22-24</td>
<td>63</td>
</tr>
<tr>
<td>25-27</td>
<td>7</td>
</tr>
<tr>
<td>28-29</td>
<td>3</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
</tr>
<tr>
<td>Experience with mental health and/or addiction issues</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>54</td>
</tr>
<tr>
<td>No</td>
<td>41</td>
</tr>
<tr>
<td>Don't know</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 1. Participant responses to the satisfaction questions from Usefulness, Satisfaction, and Ease of Use Questionnaire. N/A: not applicable.

Qualitative Codesign Workshop Data

The results from the workshops were reviewed by the core research and design team to inform the redesign of Thought Spot. As each workshop focused on different topics and the facilitators used various data collection methods, the content that was coded varied. A high-level concept map was created based on the coding of topics across all transcripts (Figure 2). In Figure 2, larger circles represent topics that were discussed more often during the workshops.

Purpose of Thought Spot

Participants often disagreed on the purpose of Thought Spot. Some thought that recreational programs, social clubs, and tips for maintaining mental well-being should be included in the platform. For others, however, limiting the focus to mental health services seemed fitting. Further discussions explored this difference in opinion, and workshop facilitators explained the purpose of Thought Spot as a wellness app that recognized the broad determinants of health, mental health, and wellness.

When discussing different types of wellness activities and services that could be included in Thought Spot, participants also mentioned preventative approaches such as connecting users to student social groups or building a function for tracking emotions, moods, and thoughts. One participant stated:

*The best way to treat mental health is through mental wellness. Prevention is the best policy. That also speaks about some of the transitions; if you’re starting something new [like starting university or college], you might want to be able to have access to community services like yoga classes or support groups.*
Participants who supported framing Thought Spot as a wellness app believed that this would increase its overall accessibility to a broader range of people. Although there was a general consensus on incorporating a wellness approach in the platform, participants encouraged the research team to carefully consider the inclusion criteria for these services.

Usability

Usability was a concern for some participants. Certain features of Thought Spot were described as confusing and difficult to use. For example, adding a spot was particularly difficult for participants, as one participant explained:

*I found it very difficult to try to add anything...I tried everything 3 times and it would freeze or shut down.*

Participants mentioned that using the categories or filters to find services was challenging due to the confusing categorical structure or a lengthy list of filters. For example, they found the category “Health and Social Services” to be too broad because it included youth drop-in centers as well as community produce markets and community parks. Participants suggested including descriptions of categories and tutorials that walk users through each feature in the app. Some participants felt that, in general, the app was easy to use due to its similarity to other geo-location apps such as Google Maps and Yelp. One participant stated:

*I think the way Google Maps does it is useful for me with the TTC [public transit] or walking routes, things like that.*

Participants requested that the navigation feature of Thought Spot be expanded to include in-app directions to spots.

Platform Data

Discussions about data varied with each workshop group. Topics included the categories and filters, crowdsourcing, description of services, missing information, forming partnerships, ratings, sustainability, and data verification. As Thought Spot is a crowdsourced app, participants identified active moderating as a method of maintaining a clean dataset. One participant suggested:

*Anyone can add something, so maybe there could be a way to confirm that these are valid. With a checkmark or something that shows that this has been verified by someone on the back-end.*

Participants recommended that a member from the research team with experience and interest in moderation and data cleansing be responsible for this process. This moderator would fill in missing information (e.g., address, hours) and populate description fields. Participants requested that descriptions of spots include details such as cost, appointment or walk-in, accessibility, hours of operation, parking, and available languages.

Appearance of Thought Spot

Discussions about the appearance of Thought Spot often focused on the layout. Some participants felt that the interface was too cluttered and overwhelming. For example, the resources page was described as “really dense” with “a lot of text and it’s just black and white, so it’s not pretty.” Most feedback was about having too much information displayed on each screen. Generally, participants liked the overall consistency with the color schemes and design layout, but some participants highlighted inconsistencies in how the app is displayed on different devices.
various devices (iPads, iPhones, Android). Participants agreed that a consistent use of color, shapes, and layout of features was ideal. Comments about the app’s color scheme were positive. Participants responded well to the “friendly and approachable color scheme.” In the words of one participant:

*You have a lot of greens and softer lilacs and blues going on. It feels like a health and wellness app.*

**Customization**

Overall, participants were in favor of being able to customize Thought Spot to each user’s specific needs and preferences. The participants proposed the ability to save a list of favorite spots and the option to personalize different features. For example, some participants requested the ability to modify general settings such as sounds or number of push notifications they received. Participants also discussed the possibility of developing Thought Spot as a smart app, which would provide recommendations to users based on their unique needs, interests, and search history. Participants also recommended that suggested spots could be based on the user’s mood. One participant suggested:

*Maybe just have an option that allows you to put in how you feel that day, or things that concern you that you might want to talk about. Then it will take in those things and suggest certain services or certain people that you can reach out to.*

**Workshop Evaluation Feedback**

After each workshop, participants were sent a short feedback survey containing 5 questions. These evaluations indicated that participants enjoyed the collaborative, interactive environment and felt safe sharing their thoughts and opinions. Our team received conflicting feedback about the duration of the workshops. For some participants, ensuring that adequate time was allocated to each portion of the workshops was a key concern, whereas others thought the workshops could have been shorter. Participants mentioned that time spent filling out surveys (sociodemographic and USE questionnaire) could have been better spent with group discussion, and that surveys could be filled out before the workshops. Of the 41 evaluation feedback surveys distributed, 25 were completed.

**Discussion**

**Target Population Composition**

Comparing our participants with Ontario postsecondary students in general, we see some similarities and differences. The majority of our participants were female (71%, 29/41), and 95% (39/41) were full-time postsecondary students compared with the majority of our participants were female (71%, 29/41), and 95% (39/41) were full-time postsecondary students compared with the Canadian average for this population [2]. Given that this is a qualitative study that relied on self-selection of a small sample size, we did not anticipate recruiting a fully representative sample of our target population.

**Optimization of Thought Spot**

Our team focused on eliciting qualitative and quantitative feedback on how to improve the first version of Thought Spot. There was an overall interest among participants in helping to develop an mHealth intervention that streamlines access to mental health and wellness services for their peers. Results from both the qualitative data analysis and USE questionnaire show a moderate level of satisfaction with the current Thought Spot platform. When assessing its usability, participants discussed the features they found confusing to use, ambiguity surrounding the categories and filters, and the desire to ensure that the information about services is accurate and up to date.

At times the feedback from students conflicted and therefore presented challenges for the project team to make design decisions. For example, during discussions about whether wellness-type services should be included in the platform, some students supported the idea, but others disagreed, wanting the platform to focus solely on mental health services. Conflicting opinions were taken into account during the redesign process. Cost, timelines, and capacity to implement some of the suggestions also had to be thoughtfully weighed by the project team.

To help guide the design process, a design working group was established that included research team members, technological partners, and student representatives. This group discussed and prioritized the needs and wants identified by the students who participated in the workshops. Design decisions were also brought back to the Thought Spot Student Group, our advisory group, for feedback and confirmation.

**Use of Participatory Design Research Methods**

The success of this project to date supports the move toward PDR in the area of mHealth interventions targeted toward transition-aged youth [28]. Fundamental to PDR is the need to involve target users in all aspects of the research and to empower them to have a sense of ownership over the product. Although it may be difficult to include participants as equal members of the research team, efforts should be made to ensure that their views are valued and embedded into the product design whenever possible. The strength of these research methods lies in ensuring that an open collaboration between researchers and participants exists. Using PDR during this optimization phase of the project created an environment in which our participants were encouraged to contribute their experiences and ideas related to health, mental health, and wellness to ultimately improve the Thought Spot platform.

Motivating students to engage in PDR requires fostering a sense of understanding of the approach and allowing participants to engage in a way that maintains confidentiality and safety [19]. To address potential power imbalances between participants and researchers, the facilitators ensured that good communication and respect between these 2 groups were established at the beginning of each workshop [29]. Cocreating a series of workshop guidelines with participants was essential to ensure that the workshop environment was open.
collaborative, and safe. Workshop evaluations indicated that participants enjoyed the collaborative, interactive environment, and that they felt welcomed to share their thoughts and experiences. The facilitators made a concerted effort to foster an environment where differing opinions and experiences were valued and encouraged by actively listening to each participant by facilitating discussion so all participants could contribute thoughts and ideas.

Various PDR methods were used to elicit feedback on participant’s opinions of Thought Spot from the perspective of postsecondary student’s experiences of mental health and wellness. The techniques found to be most useful during the Thought Spot workshops were small group discussions, persona exercises, and journey mapping. The use of personas was previously used by Nicholas and colleagues to help research participants discuss youth-specific challenges [19]. We found similar benefits when using this technique in that imagining a best outcome for the persona increased a sense of ownership and empathy in participants [19]. The use of journey maps during the workshops gave participants the opportunity to develop and express a narrative about their experiences with the platform. In addition to facilitating discussion of user experiences, the journey maps prompted discussion of the appearance and purpose of Thought Spot. The journey mapping exercise proved to be very effective in identifying areas for improvement. This could be due to the open-ended format of journey mapping, where participants were able to provide feedback that was not limited by questions asked by facilitators.

These creative techniques made the workshops accessible to participants, helped them relate to the topic of mental health, and encouraged them to contribute to solutions [19]. Collaborating with students in PDR has significant benefits, including establishing common ground and understanding the needs and motivations of the target population [19]. Each PDR technique used during the workshops assisted researchers in collecting helpful feedback for optimizing the Thought Spot platform. Understanding the unique strengths of each method to answer specific questions or collect different types of feedback is critical to the success of PDR. Thoughtful consideration of what techniques to use in a PDR project can help to ensure that the desired feedback is collected.

Limitations
Participants represented only 3 postsecondary campuses in the GTA, all of which are located in downtown Toronto. The experiences of these students’ mental health help seeking may vary from those studying and living in other parts of the city where services are less accessible. Although efforts were made to recruit more males, the majority of our participants were female, potentially skewing our data. Another challenge involves the methodology used in our study. Using various methods to gather information in each workshop meant that slightly different data were collected. In addition, a relatively small number of participants (N=25) completed the USE questionnaire, and descriptive data analysis was performed by the research team.

Conclusions
Students encounter barriers to seeking help, such as confusion when navigating the health system and fears of being labeled. Services made available through a crowdsourced platform may facilitate and enhance the help-seeking process. Moderate satisfaction with the current Thought Spot platform can be improved by addressing concerns with usability, content accuracy, and customization. PDR methods are useful tools when engaging students in research related to eHealth. PDR is most effective when the design is driven by the values of the stakeholders [9]. The values expressed by students have guided Thought Spot’s platform optimization and redesign. Engaging with students through in-person workshops and activities was very effective for this project. The redesign of Thought Spot was guided by feedback received through these PDR workshops. Next steps include testing the effectiveness of the platform through a randomized controlled trial and continuing to enhance the overall project operations based on feedback received from student participants.
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Abstract

Background: Symptoms of depression and anxiety are common after a myocardial infarction (MI). Internet-based cognitive behavioral therapy (iCBT) has shown good results in other patient groups.

Objective: The aim of this study was to evaluate the effectiveness of an iCBT treatment to reduce self-reported symptoms of depression and anxiety among patients with a recent MI.

Methods: In total, 3928 patients were screened for eligibility in 25 Swedish hospitals. Of these, 239 patients (33.5%, 80/239 women, mean age 60 years) with a recent MI and symptoms of depression or anxiety were randomly allocated to a therapist-guided, 14-week iCBT treatment (n=117), or treatment as usual (TAU; n=122). The iCBT treatment was designed for post-MI patients. The primary outcome was the total score of the Hospital Anxiety and Depression Scale (HADS) 14 weeks post baseline, assessed over the internet. Treatment effect was evaluated according to the intention-to-treat principle, with multiple imputations. For the main analysis, a pooled treatment effect was estimated, controlling for age, sex, and baseline HADS.

Results: There was a reduction in HADS scores over time in the total study sample (mean delta=−5.1, P<.001) but no difference between the study groups at follow-up (beta=−0.47, 95% CI −1.95 to 1.00, P=.53). Treatment adherence was low. A total of 46.2% (54/117) of the iCBT group did not complete the introductory module.

Conclusions: iCBT treatment for an MI population did not result in lower levels of symptoms of depression or anxiety compared with TAU. Low treatment adherence might have influenced the result.

Trial Registration: ClinicalTrials.gov NCT01504191; https://clinicaltrials.gov/ct2/show/NCT01504191 (Archived at Website at http://www.webcitation.org/6xWWSEQ22)
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Introduction

Background

Symptoms of depression and anxiety are common after an acute myocardial infarction (MI). Approximately 8% to 30% of patients with a recent MI report depressive symptoms [1], and 13% to 60% of patients report anxiety symptoms [2], with anxiety often co-occurring with symptoms of depression [3]. Post-MI symptoms of depression, anxiety or both are associated with an increased risk of adverse cardiac outcomes [2, 4] and reduced quality of life [5].

Several pharmacological treatment trials, with and without psychological support, have been found to reduce symptoms of depression and anxiety among patients with acute coronary syndrome [6, 7]. Purely psychological treatment studies have also been effective in reducing symptoms of depression and anxiety in patients with coronary heart disease [8]. Effective treatments have been characterized by adopting techniques used in cognitive behavioral therapy (CBT) [9]. To improve access to effective support, increased engagement in eHealth solutions within the cardiac community has been called upon [10], with internet-based CBT (iCBT) representing an eHealth solution that may improve access to acceptable, effective, and cost-effective psychological treatment [11]. iCBT has been found to reduce symptoms of depression and anxiety among adults with common mental health difficulties [12]. In addition, evidence suggests that guided iCBT may improve disease-related functioning and reduce psychological distress in patients with chronic somatic conditions [13]. Furthermore, preliminary evidence suggests that iCBT may reduce symptoms of depression and anxiety for adults with high cardiovascular risk [14]. However, there is limited knowledge regarding the effectiveness and acceptability of iCBT for symptoms of depression and anxiety among MI patients recruited in a clinical setting.

Objectives

The aim of this randomized controlled trial (RCT) was to evaluate the effectiveness of therapist-guided iCBT versus usual care in patients with a recent MI and comorbid symptoms of depression and anxiety.

Methods

Study Design

The U-CARE Heart study is an RCT comparing therapist-guided iCBT with treatment as usual (TAU). A study protocol, including an internal pilot study, has previously been published [15]. Patients (n=239) were recruited from 25 cardiac clinics in Sweden from September 2013 to December 2016. Outcome measurements were collected at baseline (6-10 weeks post-MI) and at post-treatment follow-up (14 weeks post baseline).

The study protocol was approved by the regional ethics committee in Uppsala (2011/217) and registered at ClinicalTrials.gov on January 5, 2012 (NCT01504191). Three protocol design modifications were made during the ongoing trial. First, the inclusion criteria threshold was lowered from ≥10 to >7 on either of the 2 Hospital Anxiety and Depression Scale (HADS) [16] subscale scores (March 5, 2014), to increase the recruitment rate (after having recruited only 7 patients). Second, minor changes were made to the introduction module after completion of the internal pilot trial including the first 20 patients [15]. Third, a mobile device version of the treatment was launched after 63 patients had been randomized to iCBT, representing 53.8% (63/117) of the total allocated to this trial arm (February 29, 2016).

Patients

Inclusion criteria were as follows: (1) <75 years of age, (2) recent MI <3 months, and (3) score >7 on one or both of the 2 HADS subscales. Exclusion criteria were as follows: (1) scheduled for coronary artery bypass surgery, (2) unable to use computer or internet or email or mobile phone, (3) unable to read Swedish, (4) expected to live for <1 year, (5) anticipated to show poor compliance (eg, substance abuse or not showing up to the cardiac nurse visit), (6) self-reported severe depression or suicidal ideation (Montgomery-Asberg Depression Rating Scale-Self Rated [MADRS-S] total score >34 or MADRS-S item 9>3) [17], and (7) participating in another behavioral intervention trial. Patients in both study arms had access to TAU.

Procedure

Patients were identified and screened for eligibility during a routine visit to a cardiac nurse at 1-8 weeks following their MI. Nurses provided brief trial information and logged all consecutive patients matching the inclusion criteria. U-CARE research staff at the coordinating center (Uppsala) called eligible patients to provide further study information. Written information and an informed consent form were sent to patients via postal service. Patients providing informed consent subsequently received an email with a username and password to access a secure internet-based portal to complete the Web-based baseline assessments. Patients reporting symptoms of depression or anxiety >7 on 1 or both of the 2 HADS subscales were randomized to iCBT or TAU. Patients were randomly assigned (stratified by the clinical recruiting center) with a 1:1 allocation, using a computer-generated code. Randomization occurred automatically in the internet-based portal, with patients receiving an email to inform them of condition assignment.

Patients indicating severe depression or suicidal ideation were contacted via phone and referred to appropriate care and excluded from the trial. Patients who did not complete the Web-based baseline or follow-up assessment were reminded by SMS text messages (short message service, SMS), with research staff blind to group allocation telephoning patients who did not complete the assessment within 1 week of receiving the SMS reminder. Paper-and-pencil assessment forms were sent to patients on request or if they were not reached by telephone.
Table 1. Description of the internet-based cognitive behavioral treatment.

<table>
<thead>
<tr>
<th>Modules</th>
<th>Psychoeducation</th>
<th>Examples of homework assignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>The CBT(^a) model</td>
<td>Define personal problems and goals</td>
</tr>
<tr>
<td></td>
<td>Common emotional reactions post-MI(^b)</td>
<td></td>
</tr>
<tr>
<td>Managing worry</td>
<td>Worry awareness</td>
<td>Exposure for worry with response prevention</td>
</tr>
<tr>
<td></td>
<td>Rational for worry exposure</td>
<td></td>
</tr>
<tr>
<td>Fear and avoidance</td>
<td>Basic principles for fear and exposure</td>
<td>Graded exposure in situations related to cardiac or other fears</td>
</tr>
<tr>
<td></td>
<td>Rational for graded exposures</td>
<td></td>
</tr>
<tr>
<td>Behavioral activation</td>
<td>Vicious circles in depression</td>
<td>Self-monitoring of mood and daily activities</td>
</tr>
<tr>
<td></td>
<td>Rational for behavioral activation</td>
<td>Plan daily activities</td>
</tr>
<tr>
<td>Problem solving</td>
<td>Basic problem-solving skills</td>
<td>Apply problem-solving skills</td>
</tr>
<tr>
<td>Communication skills</td>
<td>Basic communication skills and relationship-strengthening skills</td>
<td>Apply communication and relationship-strengthening skills</td>
</tr>
<tr>
<td>Applied relaxation training</td>
<td>Applied relaxation training protocol</td>
<td>Practice according to relaxation training protocol</td>
</tr>
<tr>
<td>Managing negative thoughts</td>
<td>Cognitive restructuring</td>
<td>Self-monitor thoughts and apply cognitive restructuring skills</td>
</tr>
<tr>
<td>Coping with insomnia</td>
<td>Sleep hygiene, stimulus control, and sleep restriction</td>
<td>Self-monitor sleep and apply sleep restriction</td>
</tr>
<tr>
<td>Values in life</td>
<td>Personal values and quality of life</td>
<td>Formulate personal values and create an action plan according to them</td>
</tr>
<tr>
<td>Relapse prevention</td>
<td>Relapse prevention of depression and anxiety</td>
<td>Identify personal preventive strategies</td>
</tr>
</tbody>
</table>

\(^a\)CBT: cognitive behavioral therapy.  
\(^b\)MI: myocardial infarction.

**Interventions**

**Internet-Based Cognitive Behavioral Therapy**

The treatment consisted of a 14-week, therapist-guided, tailored CBT intervention delivered via a secure internet-based portal (U-CARE-portal). See Multimedia Appendix 1 for a sitemap and Multimedia Appendix 2 for a screenshot of the portal. The treatment was developed by licensed psychologists, in consultation with patients with a history of depression and anxiety post-MI. The treatment included 10 modules with different themes, adapted to MI patients (Table 1). The introduction module was compulsory, and thereafter, patients were able to choose which modules to work with, as informed by previous research suggesting tailored iCBT provides patients with more control while maintaining treatment quality [18]. Each module contained 2 to 4 treatment steps, with each step including a PDF with text-based psychoeducation, and 1 to 2 homework assignments. Patients were recommended to work with 1 step per week during the treatment period. Homework assignments consisted of self-monitoring, skills training, and engagement in exercises based on CBT techniques (Table 1). Modules were considered complete when all homework assignments within a module were sent to the therapist for feedback. In addition, the iCBT treatment included a library with supplementary material and video clips of interviews conducted with post-MI patients concerning coping with common psychological reactions post-MI. Patients also had access to a discussion board where they could communicate with other patients randomized to the treatment arm.

**Therapist Support in Internet-Based Cognitive Behavioral Therapy**

Each patient was assigned 1 of the 3 available therapists, who were all licensed psychologists specialized in CBT. Each therapist provided feedback on homework assignments via the portal. The purpose of feedback was to express empathy, encourage work with the treatment, and reinforce treatment activity, all of which has been found to correlate with adherence and outcome [19]. Patients were able to contact their therapist at any time, with therapist responses provided within 48 hours. Patients who were inactive for more than 1 week were contacted by their therapist via telephone, with SMS reminders sent if they were unable to be reached via telephone. Motivational interviewing techniques were used during telephone calls to resolve any identified barriers regarding treatment inactivity. Occasionally, telephone calls included explanations regarding treatment module content; however, calls were not therapeutic and focused on working directly with the material. Telephone call duration ranged between 5 and 30 min. Furthermore, technical support provided by research staff (blinded to allocation) was available via telephone and email.

**Treatment as Usual**

Patients were treated by the local health care system according to international guidelines regardless of treatment allocation. TAU usually includes secondary preventive interventions (eg, information about risk factors and lifestyle changes), cardiac rehabilitation activities (eg, physical exercise), and psychosocial support (eg, counseling if available). Psychotropic medication was not restricted by study participation.
Assessments

**Patient Characteristics**

Sociodemographic data were obtained from baseline assessments. Medical and risk factor data were obtained from the SWEDHEART (Swedish Web-system for Enhancement and Development of Evidence-based care in Heart disease Evaluated According to Recommended Therapies, a Swedish nation-wide quality register) databases RIKS-HIA (Register of Information and Knowledge about Swedish Heart Intensive Care Admissions) and SEPHIA (Secondary Prevention after Heart Intensive Care Admission), covering over 90% of all MIs in Sweden [20].

**Primary Outcome**

HADS-total score (HADS-T) was the primary outcome measure of self-reported symptoms of depression and anxiety, consisting of 14 items divided equally on 2 subscales: anxiety (HADS-A) and depression (HADS-D). Each item is rated on a 4-point Likert scale, resulting in a total score of 42. Higher scores indicate more severe symptoms, with scores above 7 on either subscale indicating mild symptoms [16]. HADS is a reliable and valid measurement of symptom severity and can detect cases of depression and anxiety in different populations [21]. Several studies support the validity of Web-based administration of HADS [22].

**Secondary Outcomes**

MADRS-S was used to screen for severe depression and suicidal ideation before inclusion and as a secondary outcome measure of self-reported depression [17]. The scale consists of 9 items, each rated on a 7-point Likert scale, with a total score of 54. Higher scores indicate a higher level of depressive symptoms. The MADRS-S has adequate psychometric properties administered via both paper-and-pencil assessment and the internet [23].

The Behavioral Activation for Depression Scale-Short Form (BADS-SF) was used as a secondary outcome measure of self-reported symptoms of depression [24]. The scale has 9 items and 2 subscales: avoidance and activation. Each item is rated on a 7-point Likert scale, with a total score of 54. Higher scores indicate less symptoms of depression. The BADS-SF has shown good reliability and validity, predictive validity, and ability to detect clinically relevant changes [24].

Cardiac anxiety was assessed by the Cardiac Anxiety Questionnaire (CAQ) [25]. The scale consists of 18 items and 3 subscales: fear, avoidance, and focus on cardiac-related stimuli and sensations. Each item is rated on a 4-point Likert scale resulting in a total score of 72, with higher scores indicating a higher level of heart-focused anxiety. CAQ has shown reliability and validity among cardiac patients [25].

Adherence was defined as the proportion of treated patients completing the prescribed amount of content within the treatment period [26]. More data on usage and user experience of the intervention were collected, and a detailed analysis of these is presented elsewhere [27].

**Statistical Analysis**

A statistical analysis plan prepared in line with the CONSORT (Consolidated Standards of Reporting Trials) 2010 statement was completed before the trial database was locked, and treatment allocation was disclosed. No interim analysis was performed. The study had enough patients (n>126) to detect a medium effect size (Cohen's $d=0.5$) with the power of 80 at alpha level .05.

Descriptive statistics are presented as mean (SD) or count (%) by treatment group, unless otherwise specified.

The main analysis was conducted according to the intention-to-treat (ITT) principle for all outcomes. Multiple linear modeling was used to analyze the treatment effect on outcomes. Treatment allocation was entered as an independent variable, and HADS-T at follow-up was entered as a dependent variable. To achieve increased precision, age, gender, and baseline HADS-T were entered as covariates. In case of a nonsignificant treatment effect from the main analysis, 2 exploratory analyses with the HADS subscales (HADS-A and HADS-D) as separate outcomes were conducted. For the HADS-A analysis, only patients scoring >7 on the HADS-A subscale at baseline were included, with the corresponding selection applied to the HADS-D analysis. Thus, it was possible for patients to be included in both analyses if they score >7 on both subscales at baseline.

ITT analyses were preceded by multiple imputation via chained equations and predictive mean matching [28]. This was done because (1) there were 11.7% (28/239) with missing values in the main outcome, (2) we could not expect values missing completely at random, and (3) preplanned analyses included multiple outcomes. The imputation model included main effects and the following prespecified interactions: age*treatment and sex*treatment. Moreover, 100 imputed datasets were created. The linear model was thereafter fit to each of these datasets, and resulting effect estimates were pooled using Rubin rules [29]. Sensitivity analyses of HADS-T were conducted on observed data. Supplementary analyses of HADS-T were performed based on per protocol (PP) data from all patients who had completed at least one homework assignment. Secondary outcomes were analyzed using ITT only. We report effect estimates as pooled adjusted point estimates (beta) with 95% CI. Paired $t$ tests were performed for all outcomes (baseline vs follow-up) to assess change over time. The relationship between number of completed homework assignments and changes in HADS-T over time was calculated with Spearman rank-order correlation. Statistical significance was set to 5% (2-tailed).

Analyses were performed in R version 3.4.0 (R Foundation for Statistical Computing, Vienna, Austria) [30] using packages base, foreign, ggplot2, mice, miceadds, MKmisc, stats, tableone, and VIM, and IBM SPSS version 22 (IBM Corp, Armonk, NY).

**Results**

**Recruitment**

During the 40-month recruitment period, 3928 patients were screened for eligibility, with a total of 239 (6.08% (239/3928)
of all screened) randomized. Of these, 10.9% (26/239) were included based on HADS-D only, 38.1% (91/239) based on HADS-A only, and 51.0% (122/239) based on both subscales. The main reasons for exclusion were the following: being unable/unwilling to use the internet or mobile phone, followed by scoring <8 on both HADS subscales and language difficulties. In total, 34.6% (1359/3928) declined participation or did not return the informed consent form. Follow-up assessment was completed by 88.3% (211/239) of all patients, with a significantly higher percentage of completers in the control group (94.3%, 115/122) compared with the treatment group (82.1%, 96/117; Pearson $\chi^2 = 8.6$, $P = .003$). See Figure 1 for a study flowchart.

**Patient Characteristics**

Baseline patient characteristics were similar in both groups (Table 2). On average, patients were 59.6 years of age (SD 8.49), 33.5% (80/239) were women, 41.8% (100/239) had university level of education, 60.3% (144/239) were employed, and 18.0% (43/239) were taking antidepressant and/or anxiolytic medication in both groups. The corresponding percentages after treatment was 19.6% (18/92; 25 missing values) in the treatment group and 15.6% (18/115; 7 missing values) in the control group ($P = .37$).

**Figure 1.** Flowchart of patients through the U-CARE Heart trial. iCBT: Internet-based cognitive behavioral therapy; HADS-D: Hospital Anxiety and Depression Scale-Depression subscale; HADS-A: Hospital Anxiety and Depression Scale-Anxiety subscale.
Table 2. Patient characteristics. Observed data (no imputations).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>iCBT (n=117)</th>
<th>TAU (n=122)</th>
<th>Missing n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>58.4 (9.0)</td>
<td>60.8 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Women, n (%)</td>
<td>44 (37.6)</td>
<td>36 (29.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
<td>14 (5.8)</td>
</tr>
<tr>
<td>Employed</td>
<td>78 (66.7)</td>
<td>66 (54.1)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>4 (3.4)</td>
<td>2 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>33 (28.2)</td>
<td>37 (30.3)</td>
<td></td>
</tr>
<tr>
<td>Sick leave</td>
<td>2 (1.7)</td>
<td>1 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0 (0.0)</td>
<td>2 (1.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Highest level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary</td>
<td>22 (18.8)</td>
<td>26 (21.3)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>45 (38.5)</td>
<td>46 (37.7)</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>50 (42.7)</td>
<td>50 (41.0)</td>
<td></td>
</tr>
<tr>
<td>In a relationship, n (%)</td>
<td>99 (84.6)</td>
<td>101 (82.8)</td>
<td></td>
</tr>
<tr>
<td>Children in the household, n (%)</td>
<td>43 (36.8)</td>
<td>34 (27.9)</td>
<td></td>
</tr>
<tr>
<td>Country of birth other than Sweden, n (%)</td>
<td>21 (17.9)</td>
<td>15 (12.3)</td>
<td></td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td>6 (5.1)</td>
<td>8 (6.6)</td>
<td></td>
</tr>
<tr>
<td>Alcohol, standard drinks/week (SD)</td>
<td>5.7 (13.7)</td>
<td>5.5 (6.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Leisure time physical activity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High activity</td>
<td>19 (16.2)</td>
<td>24 (19.7)</td>
<td></td>
</tr>
<tr>
<td>Moderate activity</td>
<td>52 (44.4)</td>
<td>65 (53.3)</td>
<td></td>
</tr>
<tr>
<td>Low activity</td>
<td>37 (31.6)</td>
<td>26 (21.3)</td>
<td></td>
</tr>
<tr>
<td>Sedentary lifestyle</td>
<td>9 (7.7)</td>
<td>7 (5.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Psychotropic medicine, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiolytics</td>
<td>10 (8.5)</td>
<td>7 (5.7)</td>
<td></td>
</tr>
<tr>
<td>Antidepressants</td>
<td>11 (9.4)</td>
<td>15 (12.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>98 (83.8)</td>
<td>102 (83.6)</td>
<td></td>
</tr>
<tr>
<td>Other current counseling, n (%)</td>
<td>30 (25.7)</td>
<td>28 (22.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Medical history</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction, n (%)</td>
<td>19 (16.2)</td>
<td>13 (10.7)</td>
<td>10 (4.2)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>21 (17.9)</td>
<td>19 (15.6)</td>
<td>9 (3.7)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>42 (35.9)</td>
<td>51 (41.8)</td>
<td>9 (3.7)</td>
</tr>
<tr>
<td>Hyperlipidemia, n (%)</td>
<td>26 (22.2)</td>
<td>27 (22.1)</td>
<td>9 (3.7)</td>
</tr>
<tr>
<td>Stroke, n (%)</td>
<td>0 (0.0)</td>
<td>4 (3.3)</td>
<td>4 (1.7)</td>
</tr>
<tr>
<td>Heart failure, n (%)</td>
<td>4 (3.4)</td>
<td>2 (1.6)</td>
<td>16 (6.7)</td>
</tr>
<tr>
<td><strong>Cardiac status and medication</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any angina/chest pain, n (%)</td>
<td>34 (29.0)</td>
<td>32 (26.2)</td>
<td>30 (12.6)</td>
</tr>
<tr>
<td>Blood pressure &lt;140/90, n (%)</td>
<td>66 (56.4)</td>
<td>78 (63.9)</td>
<td>31 (13.0)</td>
</tr>
<tr>
<td>Body mass index, mean (SD), kg/m²</td>
<td>27.8 (5.0)</td>
<td>27.4 (4.0)</td>
<td>18 (7.5)</td>
</tr>
<tr>
<td>Beta-blockers at discharge, n (%)</td>
<td>104 (88.9)</td>
<td>106 (86.9)</td>
<td>9 (3.8)</td>
</tr>
<tr>
<td>Statins at discharge, n (%)</td>
<td>110 (94.0)</td>
<td>115 (94.3)</td>
<td>9 (3.8)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>iCBT(^a) (n=117)</td>
<td>TAU(^b) (n=122)</td>
<td>Missing n (%)</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>----------------------</td>
<td>---------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>ACE(^c) inhibitor/ARB(^d) at discharge, n (%)</td>
<td>89 (76.1)</td>
<td>96 (78.7)</td>
<td>9 (3.8)</td>
</tr>
<tr>
<td>DAPT(^e) at discharge, n (%)</td>
<td>107 (91.4)</td>
<td>107 (87.7)</td>
<td>10 (4.2)</td>
</tr>
</tbody>
</table>

\(^a\)iCBT: internet-based cognitive behavioral therapy.
\(^b\)TAU: treatment as usual.
\(^c\)ACE: angiotensin-converting enzyme.
\(^d\)ARB: angiotensin receptor blocker.
\(^e\)DAPT: dual antiplatelet therapy.

In total, 33.1\% (79/239) were sedentary or reported low levels of exercise, 16.7\% (40/239) had previous diabetes mellitus, and 13.4\% (32/239) had a previous MI. At baseline, 25.7\% (30/117) in the iCBT group and 22.9\% (28/122) in the control group had regular contact with a counselor within TAU. The corresponding percentage at follow-up was 21.1\% (19/90; 27 missing values) in the iCBT group and 27.2\% (31/114; 8 missing values) in the control group (\(P=.33\)).

**Primary Outcomes**

There was no difference in HADS-T scores at baseline between the iCBT and the control group (\(t_{237}=0.56, P=.85\)). There was a general reduction in HADS-T over time in the total study sample (mean delta=−5.1; \(t_{237}=12.92, P<.001\)). The main analysis showed no effect of treatment on HADS-T at follow-up (beta=−0.47, 95\% CI −1.95 to 1.00, \(P=.53\)). Furthermore, the main analysis showed that men scored lower on HADS-T compared with women at follow-up (beta=−2.04, 95\% CI −3.60 to −0.47, \(P=.01\)), and there was a borderline significant reduction in HADS-T per unit increase in age (beta=−0.08, 95\% CI −0.16 to 0.01, \(P=.09\)) at follow-up. There was no interaction between treatment and sex, or treatment and age, on HADS-T (\(P\) for both >0.19). Congruent with the main analysis, separate exploratory analyses showed no effect of treatment on either HADS-A or HADS-D subscales (Table 3).

Results of the sensitivity analyses were consistent with the ITT analysis. Both the PP analysis (beta=−0.87, 95\% CI −2.47 to 0.72, \(P=.28\)) and the analysis with observed data (beta=−0.55, 95\% CI −2.04 to 0.93, \(P=.46\)) with HADS-T as the outcome yielded no effect of treatment (Table 3).

**Secondary Outcomes**

Additional multiple linear models showed no effect of treatment on the secondary outcomes MADRS-S, CAQ, or BADS-SF at follow-up (Table 3).

**Adverse Events**

Two patients in the iCBT group and 3 patients in the control group reported severe depression (MADRS-S>34) or suicidal ideation (MADRS-S item 9 ≥3) at follow-up.

**Adherence**

Treatment adherence was low, with 46.2\% (54/117) of the iCBT group not completing the introductory module, 38.4\% (45/117) completing the introductory module only, and 15.4\% (18/117) completing additional modules (Figure 2). Furthermore, only 0.9\% (1/117) adhered to the treatment [26] by completing the recommended number of 14 steps within the 14-week treatment period. The number of completed homework assignments was not associated with change in HADS-T at follow-up, \(r_{s}=.07, P=.53\).
Table 3. Outcomes at baseline and follow-up, change scores, and treatment effects. Mean (SD) and change are calculated from observed data. Effect estimates (beta) are pooled adjusted coefficients for treatment (internet-based cognitive behavioral therapy, iCBT) versus control (treatment as usual) on follow-up outcomes adjusted for sex, age, and baseline levels of the respective outcomes after multiple imputation.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Baseline, mean (SD)</th>
<th>Follow-up, mean (SD)</th>
<th>Change</th>
<th>Effect, Beta (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HADS-T</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCBT</td>
<td>18.3 (4.9)</td>
<td>12.8 (5.9)</td>
<td>−5.5</td>
<td>−.47 (−1.95 to 1.00)</td>
<td>.53</td>
</tr>
<tr>
<td>Control</td>
<td>18.6 (5.0)</td>
<td>13.6 (6.8)</td>
<td>−5.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HADS-A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCBT</td>
<td>10.9 (2.4)</td>
<td>7.4 (3.2)</td>
<td>−3.5</td>
<td>−.09 (−0.91 to 0.72)</td>
<td>.82</td>
</tr>
<tr>
<td>Control</td>
<td>10.8 (2.5)</td>
<td>7.3 (3.7)</td>
<td>−3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HADS-D</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCBT</td>
<td>9.9 (2.2)</td>
<td>6.6 (3.3)</td>
<td>−3.3</td>
<td>−.45 (−1.34 to 0.44)</td>
<td>.32</td>
</tr>
<tr>
<td>Control</td>
<td>10.3 (2.5)</td>
<td>8.0 (3.8)</td>
<td>−2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MADRS-S</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCBT</td>
<td>14.8 (6.4)</td>
<td>12.0 (7.2)</td>
<td>−2.8</td>
<td>−.58 (−2.20 to 1.04)</td>
<td>.48</td>
</tr>
<tr>
<td>Control</td>
<td>15.9 (7.2)</td>
<td>13.3 (7.6)</td>
<td>−2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CAQ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCBT</td>
<td>26.1 (10.3)</td>
<td>21.5 (10.2)</td>
<td>−5.4</td>
<td>−.73 (−2.83 to 1.38)</td>
<td>.50</td>
</tr>
<tr>
<td>Control</td>
<td>25.3 (10.8)</td>
<td>22.0 (11.4)</td>
<td>−3.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BADS-SF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCBT</td>
<td>21.2 (6.1)</td>
<td>21.4 (6.9)</td>
<td>0.2</td>
<td>−.50 (−2.31 to 1.30)</td>
<td>.58</td>
</tr>
<tr>
<td>Control</td>
<td>21.4 (7.7)</td>
<td>21.6 (7.2)</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a*HADS-T: Hospital Anxiety and Depression Scale total score.

*b*HADS-A: Hospital Anxiety and Depression Scale anxiety subscale.

*c*HADS-D: Hospital Anxiety and Depression Scale depression subscale.

*d*MADRS-S: The Montgomery-Asberg Depression Rating Scale-Self Rated.

*e*CAQ: Cardiac Anxiety Questionnaire.

*f*BADS-SF: Behavioral Activation for Depression Scale-Short Form.

Figure 2. Proportion of patients completing different number of steps in the internet-based cognitive behavioral therapy.
Discussion

Principal Findings

In this RCT, we evaluated the effectiveness of a therapist-guided, tailored iCBT treatment compared with TAU to reduce symptoms of depression and anxiety among recent MI patients. Both groups reported a decreased level of symptoms of depression and anxiety over time to a similar extent, with no difference between groups at follow-up. Adherence was low compared with other tailored iCBT interventions for depression and anxiety [26], indicating most patients allocated to iCBT received only a small treatment dose.

Overall, 6.08% (239/3928) of the screened patients were randomized. The main reasons for exclusion were reported as being unable or unwilling to use internet or mobile phone, HADS score below the inclusion threshold (<8), and language difficulties. Furthermore, a substantial number of patients screened for eligibility declined to participate. Reasons for declining are not fully known, but might include low perceived need for help or a preference for other treatment alternatives. Low interest in iCBT treatment among cardiac patients has also been reported previously. The InterHerz study [31], which resembles the U-CARE Heart RCT, ended prematurely because of low recruitment rates (12 patients in 6 months; personal communication October 1, 2017 with Professor Nadine Messerli-Bürgy). Negative attitudes toward, and low intentions to use, internet-based psychological interventions have been reported previously in other populations [32,33]. Access to face-to-face counseling and psychotropic medicine is readily available and is of good quality in standard MI care in Sweden, with an estimated 95% of cardiac clinics in Sweden assessing and referring patients with mental health difficulties to appropriate care [34]. As such, a low interest in iCBT interventions among cardiac patients may be expected, which in turn may be a barrier, or at least a challenge, for implementation in routine care.

Previous findings suggest iCBT as an effective treatment for comorbid symptoms of depression and anxiety in patients with somatic conditions [13], and effective psychological interventions for emotional distress related to coronary heart disease are characterized by CBT techniques [9]. Given this, the lack of effect of the iCBT intervention found in this study may have several explanations. Two factors might be low treatment adherence in the intervention group and a significant spontaneous improvement in the control group. Most iCBT studies with positive results are efficacy studies based on self-referral by people seeking help on the internet. In this study, we recruited patients within a routine care setting using screening methods. However, treatment adherence to iCBT interventions has been found to be lower in effectiveness studies in primary care samples compared with samples recruited from Web-based self-referral [35,36]. It is likely that patients actively seeking out and self-referring to iCBT are more prone to stay active in treatment compared with those who are screened and offered participation. Indeed, some of the patients in this study reported that their strongest reason for joining the study was to assist in research rather than seeking help for their depression or anxiety. In addition, reporting severe depressive symptoms was an exclusion criterion.

Another important factor that may have influenced treatment adherence was related to iCBT characteristics. The treatment and U-CARE portal used to deliver it were developed in consultation with patients with personal experience of depression and anxiety post-MI. In spite of this effort, the content and design of the intervention might not have been adjusted enough to end users’ needs, for example, in terms of relevance and workload. Indeed, treatment burden and failure to tailor content adequately are associated with negative iCBT user experience [37]. Moreover, therapist support has been shown to significantly improve iCBT treatment adherence and effect [38]. However, the amount of support needed in different populations may vary, with some patient populations potentially benefiting from more extensive support. Indeed, extending iCBT support through additional weekly telephone calls has been found to improve treatment adherence [39]. As such, real-time therapist support via telephone might have helped patients engage with and adhere to treatment over time. Furthermore, some previous successful psychological interventions (with high adherence) for cardiac patients [40-42] have been group-based CBT with a process-oriented focus. It remains to be investigated in a randomized trial if process-oriented, group-based formats are necessary in psychological interventions for cardiac patients.

Patient characteristics may affect treatment adherence. The mean age of patients in this study was >10 years lower than the average MI population, but higher compared with other iCBT studies of patients with depression and anxiety [35,43,44]. Older age is correlated with lower computer literacy [45]. It is possible that patients experiencing technological difficulties were less active in treatment. Furthermore, the level of education was somewhat lower compared with other iCBT studies (40% university level vs 50-60%) [35,43,44], a factor further associated with low adherence to psychological treatment [46].

Both groups reported improved psychological symptoms over time, with regression to the mean potentially explaining this pattern. In addition, a substantial spontaneous improvement has been reported for MI patients in symptoms of both anxiety and depression over time [47]. Our patients were recruited about 10 weeks post-MI to avoid spontaneous recovery diluting any treatment effects. However, this recruitment strategy may have resulted in patients finding other ways to improve their psychological well-being. Moreover, more patients in the control group than in the iCBT group reported initiating a contact with a local counselor during the study period, but the difference was not significant.

Strengths and Limitations

This trial recruited patients from 25 hospitals in both rural and urban areas in Sweden. The content and design of the portal and the treatment were developed in consultation with patients with personal experience of emotional distress post-MI to increase acceptability, relevance, and usability. We prepared a detailed statistical analysis plan and prespecified adjustment by covariates to ensure a transparent analysis procedure [48]. We have provided detailed descriptions of the intervention and its delivery, in line with recent reporting guidelines [49], enabling
comparison with other iCBT treatments targeting cardiac patients. Therapist support was provided by licensed psychologists, specialized in the CBT methodology. Despite all efforts to develop a user-friendly and relevant iCBT treatment, adherence to treatment was low. Given the obtained dose of treatment was low, the effect of the treatment might be difficult to evaluate. The PP analysis did not differ from the ITT analysis. However, our definition of PP may be criticized of being too liberal (completion of only 1 homework assignment). Moreover, HADS was developed as a screening measure and might not be sensitive enough to detect minor changes over time. However, none of the more sensitive secondary outcomes assessments indicated an effect. Diagnostic interviews might have been a more valid assessment of symptoms of depression and anxiety. Furthermore, the initial cut-off of >10 in any of the HADS subscales was lowered early in the study to >7 to increase recruitment rate. Patients reporting a low level of depression and anxiety have less room for improvement, resulting in a reduced likelihood of detecting a treatment effect [50]. This might also have resulted in inclusion of patients experiencing a low level of emotional distress, and consequently low perceived need for psychological help.

Future Directions
Effective and accessible psychological treatments are important, given symptoms of depression and anxiety are common post-MI. Despite the success of iCBT trials [13], using self-referral recruitment methods for patients with a range of comorbid physical and mental conditions, alongside calls for the widespread implementation of eHealth interventions for cardiac populations [10], this study questions the promise of iCBT for MI patients recruited at cardiac clinics. As such, future research should examine the potential differences in terms of iCBT acceptability between populations recruited via self-referral versus clinical settings. Furthermore, increased efforts are needed to better understand how to improve treatment adherence. Such efforts may include exploratory studies investigating factors related to treatment acceptability. In interviews with participants in this study, some challenges have been identified. These are described elsewhere [27]. Finally, our results support the notion that systematic development and feasibility testing, in close collaboration with potential end users, should be undertaken to improve treatment relevance and acceptability [51]. Although this study was preceded by both semistructured feasibility testing and an internal pilot study, this was apparently not sufficient.

Conclusions
In a randomized trial, we evaluated the effects of a therapist-guided, tailored iCBT intervention for depression and anxiety versus TAU among recent MI. Both groups reported less emotional distress after treatment, but iCBT did not significantly reduce symptoms of depression or anxiety in comparison with TAU. This lack of difference in treatment outcome may be explained by low treatment adherence, with further investigation into reasons for poor treatment adherence warranted. This study suggests that further research is required into the acceptability and feasibility of iCBT for an MI population before wide-scale implementation of similar eHealth solutions for this patient group.
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Abstract

Background: Medication nonadherence is a major impediment to the management of many health conditions. A better understanding of the factors underlying noncompliance to treatment may help health professionals to address it. Patients use peer-to-peer virtual communities and social media to share their experiences regarding their treatments and diseases. Using topic models makes it possible to model themes present in a collection of posts, thus to identify cases of noncompliance.

Objective: The aim of this study was to detect messages describing patients’ noncompliant behaviors associated with a drug of interest. Thus, the objective was the clustering of posts featuring a homogeneous vocabulary related to nonadherent attitudes.

Methods: We focused on escitalopram and aripiprazole used to treat depression and psychotic conditions, respectively. We implemented a probabilistic topic model to identify the topics that occurred in a corpus of messages mentioning these drugs, posted from 2004 to 2013 on three of the most popular French forums. Data were collected using a Web crawler designed by Kappa Santé as part of the Detec’t project to analyze social media for drug safety. Several topics were related to noncompliance to treatment.

Results: Starting from a corpus of 3650 posts related to an antidepressant drug (escitalopram) and 2164 posts related to an antipsychotic drug (aripiprazole), the use of latent Dirichlet allocation allowed us to model several themes, including interruptions of treatment and changes in dosage. The topic model approach detected cases of noncompliance behaviors with a recall of 98.5% (272/276) and a precision of 32.6% (272/844).

Conclusions: Topic models enabled us to explore patients’ discussions on community websites and to identify posts related with noncompliant behaviors. After a manual review of the messages in the noncompliance topics, we found that noncompliance to treatment was present in 6.17% (276/4469) of the posts.

(J Med Internet Res 2018;20(3):e85) doi:10.2196/jmir.9222
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Introduction

Background

A report published by the World Health Organization (WHO) in 2003 highlighted that noncompliance (or nonadherence) to long-term treatment was a worldwide problem detrimental to the overall effectiveness of the health system [1]. Compliance is defined in this report as the degree of correspondence between a patient’s behavior (taking medications, following hygiene rules, and diet) and the recommendations made by a health care professional (HCP). Noncompliance with these recommendations has an impact on patients’ quality of life (QoL), outcomes, and health costs.

The WHO identified several causes of nonadherence to therapies, including the characteristics of the health system, the patient’s disease, and the course of treatment. For patients with depression, observance is linked to the frequency of administration of a drug and to concomitant therapy. For patients suffering from cancer, the fear of adverse effects (AEs) related to the treatment has negative impact on adherence. For diabetic patients, adherence may vary with age, sex, and the relationship with the physician. Several meta-analyses showed that current methods of improving medication adherence for chronic diseases were mostly complex and not very effective [2,3]. The Cochrane group concluded that (1) means to measure adherence more systematically and objectively and (2) innovations to assist patients to follow medication prescriptions for long-term medical disorders were major points to be considered in that field. Considering social media as platforms where patients can discuss about their treatments and share testimonies, they could be a new data source to measure adherence to treatment.

Social media allows large groups of people to create and share information, opinions, and experiences about health conditions and medications through discussions [4]. Social media provides pharmacovigilance experts with a relevant source of information [5]. The example of benfluorex [6] illustrated how social media could be valuable sources for experts. Methods to identify messages with adverse events mentions have been developed (eg, [7]).

Social media holds a lot of promise in improving communication and patient engagement [8]. Horvath et al [9] and Taggart et al [10] showed that information sharing and socializing with others were the criteria most often cited when HIV patients describe an ideal social network. Wang et al [11] modeled the discussions and interests of users of a forum for pregnant women using a topic model and showed that the women were sharing their experiences, fears, and concerns about medications. Stellefson et al [12] reviewed Web 2.0 interventions proposing a program of self-management to patients older than 50 years for their chronic disease. Patients highlighted the benefit of interacting with other patients. For example, sharing information through social networks enabled patients to communicate better with HCPs. Patients often use social media to discuss drug side effects and adherence to therapies. Mao et al [13] studied the messages from breast cancer patients treated by aromatase inhibitors. A total of 18.17% (4589/25,256) of the posts mentioned at least one adverse effect, and almost 12.8% (110/862) of the individuals mentioned discontinuing aromatase inhibitors. Chary et al [14] studied correlations between geographic distribution of prescription opioid misuse estimated from social media and the National Survey on Drug Usage and Health (NSDUH). They concluded that mentions of drug misuse on Twitter correlated strongly with the NSDUH estimates of opioid misuse.

Social media may even impact treatment adherence. In the study by Horvath et al [15], the results of a Web-based survey for HIV patients showed that 52.6% (164/312) of the participants were considered noncompliant. The meta-analysis published by Taggart et al [10] identified 2 studies on HIV populations that demonstrated a link between the use of social media and the improvement of compliance to treatment among users. Moreover, Mao et al [13] showed that breast cancer patients offer practical strategies to deal with drug side effects and provide support to each other. For example, 28.10% (7097/25,256) of the posts mentioned some method for addressing their aromatase inhibitor-related arthralgia, including exercising and pharmaceuticals, whether prescribed or over the counter.

Analysis of a huge number of narratives requires automated text mining techniques [5]. These techniques have been used to extract information from electronic health records. For example, Topaz et al [16] mined clinical narratives to identify heart failure patients who did not comply with their treatment. As for health records, detection of nonadherence behaviors in social media also requires text mining techniques.

Topic models could be used to discover hidden semantic structures in large sets of messages from social media. They could provide deeper exploration of nonadherence behaviors. This exploration is based on patient testimonies of their own decisions about drugs in real life.

Objective

Our objective was to evaluate a topic model approach to identify messages describing noncompliant behaviors regarding medications. Topics correspond to clusters of words that represent the themes addressed by the patients. The distributions of these themes in a corpus of messages are expected to enable the targeted extraction of posts corresponding to noncompliance behaviors. We focused on two noncompliant behaviors: (1) dose change and (2) treatment cessation.

Prior Work

Topic modeling is a text mining method designed for exploring the main topics that occur in a set of documents. With topic models, words that often occur together in text are grouped into different topics. On the basis of these topics, topic models provide a tool for unsupervised classification of massive collections of documents. Latent Dirichlet allocation (LDA) was developed by Blei et al as "...a generative probabilistic model for collections of discrete data such as text corpora..." [17].

Topic modeling algorithms have been used to analyze the thematic composition of text corpora extracted from social media in a variety of domains such as politics [18]. Several
authors explored tweets content using LDA to identify health
topics, including tobacco use [19], seasonal influenza and
allergies [15], and childhood obesity [20]. Sullivan et al analyzed
users’ comments from amazon to build a scoring system for food
supplements [21].

Patient forums have been also explored using LDA. Yang et al
[7] analyzed 1500 messages from patient forums to detect
adverse drug reactions. The distributions of the themes obtained
by applying the LDA model to this corpus made it possible to use
similarity measurements for the annotated corpus compared with
new messages. The authors proposed a message classifier
based on these measurements. Noticeably, all the studies
described above used messages in English.

With the objective of analyzing patients’ QoL in breast cancer,
Tapi Nzali et al [22] investigated posts from Facebook groups
and a public French breast cancer forum using LDA modeling.
They analyzed messages in French.

Several algorithms may be applied to use topic models. The
original version of LDA modeling proposed by Blei et al [17]
has been widely used (eg, [7,19,20,22,23]). Paul and Dredze
developed extensions of the LDA model [15,24,25]. To establish
their Ailment Topic Aspect Model (ATAM), they added several
components to associate a term with a theme (eg, a disease), or
consider it as not relevant. Then, based on 144 million tweets,
ye estimated general themes and disease-specific themes such as
influenza, cancer, and dental problems. The semantic
coherence of the topics obtained by ATAM was better for 61%
(11/18) of the estimated topics compared with the LDA [25].

In this study, we investigate the use of LDA to analyze the
themes in patient posts and identify noncompliance cases. To
the best of our knowledge, this is the first study aiming at
identifying forum posts related to nonadherence behaviors.

Methods

A summary of the approach presented in this study is provided
in Figure 1.

Materials

The data was extracted from the Detec’t database [26], a
database developed by Kappa Santé [27] that collects messages
from several French forums using a Web crawler. Detec’t extracts
messages from forums based on a named entity
recognition module using a drug lexicon made by Kappa Santé
and a fuzzy matching algorithm. The lexicon was based on
Racine Pharma and the Anatomical Therapeutic Chemical
( ATC) classification system [28]. Racine Pharma is an extensive
source of drug names that covers all medications available on
the French market, including brand names and active ingredients.
Racine Pharma entries are mapped to the ATC.

More precisely, we extracted two corpora from Detec’t: the first
one corresponding to the messages related to escitalopram, an
antidepressant drug, the other one related to aripiprazole, an
antipsychotic drug. Rationale for choosing these drugs is that
nonadherence cases are more likely to be found in chronic
diseases and is a major concern in psychiatric disease
management [29]. Moreover, these drugs belong to two different
therapeutic classes: escitalopram is in a class of antidepressants
called selective serotonin reuptake inhibitors; aripiprazole
belongs to the so-called atypical second generation
antipsychotics and acts as a partial dopamine agonist.

All messages extracted from Detec’t database in this study were
posted from 2004 to 2013 on three of the most popular French
forums (doctissimo, atoute, and santé médecin). The metadata
accompanying each message that form the corpus were as
follows: (1) an identifier, (2) the date of publication on the
forum, and (3) the forum from which the message was extracted.
Messages were extracted based on the respective brand names:
Seroplex and Ability of the drugs. Posts were selected based
on the presence of the drug name in the message.

Methods Used

Preliminary Data Processing

Preprocessing

The aim of the preprocessing step is the data cleaning to reduce
noise and incoherence [30]. Preprocessing was done in six steps:

1. Considering that the R software (The R Project for
Statistical Computing, Vienna) discriminates between
lowercase and uppercase words, all messages were
converted to lower case text.
2. The punctuation and stop words were removed.
3. We removed all instances of the drug name that was used
to build the corpus (eg, seroplex). As it was present in each
message, it was overrepresented and does not carry any
further information.
4. Spaces were removed whenever needed to create
 tokens.
5. The stemming of words was carried out using Porter’s
algorithm [31,32].
6. We decided to keep unigrams and bigrams. This made it
possible to retain frequent contiguous sequences of two
items, such as effets secondaires (AEs).

Standardization of Dosage Mentions

As variations in representing dosage in posts are possible (eg,
milligram or mg), we replaced it by a standard expression in
the messages: we identified dosage mentions (eg, 10 mg) by
searching each sequence of numbers followed by a dosage unit.
Then, we replaced the dosage mention by a neutral string of
characters dosenmilligrams.

Model Estimation

Document-Term Matrix Weighting

The document-term matrix (DTM) describes the frequency of
terms that occur in the collection of posts: rows correspond to
posts (documents), and columns correspond to terms. If a term
occurs in a particular post, then the matrix entry corresponding
to that row and column is 1, if not it is 0. The sparsity corresponds
to the frequency of zero-valued elements in the matrix.

A maximum sparsity threshold, above which the token was
removed, was determined empirically. The total sparsity of the
matrix was calculated for an interval of sparsity thresholds
applied to the columns. These values ranged from 99.95% to
80% and decremented by 0.025%. We included tokens corresponding to a DTM sparsity of at least 97%. Then, to avoid overrepresentation of frequent tokens, we applied a weighting to our DTM based on the term-frequency-inverse-document-frequency approach [33]. One DTM was generated for each corpus (escitalopram and aripiprazole, respectively) and used as input of the topic modeling.

To remove the tokens that corresponded to spelling errors or abbreviations and consider only words frequently used by patients, we removed infrequent tokens based on DTM sparsity.

Figure 1. Summary diagram.
Latent Dirichlet Allocation Modeling

In this study, we decided to work with LDA algorithm. The model was described as follows by Blei and Lafferty [34]:

In LDA, the observed data are the words of each document and the hidden variables represent the latent topical structure, i.e., the topics themselves and how each document exhibits them...The interaction between the observed documents and hidden topic structure is manifest in the probabilistic generative process associated with LDA.

A document is a mixture of topics; that is, it corresponds to a probability distribution over all topics in the corpus. In other terms, when a patient writes a message, she or he decides to talk about a certain number of topics. When she or he talks about a topic in a message, she or he takes words with a certain probability from the set of terms that correspond to that topic. Assuming that model, each message contains several topics among all the identified topics, and the probability distribution shows how prominent the identified topics are in this message.

From a technical standpoint, rationale for choosing LDA was threefold:

- Compared with other types of topic modeling (latent semantic analysis, LSA; nonnegative matrix factorization, NMF; or singular value decomposition applied in the context of LSA), LDA methods are more suited in domains where data is in semantic units, such as words.
- LDA provides better interpretability of topics than other types of topic modeling (such as NMF).
- LDA also provides a better semantic coherence of estimated topics than LSA [35].

More precisely, we applied topic modeling with LDA algorithm developed by Blei et al [17,34]. The LDA model was estimated using the maximum a posteriori (MAP) algorithm described by Taddy [36,37]. MAP algorithm is a variant of expectation-maximization (EM) algorithm with a lower calculation cost and more stable results than the algorithms commonly used for estimates (Gibbs sampling, variational EM). At each iteration, instead of approximating the maximization of marginal likelihood, a combined estimate of the parameters is calculated by block-diagonalization of the Hessian matrix. This leads to an exact estimate of the distribution of topics, rather than an approximation. The number of topics was selected using the log Bayes factor [36]. Log Bayes factor is a ratio of likelihood used for model comparisons. By computing it against a one-topic model for several numbers of topics, it allows to select the most appropriate number. The output is twofold: (1) the probabilities of appearance associated with vocabulary terms in each of the topics and (2) the distribution thereof in the messages.

With the aim of optimizing interpretability and semantic coherence of topics, we considered a message significantly associated to a topic when at least 25% of the tokens it contained were associated to this topic. The 25% threshold was set empirically.

Evaluation

The aim of the evaluation step was to assess the number of messages correctly identified by our approach. Manual evaluation was performed in two steps:

1. We reviewed manually all messages related to the topics of interest (dosage variation and treatment interruption) in the two corpora (Escitalopram and Aripiprazole). A message is considered correctly classified if it describes a noncompliant behavior corresponding to the recognized topic. The evaluation of our classification was measured by the ratio of correctly classified messages for each topic of interest. Two annotators (RA and PF) participated to the review. To measure interannotator agreement (IAA), the two annotators evaluated a random selection of 20% of posts from each set of messages identified by the noncompliance topics. The IAA was calculated using Cohen kappa coefficient [38].

2. To estimate sensitivity or recall of our method, we randomly extracted 20% of the messages related to topics other than noncompliance (345/1723 messages for aripiprazole and 650/3246 for escitalopram). We manually classified them in two categories: messages with noncompliance behaviors and without.

Software

Analyses were performed using the R software. For the preprocessing of the corpus, the packages tm [39], SnowballC, and slam were used. Topic models were estimated using the following packages: topicmodels [40] and MAPTPX.

Results

Datasets Characteristics

Table 1 shows the number of messages in each corpus.

The preliminary preprocessing of escitalopram corpus returned a DTM of 3650 messages and 155,883 tokens (unigrams and bigrams). Setting the sparsity threshold at 99.35% (3626.275/3650), we obtained a DTM of 3649 messages and 154,371 tokens. One message was removed because the terms it contained were particularly misspelled.

The processing of the aripiprazole corpus yielded a DTM of 2164 messages and 81,371 tokens. On the basis of a sparsity threshold of 99.25% (2147.77/2164), we obtained a DTM of 2147 messages and 1497 tokens. One message was removed because the terms it contained were particularly misspelled.

The processing of the aripiprazole corpus yielded a DTM of 2164 messages and 81,371 tokens. On the basis of a sparsity threshold of 99.25% (2147.77/2164), we obtained a DTM of 2147 messages and 1497 tokens. One message was removed because the terms it contained were particularly misspelled.

The tokens that appeared least frequently in the corpora were removed (Table 2).

Dosage Variations and Treatment Discontinuation

Model Estimation

The log Bayes factor topic selection method returned a total of 13 topics for the escitalopram corpus, as shown in Figure 2. The same approach led us to identify 11 topics for the aripiprazole corpus.

We obtained a total of 2691 messages evoking escitalopram and belonging to 13 topics. The 958 remaining messages were below the threshold regarding the association between terms
and topics, which was set at 25%. The average number of topics per message was 1.22 and the median 1.

For the aripiprazole data, we obtained a total of 1778 messages mentioning the drug and distributed among 11 topics. The 396 remaining messages were below the threshold for association between message terms and topics. The average number of topics per message was 1.31 and the median 1.

**Topics Interpretation**

As a topic must be interpretable with the first terms obtained (ranked by their probability of appearance) [34], topics found were labeled manually based on the first 15 words.

**Table 1.** Corpora description.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Therapeutic class</th>
<th>Number of messages containing the drug name, n</th>
<th>Date of publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Escitalopram</td>
<td>Antidepressant</td>
<td>3650</td>
<td>2004 to 2013</td>
</tr>
<tr>
<td>Aripiprazole</td>
<td>Antipsychotic</td>
<td>2164</td>
<td>2005 to 2013</td>
</tr>
</tbody>
</table>

**Table 2.** Description of the document-term matrix (DTM) dissemination thresholds.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Term frequency before processing, n</th>
<th>Sparsity before processing, n (%)</th>
<th>Sparsity threshold per token, n (%)</th>
<th>Term frequency after processing, n</th>
<th>Sparsity after processing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Escitalopram</td>
<td>155,883</td>
<td>155,774 (99.93)</td>
<td>3626.275 (99.35)</td>
<td>1497</td>
<td>151,097 (96.93)</td>
</tr>
<tr>
<td>Aripiprazole</td>
<td>81,371</td>
<td>81,281 (99.89)</td>
<td>2147.77 (99.25)</td>
<td>1062</td>
<td>78,922 (96.99)</td>
</tr>
</tbody>
</table>

**Figure 2.** Number of topics selected for Escitalopram using the log Bayes factor.

**Escitalopram Topics**

The list of topics and the distribution of messages in topics regarding escitalopram are displayed in Multimedia Appendix 1. This result is expressed as frequencies and proportions of messages (in relation to the 3649 escitalopram messages) associated with each theme. A message is associated with a topic if it contains at least 25% of terms for which the corresponding latent variability describes an association with the topic in question.

We noticed the emergence of a class containing messages describing user’s experiences with the drug in a general way (topic 7) and how it affects their condition (topic 6). Topics 3 and 8 related to the day-to-day feeling of patients and the activities they have. Topic 2 was linked to the drug prescription by HCPs and topic 5 to panic attacks and anxiety. Topics 9, 10, and 12 focused on messages about AEs experienced or feared by users, along with the drug’s effects overall. Topic 13 was related to the duration of the treatment.

Topics 1 was labeled as *general themes*. It describes themes associated with discussions between individuals and corresponds to poorly informative vocabulary. Such a collection of words provided no information of interest for our study. Nevertheless, it was widely used in messages, which explains the relatively high proportion of messages associated to this topic.

Messages about problems with treatment discontinuation and dosage variations were respectively included in topics 4 and 11. The intersection of the two noncompliance topics corresponded to 7 messages.

**Aripiprazole Topics**

The topics obtained by reproducing the modeling steps with the aripiprazole corpus are described in Multimedia Appendix 1.

Among the topics estimated for the aripiprazole corpus, we found the description of the patient's experience (topic 4) of his or her treatment. Three topics described the effects thereof (topics 3, 4, and 8), and one related to its duration (topic 9). Two topics focused on the patients’ relationships with HCPs (topic 5) and other individuals (topic 6). Topic 7 described
treatment interruption. Dosage variations were described in topic 1. The intersection of the two noncompliance topics (7 and 1) corresponded to 6 messages. As for escitalopram, two topics were composed of noninformative words (general themes).

Multimedia Appendix 2 shows the identified topics in the two corpora.

Evaluation of the Approach
IAA rate was measured on 20% (169/844) of the messages identified by the noncompliance topics using Cohen kappa coefficient. We obtained a kappa of 0.90 (152/169).

<table>
<thead>
<tr>
<th>Identified behavior</th>
<th>Number of messages, n</th>
<th>Number of correctly classified messages, n</th>
<th>Precision, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dosage variations</td>
<td>187</td>
<td>54</td>
<td>28.9</td>
</tr>
<tr>
<td>Treatment cessation</td>
<td>216</td>
<td>100</td>
<td>46.3</td>
</tr>
</tbody>
</table>

Table 4. Annotations of the aripiprazole corpus.

<table>
<thead>
<tr>
<th>Identified behavior</th>
<th>Number of messages, n</th>
<th>Number of correctly classified messages, n</th>
<th>Precision, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dosage variations</td>
<td>176</td>
<td>56</td>
<td>31.8</td>
</tr>
<tr>
<td>Treatment cessation</td>
<td>265</td>
<td>62</td>
<td>23.4</td>
</tr>
</tbody>
</table>

We calculated the ratio of messages corresponding to a case of noncompliance associated with each topic of interest. The results are displayed in Tables 3 and 4. Globally, the precision score for noncompliance was 32.6% (272/844). We obtained the lowest score (23.4%, 62/265) for the aripiprazole discontinuation topic and the highest score (46.3%, 100/216) for escitalopram discontinuation.

The analysis of 20% (345/1723 for aripiprazole, 650/3246 for escitalopram) of the messages related to other topics than noncompliance revealed only four messages describing a nonadherence behavior and not detected by our approach. The four false negative messages were all about stopping aripiprazole. Regarding the different subsets, we obtained a 94% (62/66) recall score for the aripiprazole cessation topic and 100% for the other ones. Globally, the estimated recall score was 98.5% (272/276).

We present below a detailed analysis of the results for the aripiprazole corpus.

Dosage Variations
Topics modeling identified 176 messages as dosage variations messages. Manual review revealed that only 56 (31.8%, 56/176) messages contained a true noncompliance declaration (2.6% of the 2164 posts initially in the corpus).

Among the 120 remaining messages, 68 (56.7%, 68/120) were discussions between patients comparing their dosages for aripiprazole. A total of 13 messages (10.8%, 13/120) contained information regarding the dosages of other prescribed drugs in addition to aripiprazole. The most cited drugs were amisulpride and olanzapine. Eight posts (6.7%, 8/120) were questions about aripiprazole’s dosages, seven messages (5.8%, 7/120) evoked dosages modification, six posts (5.0%, 6/120) reported a dosage modification in agreement with the physician, and four messages (3.3%, 4/120) were advices.

Eight messages (6.7%, 8/120) did not contain dosage mentions but only variation words such as increase or decrease, usually accompanying dosage references.

The remaining six posts (5.0%, 6/120) mentioned variations that were planned or could occur in the future. For example:

 [...] take 5 mg also for the moment the psy wants to increase the dose to 10 mg at the next appointment [...] 

In all the noncompliance cases (56 cases), the patient decreased the dose because of adverse drug reactions (ADRs). The most frequent ADRs mentioned in these posts were insomnia, asthenia, and libido problems.

Treatment Cessation
We identified 62 messages corresponding to noncompliance behaviors out of the 265 posts related to the treatment cessation topic (23.4%, 62/265). In other terms, 2.86% (62/2164) of the 2164 posts in the corpus are messages from patients taking aripiprazole who decided to stop their treatment.

Among the 203 remaining posts, thirteen posts (6.4%, 13/203) corresponded to the interruption of aripiprazole but were not cases of noncompliance: either aripiprazole was stopped to start another treatment, or the treatment cessation was decided by the physician.

A total of 89 posts (43.9%, 89/203) were written by patients who were prescribed this treatment in the past.

In 55 messages (27.1%, 55/203), the patient mentioned that she or he was reluctant to continue the treatment, mainly (74.6%, 151/203) because of ADRs. The most cited symptoms were insomnia, tiredness, libido problems, and nausea.

In 23 (11.3%, 23/203) posts, the patient was given more than one drug, and the post described the interruption of one of the other drugs (eg, in fourteen cases it was olanzapine that was stopped).

Eighteen posts were assigned erroneously to the treatment cessation topic because they contained terms like stop, although not reporting discontinuation of aripiprazole. These included 11 messages (5.4%, 11/203), where interruption was not related to any health topic such as in “ [...] I’m stopped, like frozen,
In our corpus, patients reported that such AEs were reasons for stopping the treatment or changing the dose. Almost 7% (6.86%, 122/1778) of the posts in the aripiprazole corpus corresponded to noncompliance behaviors. All decisions to change the dose by the patient corresponded to decreasing the dose because of AEs. This result suggests that text mining methods must extract ADR information along with noncompliance annotation.

We calculated the rate of messages describing an effective noncompliance behavior. These rates were measured on messages corresponding to topics identified on the aripiprazole corpus. This evaluation resulted in 31.8% (56/176) for dosage variations and 23.4% (62/265) for treatment discontinuation.

Using topic models seems to be insufficient for identifying noncompliance cases on social media without a manual review step. However, this lexical approach produced only four false negatives and enabled us to reduce the corpus by focusing on messages that had a high probability to contain descriptions of targeted noncompliance behaviors.

**Limitations**

Our study focused on two drugs from two distinct classes. Both drugs are used to treat psychiatric disorders. A review currently including 50 clinical studies and 9476 participants taking antipsychotic drugs revealed an overall attrition from the included studies of 49% [44]. Consequently, our results regarding the noncompliance rate and the reasons for not being compliant cannot be extrapolated to other patient profiles. Further studies on other therapeutic classes must be conducted.

Manual review was required to distinguish between true and false positives in each dataset. The vocabulary used to describe dosage modifications or treatment interruptions in messages is commonly employed for characterizing other kinds of general variations or cessations (diet, smoking, etc). Topic models demonstrated their ability to identify potential noncompliance messages (average recall 98.5%, 272/276). Syntactic and semantic methods could be developed to recognize the experiencers, the temporal features, and the object concerned by the action in the sentences. Such methods could be applied to the datasets identified by the topic models to reduce the number of false positives and improve the precision score.

Another limitation of our work is the empirical determination of the thresholds used in our method. The thresholds concern the reduction in the size of the DTM and the significance of the association of messages to topics:

1. The choice of a sparsity threshold under 97% for DTM does not guarantee the best compromise between the calculation cost and the preservation of information for all the corpora we used.
2. The threshold for association between message words and topics, which was set at 25%, led to 23.23% (1354/5813) of messages not related to any topic.

Such empirical approach in the application of these methods is frequently reported in the literature; for example, Prier et al [19] set a suitable number of topics for their corpus by testing thresholds set every 50 topics.

**Clinical Significance**

We focused on escitalopram and aripiprazole used to treat depression and psychotic conditions, respectively.

**Escitalopram**

Almost one million individuals (2% of the overall population) initiated an antidepressant in France in 2011 [41]. Patients’ adherence to antidepressant therapy must be evaluated. The reasons behind patient nonadherence to antidepressants include patient factors (eg, concerns about side effects and fears of addiction), as well as poor follow-up by the clinician and lack of sufficient patient education [42]. Better understanding of the patients’ concerns about these medications can be achieved by exploring the messages in social media. We retrieved 2691 messages about escitalopram, among which 154 (5.71%, 154/2691) were noncompliance messages (Table 3). AEs were the most commonly cited reason for discontinuation and dose reduction. The more common side effects for escitalopram included nausea, weakness, dizziness, sleeping disorders, and sexual problems.

**Aripiprazole**

In a recently published review [43], a positive attitude toward medication at baseline in combination with good psychosocial function was the best predictor of objectively measured mean adherence over a 12-month period in patients with schizophrenia. AEs such as patient-reported cognitive impairment resulting from antipsychotic medication were predictors of nonadherence. Common side effects of aripiprazole also include weight gain, nausea, vomiting, changes in appetite, dizziness, drowsiness, feeling tired, and insomnia, among others.

Principal Findings

Our study shows that topic models are useful to identify subsets of messages reporting noncompliance behaviors.

The topic models approach detected cases of noncompliance behaviors with averages recall and precision scores of 98.5% (272/276) and 32.6% (272/844), respectively. We concluded that the topic modeling presented in our study was a valuable sensitive method to detect noncompliance. However, it lacks specificity. We identified several situations leading to false positives: (1) two experiencers in the same message (eg, Peter takes 100 mg, whereas John takes 200 mg); (2) events in different time slots (eg, the patient reports that the doctor wants to increase or decrease the dose at the next appointment); and (3) the action concerns something else than the drug (eg, another medication and smoking cessation). Moreover, in several false positives, cessation or modification was prescribed by the physician.

In our corpus, patients reported that such AEs were reasons for stopping the treatment or changing the dose. Almost 7% (6.86%, 122/1778) of the posts in the aripiprazole corpus corresponded to noncompliance behaviors. All decisions to change the dose by the patient corresponded to decreasing the dose because of AEs. This result suggests that text mining methods must extract ADR information along with noncompliance annotation.

We calculated the rate of messages describing an effective noncompliance behavior. These rates were measured on messages corresponding to topics identified on the aripiprazole corpus. This evaluation resulted in 31.8% (56/176) for dosage variations and 23.4% (62/265) for treatment discontinuation.

Using topic models seems to be insufficient for identifying noncompliance cases on social media without a manual review step. However, this lexical approach produced only four false negatives and enabled us to reduce the corpus by focusing on messages that had a high probability to contain descriptions of targeted noncompliance behaviors.

**Limitations**

Our study focused on two drugs from two distinct classes. Both drugs are used to treat psychiatric disorders. A review currently including 50 clinical studies and 9476 participants taking antipsychotic drugs revealed an overall attrition from the included studies of 49% [44]. Consequently, our results regarding the noncompliance rate and the reasons for not being compliant cannot be extrapolated to other patient profiles. Further studies on other therapeutic classes must be conducted.

Manual review was required to distinguish between true and false positives in each dataset. The vocabulary used to describe dosage modifications or treatment interruptions in messages is commonly employed for characterizing other kinds of general variations or cessations (diet, smoking, etc). Topic models demonstrated their ability to identify potential noncompliance messages (average recall 98.5%, 272/276). Syntactic and semantic methods could be developed to recognize the experiencers, the temporal features, and the object concerned by the action in the sentences. Such methods could be applied to the datasets identified by the topic models to reduce the number of false positives and improve the precision score.

Another limitation of our work is the empirical determination of the thresholds used in our method. The thresholds concern the reduction in the size of the DTM and the significance of the association of messages to topics:

1. The choice of a sparsity threshold under 97% for DTM does not guarantee the best compromise between the calculation cost and the preservation of information for all the corpora we used.
2. The threshold for association between message words and topics, which was set at 25%, led to 23.23% (1354/5813) of messages not related to any topic.

Such empirical approach in the application of these methods is frequently reported in the literature; for example, Prier et al [19] set a suitable number of topics for their corpus by testing thresholds set every 50 topics.

**Clinical Significance**

We focused on escitalopram and aripiprazole used to treat depression and psychotic conditions, respectively.

**Escitalopram**

Almost one million individuals (2% of the overall population) initiated an antidepressant in France in 2011 [41]. Patients’ adherence to antidepressant therapy must be evaluated. The reasons behind patient nonadherence to antidepressants include patient factors (eg, concerns about side effects and fears of addiction), as well as poor follow-up by the clinician and lack of sufficient patient education [42]. Better understanding of the patients’ concerns about these medications can be achieved by exploring the messages in social media. We retrieved 2691 messages about escitalopram, among which 154 (5.71%, 154/2691) were noncompliance messages (Table 3). AEs were the most commonly cited reason for discontinuation and dose reduction. The more common side effects for escitalopram included nausea, weakness, dizziness, sleeping disorders, and sexual problems.

**Aripiprazole**

In a recently published review [43], a positive attitude toward medication at baseline in combination with good psychosocial function was the best predictor of objectively measured mean adherence over a 12-month period in patients with schizophrenia. AEs such as patient-reported cognitive impairment resulting from antipsychotic medication were predictors of nonadherence. Common side effects of aripiprazole also include weight gain, nausea, vomiting, changes in appetite, dizziness, drowsiness, feeling tired, and insomnia, among others.
Comparison With Other Work

Our study, to our knowledge, is the first one aiming at analyzing noncompliance behaviors from social media messages. Most of the studies [18,21,22,25] used topic models to automatically label sets of tweets. Only 2 studies [7,22] focused on medical themes and messages from Web forums. Both used the same LDA model. Tapi Nzali et al [22] used the same R package [40]. However, their study design was different: they evaluated the correspondence between identified topics and QoL questionnaires, whereas our study aimed at detecting nonadherence behaviors.

Yang et al reported higher precision rates in their study [7]. Nevertheless, the aim of their study was detection of ADRs, not noncompliance practices.

Our approach could benefit from a more sophisticated model. The Structural Topic Model, developed by Wang et al [11], enables the modeling of correlations between topics and transitions made within messages. The additional components would enable the identification of relations between noncompliant practices and information, such as ADRs. We could therefore determine potential causes of nonadherence to treatment for each kind of drug.

Conclusions

Topic distributions in messages are a way to classify posts and detect noncompliance behaviors. The topic modeling approach achieved very high recall (98.5%, 272/276). Manual review of the messages in the noncompliance topics showed that almost 6.17% (276/4469) of the posts written by patients taking aripiprazole or escitalopram revealed noncompliance to treatment (half of them stopping their treatment). These findings indicate that social media mining may contribute to better understand noncompliance attitudes.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Exhaustive description of identified topics for each medication.
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Multimedia Appendix 2

Topics found in each corpus ranked by the number of messages.
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Abstract

Background: Remote monitoring in obstetrics is relatively new; some studies have shown its effectiveness for both mother and child. However, few studies have evaluated the economic impact compared to conventional care, and no cost analysis of a remote monitoring prenatal follow-up program for women diagnosed with gestational hypertensive diseases (GHD) has been published.

Objective: The aim of this study was to assess the costs of remote monitoring versus conventional care relative to reported benefits.

Methods: Patient data from the Pregnancy Remote Monitoring (PREMOM) study were used. Health care costs were calculated from patient-specific hospital bills of Ziekenhuis Oost-Limburg (Genk, Belgium) in 2015. Cost comparison was made from three perspectives: the Belgian national health care system (HCS), the National Institution for Insurance of Disease and Disability (RIZIV), and costs for individual patients. The calculations were made for four major domains: prenatal follow-up, prenatal admission to the hospital, maternal and neonatal care at and after delivery, and total amount of costs. A simulation exercise was made in which it was calculated how much could be demanded of RIZIV for funding the remote monitoring service.

Results: A total of 140 pregnancies were included, of which 43 received remote monitoring (30.7%) and 97 received conventional care (69.2%). From the three perspectives, there were no differences in costs for prenatal follow-up. Compared to conventional care, remote monitoring patients had 34.51% less HCS and 41.72% less RIZIV costs for laboratory test results (HCS: mean €0.00 [SD €55.34] vs mean €38.28 [SD €44.08], P < .001; RIZIV: mean €21.09 [SD €27.94] vs mean €36.19 [SD €41.36], P < .001) and a reduction of 47.16% in HCS and 48.19% in RIZIV costs for neonatal care (HCS: mean €989.66 [SD €3020.22] vs mean €1872.92 [SD €5058.31], P < .001; RIZIV: mean €872.97 [SD €2761.64] vs mean €1684.86 [SD €4702.20], P < .001). HCS costs for medication were 1.92% lower in remote monitoring than conventional care (mean €209.22 [SD €213.32] vs mean €231.32 [SD €67.09], P = .02), but were 0.69% higher for RIZIV (mean €122.60 [SD €92.02] vs mean €121.78 [SD €20.77], P < .001). Overall HCS costs for remote monitoring were mean €4233.31 (SD €3463.31) per person and mean €4973.69 (SD €5219.00) per person for conventional care (P = .82), a reduction of €740.38 (14.89%) per person, with savings mainly for RIZIV of €848.97 per person (23.18%); mean €2797.42 [SD €2905.18] vs mean €3646.39 [SD €4878.47], P = .19). When an additional fee of €525.07 per month...
per pregnant woman for funding remote monitoring costs is demanded, remote monitoring is acceptable in their costs for HCS, RIZIV, and individual patients.

**Conclusions:** In the current organization of Belgian health care, a remote monitoring prenatal follow-up of women with GHD is cost saving for the global health care system, mainly via savings for the insurance institution RIZIV.


**KEYWORDS**
remote monitoring; gestational hypertensive diseases; reimbursement; cost-effectiveness

**Introduction**

Remote monitoring in obstetrics is a relatively new field of research; only a few trials have shown the effectiveness of remote monitoring in obstetrical care for both mother and child. When uterine activity is transmitted by telecommunication, significant prolonged pregnancy survival rates are observed [1,2]. Higher feelings of self-efficacy and a reduction in (unscheduled) face-to-face visits [3-6] is reported when remote monitoring is used in the prenatal follow-up of pregnant women with gestational diabetes mellitus in comparison to conventional care. In addition, elevated feelings of maternal satisfaction were obtained when remote monitoring was used in obstetrical care [3,6-8]. Finally, the newborns did have a higher gestational age at delivery [9] and were less likely to be of low birth weight [1,9] or to be admitted to the neonatal intensive care unit [1,9,10] when a remote monitoring group was compared to a conventional care group. In an earlier publication, we reported that remote monitoring in pregnant women with gestational hypertensive diseases (GHD) reduces the number of inductions and maternal prenatal admissions [10]. However, until now, few studies have evaluated the economic impact of remote monitoring compared to conventional care [9,11], and no study is known about the cost-effectiveness of a remote monitoring prenatal follow-up program for women diagnosed with GHD.

The Pregnancy Remote Monitoring (PREMOM) study was designed for women diagnosed with GHD who had their prenatal follow-up in Ziekenhuis Oost-Limburg (Genk, Belgium). According to the Flanders’ register of perinatal outcomes, the prevalence of hypertensive disorders in pregnancy is 4.6%: 0.3% deliver before 34 weeks, 0.6% deliver between 34 and 37 weeks, and 3.7% deliver after 37 weeks [12]. As a continuation of this trial, a study was designed with the objective of quantifying the costs of both remote monitoring and conventional care from the perspectives of the Belgium global health care system (HCS), which combines costs for the National Institution for Insurance of Disease and Disability (Rijksinstituut voor Ziekte- en Invaliditeitsverzekering; RIZIV) and costs for individual patients [13]. The calculations were made for four major domains: prenatal follow-up, prenatal admission to the hospital, maternal and neonatal care at and after delivery, and total amount of costs. A simulation exercise was made when an additional fee of €100 per month per patient for remote monitoring was charged. We hypothesized the addition of remote monitoring to a prenatal follow-up program for pregnant women with GHD to be cost-effective when compared to conventional care. This paper reports on the results for the Belgium situation.

**Methods**

**Data**

Data collected from the PREMOM study was used for this cost analysis. The PREMOM study design and data collection method are described in detail elsewhere [10]. Briefly, the PREMOM study was a 1-year retrospective study, performed in the outpatient clinic of a second-level prenatal center where pregnant women with GHD received remote monitoring or conventional care. From January 1 to December 31, 2015, 166 pregnant women were diagnosed with GHD: 53 of them received remote monitoring and 113 received conventional care. After excluding five patients in the remote monitoring group and 15 in the conventional care group because of missing data, 48 patients in the remote monitoring group and 98 in the conventional care group were included in the final analysis.

Women consenting for remote monitoring received obstetric surveillance using a Withings Wireless Blood Pressure Monitor, Withings Smart Body Analyzer, and a Withings Pulse O2 (Withings, Issy-les-Moulineux, France). Pregnant women participating in the prenatal remote follow-up program were asked to perform one blood pressure measurement in the morning and one in the evening, one weight measurement a day, and to wear an activity tracker day and night until delivery or hospital admission. The data from the monitor devices were transmitted to a Web-based dashboard developed by the mobile health unit of Hasselt University. Predetermined alarm signals were set and alarm events were communicated with the obstetrician in charge to discuss management options before contacting and instructing patients at home. Therapeutic interventions were according to local management. The clinical goal of routine prenatal outpatient care is to timely detect an abnormal course of maternal and/or fetal health. The study protocol was approved by the local ethics committees responsible for the site. The investigation conformed to the principles outlined in the Declaration of Helsinki. All patients gave written informed consent, and data were treated confidentially.

**Study Design**

The objective of the study was to quantify the costs of remote monitoring versus conventional care from the perspectives of the HCS, the RIZIV, and the patients. The costs of the HCS are the total amount of costs that have to be paid to cover the care that has been provided. These HCS costs can be divided into two subgroups who have to pay their part of the costs: (1) RIZIV, the national institutional social security in Belgium, which ensures every insured individual, regardless of financial
situation, has access to necessary qualitative medical care in accordance with the tariff agreements between caregivers and government [14] and (2) the patients who have to pay their part of care from their own financial resources. The HCS costs are estimated by using the national tariffs applied for these services. The costs for the RIZIV were calculated using the Belgium national reimbursement tariffs [12]. The costs for the patients were the HCS costs minus the RIZIV costs. The four major domains in which the costs are divided and their subcategories are presented subsequently. A detailed overview of the included costs are presented in Multimedia Appendix 1.

Cost Analysis

Prenatal Follow-Up
All costs related to urgent and nonurgent in-office visits were used in the prenatal follow-up cost analysis: (1) costs of prenatal consultations, (2) costs of ultrasounds, and (3) costs of cardiotocographies.

Prenatal Admission to the Hospital
To evaluate the economic impact of remote monitoring on the three major stakeholders, the following data points were collected when the pregnant women were admitted to the prenatal ward: (1) costs related to the laboratory test results of the mother, (2) costs of the medicines, and (3) costs related to the admission.

Maternal and Neonatal Care at and After Delivery
For both groups, the following costs were included for this topic: (1) costs of the delivery, (2) costs necessary for the care of the neonate, and (3) other costs.

Total Amount of Costs
After analyzing the previously mentioned data, a cost analysis of the total amount of costs was made. This included (1) costs of the prenatal follow-up, (2) costs of the prenatal admission to the prenatal ward, and (3) costs of the maternal and neonatal care at and after delivery.

Simulation Exercise
A simulation exercise was made in which the amount that could be demanded by RIZIV for funding of the remote monitoring service was calculated. This charge was calculated by dividing the cost savings in RIZIV (by subtracting the total costs of the remote monitoring group from those of the conventional care group) by the mean time of prenatal remote monitoring follow-up per pregnant woman. This charge could be used to finance the costs which were needed to perform remote monitoring in the prenatal follow-up of women at risk for GHD, such as the need of midwives to accompany the pregnant women to their remote monitoring follow-up and to interpret the (alarm) signals, the need of obstetrics to refer and supervise the pregnant women at risk, and the need of technical staff to maintain the platform, to give technical support, etc.

Statistical Analysis
The baseline characteristics are continuous data summarized as mean and standard deviation. Categorical data are summarized as count and percentage and were compared using the chi-square test or Fisher exact test, when appropriate. Costs were reported as means, standard deviations, medians, and interquartile ranges. Cost data are typically highly skewed [14] because a few patients incur particularly high costs; therefore, the Mann-Whitney U test was used to compare costs across groups. Both univariate and multivariate analyses were performed for analyzing the costs for the three domains.

The nominal level alpha<.05 was considered significant. All statistical analyses were performed with SPSS release 24.0.

Results

Baseline Characteristics
The baseline characteristics of the patients are summarized in Table 1. Of the 48 patients participating in the remote monitoring study, five (10%) were excluded due to missing data. In the conventional care group, one participant was excluded due to missing data (1/98, 1%). Finally, the remote monitoring group consisted of 43 (30.7%) patients and the conventional care group had 97 (69.3%). The baseline clinical characteristics of the population enrolled were almost homogeneous, without differences between the two groups except for primigravida (44%, 19/43) in the remote monitoring group versus 66% (65/97) in the conventional care group (P=.02) and smoking (0%, 0/43) in the remote monitoring group versus 10%, (10/97) in the conventional care group (P=.03).

Table 1. Baseline clinical characteristics (N=140).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Remote monitoring group (n=43)</th>
<th>Conventional care group (n=97)</th>
<th>P value (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.72 (4.44)</td>
<td>31.95 (4.77)</td>
<td>.77</td>
</tr>
<tr>
<td>Prepregnancy weight (kg), mean (SD)</td>
<td>70.12 (16.26)</td>
<td>76.80 (19.75)</td>
<td>.05</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>165.65 (6.89)</td>
<td>167.08 (6.86)</td>
<td>.18</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>25.23 (5.03)</td>
<td>27.01 (6.94)</td>
<td>.32</td>
</tr>
<tr>
<td>Primigravida, n (%)</td>
<td>19 (44)</td>
<td>65 (66)</td>
<td>.02</td>
</tr>
<tr>
<td>Cardiovascular disorders, n (%)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>.99</td>
</tr>
<tr>
<td>Coagulation disorders, n (%)</td>
<td>1 (2)</td>
<td>1 (1)</td>
<td>.52</td>
</tr>
<tr>
<td>Endocrine disorders, n (%)</td>
<td>2 (5)</td>
<td>5 (5)</td>
<td>.99</td>
</tr>
<tr>
<td>Immunology disorders, n (%)</td>
<td>1 (2)</td>
<td>2 (2.04)</td>
<td>.99</td>
</tr>
<tr>
<td>Smoker, n (%)</td>
<td>0 (0)</td>
<td>10 (10)</td>
<td>.03</td>
</tr>
</tbody>
</table>
Health Care Costs

The health care costs are presented in Table 2. The results are discussed in detail subsequently.

To investigate the influence of the maternal demographics and characteristics on the health care costs, a multiple linear regression analysis and a multivariate logistic regression analysis was performed. A detailed overview of these data are provided in Multimedia Appendix 2. No important influences of the maternal demographics and characteristics was found in the health care costs.

Cost Analysis

Prenatal Follow-Up

No differences were found in costs for prenatal follow-up (prenatal visits, ultrasounds, and costs of cardiocographic traces) not in the costs for the HCS, the RIZIV, or the patients.

Prenatal Admission to the Hospital

Patients admitted to the remote monitoring group did have 34.51% less HCS and 41.72% less RIZIV costs for laboratory test results compared to conventional care group (HCS: remote monitoring mean €25.07, SD €55.34 vs conventional care mean €38.28, SD €44.08, P<.001; RIZIV: remote monitoring mean €21.09, SD €27.94 vs conventional care mean €36.19, SD €41.36, P<.001). Also, the HCS cost for the medicaments were 1.92% lower in the remote monitoring group compared to the conventional care group (mean €209.22, SD €141.86 vs mean €213.32, SD €67.09, P=.02), but the RIZIV costs were 0.69% higher in the remote monitoring group compared to the conventional care group (mean €122.60, SD €92.02 vs mean €121.76, SD €20.77, P<.001).

Maternal and Neonatal Care at and After Delivery

No differences were found in costs for delivery in the remote monitoring group versus the conventional care group. A reduction of 47.16% in HCS cost and 48.19% in RIZIV costs for neonatal care was found in the remote monitoring group compared to the conventional care group (mean €187.92, SD €508.31, P<.001; RIZIV: remote monitoring mean €872.97, SD €2761.64 vs conventional care mean €1684.86, SD €4702.20, P<.001). Other costs were for the HCS 57.86% and RIZIV 58.63% lower in remote monitoring versus conventional care (HCS: remote monitoring mean €26.63, SD €11.83 vs conventional care mean €63.19, SD €158.23, P=.04; RIZIV remote monitoring mean €26.14, SD €19.86 vs conventional care mean €63.19, SD €158.23, P<.001), but 0.77% higher for the patients in remote monitoring versus conventional care (mean €0.49, SD €20.99 vs mean €0.00, SD €0.00, P=.01).

Total Amount of Costs

An overview of the total amount of costs is presented in Figure 1 and in Multimedia Appendix 3. There were no significant differences between remote monitoring and conventional care in total amount of costs for HCS (remote monitoring mean €4233.31, SD €3463.31 vs conventional care mean €4973.69, SD €5219.00, P=.82), the RIZIV (remote monitoring mean €2797.42, SD €2905.18 vs conventional care mean €3646.40, SD €4878.47, P=.19), or the patients (remote monitoring mean €1435.89, SD €829.09 vs conventional care mean €1327.30, SD €753.94, P=.38). But, a cost reduction of €740.38 per person (14.89%) was made for HCS and a cost reduction of €848.97 (23.18%) was made for RIZIV in remote monitoring compared to conventional care. Patient’s costs were slightly higher (€108.59, 8.18%) for remote monitoring than for conventional care.

Simulation Exercise

A simulation exercise was made in which it was calculated how much could be demanded of RIZIV for funding the remote monitoring service. For this study, 43 pregnant women were included in the analysis with a range of 1 day of participation to 145 days of participation in the PREMOM project. The mean time of participation in this project was 44.42 days or 1.41 months (Multimedia Appendix 4). By dividing €740.35 by 1.41 months, a funding of €525.07 per month per pregnant woman could be asked. Because of the difference of almost €1000 per person in costs for the RIZIV, it was reasonable to charge the supplementary costs to RIZIV. As a result, there was a significant difference in costs for HCS of a reduction of €2.11 per person in remote monitoring versus conventional care (remote monitoring: mean €4971.58, SD €3479.69; conventional care: mean 4973.69, SD 5219.00, P=.01) and in RIZIV costs by also having a reduction of €110.70 per person in remote monitoring versus conventional care (remote monitoring: mean 3535.69, SD 2931.90; conventional care: mean 3646.39, SD 4878.47, P=.005). The patient still does not have to pay more for their prenatal care (remote monitoring: mean €1435.89, SD €829.09; conventional care: mean €1327.30, SD €753.94, P=.38). An overview of the costs is shown in Multimedia Appendix 4 and in Figure 2.
Table 2. Health care costs. All costs in euros. HCS: health care system; IQR: interquartile range; RIZIV: National Institution for Insurance of Disease and Disability.

<table>
<thead>
<tr>
<th>Cost variable</th>
<th>Study group</th>
<th>Remote monitoring (n=43)</th>
<th>Conventional care (n=97)</th>
<th>Cost savings in Euros in remote monitoring group, n (%)</th>
<th>P value (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td><strong>Prenatal follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Prenatal visits</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>184.26 (79.10)</td>
<td>205.80 (144.06-226.38)</td>
<td>183.21 (71.79)</td>
<td>185.22 (144.06-226.38)</td>
<td>-0.95 (95)</td>
</tr>
<tr>
<td>RIZIV</td>
<td>110.58 (47.83)</td>
<td>123.50 (86.45-135.85)</td>
<td>110.00 (43.08)</td>
<td>111.15 (86.45-135.85)</td>
<td>-0.58 (58)</td>
</tr>
<tr>
<td>Patients</td>
<td>73.69 (31.87)</td>
<td>82.30 (57.61-90.53)</td>
<td>73.31 (28.71)</td>
<td>74.07 (57.61-90.53)</td>
<td>-0.38 (38)</td>
</tr>
<tr>
<td><strong>Ultrasounds</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>89.66 (58.61)</td>
<td>79.77 (79.77-106.36)</td>
<td>96.49 (57.23)</td>
<td>79.77 (79.77-106.36)</td>
<td>6.83 (7.08)</td>
</tr>
<tr>
<td>RIZIV</td>
<td>81.30 (53.14)</td>
<td>72.33 (72.33-96.44)</td>
<td>87.49 (51.89)</td>
<td>72.33 (72.33-96.44)</td>
<td>6.19 (7.08)</td>
</tr>
<tr>
<td>Patients</td>
<td>8.36 (5.47)</td>
<td>7.44 (7.44-9.92)</td>
<td>9.00 (5.34)</td>
<td>7.44 (7.44-9.92)</td>
<td>0.64 (7.08)</td>
</tr>
<tr>
<td><strong>Cardiotocographies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>127.58 (130.45)</td>
<td>124.68 (0.00-187.02)</td>
<td>93.19 (105.37)</td>
<td>62.34 (0.00-124.68)</td>
<td>-34.39 (34.39)</td>
</tr>
<tr>
<td>RIZIV</td>
<td>63.79 (65.22)</td>
<td>62.34 (0.00-93.1)</td>
<td>46.59 (52.68)</td>
<td>31.17 (0.00-62.34)</td>
<td>-17.20 (17.20)</td>
</tr>
<tr>
<td>Patients</td>
<td>63.79 (65.22)</td>
<td>62.34 (0.00-93.51)</td>
<td>46.59 (52.68)</td>
<td>31.17 (31.17-62.34)</td>
<td>-17.20 (17.20)</td>
</tr>
<tr>
<td><strong>Prenatal admission</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Laboratory test results</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>25.07 (55.34)</td>
<td>0.00 (0.00-19.58)</td>
<td>38.28 (44.08)</td>
<td>27.86 (5.13-56.74)</td>
<td>13.21 (34.51)</td>
</tr>
<tr>
<td>RIZIV</td>
<td>21.09 (27.94)</td>
<td>0.00 (0.00-19.07)</td>
<td>36.19 (41.36)</td>
<td>25.74 (5.13-50.53)</td>
<td>15.10 (41.72)</td>
</tr>
<tr>
<td>Patients</td>
<td>3.98 (14.06)</td>
<td>0.00 (0.00-0.00)</td>
<td>2.09 (8.78)</td>
<td>0.00 (0.00-0.00)</td>
<td>-1.89 (90.43)</td>
</tr>
<tr>
<td><strong>Medicaments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>1423.57 (1184.78)</td>
<td>1166.62 (1013.25-1407.54)</td>
<td>1336.40 (670.99)</td>
<td>1172.61 (950.68-1450.04)</td>
<td>-87.17 (65.2)</td>
</tr>
<tr>
<td>RIZIV</td>
<td>798.47 (596.93)</td>
<td>663.30 (600.25-786.59)</td>
<td>783.44 (372.81)</td>
<td>714.99 (501.09-922.33)</td>
<td>-15.03 (19.2)</td>
</tr>
<tr>
<td>Patients</td>
<td>625.10 (606.57)</td>
<td>497.67 (394.29-617.61)</td>
<td>552.96 (374.32)</td>
<td>477.88 (324.57-663.41)</td>
<td>-72.14 (13.05)</td>
</tr>
<tr>
<td><strong>Maternal and neonatal care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Delivery</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>1157.66 (469.34)</td>
<td>1298.10 (670.34-1329.38)</td>
<td>1076.61 (485.14)</td>
<td>998.94 (670.34-1298.10)</td>
<td>-81.05 (7.53)</td>
</tr>
<tr>
<td>RIZIV</td>
<td>700.48 (186.41)</td>
<td>670.34 (370.34-685.98)</td>
<td>712.87 (196.03)</td>
<td>670.34 (663.34-755.66)</td>
<td>12.39 (1.74)</td>
</tr>
<tr>
<td>Patients</td>
<td>457.17 (344.53)</td>
<td>627.76 (0.00-643.40)</td>
<td>363.73 (404.17)</td>
<td>424.11 (0.00-628.86)</td>
<td>-93.44 (25.69)</td>
</tr>
<tr>
<td><strong>Neonatal care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>989.66 (3020.22)</td>
<td>146.32 (102.67-374.19)</td>
<td>1872.92 (5058.31)</td>
<td>290.78 (1476.69-625.23)</td>
<td>883.26 (47.16)</td>
</tr>
<tr>
<td>RIZIV</td>
<td>872.97 (2761.64)</td>
<td>98.48 (85.49-279.14)</td>
<td>1684.86 (4702.20)</td>
<td>230.45 (104.81-519.38)</td>
<td>811.89 (48.19)</td>
</tr>
<tr>
<td>Patients</td>
<td>116.69 (263.74)</td>
<td>48.22 (13.01-95.05)</td>
<td>188.06 (412.95)</td>
<td>61.68 (23.69-120.19)</td>
<td>71.37 (37.95)</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>26.63 (11.83)</td>
<td>25.73 (25.73-25.73)</td>
<td>63.19 (158.23)</td>
<td>25.73 (25.73-25.73)</td>
<td>36.56 (57.86)</td>
</tr>
<tr>
<td>RIZIV</td>
<td>26.14 (19.86)</td>
<td>25.73 (21.10-25.73)</td>
<td>63.19 (158.23)</td>
<td>25.73 (25.73-25.73)</td>
<td>37.05 (58.63)</td>
</tr>
<tr>
<td>Patients</td>
<td>0.49 (20.99)</td>
<td>0.00 (0.00-0.00)</td>
<td>0.00 (0.00)</td>
<td>25.73 (25.73-25.73)</td>
<td>-0.49 (-.77)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings
The main finding of this study is that a remote monitoring prenatal follow-up for pregnant women at risk for GHD reduces the total amount of costs for national health care in comparison to a standard follow-up strategy. This cost reduction is due to a marked reduction in the consumption of health care services, including laboratory test results taken, medication use, and maternal and neonatal admissions. When an additional fee of €525.07 per month per pregnant woman for funding remote monitoring costs is asked, remote monitoring is still acceptable in their costs for HCS, RIZIV, and individual patients.

Strengths and Limitations
The use of “real-life” data from the hospital bills is the main strength of this study. By using these data, the actual situation of pregnancies complicated with GHD is simulated and these results are generalizable for settings with similar economics and social characteristics. Also, the requested fee of €525.07 per month per pregnant woman is a strength of this study because of the applicability and thoughtfulness of this item. It is very likely that this price will actually cover the costs of a remote monitoring prenatal follow-up program. Finally, by adding this supplement to the RIZIV costs, there will be no increase in costs between the remote monitoring group and conventional care group in the three domains, but the prenatal follow-up and gestational outcomes will be improved for the remote monitoring group as we reported previously [10].

The main limitation of this study is its retrospective structure and the fact that the patients from the PREMOM study were not randomized. Nevertheless, the populations in the two arms were almost homogeneous regarding the baseline clinical characteristics. Second, the PREMOM study and this financial

---

**Figure 1.** Total amount of costs for remote monitoring (RM) and conventional care (CC) groups paid by health care service (HCS), National Institution for Insurance of Disease and Disability (RIZIV), and patients.

**Figure 2.** Total amount of costs plus remote monitoring for remote monitoring (RM) and conventional care (CC) groups paid by health care service (HCS), National Institution for Insurance of Disease and Disability (RIZIV), and patients.
analysis provides a picture of real-life practice in Belgium; we did receive the data from the patient files and the hospital bills, but we do not have information of the patients’ hospital and medical consumption, or the patients’ social costs (eg, transportation and travel costs and the cost of lost employment income for the time spent for in hospital visits). Our results could also differ in different HCSs and different economic and social settings, such as in other countries. Additionally, this study is limited to 6 weeks after delivery. It is generally known that neonates that need intensive care at the time of their delivery will have a higher impact on health care costs then neonates who do not need this care. These costs are mostly due to rehospitalizations, acute care visits, or further intensive care for the rest of the infant’s life [15-19]. Further, we did not investigate the quality-adjusted life years (QALYs), which can be used as a generic measure of effectiveness. QALYs are a generic measure of disease burden, including both the quality and the quantity of the life lived, and it assesses the value of costs of medical interventions. To conclude, we evaluated only one type of remote monitoring follow-up program, which does not allow our results to be transferred to other proprietary technologies with varying transmission frequencies and methods of alert notifications.

Comparisons With Previous Trials

Only two studies are known to have performed a cost analysis of a remote monitoring follow-up program in women with high-risk pregnancies. Morrison et al [9] performed a cost-effectiveness evaluation of remote monitoring in patients diagnosed with preterm labor. An average reduced cost of US $14,459 per pregnancy using remote monitoring services was obtained when compared to usual care. This cost reduction was due to reduced costs in antepartum hospitalization and intensive care nursery [9]. The conclusions of this article are in line with our main findings. Also, the study of Buysse et al [11] matches our principal findings. They obtained a cost reduction of €145,882 per year for high-risk pregnancies. But, unlike our study, these researchers did not use real-life data from patients in a remote monitoring program: they made a simulation exercise for all high-risk pregnancies that would qualify for home monitoring.

Possible Explanations

The main objective of our study was to compare direct costs of a prenatal follow-up program for women diagnosed with GHD between remote monitoring and conventional care in hospital visits for a single-center population based on the initial assumption that remote monitoring technologies were provided with no additional costs. Early detection of clinical and device-related critical events provided by remote monitoring may have a positive impact on complication rates such as the development of severe hypertension, the need of inductions, prenatal hospitalizations, and neonatal hospitalizations. In our previously mentioned study, we reported a reduction in the prevalence of preeclampsia, hospitalization of the mother and the neonate, and inductions of labor [10]. In summary, by adding remote monitoring to the prenatal care of women at risk of these disorders, the risk of development of a severe hypertensive disorder is reduced and there are large potential benefits in terms of social and hospital expenditure restraint. These results can be read in Multimedia Appendix 5. In line with these benefits that are obtained with remote monitoring, the costs necessary for the medical care of the previously mentioned complications are reduced and/or avoided in the remote monitoring group and not in the conventional care group. The slightly higher costs of the medications for the patients of the remote monitoring group, when compared to conventional care group, can be explained by the higher need of medication for those patients. During the remote monitoring process, it is easy to make some changes in the antihypertensive treatment because their daily parameters are constantly at hand [10]. Women in the conventional care group will have less medication changes due to the lack of daily follow-up of their blood pressure.

The suggested €525.07 per month per pregnant woman fee for funding remote monitoring allows for HCS to not be elevated. By showing that there is no significant difference in costs between the remote monitoring group and conventional care group, a door is opened for policy makers charged with deciding how limited health care resources should be allocated in the era of exploding needs. This study, together with our previous report, states that better prenatal follow-up and gestational outcomes for the same cost as conventional care are possible by adding remote monitoring to the care of pregnant women with GHD.

Recommendations for Further Research

Firstly, it would also be useful to investigate the QALYs for both the mother and the neonate who received remote monitoring to make further recommendations about this topic. This study is also shortened to postnatal follow-up until 6 weeks after delivery. It would be interesting to monitor the neonates in both groups—remote monitoring and conventional care groups—for longer than 6 weeks postpartum to get insights into the long-term cost benefits. Lastly, because the social costs (eg, transportation and travel costs and the cost of lost employment income for the time spent for in hospital visits) are not taken into account, it would be interesting to make additional analyses with these type of costs included. It is plausible that the differences in costs will be even greater when the previously mentioned items are taken into account.

Conclusions

The results of this study show that a remote monitoring prenatal follow-up of women with GHD will not increase the costs for the HCS, RIZIV, or patient in comparison with conventional care. Furthermore, a RIZIV fee of €525.07 per month per pregnant woman allows the implementation of remote monitoring without increasing the health care costs for the remote monitoring group. These results are useful for policy makers charged with deciding how limited health care resources should be allocated in the era of exploding need. Further research of the long-term cost-effectiveness of remote monitoring, the QALYs, and social costs is recommended.
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Abstract

Background: The implementation of an Internet option in an existing public health interview survey using a mixed-mode design is attractive because of lower costs and faster data availability. Additionally, mixed-mode surveys can increase response rates and improve sample composition. However, mixed-mode designs can increase the risk of measurement error (mode effects).

Objective: This study aimed to determine whether the prevalence rates or mean values of self- and parent-reported health indicators for children and adolescents aged 0-17 years differ between self-administered paper-based questionnaires (SAQ-paper) and self-administered Web-based questionnaires (SAQ-Web), as well as between a single-mode control group and different mixed-mode groups.

Methods: Data were collected for a methodological pilot of the third wave of the "German Health Interview and Examination Survey for Children and Adolescents". Questionnaires were completed by parents or adolescents. A population-based sample of 11,140 children and adolescents aged 0-17 years was randomly allocated to 4 survey designs—a single-mode control group with paper-and-pencil questionnaires only (n=970 parents, n=343 adolescents)—and 3 mixed-mode designs, all of which offered Web-based questionnaire options. In the concurrent mixed-mode design, both questionnaires were offered at the same time (n=946 parents, n=290 adolescents); in the sequential mixed-mode design, the SAQ-Web was sent first, followed by the paper questionnaire along with a reminder (n=854 parents, n=269 adolescents); and in the preselect mixed-mode design, both options were offered and the respondents were asked to request the desired type of questionnaire (n=698 parents, n=292 adolescents). In total, 3468 questionnaires of parents of children aged 0-17 years (SAQ-Web: n=708; SAQ-paper: n=2760) and 1194 questionnaires of adolescents aged 11-17 years (SAQ-Web: n=299; SAQ-paper: n=895) were analyzed. Sociodemographic characteristics and a broad range of health indicators for children and adolescents were compared by survey design and data collection mode by calculating predictive margins from regression models.

Results: There were no statistically significant differences in sociodemographic characteristics or health indicators between the single-mode control group and any of the mixed-mode survey designs. Differences in sociodemographic characteristics between SAQ-Web and SAQ-paper were found. Web respondents were more likely to be male, have higher levels of education, and higher household income compared with paper respondents. After adjusting for sociodemographic characteristics, only one of the 38 analyzed health indicators showed different prevalence rates between the data collection modes, with a higher prevalence rate for lifetime alcohol consumption among the online-responding adolescents (P<.001).

Conclusions: These results suggest that mode bias is limited in health interview surveys for children and adolescents using a mixed-mode design with Web-based and paper questionnaires.
KEYWORDS
public health; child and adolescent health; health surveys; survey methods; mixed-mode survey; paper-and-pencil questionnaire; online questionnaire; mode effects

Introduction

The assessment of population health using health interview surveys is an established method in many countries and is a cornerstone of health reporting, health policies, and health sciences. However, epidemiological studies have shown decreasing response rates since the 1990s [1-3]. The use of mixed-mode health interview surveys offers respondents various data collection modes and can increase the response rate, improve sample composition, and reduce overall costs [3,4]. Currently, there is considerable interest in using Web-based health survey interviews because of lower costs and faster data availability. Web-based surveys are increasingly becoming standard [5], and they are frequently combined with other modes in mixed-mode designs [6]. However, the use of different survey modes may increase the risk of measurement error (mode effects) [5].

Mode effects are systematic distortions caused by different survey modes or interview situations [5]. They often arise when there are large methodological differences in the survey situation (self-administered questionnaire vs interviews) or the communication channel (auditory vs visual) [3]. Such differences are minimal between self-administered paper-based questionnaires (SAQ-paper) and self-administered Web-based questionnaires (SAQ-Web)—both are conducted without an interviewer and both use visual perception. For this reason, these 2 self-administered modes (SAQ-Web and SAQ-paper) are considered mode equivalent [4,7,8]. Mode equivalence is shown if an individual gives the same response to the same question or instrument administered through 2 different modes, leading to the same results [9]. For example, research has shown no differences between the 2 data collection modes in prevalence rates of diseases among adult populations [10,11] or in reported health behaviors among adolescents [12].

However, researchers have discussed mode effects for sensitive topics. Web-based responses are associated with both anonymity and greater individualization. Consequently, SAQ-Web participants are not affected by social desirability; rather, they are less orientated toward social norms. Therefore, SAQ-Web mode yields the most honest reports, especially compared with interview modes [13,14]. Furthermore, differences have been found between the 2 self-administered modes, for example, in political attitudes [15], reporting of sensitive sexual behaviors [16], or adolescent risk behavior [17]. However, there is high consistency of responses across modes, with only a few respondents taking advantage of the greater privacy of the Web mode [16]. Hence, possible mode effects should be investigated before changing or adding modes to existing health surveys. In ongoing longitudinal studies, changing the mode or offering a second mode may risk time-based comparability.

The German Health Interview and Examination Survey for Children and Adolescents (KiGGS) is a nationally representative health interview and examination survey of children and adolescents in Germany [18,19]. It is part of the nationwide health monitoring system administered by the German national public health institute (Robert Koch Institute) [20,21]. KiGGS obtains representative cross-sectional information on German children and adolescents aged 0-17 years at regular intervals. Additionally, based on the first cross-sectional sample (KiGGS baseline; 2003-2006), a KiGGS cohort has been implemented. The baseline respondents are being followed throughout their life course into adulthood [21]. The survey involves physical examinations and tests, as well as laboratory analysis of urine and blood parameters. All the parents and adolescents aged 1117 years completed paper-based questionnaires [20]. The first follow-up, KiGGS Wave 1 (2009-2012), was conducted using telephone interviews of parents and adolescents [22], KiGGS Wave 2 (2014-2017) involved a health interview and examination, continuing the baseline concept [23]. The aim of the KiGGS survey is to provide current data on population health, health determinants, and the utilization of health care services. In addition, information is gathered about the incidence of disorders as well as trajectories of multiple health indicators throughout the life course. The data are widely used in national health reporting, health policies, and public health research.

When planning population-based (health) studies like KiGGS, the survey design must minimize total survey error [24,25]. In addition to lower data quality owing to measurement errors such as mode effects, the total survey error comprises different kinds of systematic errors—an undervalued sample size leads to imprecise estimates (sampling error) and the composition of the sample might be different from the target population (coverage error) owing to errors in the sampling procedure or because of systematic nonresponse (nonresponse bias). All these aspects were examined in a methodological pilot study as part of the KiGGS Wave 2 pretest. The pilot study aimed to compare 3 mixed-mode survey designs using Web- and paper-based questionnaires with a single-mode SAQ-paper design in terms of response rates, sample composition, data quality, and effort [26]. The study also explored whether estimates of health indicators differed among the survey designs and data collection modes. This study focused only on the second aim of the pilot study and addressed 2 research questions:

- Are there any differences in the prevalence rates or mean values of core public health indicators for children and adolescents aged 0-17 years between the single-mode control group using only SAQ-paper and different mixed-mode groups that combine offers of SAQ-paper and SAQ-Web?
- Are there any differences in prevalence rates or mean values of these indicators between the 2 data collection modes (SAQ-paper and SAQ-Web) if all online respondents are...
Methods

Study Design

The methodological pilot study used a sample of children and adolescents registered in the local resident registries of 20 municipalities in 5 federal states of Germany, covering urban and rural areas as well as the eastern and western regions of the country.

Data were collected using SAQ-Web or SAQ-paper methods. All selected individuals were invited by mail to participate in the study. They were sent a cover letter with the invitation to participate, information about the study and data privacy, and an informed consent form. Depending on the allocated mode, the invitation comprised a username and password for participation through the Web option along with a paper questionnaire for those allocated to the concurrent mixed-mode design, only a paper questionnaire in the single-mode design, or only the access data for the online questionnaire in the sequential mixed-mode design. The SAQ-Web questionnaire was only optimized for desktop computers. A reminder was sent by mail to respondents who had not replied within 3 weeks of the initial invitation. Participants who did not respond to the reminder were telephoned up to 5 times 4 weeks after the initial invitation. As an additional motivation for prospective participants, each parent and adolescent who had completed a questionnaire received a shopping voucher to the value of €10.

The methodological pilot study strictly adhered to the data protection regulations set out in the German Federal Data Protection Act. Participation in the study was voluntary. All parents and participating adolescents were informed about the study's aims and content, as well as data protection, and they provided informed consent. Following the strict data privacy protocol, prospective participants between the ages of 11 and 17 years received their questionnaires only after their parents provided consent.

Different questionnaires were used for different age groups. Main health indicators were included on the health questionnaires for parents of all age groups (0-17 years), and self-report data for main health indicators were obtained from adolescents aged 11-17 years. To reduce the risk of mode effects, the 2 questionnaires were designed to be as similar as possible and contained the same wording for the questions and response categories. On the basis of the unified-mode design [27], the wording and formatting of questions and response categories were standardized. To help participants visually distinguish single-choice questions from multiple-choice questions, all survey modes used the same checkbox design. Single-choice checkboxes were round, whereas multiple-choice checkboxes were rectangular. Additionally, multiple-choice questions included the instruction “Multiple entries are possible.” For filter questions, Web-based questionnaires were optimized with filter skips whenever the perceivability of the questions was not impaired. Plausibility checks and ranges were defined for the Web-based questionnaire. Additionally, soft prompting was programmed into the Web-based questionnaire to reduce item nonresponse. These differences were used to capitalize on the advantages of the Web mode for better data quality, and they were the only mode-specific design differences. Detailed information of the survey design and other technical aspects of the Web-based part of the survey are described in a “Checklist for Reporting Results of Internet E-Surveys” [28] (Multimedia Appendix 1).

As shown in Figure 1, a gross sample of 11,140 children and adolescents was randomly allocated to four survey designs:

1. A single-mode survey design as a control group—respondents were sent an invitation letter and paper-and-pencil questionnaires, followed by a reminder after 3 weeks
2. A sequential mixed-mode survey design—respondents were sent an invitation letter and an online access code, followed 3 weeks later with a reminder letter and a paper-based questionnaire
3. A concurrent mixed-mode survey design—respondents were sent an invitation letter, a paper-based questionnaire, and an online access code (a longer version of the questionnaire was tested with a subgroup of the concurrent mixed-mode design, but this subgroup was excluded from this study) and
4. A preselect mixed-mode design—respondents were sent the invitation along with a postcard asking participants to choose one of the 2 options (SAQ-Web or SAQ-paper), followed by a reminder with the same offer

There were no statically significant differences in the (gross) sample composition across the 4 design groups in terms of known sample characteristics, such as age, sex, municipality size, region, or respondent citizenship, which were obtained from local registries.

The combined response rate for all survey designs was 38.43% (n=4032), following the internationally used Standard Definitions of Outcome Rates for Surveys of the American Association for Public Opinion Research (AAPOR Response Rate 2) [29]. There were no significant differences in response rates among the concurrent mixed-mode design, the sequential mixed-mode design, and the single-mode control group design. However, there was a significantly lower response rate in the preselect mixed-mode design. Detailed comparisons of response rates, sample compositions, data quality, and efforts among the different survey designs have been published previously [26].

Database

For this study, only survey design groups using the same version of the questionnaire were included, with 3468 completed parent-reported health questionnaires for children and adolescents aged 0-17 years and 1194 questionnaires completed by adolescents aged 11-17 years. A response was defined as one completed health questionnaire from either parents or children. Hence, a valid response did not require both parents and children to complete all requested questionnaires. To answer the first research question regarding mode equivalence across the different survey designs, we compared the single-mode control group with each of the 3 mixed-mode groups. To answer the second research question regarding mode equivalence
between the 2 data collection modes, data from all survey designs were pooled (Table 1).

**Sociodemographic Characteristics of Responding Parents and Adolescents by Survey Design and Data Collection Mode**

**Analyzed Sociodemographic Characteristics**

The sample compositions of participating parents and adolescents were described by various sociodemographic characteristics separately by survey design and data collection mode. The variables examined included individual adolescent characteristics (age, sex, migration background, and highest level of education reached or aspired); parental characteristics (age, marital status, and participating parent); location (municipality size and region [East vs West Germany]); and household properties (education level and net household income). Household education level was measured using the Comparative Analysis of Social Mobility in Industrial Nations [30]. Household income was assessed using a question on household monthly net income.

**Figure 1.** Study design of the methodological pilot study. SAQ-paper: self-administered paper-based questionnaire; SAQ-Web: self-administered Web-based questionnaire.

**Table 1.** Cases used in this study.

<table>
<thead>
<tr>
<th>Questionnaire type</th>
<th>Survey design</th>
<th>Sequential mixed-mode design</th>
<th>Concurrent mixed-mode design</th>
<th>Preselect mixed-mode design</th>
<th>Mode group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-mode design</td>
<td>Total</td>
<td>Total</td>
<td>Total</td>
<td>Total</td>
</tr>
<tr>
<td></td>
<td>SAQ-paper</td>
<td>SAQ-paper</td>
<td>SAQ-Web</td>
<td>SAQ-paper</td>
<td>SAQ-paper</td>
</tr>
<tr>
<td>Parent-completed health questionnaires</td>
<td>970</td>
<td>488</td>
<td>366</td>
<td>854</td>
<td>837</td>
</tr>
<tr>
<td>Adolescent-completed health questionnaires</td>
<td>343</td>
<td>117</td>
<td>152</td>
<td>269</td>
<td>244</td>
</tr>
</tbody>
</table>

^aSAQ-paper: self-administered paper-based questionnaire.
^bSAQ-Web: self-administered Web-based questionnaire.
Statistical Methods
Differences between the control group and the different mixed-mode groups and between the 2 data collection modes were tested using chi-squared tests.

Mode Equivalence of Health Indicators Between Survey Designs and Data Collection Modes
A wide range of health status indicators and health behaviors for children and adolescents with high public health relevance were analyzed to identify differences between the mixed-mode designs and the single-mode control group, as well as mode differences between SAQ-paper and SAQ-Web.

Analyzed Indicators of Physical and Mental Health
Lifetime diagnoses of asthma, hay fever, atopic eczema, and attention-deficit hyperactivity disorder (ADHD) were indicated by parents. Recurrent pain during the last 3 months was measured using the adolescents’ self-reports. Self-rated health (SRH) and chronic diseases were evaluated by parental report using the Minimum European Health Module questions [31], modified for children. Adolescents also answered the SRH question. Impairments owing to health problems were evaluated with a question from the Children with Special Health Care Needs Screener, which was answered by parents [32]. To define obesity, body mass index was calculated based on self-reported weight and height for adolescents and parent-reported weight and height for children aged 3-10 years. The body mass index cut-offs used in this study were determined by German norms [33].

Child and adolescent mental health problems were evaluated using the parent- and self-report Strengths and Difficulties Questionnaire (SDQ) [34]. An SDQ total difficulties score was calculated for all children and adolescents. Participants with a borderline or abnormal score (based on German norms) [35] were defined as at risk for emotional and behavioral symptoms. Participants with borderline or abnormal SDQ impact scores were defined as at risk for psychosocial impairment.

Analyzed Indicators of Health Care Utilization
As indicators of health care use, pediatrician and orthodontist visits during the past 12 months for adolescents and parent-reported visits to any doctor for children under 11 years were analyzed [36].

Analyzed Measure of Health-Related Quality of Life
Health-related quality of life (HRQoL) was measured using KIDSCREEN-27 for adolescents aged 11-17 years, with 5 subscores for physical and psychological well-being, relationships with peers and parents, and school well-being. Scores were summed and transformed into t values [37].

Analyzed Health Behaviors
Adolescents reported their current smoking status, water pipe consumption during the past 12 months, second-hand smoke exposure [38], and lifetime consumption and current use of screen-based media. Excessive use of screen-based media was defined as more than 2 hours per day [39]. Harmful alcohol use and binge drinking were defined using responses to the Alcohol Use Disorders Identification Test (AUDIT-C) [40].

Following the recommendation of the World Health Organization [41], healthy physical activity was defined as physical activity for at least 60 min per day. Low physical activity was defined as less than 2 days per week of at least 60 min of activity. All questions on physical activity were answered by adolescents aged 11-17 years.

Statistical Methods
We calculated prevalence rates for dichotomous health indicators and mean values for HRQoL (a scale outcome) by survey design and data collection mode. We compared these values using z or t tests.

Due to the different sample compositions of the SAQ-paper and SAQ-Web groups (see the Results), it was necessary to control for sociodemographic characteristics to identify possible mode effects. Survey modes can differ in selection (different population groups prefer different modes) and measurement (different answers are given by the same person under different modes of administration), so these differences are confounded [42]. Additionally, health status and health behavior differ by sex, education, and other sociodemographic characteristics [43,44]. To eliminate the risk of confounding, we adjusted for sociodemographic characteristics by calculating adjusted prevalence rates using predictive margins [45] based on logistic or linear regression models with sociodemographic factors as covariates. To analyze indicators based on parental reports, we included child attributes (age, sex, and migration background); parental attributes (relationship to the child, age, and marital status); household attributes (education and income); and regional attributes (region and municipality size). Adolescents’ reports were adjusted by child attributes, including the highest level of education completed, as well as household attributes and location. The mode of data collection was another covariate used to identify adjusted prevalence for each mode. Differences were tested using z or t tests.

For the survey design comparison, crude as well as adjusted prevalence rates and mean values were calculated. A statistical test for diversity was conducted between the single-mode control group design and each of the 3 mixed-mode designs. Because the survey design samples did not differ in sociodemographic characteristics (see the Results) and there were only marginal differences between the 2 approaches, only the results for crude prevalence rates or mean values without adjustment for sociodemographic characteristics to simplify the presentation of results are shown here.

Handling of Multiple Testing
In total, we analyzed 12 health indicators using the parental sample and 28 using the adolescent sample. For these health indicators, we tested each mixed-mode survey design against the control group. Additionally, we used 2 other statistical tests to identify differences between the data collection modes, using first the crude values and then the adjusted values.

Regarding the research questions, a sensitive approach to detect possible differences (ie, a higher probability of accepting the null hypothesis) is needed. Therefore, we decided to address the statistical problem of multiple testing by correcting the significance level only for the number of tests performed for
each health indicator. This was done only for tests comparing the different survey designs. We used the Bonferroni correction method to neutralize the accumulation of \(\alpha\)-error [46], using an adjusted significance level of \(P<.02\) to examine differences between the mixed-mode survey designs and the single-mode control group. For the comparison of data collection modes, a significance level of \(\alpha=.05\) was used.

**Results**

**Sociodemographic Characteristics of Responding Parents and Adolescents in Different Survey Designs and Different Data Collection Modes**

**Responding Parents**

There were no statistically significant differences in sample composition between the mixed-mode survey designs and the single-mode control group for participating parents. However, the sample sociodemographic characteristics differed significantly between data collection modes (Multimedia Appendix 2). Parents responding online were more often married and had higher household education levels, higher incomes, and younger children than those who responded to the SAQ-paper. More fathers responded via the Web-based questionnaire than in the paper-and-pencil group. There were no significant differences in migration background, parental age. \(P\) values close to significant level are found for region of residence (\(P=.08\)), municipally size (\(P=.05\)) or child’s sex (\(P=.06\)).

**Responding Children and Adolescents**

For the responding children and adolescents (aged 11-17 years), there were no statistically significant differences in sociodemographic characteristics between the different survey designs, but adolescents responding online were more often male, had reached or aspired to reach higher levels of education, and were more likely to live in households with higher education and higher income, compared with adolescents who responded to the SAQ-paper (Multimedia Appendix 3).

**Mode Equivalence of Health Indicators Between Survey Designs and Data Collection Modes**

**Physical and Mental Health**

The analyzed indicators of physical and mental health status showed no statistically significant differences by survey design or data collection mode (Table 2). Across modes and designs, parents reported the same results for SRH, chronic disease, impairment owing to health problems, lifetime prevalence of diagnosed diseases, obesity, and mental health problems and impairment. Adolescent self-reports showed no statistically significant differences in SRH, mental health problems and impairment, or chronic pain.

**Health Care Utilization**

No differences in the crude or adjusted prevalence rates were found in adolescent-reported 12-month use of pediatric or orthodontic services (Table 3). The crude prevalence of parent-reported 12-month use of any doctor and of pediatric services (for children under 11 years) differed significantly, with more frequent reports of doctor’s visits in the SAQ-Web group. After adjusting for sociodemographic attributes, this difference disappeared. There were no significant differences between the mixed-mode design groups and the control group for any of the analyzed indicators of health care utilization.

**Health-Related Quality of Life**

HRQoL, measured using the 5 dimensions of the KIDSCREEN-27 for adolescents, was the only indicator scale analyzed. Independent of adjustment, there were no significant differences between the 2 data collection modes (SAQ-paper and SAQ-Web) for any of the observed dimensions (Table 4). Regarding survey design, better psychological well-being was reported in the concurrent mixed-mode design and better relations with parents were reported in the preselect mixed-mode survey design, compared with the single-mode control group. After correcting the significance level for multiple testing, no differences were found by survey design.

**Health Behaviors**

The crude prevalence of lifetime alcohol consumption (self-reported by adolescents aged 11-17 years), as well as hazardous consumption and binge drinking (based on AUDIT-C reports), showed significant differences between SAQ-paper and SAQ-Web, with higher levels of alcohol consumption reported by online participants (Table 5). Although the differences in hazardous consumption and binge drinking between the 2 modes of data collection disappeared after controlling for sociodemographic characteristics, significantly more online respondents than paper-and-pencil respondents reported that they had consumed alcohol.

There were no differences in other health behaviors assessed (tobacco consumption, physical activity, and media consumption) by survey design or data collection mode.
Table 2. Physical and mental health status of children and adolescents aged 0-17 years by survey design and data collection mode (prevalence rates).

<table>
<thead>
<tr>
<th>Physical and mental health status</th>
<th>Survey design&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Concurrent MM&lt;sup&gt;b&lt;/sup&gt; design</th>
<th>Preselect MM&lt;sup&gt;b&lt;/sup&gt; design</th>
<th>Data collection mode&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-mode design</td>
<td>Sequential MM&lt;sup&gt;b&lt;/sup&gt; design</td>
<td>Preselect MM&lt;sup&gt;b&lt;/sup&gt; design</td>
<td>SAQ-Web&lt;sup&gt;c&lt;/sup&gt; (crude)</td>
</tr>
<tr>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>General health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-rated health (very good, good)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>964 (97.6)</td>
<td>848 (97.1)</td>
<td>.46</td>
<td>942 (97.3)</td>
</tr>
<tr>
<td>Self-rated health (very good, good)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>338 (90.2)</td>
<td>267 (92.1)</td>
<td>.41</td>
<td>286 (87.1)</td>
</tr>
<tr>
<td>Chronic disease (yes)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>962 (10.2)</td>
<td>849 (10.7)</td>
<td>.71</td>
<td>941 (7.4)</td>
</tr>
<tr>
<td>Impairment owing to health problems (yes)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>956 (3.2)</td>
<td>851 (4.0)</td>
<td>.39</td>
<td>937 (3.4)</td>
</tr>
<tr>
<td>Allergies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bronchial asthma (lifetime diagnosis)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>951 (4.5)</td>
<td>838 (6.1)</td>
<td>.14</td>
<td>928 (4.6)</td>
</tr>
<tr>
<td>Neurodermatitis (lifetime diagnosis)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>951 (15.0)</td>
<td>839 (16.0)</td>
<td>.59</td>
<td>927 (13.8)</td>
</tr>
<tr>
<td>Hay fever (lifetime diagnosis)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>955 (11.2)</td>
<td>831 (11.2)</td>
<td>.99</td>
<td>931 (10.7)</td>
</tr>
<tr>
<td>Chronic pain</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Headache (recurrent during the last 3 months)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>331 (35.6)</td>
<td>260 (37.7)</td>
<td>.61</td>
<td>274 (33.9)</td>
</tr>
<tr>
<td>Dorsal pain (recurrent during the last 3 months)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>321 (25.9)</td>
<td>257 (23.0)</td>
<td>.42</td>
<td>265 (24.2)</td>
</tr>
<tr>
<td>Any pain (recurrent during the last 3 months)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>343 (84.3)</td>
<td>265 (83.0)</td>
<td>.68</td>
<td>288 (81.9)</td>
</tr>
<tr>
<td>Mental health problems</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attention-deficit hyperactivity disorder (lifetime diagnosis)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>824 (5.1)</td>
<td>716 (4.1)</td>
<td>.33</td>
<td>794 (5.0)</td>
</tr>
<tr>
<td>At risk for emotional and behavioral symptoms&lt;sup&gt;g&lt;/sup&gt;</td>
<td>788 (13.6)</td>
<td>695 (15.5)</td>
<td>.29</td>
<td>754 (13.7)</td>
</tr>
<tr>
<td>At risk for emotional and behavioral symptoms&lt;sup&gt;h&lt;/sup&gt;</td>
<td>331 (9.7)</td>
<td>255 (12.2)</td>
<td>.34</td>
<td>278 (14.0)</td>
</tr>
<tr>
<td>At risk for impairment following psychosocial problems&lt;sup&gt;g&lt;/sup&gt;</td>
<td>820 (18.5)</td>
<td>719 (17.4)</td>
<td>.56</td>
<td>789 (17.2)</td>
</tr>
<tr>
<td>At risk for impairment following psychosocial problems&lt;sup&gt;h&lt;/sup&gt;</td>
<td>339 (16.5)</td>
<td>263 (19.0)</td>
<td>.43</td>
<td>286 (16.4)</td>
</tr>
</tbody>
</table>
### Physical and mental health status

<table>
<thead>
<tr>
<th>Data collection mode</th>
<th>Survey design(^a)</th>
<th>Physical and mental health status</th>
<th>Concurrent MM(^b) design</th>
<th>Preselect MM(^b) design</th>
<th>Data collection mode(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-mode design</td>
<td>Obesity of children (aged 0-10 years)(^g)</td>
<td>401 (2.7)</td>
<td>407 (2.7)</td>
<td>.97</td>
</tr>
<tr>
<td></td>
<td>Sequential MM(^b)</td>
<td>Obesity of adolescents (aged 11-17 years)(^h)</td>
<td>330 (5.2)</td>
<td>260 (4.6)</td>
<td>.76</td>
</tr>
</tbody>
</table>

\(^a\)Sample sizes are shown in Table 1.

\(^b\)MM: mixed-mode.

\(^c\)SAQ-Web: self-administered Web-based questionnaire.

\(^d\)SAQ-paper: self-administered paper-based questionnaire.

\(^e\)Adjusted for age of the child (adolescent, parent); sex of the child (adolescent); relationship to the child (parent); household income (adolescent, parent); parental education (adolescent, parent); adolescent education (adolescent); region (adolescent, parent); municipality size (adolescent, parent); and parental marital status (parent).

\(^f\)Tested against single-mode control group.

\(^g\)Proxy-reported by parents of children and adolescents aged 0-17 years.

\(^h\)Self-reported by adolescents aged 11-17 years.
Table 3. Health care utilization among children and adolescents aged 0-17 years by survey design and data collection mode (prevalence rates).

<table>
<thead>
<tr>
<th>Health care utilization</th>
<th>Survey design&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Data collection mode&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-mode design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n (%)</td>
<td>p&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Medical care use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any doctor (children aged 0-13 years; past 12 months)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>970  (91.3)</td>
<td>.31</td>
</tr>
<tr>
<td>Pediatric services (children aged 0-13 years; past 12 months)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>970  (70.0)</td>
<td>.46</td>
</tr>
<tr>
<td>Pediatric services (adolescents aged 14-17 years; past 12 months)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>205  (35.6)</td>
<td>.96</td>
</tr>
<tr>
<td>Orthodontic services (adolescents aged 14-17 years; past 12 months)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>332  (40.4)</td>
<td>.45</td>
</tr>
</tbody>
</table>

<sup>a</sup>Sample sizes are shown in Table 1.

<sup>b</sup>MM: mixed-mode.

<sup>c</sup>SAQ-Web: self-administered Web-based questionnaire.

<sup>d</sup>SAQ-paper: self-administered paper-based questionnaire.

<sup>e</sup>Adjusted for age of the child (adolescent, parent); sex of the child (adolescent); relationship to the child (parent); household income (adolescent, parent); parental education (adolescent, parent); adolescent education (adolescent); region (adolescent, parent); municipality size (adolescent, parent); and parental marital status (parent).

<sup>f</sup>Tested against single-mode control group.

<sup>g</sup>Proxy-reported by parents of children and adolescents aged 0-17 years.

<sup>h</sup>Self-reported by adolescents aged 11-17 years.
Table 4. Health-related quality of life of adolescents aged 11-17 years by survey design and data collection mode (mean values).

<table>
<thead>
<tr>
<th>Health related quality of life</th>
<th>Survey design&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Data collection mode&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-mode design</td>
<td>SAQ-paper&lt;sup&gt;d&lt;/sup&gt; (crude)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SAQ-Web&lt;sup&gt;c&lt;/sup&gt; (crude)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SAQ-paper&lt;sup&gt;d&lt;/sup&gt; (adjusted&lt;sup&gt;f&lt;/sup&gt;)</td>
</tr>
<tr>
<td></td>
<td>Sequential MM&lt;sup&gt;d&lt;/sup&gt; design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Concurrent MM&lt;sup&gt;d&lt;/sup&gt; design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Preselect MM&lt;sup&gt;d&lt;/sup&gt; design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Physical well-being</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt; n (%)</td>
</tr>
<tr>
<td>(mean)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Psychological well-being</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt; n (%)</td>
</tr>
<tr>
<td>(mean)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Relations with parents</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt; n (%)</td>
</tr>
<tr>
<td>(mean)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Relations with peers</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt; n (%)</td>
</tr>
<tr>
<td>(mean)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Well-being in school</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt; n (%)</td>
</tr>
<tr>
<td>(mean)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>n (%)</td>
<td>p&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Dimensions

| Physical well-being           | 337 (49.9)                  | .98 (49.2)                     |
| (mean)<sup>f</sup>            | 263 (49.9)                  | .38 (49.0)                     |
| Psychological well-being      | 336 (51.2)                  | .14 (49.6)                     |
| (mean)<sup>f</sup>            | 265 (50.0)                  | .05 (49.8)                     |
| Relations with parents        | 331 (53.5)                  | .52 (53.3)                     |
| (mean)<sup>f</sup>            | 263 (53.0)                  | .74 (52.0)                     |
| Relations with peers          | 340 (51.2)                  | .14 (50.5)                     |
| (mean)<sup>f</sup>            | 266 (50.1)                  | .37 (50.1)                     |
| Well-being in school          | 335 (51.9)                  | .66 (50.8)                     |
| (mean)<sup>f</sup>            | 265 (51.6)                  | .08 (51.4)                     |

<sup>a</sup>Sample sizes are shown in Table 1.
<sup>b</sup>MM: mixed-mode.
<sup>c</sup>SAQ-paper: self-administered paper-based questionnaire.
<sup>d</sup>SAQ-Web: self-administered Web-based questionnaire.
<sup>e</sup>Adjusted for age of the child (adolescent, parent); sex of the child (adolescent); relationship to the child (parent); household income (adolescent, parent); parental education (adolescent, parent); adolescent education (adolescent); region (adolescent, parent); municipality size (adolescent, parent); and parental marital status (parent).
<sup>f</sup>Self-reported by adolescents aged 11-17 years.
<sup>g</sup>Not significant, P value adjusted with Bonferroni correction.
<sup>h</sup>Tested against single-mode control group.
Table 5. Health behaviors of adolescents aged 11-17 years by survey design and data collection mode (prevalence-rates).

<table>
<thead>
<tr>
<th>Health related quality of life</th>
<th>Survey design&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Data collection mode&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-mode design</td>
<td>SAQ-paper&lt;sup&gt;d&lt;/sup&gt; (crude)</td>
</tr>
<tr>
<td></td>
<td>Sequential MM&lt;sup&gt;b&lt;/sup&gt; design</td>
<td>SAQ-Web&lt;sup&gt;c&lt;/sup&gt; (adjusted&lt;sup&gt;d&lt;/sup&gt;)</td>
</tr>
<tr>
<td></td>
<td>Concurrent MM&lt;sup&gt;b&lt;/sup&gt; design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Preselect MM&lt;sup&gt;b&lt;/sup&gt; design</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tobacco consumption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current smoking status (yes)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>342 (8.8)</td>
<td>.85 288 (11.5) 291 (10.7) .43 295 (11.5) 889 (9.2) .27 295 (11.6) 889 (9.2)</td>
</tr>
<tr>
<td>Water pipe consumption (past 12 months, yes)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>339 (18.0)</td>
<td>.99 286 (18.2) .95 291 (16.2) .54 295 (20.3) 882 (16.7) .17 295 (19.1) 882 (17.1)</td>
</tr>
<tr>
<td>Second-hand smoke exposure (yes)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>308 (13.6)</td>
<td>.55 249 (10.8) .31 259 (14.3) .82 261 (11.1) 793 (14.4) .16 261 (12.9) 793 (13.8)</td>
</tr>
<tr>
<td>Alcohol consumption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifetime consumption of alcohol (yes)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>343 (51.0)</td>
<td>.21 290 (50.7) .93 292 (54.8) .34 295 (61.4) 891 (50.3) .01 295 (60.1) 891 (50.7)</td>
</tr>
<tr>
<td>Hazardous alcohol consumption (based on AUDIT-C)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>328 (12.2)</td>
<td>.90 284 (10.6) .53 284 (12.7) .86 293 (17.1) 857 (10.3) .01 293 (14.9) 857 (11.9)</td>
</tr>
<tr>
<td>Binge drinking (based on AUDIT-C)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>339 (7.7)</td>
<td>.99 288 (5.6) .29 291 (8.9) .57 295 (10.5) 884 (6.5) .04 295 (10.0) 884 (7.2)</td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical activity consistent with WHO guidelines&lt;sup&gt;f&lt;/sup&gt;</td>
<td>343 (6.1)</td>
<td>.66 288 (3.1) .07 292 (3.8) .17 295 (4.1) 892 (4.8) .58 295 (3.3) 892 (5.2)</td>
</tr>
<tr>
<td>Low physical activity&lt;sup&gt;f&lt;/sup&gt;</td>
<td>343 (14.9)</td>
<td>.39 288 (15.3) .89 292 (17.1) .44 295 (13.9) 892 (15.2) .57 295 (14.5) 892 (15.0)</td>
</tr>
<tr>
<td>Currently doing sports&lt;sup&gt;f&lt;/sup&gt;</td>
<td>342 (79.5)</td>
<td>.46 286 (78.0) .63 291 (77.0) .44 295 (80.3) 888 (78.6) .52 295 (79.3) 888 (78.9)</td>
</tr>
<tr>
<td>Media consumption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media (&gt;2 hours/day)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>341 (20.2)</td>
<td>.72 289 (17.3) .35 290 (19.7) .86 295 (20.0) 886 (18.8) .67 295 (21.3) 886 (18.4)</td>
</tr>
<tr>
<td>TV (&gt;2 hours/day)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>341 (42.2)</td>
<td>.88 289 (41.2) .79 292 (38.0) .28 294 (39.1) 889 (41.4) .49 294 (41.5) 889 (40.6)</td>
</tr>
<tr>
<td>Game console (&gt;2 hours/day)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>339 (18.9)</td>
<td>.75 287 (18.5) .90 290 (12.8) .03 295 (20.0) 881 (16.7) .21 295 (19.9) 881 (16.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Sample sizes are shown in Table 1.

<sup>b</sup>MM: mixed-mode.

<sup>c</sup>SAQ-Web: self-administered Web-based questionnaire.

<sup>d</sup>SAQ-paper: self-administered paper-based questionnaire.

<sup>e</sup>Adjusted for age of the child (adolescent, parent); sex of the child (adolescent); relationship to the child (parent); household income (adolescent, parent); parental education (adolescent, parent); adolescent education (adolescent); region (adolescent, parent); municipality size (adolescent, parent); and parental marital status (parent).

<sup>f</sup>Self-reported by adolescents aged 11-17 years.

<sup>g</sup>AUDIT-C: Alcohol Use Disorders Identification Test.

<sup>h</sup>WHO: World Health Organization; sample sizes are shown in Table 1.

<sup>i</sup>Not significant, P value adjusted with Bonferroni correction.
Discussion

Summary

The main aim of this study was to examine the risk of mode effects in a mixed-mode health interview survey for children and adolescents that combined paper-and-pencil questionnaires and Web-based questionnaires. Therefore, we compared prevalence rates and mean values of a broad range of health indicators from 3 alternative mixed-mode designs (all combining paper-and-pencil and Web-based questionnaires) with a single-mode control group (paper-and-pencil only). We also compared results between online respondents and paper-and-pencil respondents regardless of the survey design. First, we examined differences in sociodemographic characteristics by survey design and data collection mode, as it is well documented that sociodemographic characteristics are associated with health status and health behavior [43,44]. Regarding survey design, there were no statistically significant differences in sample composition, prevalence rates, or mean values of the examined health indicators. There were differences in sociodemographic characteristics across the data collection mode groups. After adjusting for these differences, only one of the analyzed health indicators (lifetime alcohol consumption) showed between-group differences. These results indicate that there is limited mode bias in health interview surveys for children and adolescents using a mixed-mode design with Web-based and paper questionnaires.

Sample Composition and Digital Divide

Consistent with previous findings, the sample composition of responding parents and of responding adolescents differed by data collection mode. We confirmed the so-called “digital divide” [47-50]—male adolescents and younger fathers preferred the online mode, a well-known systematic difference [5] between these modes[10,49,51-54]. Additionally, SAQ-Web respondents had higher household incomes [15,49,55] and higher household education levels [10,49,54-57]. Despite these differences, and differences in online response rates between the mixed-mode survey designs, there were no statistically significant differences in sample composition between the paper-and-pencil single-mode control group and the 3 mixed-mode groups. To control for the influence of sociodemographic on health indicators, we adjusted for sociodemographic characteristics by first calculating crude prevalence rates. Then, the analysis was complemented with adjusted prevalence rates or adjusted mean values using predictive margins to identify possible mode effects. Comparisons between the mixed-mode survey designs and the single-mode control group were made using only the crude prevalence rates. Using this approach, hardly any statistically significant differences by data collection mode or by survey design were found for the analyzed health indicators.

Health Status and Health Care Utilization

Prevalence rates of health complaints, such as diagnosed allergies, diagnosed ADHD, obesity, and chronic pain, were equivalent between the modes, as previous studies of adults [9,11,53,58] and adolescents [12] have shown. A population-based Norwegian study found higher asthma prevalence rates among online respondents; this was interpreted as possible nonresponse bias and not as a mode effect because there were no differences in the prevalence rates for any other condition [59]. A literature review by Hox et al showed that after controlling for selection, small mode effects do appear, most often distinguishing between modes that involve interviewers (face-to-face, telephone) and modes that do not (mail, Web) [42].

We found similar prevalence rates for SRH, chronic diseases, and impairment owing to health problems between SAQ-paper and SAQ-Web respondents. The 2 previous studies examining these health indicators among adults in general [11] and among older adults [10] also found no differences between these 2 data collection modes. Another study of adults interpreted the higher SRH found among online respondents compared with paper-based respondents as an expression of different sample characteristics linked to the digital divide era [49], or a case of better-situated people with better health using Web-based questionnaires, and not as a mode effect. We cannot say whether this holds true for the KiGGS methodological pilot study, because we controlled for most characteristics linked to the preference for online participation, such as region of residence and education or income.

For mental and psychosocial problems, we calculated risk groups for emotional and behavioral problems and for impairment owing to psychosocial problems based on SDQ scores [34]. Both parent- and adolescent-reported scores were equivalent across the examined modes. Several other studies have postulated the comparability of measurement results between these 2 self-administered modes for other standardized mental health questionnaires (eg, depression or anxiety) [12,58,60,61].

In their review of 55 studies investigating 79 instruments, Campbell et al [9] found measurement equivalence for electronic- and paper-based patient outcomes and concluded that standardized instruments can generally be used electronically without measurement effects. In our study, we also found comparable results for standardized instruments (the SDQ and AUDIT-C), as well as for self-reported HRQoL (KIDSCREEN-27). No existing studies have compared these particular instruments, but previous studies have compared the Short Form Health Survey-36, a frequently used standardized HRQoL instrument for adults, and found measurement equivalence [9,58,62-64].

All reports of health care utilization were equivalent between the self-administered modes; this is consistent with prior empirical results, including studies of adult vaccination use [11], adolescent health care use [12], and multiple health care quality indicators [56]. The greater use of pediatric services (and of any doctor) before adjustment for sociodemographic characteristics may be explained by the younger age of children in the online group—in Germany, all children are invited to undergo regular health screening examinations (U3-U9 examinations) from early childhood until the age of 5 years, with a well-established system of reminders and reporting.
Health Behaviors

Most of the analyzed adolescent health behaviors (current smoking, 12-month water pipe consumption, second-hand smoke exposure, physical activity, and screen-based media use) showed comparable results and no differences between the 2 modes. These results are consistent with the results of other studies on adolescents [12,65].

Considering alcohol consumption, the crude and adjusted prevalence rates for lifetime consumption were significantly higher among SAQ-Web-responding adolescents. After adjusting for sociodemographic characteristics, the difference decreased but could not be explained by the sociodemographic differences between the 2 groups of respondents. The prevalence of hazardous consumption and binge drinking were comparable between data collection modes after controlling for sample composition.

Most previous studies have reported no statistically significant differences in alcohol consumption among adolescents or young adults by these 2 data collection modes [12,66]. However, research comparing sensitive health behaviors is inconsistent. Some studies have found higher adult binge drinking [53] and higher adolescent alcohol consumption [17] in online reports, whereas others have found no difference in sensitive health behaviors in general for college students [67,68] and young adults [69].

The higher rate of reported lifetime alcohol consumption among SAQ-Web-responding adolescents, in the absence of frequently reported hazardous consumption or binge drinking, may be interpreted in multiple ways. For example, this may be a result of different sample properties, such as SAQ-Web-prefering adolescents being more likely to experiment with alcohol consumption. However, it is also possible that this result is a mode effect based on the assumption of identical alcohol consumption in both groups. Web-based questionnaires afford greater privacy because there is no risk of parents checking the responses. Another possible explanation is the lower social orientation in the Internet mode [13]. Both these explanations assume that Web-based questionnaires are more likely to elicit honest reports, but the similar results between the 2 mode groups for reported harmful alcohol consumption after adjustment contradict this assumption. Taken together, the results for alcohol consumption suggest that lifetime consumption should be used with caution as a health indicator in a mixed-mode design. Hazardous consumption and binge drinking are better indicators because they exhibit mode equivalence and have greater public health relevance than lifetime consumption, which is measured by a single question asking whether the respondent has ever consumed alcohol.

Main Result

Other empirical comparisons of measurement results between different mixed-mode survey designs are rare. In accord with one other result for the adult population [70], all of the analyzed health indicators for children and adolescents showed comparable results, with no statistically significant differences between the single-mode control group and the 3 mixed-mode groups. Additionally, sociodemographic characteristics did not differ by survey design for parents or adolescents. Regarding measurement comparability, any of the tested mixed-mode health interview survey designs, which offer both Web-based and paper questionnaires, could be used for children and adolescents.

Strengths and Limitations

The strengths of the methodological pilot study are the randomized study design, the population-based sample, and the inclusion of a single-mode control group as a reference to interpret the results. However, there are also some limitations, predominantly the relatively small size of the net samples of the analyzed groups. Each survey design had a relatively low number of cases, so interpretations of the results based on the net samples must be made with caution. Possible differences across the 4 survey designs or between the 2 data collection modes could have been overlooked because of a lack of statistical power, particularly regarding the need for correction for multiple testing. Other limitations concern the external validity of the results; the study was conducted in a German setting using register-based samples of children and adolescents, so the results are difficult to generalize to other countries, settings, or populations.

Conclusions

Our results are consistent with those of most previous studies. We found comparable results between the 2 self-administered modes (SAQ-Web and SAQ-paper) for almost all analyzed health indicators, except for lifetime consumption of alcohol among adolescents aged 11-17 years. Thus, no differences were found between the single-mode control group design and 3 mixed-mode survey designs that combined the 2 data collection modes.

These results suggest that it is possible to measure health indicators for children and adolescents using a mixed-mode design combining SAQ-Web and SAQ-paper methods, with a low risk of mode effects and high comparability across different mixed-mode survey designs combining these 2 data collection modes [4]. The implementation of a Web-based option in the existing paper-based interview surveys of children and adolescents has a low risk of changed measurement values caused by the mixed-mode survey design.
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Abstract

Background: Substance use disorder research and practice have not yet taken advantage of emerging changes in communication patterns. While internet and social media use is widespread in the general population, little is known about how these mediums are used in substance use disorder treatment.

Objective: The aims of this paper were to provide data on patients' with substance use disorders mobile phone ownership rates, usage patterns on multiple digital platforms (social media, internet, computer, and mobile apps), and their interest in the use of these platforms to monitor personal recovery.

Methods: We conducted a cross-sectional survey of patients in 4 intensive outpatient substance use disorder treatment facilities in Philadelphia, PA, USA. Logistic regressions were used to examine associations among variables.

Results: Survey participants (N=259) were mostly male (72.9%, 188/259), African American (62.9%, 163/259), with annual incomes less than US $10,000 (62.5%, 161/259), and averaged 39 (SD 12.24) years of age. The vast majority of participants (93.8%, 243/259) owned a mobile phone and about 64.1% (166/259) owned a mobile phone with app capabilities, of which 85.1% (207/243) accessed the internet mainly through their mobile phone. There were no significant differences in age, gender, ethnicity, or socio-economic status by computer usage, internet usage, number of times participants changed their phone, type of mobile phone contract, or whether participants had unlimited calling plans. The sample was grouped into 3 age groups (Millennials, Generation Xers, and Baby Boomers). The rates of having a social media account differed across these 3 age groups with significant differences between Baby Boomers and both Generation Xers and Millennials (P<.001 in each case). Among participants with a social media account (73.6%, 190/259), most (76.1%, 144/190) reported using it daily and nearly all (98.2%, 186/190) used Facebook. Nearly half of participants (47.4%, 90/190) reported viewing content on social media that triggered substance cravings and an equal percentage reported being exposed to recovery information on social media. There was a significant difference in rates of reporting viewing recovery information on social media across the 3 age groups with Baby Boomers reporting higher rates than Millennials (P<.001). The majority of respondents (70.1%, 181/259) said they would prefer to use a relapse prevention app on their phone or receive SMS (short message service) relapse prevention text messages (72.3%, 186/259), and nearly half (49.1%, 127/259) expressed an interest in receiving support by allowing social media accounts to be monitored as a relapse prevention technique.

Conclusions: To our knowledge, this is the first and largest study examining the online behavior and preferences regarding technology-based substance use disorder treatment interventions in a population of patients enrolled in community outpatient treatment programs. Patients were generally receptive to using relapse prevention apps and text messaging interventions and a substantial proportion supported social media surveillance tools. However, the design of technology-based interventions remains as many participants have monthly telephone plans which may limit continuity.
Introduction

Mobile phone use has increased dramatically over the last decade. Today, 95% of US adults have a mobile phone, up from 66% in 2006. Mobile phone with app capability (smartphone) ownership has also more than doubled from 35% in 2011 to 77% in 2016 [1]. With the increase in mobile phone ownership, health care providers have become interested in integrating the use of mobile phones in the care of chronic conditions such as HIV, diabetes, hypertension, and asthma [2-6]. Mobile phones are portable, capable of receiving and transmitting data, and they are “always on.” They also offer health care providers the unique ability to connect with hard-to-reach populations that might otherwise not have access to health care services [7,8]. Mobile phones with app capabilities have the added benefit of being mini-computers that run software apps, connect to the internet, and have various embedded sensors. Sensors include Global Positioning Systems that monitor spatial location, accelerometers that record movement and gross motor activities, text that can be automatically analyzed using natural language processing to provide users with personalized feedback, and voice and tone records that can estimate mood [9]. Mobile phones also provide health care providers with a continuous stream of patient data regarding behavior, symptoms, and physiology. Recently, behavioral health apps have been developed that monitor psychiatric illnesses [10-14]. These apps have proven to be feasible across a wide range of conditions including schizophrenia [15], bipolar disorder [16], anxiety disorder [17], and depression [14,18,19].

Addiction researchers have recently begun to explore the use of mobile phones to support recovery from substance use disorders [20]. Alcohol and drug misuse was estimated to cost the nation over US $400 billion annually. In 2015, an estimated 7.7 million individuals in the United States had an illicit drug use disorder in the past year, but only 1.3 million individuals (approximately 17%) received substance use treatment [21]. Further, fewer than half of the patients who entered treatment completed it [22], with about 70% of patients experiencing a recurrence of use within a few months of initiating treatment [23].

Mobile phones can provide access to an assortment of online resources for attendees of outpatient substance use disorder treatment programs [24]. For example, patients can access the internet to search for local Alcoholics Anonymous (AA) and/or Narcotics Anonymous (NA) meetings, attend online AA/NA meetings, join an online recovery community, or download a recovery-based app to their mobile phone. Patients in treatment may also be able to stay connected to loved ones via phone and video calls, texting, and social networking sites, providing them with needed social support. These individuals can also use their phones to make medical appointments, communicate with health care providers, and communicate with potential employers.

Little is known about access to mobile phones and the use of digital platforms among patients attending outpatient substance use disorder treatment programs. McClure and colleagues examined the utilization of the internet and mobile phones with patients attending outpatient clinics, methadone/buprenorphine maintenance programs, and buprenorphine maintenance primary care clinics [25]. The majority of the patients reported access to a mobile phone (91%) and texting (79%). Patients also reported higher regular internet use (44%) than regular computer use (39%), which suggested that some patients were accessing the internet through their mobile phones, though information on the type of phone used was not collected in the study.

This paper explored the patterns of mobile phone usage, the use of Facebook, Twitter, and other social media platforms, and the receptiveness of using these types of digital platforms for interventions that promote positive recovery outcomes among patients attending community outpatient substance use disorder treatment programs. We also examined differences in digital platform use by age, gender, income, race, and preferred substances. The goals of these analyses were to assess disparities in digital media platform use and gain a better understanding of which platforms would be suitable for disseminating and sustaining real-world recovery promotion interventions for this population.

Methods

Recruitment

In May 2016, a self-administered, in-person, paper-and-pencil survey was conducted among patients attending outpatient substance use disorder treatment programs in Philadelphia. Participants were invited to participate by research staff between group sessions. These outpatient treatment programs treated approximately 800 patients monthly, all over 18 years of age. The requirements to participate in the survey were (1) current enrollment in the outpatient program at the time of the survey; (2) greater than 18 years of age; (3) no intellectual or developmental disability; (4) and willingness to provide informed consent to participate. The survey took 10 minutes to complete and no identifiable information was recorded to protect patient privacy. All study procedures were approved by the University of Pennsylvania Human Subjects Review Board.

Survey

The survey included technology utilization questions, adapted from McClure and colleagues [25], to assess the communication patterns of patients enrolled in substance abuse treatment programs in the Baltimore area. The survey was updated to include questions pertaining to mobile phone ownership, social media usage, and interest in the use of digital platforms to monitor recovery (Multimedia Appendix 1).

Exposure level to drug cues and pro-recovery information on social media was measured via responses to the following items:
How often have you seen drug cues—things that made you want to use drugs on social media? [Responses ranging from 1 (always) to 5 (never)]

How often have you seen recovery information on social media? [Responses ranging from 1 (always) to 5 (never)]

Have you posted information on social media about being in recovery? [Yes/no]

We measured receptiveness to the use of online platforms for interventions that promote positive substance use treatment outcomes via responses to the following items:

Do you think social media would be a good place to receive information to help you avoid relapse? [Yes/no]

Would you join an online support group to help you during your recovery? [Yes/no]

Would you join a Facebook support group to help you during your recovery? [Yes/no]

Would you sign up to receive text messages to help you during your recovery? [Yes/no]

Would you use an app placed on your phone to help your recovery from alcohol or substance use? [Yes/no]

We also asked participants how they would like to access a digital outpatient treatment program to aide during recovery (website, social media, texting, app), and if they would you allow their social media accounts to be monitored to help prevent relapse.

Data Analysis

The responses were entered into the data monitoring system using double entry. One research assistant entered the data while checking for mismatches and out-of-range values. A different research assistant then entered the same data again. The entries were compared via a computer that identified mismatches. When mismatches were identified, the data entry persons checked the original survey to determine the correct value(s).

All analyses were performed using SAS 9.3. The primary comparisons were of technology ownership and use responses over 3 age groups (Baby Boomers, Generation Xers, and Millennials), using binary and ordinal logistic regression models. These models included gender and race as covariates.

Data Exclusion

Respondents were excluded from final analyses due to missing age, gender, race, and reporting zero use of technology. Respondents excluded due to missing demographic information totaled 6 (0.02%, 6/276) participants. Respondents excluded due to reporting zero use of technology totaled 11 (0.04%, 11/276) participants.

Results

Participants

Demographic information for study participants is shown in Table 1. The participants were 259 adults with a substance use disorder at the time of entrance to treatment at 4 Philadelphia area community-based intensive outpatient programs. The participants averaged 38.86 (SD 12.24) years of, primarily self-identified as male (72.9%, 188/259), African American (62.9%, 163/259), high school graduate or General Equivalency Diploma (GED; 58.8%, 152/259), single-never married (73.5%, 190/259), and unemployed (77.6%, 201/259) with a yearly income under US $10,000 (62.4%, 161/259). In addition, participants were stratified into the Millennial (18 to 35 years), Generation X (36 to 51 years), or Baby Boomer or older (52 or more years) generational categories that best mirror generational categories among the general population. Most participants were of the Millennial generation (46.3%, 120/259), followed by Generation X (32.4%, 84/259), and Baby Boomer or older (21.2%, 55/259). Participants cited marijuana (47.9%, 124/259) and alcohol (40.5%, 105/259) as preferred substances most frequently and the mean length of treatment was 4.64 (SD 8.35) months.

Technology Ownership

Of the 259 participants, most owned a mobile phone (93.8%, 243/259), of which many were mobile phones with app capabilities (64.1%, 166/259), with no significant differences between generations ($\chi^2=1.39; P=50$). Among phone owners, mobile phone with app capability ownership differed significantly among generations ($\chi^2=17.62; P<0.001$); with Generation X ($P=0.01$, OR 3.52 [95% CI 1.65-7.52]) and Millennial ($P<0.001$, OR 4.53 [95% CI 2.19-9.35]) generations being more likely to own a mobile phone with capabilities than Baby Boomers. No significant differences were found between Millennials and Generation Xers ($P=0.11$, OR 0.78 [95% CI 0.40-1.51]). Among phone owners, provider plans differed significantly among generations ($\chi^2=10.25, P=0.006$); with Generation Xers ($P=0.02$, OR 3.73 [95% CI 1.18-11.73]) and Millennials ($P=0.002$, OR 6.09 [95% CI 1.94-19.09]) being more likely to have unlimited texting plans than Baby Boomers.

Technology Use

The majority of all participants reported regularly using text messaging, email, the internet, and a computer. Generational differences were found to be significant in text message ($\chi^2=12.16, P=0.002$), email ($\chi^2=20.65, P<0.001$), and internet use ($\chi^2=26.37, P<0.001$), but not in computer use ($\chi^2=5.49, P=0.06$). The significant differences were largely due to the Baby Boomers using these media less than the Generation Xers or Millennials, with the Generation Xers tending to use less than the Millennials, but not significantly so (Multimedia Appendix 2).

Among those who accessed the internet, about 80.0% (152/190) reported that they typically accessed it via their mobile phone. There were no significant generational differences on accessing the internet by phone versus by some other means ($\chi^2=5.00, P=0.08$).

Social Media Ownership and Use

Of the respondents, 73.6% (190/259) had a social media account of some type, with the majority using these accounts daily.
There were significant generational differences ($\chi^2 = 38.25$, $P < .001$); with both Generation Xers ($P < .001$, OR 5.62 [95% CI 2.62-12.03]) and Millennials ($P < .001$, OR 9.01 [95% CI 4.26-19.03]) being more likely to own a social media account. No differences were found between Millennials and Generation Xers ($P = .19$, OR 1.60 [95% CI 0.79-3.28]). There was a similar pattern of significant differences on frequency of use among participants with a social media account ($\chi^2 = 7.04$, $P = .03$); with both Generation Xers ($P = .02$, OR 3.44 [95% CI 1.19-9.98]) and Millennials ($P = .01$, OR 3.81 [95% CI 1.38-10.59]) being more likely to have daily or weekly frequencies of use compared to Baby Boomers. No significant difference was found between Millennials and Generation Xers ($P = .10$, OR 1.11 [95% CI 0.51-2.41]).

| Table 1. Demographic characteristics (N=259). |
|-------------------------------|------------------|
| Characteristic                | Value            |
| Age in years, mean (SD)       | 38.86 (12.24)    |
| **Generation, n (%)**         |                  |
| Millennials                   | 120 (46.3)       |
| Generation X                  | 84 (32.4)        |
| Baby Boomer                   | 55 (21.2)        |
| **Gender, n (%)**             |                  |
| Female                        | 71 (27.0)        |
| Male                          | 188 (73.0)       |
| **Race, n (%)**               |                  |
| Nonblack                      | 96 (37.1)        |
| Black                         | 163 (62.9)       |
| **Marital status, n (%)**     |                  |
| Single or never married       | 190 (73.5)       |
| Married or domestic partnership | 29 (11.3)    |
| Widowed, divorced, or separated| 40 (15.2)     |
| **Education level, n (%)**    |                  |
| Did not complete high school  | 77 (29.6)        |
| High school graduate or GED$^a$| 152 (58.8)     |
| 2-year degree or more         | 30 (11.7)        |
| **Employment status, n (%)**  |                  |
| Employed                      | 58 (22.4)        |
| Unemployed                    | 201 (77.6)       |
| **Income level per year, n (%)** |            |
| Less than $10,000             | 161 (62.5)       |
| $10,000 to $49,999            | 87 (33.8)        |
| Over $50,000                  | 11 (3.8)         |
| **Substance use,$^b$, n (%)** |                  |
| Alcohol                       | 105 (40.5)       |
| Opiates                       | 73 (28.2)        |
| Cocaine                       | 80 (30.9)        |
| Amphetamines                  | 17 (6.6)         |
| Marijuana                     | 124 (47.9)       |
| Treatment length in months, mean (SD) | 4.64 (8.35) |

$^a$GED: General Equivalency Diploma.

$^b$Total is greater than 100% due to multiple responses from participants.
Virtually all participants with a social media account used Facebook (98.2%, 186/190), Instagram (60.22%, 114/190), Google+ (40.9%, 78/190), and Twitter (24.3%, 46/190) most frequently. Of these 4 main uses, there were significant generational differences for Twitter ($\chi^2_1$=8.96, $P=.03$), Instagram ($\chi^2_1$=24.68, $P<.001$), and Snapchat ($\chi^2_1$=8.23, $P=.02$), but not for Google+ ($\chi^2_1$=5.46, $P=.07$). Overall, Millennials made more use of all of the platforms than Baby Boomers or Generation Xers, with the exception of Google+.

Respondents predominantly used social media accounts to share photos and videos (83.4%, 158/190), stay in touch with family and friends (76.8%, 146/190), watch videos others post (70.2%, 133/190), instant message (67.4%, 128/190), and see updates about others (67.4%, 128/190).

**Substance Use and Recovery on Social Media**

Among people with social media accounts, 47.4% (90/190) of respondents had seen information (eg, posts, text, images, videos, etc) that made them want to use substances at least sometimes on digital media platforms, with exactly the same percentage reporting that they had seen recovery information at least sometimes. A cross-tabulation showed no significant association between the people in each of the reporting groups ($\chi^2_1$=3.20, $P=.07$), and this was true within generation groups ($P>.11$ in each generation). There was no significant difference among generations on seeing drug cues ($\chi^2_1$=3.14, $P=.21$). However, there was a significant generational difference ($\chi^2_1$=8.39, $P=.02$) on the frequency of seeing recovery cues. The Millennials were significantly less likely to see recovery information than the Baby Boomers ($P=.01, OR 0.31 [95% CI 0.12-0.77]$), with no significant difference between Generation Xers and Baby Boomers ($P=.19, OR 0.59 [95% CI 0.20-1.36]$), or between Millennials and Generation Xers ($P=.07, OR 0.58 [95% CI 0.32-1.05]$).

The majority of respondents (59.7%, 113/190) had not posted about their personal recovery on social media accounts, and this did not significantly differ among generations ($\chi^2_1$=4.53, $P=.11$).

**Support on Social Media**

Of the respondents, 66.1% (171/259) believed that social media platforms would be a good place to receive information to protect their recovery or prevent relapse. This belief did not differ across generations significantly ($\chi^2_1$=6.11, $P=.05$). The majority of respondents (50.9%, 132/259) would not allow social media accounts to be monitored in order to support personal recovery, with no significant differences across generations ($\chi^2_1$=2.34, $P=.31$).

Participants believed that providing support through social media (50.4%, 130/259) is preferred, compared to a website (36.8%, 95/259), text messaging (37.6%, 97/259), or mobile phone apps (37.2%, 96/259). However, a majority of participants would join an online support group (69.0%, 179/259), join a Facebook support group (62.3%, 161/259), sign up to receive text messages (71.9%, 186/259), or use an app placed on their mobile phone (70.4%, 182/259) to support their personal recovery. These differences were not significant among generations.

**Discussion**

**Principal Findings**

The results shown here demonstrate that technology adoption and internet use continues to rise, even among populations with substance use disorders. Previous research has shown that technological interventions using text message features [25] for substance use populations could be of benefit, though here we show that interventions delivered on social media platforms may be preferential. In addition, the “digital divide” that has been previously alluded to in the study of technological interventions in patients with substance use disorder [25], has been described to exist largely across racial lines. However, our results show that ethnic minorities present with rates similar to that of the general population in regards to mobile phone ownership and technology/internet use. The advent of mobile phones with capabilities has likely assisted in the partial bridging of this digital divide, also referenced as “digital differentiation” [26], supported by the prevalence of mobile phone ownership with app capabilities presented here (64.1%, 166/259).

The increased availability and use of social media platforms should also be viewed as potentially harmful to populations engaging in substance use disorder treatment. The majority of respondents in the current study had at least sometimes seen information that had resulted in the desire to return to substance use. Patients engaged in an outpatient setting that have regular access to social media and other digital platforms are at greater risks of encountering this information. The reported risk of relapse of patients in outpatient treatment settings has been as high as 70% [23]. With the risk of relapse for these populations already being high, the prevalence of those encountering triggering information on social media is high enough—47.4% (90/190) reported here—to support the increase in use of mediating supports, either in the form of recovery related information on similar platforms or targeted interventions using digital media.

Our results support that a recovery-focused social network may prove beneficial, especially to younger populations. Though this finding is age-specific, the Millennials and Generation Xers will soon make up the majority of people in substance use disorders. Previous research has shown that technological interventions in patients with substance use disorders [25] have been previously alluded to in the study of technological interventions in patients with substance use disorder [25], has been described to exist largely across racial lines. However, our results show that ethnic minorities present with rates similar to that of the general population in regards to mobile phone ownership and technology/internet use. The advent of mobile phones with capabilities has likely assisted in the partial bridging of this digital divide, also referenced as “digital differentiation” [26], supported by the prevalence of mobile phone ownership with app capabilities presented here (64.1%, 166/259).

The increased availability and use of social media platforms should also be viewed as potentially harmful to populations engaging in substance use disorder treatment. The majority of respondents in the current study had at least sometimes seen information that had resulted in the desire to return to substance use. Patients engaged in an outpatient setting that have regular access to social media and other digital platforms are at greater risks of encountering this information. The reported risk of relapse of patients in outpatient treatment settings has been as high as 70% [23]. With the risk of relapse for these populations already being high, the prevalence of those encountering triggering information on social media is high enough—47.4% (90/190) reported here—to support the increase in use of mediating supports, either in the form of recovery related information on similar platforms or targeted interventions using digital media.

Our results support that a recovery-focused social network may prove beneficial, especially to younger populations. Though this finding is age-specific, the Millennials and Generation Xers will soon make up the majority of people in substance use disorder treatment, suggesting that interventions and support services curtailed to this milieu is critical to positively improving treatment and recovery outcomes in the long-term.

Treatment centers offering substance use disorder specific or ancillary services should continue to inform themselves of potential benefits and harms of digital platforms as technology use and ownership continues to increase in all segments of the population, even those in lower socio-economic brackets. Factors such as these that have the potential to impact relapse vulnerability, outreach mechanisms, treatment engagement, and continuing aftercare should be discussed at length in service provision in the 21st century.
Limitations
The sample consisted predominantly of black, low socio-economic status males. Though the sample is not reflective of the general population, the results are comparable with other technology use and ownership studies that have shown similar prevalence rates among other demographic cross-sections—while showing lower prevalence among minority communities. The results shown here suggest that technology adoption has increased exponentially among lower socio-economic status minority communities as it has become cheaper and more readily available. A secondary limitation is the geographical location of participants coming from one metropolitan area in the northeastern United States. Results are likely not generalizable to more rural areas of the United States, and the study should be replicated with a sample representative of these areas to confirm technology adoption and impacts on treatment and recovery from substance use disorders. In addition, the current study did not clearly delineate the types of self-defined information seen by respondents in regards to emotionally triggering or recovery-related information. Future studies should seek to identify the types of channels and format this information takes so that future targeted interventions can be better informed.

Conclusions
Technology has continued to be adopted and used at increasing rates among all sectors of the population, including lower socio-economic status African-Americans. Seemingly ubiquitous mobile phone ownership and social media use among younger generations suggest that these platforms can have an immediate impact—potentially detrimental or beneficial—on an individual’s treatment and recovery from a substance use disorder. Substance use disorder treatment providers should consider the implications of technology ownership and digital media use in the modification of treatment protocols, where recovery-focused platforms can be used to impact relapse vulnerability, treatment engagement, and long-term recovery outcomes. Similarly, implementing provisions to mitigate the risk of drug-related cravings resulting from seeing drug-related information on digital media platforms should also be considered, especially for younger generation clients.
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Abstract

Background: Communication is key in chronic disease management, and the internet has altered the manner in which patients and providers can exchange information. Adoption of secure messaging differs among patients due to the digital divide that keeps some populations from having effective access to online resources.

Objective: This study aimed to examine the current state of online patient-provider communication, exploring trends over time in the use of online patient-provider communication tools.

Methods: A 3-part analytic process was used to study the following: (1) reanalysis, (2) close replication across years, and (3) trend analysis extension. During the reanalysis stage, the publicly available Health Information National Trends Survey (HINTS) 1 and 2 data were used with the goal of identifying the precise analytic methodology used in a prior study, published in 2007. The original analysis was extended to add 3 additional data years (ie, 2008, 2011, and 2013) using the original analytical approach with the purpose of identifying trends over time. Multivariate logistic regression was used to analyze pooled data across all years, with year as an added predictor, in addition to a model for each individual data year.

Results: The odds of internet users to communicate online with health care providers was significantly and increasingly higher year-over-year, starting in 2003 (2005: odds ratio [OR] 1.31, 95% CI 1.03-1.68; 2008: OR 2.14, 95% CI 1.76-2.59; 2011: OR 2.92, 95% CI 2.33-3.66; and 2013: OR 5.77; 95% CI 4.62-7.20). Statistically significant socio-economic factors found to be associated with internet users communicating online with providers included age, having health insurance, having a history of cancer, and living in an urban area of residence.

Conclusions: The proportion of internet users communicating online with their health care providers has significantly increased since 2003. Although these trends are encouraging, access challenges still exist for some groups, potentially giving rise to a new set of health disparities related to communication.

(J Med Internet Res 2018;20(3):e109) doi:10.2196/jmir.7851
Effective communication between a patient and their health care provider is central to the provision of medical care [1-3]. Without effective communication, and the trust it can build, chronic disease management can be tenuous and the delivery of high quality care is impaired [4], medication adherence is reduced, and patients rely on low-quality information for making decisions that affect their health [5]. The internet has transformed the way people communicate, providing alternative means of communication (e.g., email, secure messaging, instant messaging, and online videos) that supplement or, in some instances, have replaced the traditional in-person and telephonic communications. These alternative communication channels are being utilized with greater frequency and are becoming a normal part of service delivery in the health care industry. Empirical studies have found a positive correlation between increased electronic communication and health outcomes.

The use of internet-enabled communication can facilitate patient engagement and create better documentation modes for patient-provider communication [6,7]. There is a growing interest in shifting care processes (e.g., requests for referral, test results) to technology-enabled models. For physicians, decreasing face-to-face consultation time for low-value administrative activities allows them to focus on more important clinical encounters [6,7]. For patients, the new communication channels can reduce access burdens related to navigating the care system, including the transaction costs associated with seeking care (e.g., transportation, taking time off of work to seek health care). A recent study by Reed and colleagues [8] found that patients with higher out-of-pocket costs were significantly more likely to use secure email as their first method of contact with respect to their health care. In addition, many patients who used a secure email to communicate with their health care providers reported that it reduced their phone contacts and/or office visits.

The use of electronic communication with patients provides important opportunities for the provision of patient-centered care [9]. Electronic communication has been found to improve patient satisfaction and saves patient time. However, providers who use electronic communication extensively with their patients have noted there is a tradeoff that needs to occur if efficiency gains are to be realized. In particular, extensive email communication increases doctors’ workload unless the number of office visits per patient is reduced [10]. A systematic review of patient-provider email communication found the benefits of electronic communication to be recognized by patients and providers alike (e.g., ease of communication and ability to improve health care), but several included studies also identified barriers to its use including workload and time demands, confidentiality and security, lack of reimbursement, and inappropriate use of email by patients [11]. One policy change these studies suggest is that insurers should reimburse for electronic communication to promote online patient engagement. Electronic communication is an avenue that may be able to effectively address basic patient questions, leaving the patient visit to focus on more critical issues and concerns.

Despite early literature showing that patients were receptive to communicating through email with their providers [12], significant challenges to both patients and providers have prevented its widespread use (e.g., the digital divide, referring to the lack of equity in availability of technologies by demographic characteristics and geographic location [6]; lack of physician reimbursement [6]; and mixed evidence in support of electronic communication on health outcomes [13,14]). In 2007, Beckjord and colleagues [15] used the Health Information National Trends Survey (HINTS) in a benchmark study reporting the prevalence of, and factors related to, use of online communication between patients and their providers. The study found a low prevalence of online patient-provider communication, which significantly increased, from 7% of internet users to 10% between the years 2003 and 2005. In addition, factors that influenced online communication among internet users included higher education, living in a metro area, having poorer health status, and having a personal history of cancer. Since this publication, the growth of the internet has changed the landscape of how people search for and receive messages regarding health and their health status (health information seeking) [16] and how they communicate electronically within an online format (online communication) [17] in the health arena. For example, the internet is used to gather health information by 66% of adults with no chronic conditions and 51% of those with chronic conditions [18]. Although overall access to the Web has increased greatly, with 84% of American adults using the internet in 2015, an increase of nearly 65% from 2000 when 51% of the population used the internet [19]; the digital divide continues to be an issue. Home internet availability is lower among older populations, racial or ethnic minorities, less educated groups, those with lower incomes, and for people that reside outside of metropolitan areas [20-22]. However, increased internet access has also been seen in the underserved populations through the proliferation of mobile devices, which make the internet more accessible [22]. The widespread use of mobile devices has also influenced the way people communicate. For example, electronic communications such as text messaging and email are being used by more than 90% of the population [23].

The Diffusion of Innovation Theory discusses the process by which a new product or technology is adopted by a given population [24]. Understanding the diffusion of online communication can inform the ways in which providers interact with patients. Over half of US health care providers (57%) reported having a patient portal in place in 2012 [25]. The adoption of patient portals has been encouraged by federal policy initiatives such as Meaningful Use; a core objective for Stage 2 Meaningful Use is to use secure electronic messaging to communicate with patients on relevant health information to impact patient care and safety [26]. Kannry and colleagues noted that there is an opportunity to increase secure messaging, citing Ralston and colleagues’ study, which indicated that nearly a
third of outpatient encounters could be conducted via secure messaging [27,28]. New, anecdotal evidence suggests that the use of patient portals for communication can help lower overhead costs by reducing the patient call volume and decreasing the overall time required to communicate with patients [29]. Despite these technological advancements, little is known about the current state of online patient-provider communication and how its use has changed over time. Such data will be valuable in informing us about the future direction of online patient-provider communication.

The objectives of this paper were to (1) reproduce and replicate the initial study conducted by Beckjord and colleagues [15], (2) examine the current state of online patient-provider communication, and (3) explore trends over time in the use of online patient-provider communication. We expand on the original study by utilizing data from 5 iterations of the HINTS dataset to explore whether online patient-provider communication and the sociodemographic factors influencing its use have changed over time. Samples were weighted to make the samples representative of the US population.

**Methods**

**Data**

Although HINTS is a dataset that is maintained by National Cancer Institute and does include several questions that focus on cancer, the population surveyed is random and many of the questions relate to general health communication. HINTS has 6 iterations, of which include the requisite variables to extend Beckjord and colleagues’ study. The first iteration of HINTS (HINTS 1) was conducted from October 2002 through April 2003. Data collection was achieved via a random digit dial telephone survey, which generates phone numbers at random. Selected phone numbers were submitted to a telephone matching service in an effort to remove nonresidential numbers. A computer-assisted telephone interview (CATI) format was utilized to accommodate complex skip-patterns. Survey administration averaged 30 min per respondent, and data were collected from 6369 respondents.

HINTS 2 (2005) data were collected from February 2005 through August 2005. Like HINTS 1, HINTS 2 also used a random digit dialing telephone survey with a CATI format. All data collection procedures were identical to HINTS 1. Data were collected from 5586 respondents.

The HINTS 3 (2008) data were collected from January through May 2008. The HINTS 3 sample design included 2 data collection methods. One sample was drawn as a random digit dialing telephone survey, using a CATI format. The second national random sample was selected from a list of addresses from the United States Postal Service (USPS) administrative records. Data were collected from 4092 respondents via CATI and from 3582 respondents via mail. Differences between the CATI and USPS samples were tested. Despite the differences between the 2 populations in education, income, general health status, metropolitan statistical area, and internet use, all data were included to maintain fidelity to the original study.

HINTS 4, Cycles 1 and 3 data were collected from October 2011 through February 2012 and September through December 2013, respectively. The sample design for both surveys consisted of a single-mode mail survey, using the Next Birthday Method for respondent selection. The sample design for the interview portion of the survey consisted of 2 stages. In the first stage, a stratified sample of addresses was selected from a file of residential addresses. In the second stage, 1 adult was selected within each sampled household. The sampling frame consisted of a database of addresses used by Marketing Systems Group to provide random samples of addresses. Complete data were collected from 3959 respondents in 2011 and from 3185 respondents in 2013.

**Measures**

Sociodemographic characteristics included age (18-34, 35-49, 50-65, or >65 years), sex (male or female), education (less than high school, high school graduate, some college, or college graduate), income (<US $10,000; US $10,000-14,999; US $15,000-19,999; US $20,000-34,999; US $35,000-49,999; US $50,000-74,999; or ≥US $75,000), race and ethnicity (white, Hispanic, black, or Asian, other), metropolitan area (metro or non-metro), and health insurance status (yes or no), one’s own perceived health status (excellent, very good, good, fair, or poor), and cancer history (yes or no). Measures relating to use of technology and electronic communication were assessed in the form of questions, which asked whether they used the internet (yes or no) and whether respondents had communicated online with a provider in the past 12 months (yes or no).

There were differences in how data were categorized for the income and perceived health status variables. The categories for the income variable in HINTS changed over time, and the income categories used in this study of trends over time reflect that. Additionally, the categories for perceived health status remained stratified for a more in-depth analysis, and were not dichotomized as in the original study.

**Analytic Framework**

A 3-part analytic process was used to study (1) reanalysis, (2) close replication across years, and (3) trend analysis extension (see Multimedia Appendix 1). During the reanalysis stage, the publicly available HINTS 1 and 2 data were used with the goal of identifying the precise analytic methodology used in the original 2007 paper. This stage served as a precursor to replication, ensuring that the model with additional data years is done with a high degree of fidelity to the analytic framework established as valid in the literature [30]. In the close replication stage, we made minor alterations to the original analytical model to enable effective analysis of multiple data years in a manner that is as close to the original model as possible, while taking into account all available variables in each data year. Finally, we engaged in extension, that is, the analysis of additional data years, 2008, 2011, and 2013, using the same analytical approach with the purpose of identifying trends over time. The first author of the original study was invited to join the study at this stage.

**Statistical Analyses**

Analyses were conducted using both unweighted and weighted data. All weighted analyses were conducted using jackknife
variance estimation to account for the complex survey design and provide nationally representative population estimates. Mirroring the original paper [15], respondents’ sociodemographic characteristics were calculated by percentage of internet users for the years 2003, 2005, 2008, 2011, and 2013 (Table 1).

The same characteristics were then calculated by the percentage of patients who communicated online with a provider (Table 2). We employed a weighted, multivariate logistic regression for each individual data year (Multimedia Appendix 2), as well as an additional model, which pooled the data across years (Table 3) and contained the year as a predictor variable to identify potential predictors of online communication with a health care provider. Each model was adjusted to control for all sociodemographic characteristics and assessed online communication with a provider where responses of “Yes” represented a positive outcome. The original study contained a table of the results of the bivariate year-specific analyses, but trying to assess changing trends over time related to demographic factors may present spurious correlations as associations; thus, we omitted this approach in this study.

Results

Sample Characteristics and Bivariate Analyses

The sample characteristics of internet users for the reproduced Beckjord and colleagues [15] study using HINTS 2003 and 2005 data, and extending it to include the 2008, 2011, and 2013 HINTS iterations are presented in Table 1.

In 2003, 7% of internet users reported communicating online with a health care provider in the past 12 months, increasing to nearly 10% of internet users in 2005. These estimates are consistent with the original study, and the percentage of internet users reported communicating online with health care providers increased to 14% in 2008, 19% in 2011, and 30% in 2013. Consistent with Beckjord and colleagues’ original study, individuals who communicated online with health care providers had significantly more years of education and were more likely to reside in a metropolitan area in 2003. In 2005, these individuals were more likely to be female and were more likely to have a personal history of cancer. The reproduction of the original study found minor differences in the means of some variables, which may be attributed to variations in the SUDAAN (Research Triangle Park, North Carolina) and STATA (College Station, Texas) jackknife algorithms. In addition, we found 2 differences between sociodemographic variables and communicating online with health care providers for 2005 when comparing results with those from the original study (see Table 2). These 2 differences were (1) communicating online with health care providers was not found to be statistically significantly associated with more years of education (P>.05) and (2) annual income was statistically significant (P=.038).

Multivariate Analyses

The findings of our multivariate models conflicted with the original study [15] in 2 instances in 2005. First, gender was not found to be statistically significant, and second, we found that individuals who reported poor health had higher odds of communicating online with health care providers, which was not reported in the original study. Notably, several variables were consistently found significant across multiple years. For example, gender was statistically significant for the years 2011 and 2013; having a history of cancer was statistically significant for 2005 and 2013; and geographic location was statistically significant for 2003, 2008, and 2011 (all P values were <.05). Full results of multivariate analyses by HINTS year is provided in Multimedia Appendix 2.

When exploring trends in the use of online communication with health care providers, we found a significant increase between the years 2003 and 2013. More specifically, as compared with 2003, the odds of internet users to communicate online with health care providers was found to be significantly and increasingly higher in the subsequent years, 2005 (odds ratio [OR] 1.31, 95% CI 1.03-1.68, P=.027), 2008 (OR 2.14, 95% CI 1.76-2.59, P<.001), 2011 (OR 2.92, 95% CI 2.33-3.66, P<.001), and 2013 (OR 5.77, 95% CI 4.62-7.21, P<.001).

When looking at all 5 years of HINTS data and adding in year as a covariate, the odds of communicating with a provider via the internet increased for women (OR 1.31, 95% CI 1.10-1.55, P=.002), college graduates (OR 1.88, 95% CI 1.08-3.28, P=.026), and data year (see Table 3). Conversely, the odds of communicating with a provider via the internet decreased for (1) individuals between 65 and 74 years of age (OR 0.70, 95% CI 0.52-0.94, P=.018), (2) the uninsured (OR 0.59, 95% CI 0.41-0.85, P=.005), (3) individuals with no history of cancer (OR 0.68, 95% CI 0.54-0.84, P=.001), and (4) individuals living in a nonmetro area (OR 0.63, 95% CI 0.49-0.80, P<.001).
Table 1. Weighted percentage of Health Information National Trends Survey (HINTS) internet users.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>HINTS 2003  (n=3982), %</th>
<th>HINTS 2005  (n=3244), %</th>
<th>HINTS 2008  (n=5078), %</th>
<th>HINTS 2011  (n=2914), %</th>
<th>HINTS 2013  (n=2284), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communicated online with a provider in the past 12 months</td>
<td>7.00</td>
<td>9.63</td>
<td>13.57</td>
<td>19.11</td>
<td>29.70</td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>38.29</td>
<td>37.74</td>
<td>36.16</td>
<td>34.89</td>
<td>31.36</td>
</tr>
<tr>
<td>35-49</td>
<td>35.77</td>
<td>33.25</td>
<td>32.81</td>
<td>30.33</td>
<td>32.63</td>
</tr>
<tr>
<td>50-64</td>
<td>19.82</td>
<td>22.09</td>
<td>23.03</td>
<td>24.67</td>
<td>25.23</td>
</tr>
<tr>
<td>75 or older</td>
<td>1.76</td>
<td>1.95</td>
<td>2.51</td>
<td>3.12</td>
<td>3.64</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>49.50</td>
<td>48.22</td>
<td>47.13</td>
<td>47.81</td>
<td>48.87</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>6.84</td>
<td>5.30</td>
<td>5.39</td>
<td>7.25</td>
<td>5.14</td>
</tr>
<tr>
<td>High school graduate</td>
<td>25.51</td>
<td>23.58</td>
<td>21.76</td>
<td>18.86</td>
<td>19.60</td>
</tr>
<tr>
<td>Some college</td>
<td>32.98</td>
<td>38.28</td>
<td>40.37</td>
<td>34.45</td>
<td>36.53</td>
</tr>
<tr>
<td>College graduate</td>
<td>34.67</td>
<td>32.84</td>
<td>32.48</td>
<td>39.45</td>
<td>38.73</td>
</tr>
<tr>
<td><strong>Annual income, US $</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>2.76</td>
<td>3.20</td>
<td>4.35</td>
<td>7.78</td>
<td>4.78</td>
</tr>
<tr>
<td>10,000 to &lt;15,000</td>
<td>2.14</td>
<td>3.26</td>
<td>4.50</td>
<td>5.17</td>
<td>4.06</td>
</tr>
<tr>
<td>15,000 to &lt;20,000</td>
<td>4.45</td>
<td>3.12</td>
<td>3.18</td>
<td>6.53</td>
<td>5.27</td>
</tr>
<tr>
<td>20,000 to &lt;35,000</td>
<td>17.45</td>
<td>13.20</td>
<td>12.59</td>
<td>15.51</td>
<td>12.37</td>
</tr>
<tr>
<td>35,000 to &lt;50,000</td>
<td>18.32</td>
<td>13.88</td>
<td>14.38</td>
<td>12.30</td>
<td>15.29</td>
</tr>
<tr>
<td>50,000 to &lt;75,000</td>
<td>22.34</td>
<td>25.52</td>
<td>21.93</td>
<td>18.42</td>
<td>19.71</td>
</tr>
<tr>
<td>75,000 or more</td>
<td>32.53</td>
<td>37.82</td>
<td>39.06</td>
<td>34.29</td>
<td>38.52</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>78.16</td>
<td>76.57</td>
<td>74.74</td>
<td>68.71</td>
<td>70.36</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>6.91</td>
<td>7.55</td>
<td>9.06</td>
<td>13.68</td>
<td>13.03</td>
</tr>
<tr>
<td>African American</td>
<td>8.71</td>
<td>8.90</td>
<td>9.35</td>
<td>10.34</td>
<td>9.36</td>
</tr>
<tr>
<td>Asian</td>
<td>3.10</td>
<td>3.24</td>
<td>4.96</td>
<td>5.34</td>
<td>4.85</td>
</tr>
<tr>
<td>Other</td>
<td>3.13</td>
<td>3.74</td>
<td>1.90</td>
<td>1.94</td>
<td>2.40</td>
</tr>
<tr>
<td><strong>Health insurance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>89.32</td>
<td>87.50</td>
<td>86.01</td>
<td>82.83</td>
<td>84.56</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>15.31</td>
<td>13.35</td>
<td>11.84</td>
<td>15.19</td>
<td>13.98</td>
</tr>
<tr>
<td>Very good</td>
<td>34.24</td>
<td>33.27</td>
<td>40.42</td>
<td>39.56</td>
<td>38.98</td>
</tr>
<tr>
<td>Good</td>
<td>34.62</td>
<td>36.98</td>
<td>36.29</td>
<td>32.80</td>
<td>36.71</td>
</tr>
<tr>
<td>Poor</td>
<td>2.72</td>
<td>2.62</td>
<td>1.75</td>
<td>1.97</td>
<td>1.07</td>
</tr>
<tr>
<td><strong>History of cancer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8.42</td>
<td>9.12</td>
<td>5.96</td>
<td>6.98</td>
<td>7.46</td>
</tr>
<tr>
<td><strong>Metropolitan statistical area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metro area county</td>
<td>84.38</td>
<td>81.79</td>
<td>85.13</td>
<td>84.88</td>
<td>83.24</td>
</tr>
</tbody>
</table>
Table 2. Weighted percentage of patients who communicated online with a health care provider. Statistically significant values are italicized. HINTS: Health Information National Trends Survey.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>HINTS 2003, %</th>
<th>P value</th>
<th>HINTS 2005, %</th>
<th>P value</th>
<th>HINTS 2008, %</th>
<th>P value</th>
<th>HINTS 2011, %</th>
<th>P value</th>
<th>HINTS 2013, %</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>6.36</td>
<td>.11</td>
<td>10.25</td>
<td>.66</td>
<td>12.42</td>
<td>.19</td>
<td>18.13</td>
<td>.26</td>
<td>27.7</td>
<td>.16</td>
</tr>
<tr>
<td>35-49</td>
<td>6.75</td>
<td>.16</td>
<td>9.27</td>
<td>.63</td>
<td>15.64</td>
<td>.29</td>
<td>17.34</td>
<td>.26</td>
<td>33.13</td>
<td>.26</td>
</tr>
<tr>
<td>50-64</td>
<td>9.32</td>
<td>.03</td>
<td>10.09</td>
<td>.12</td>
<td>12.94</td>
<td>.29</td>
<td>20.04</td>
<td>.17</td>
<td>30.41</td>
<td>.15</td>
</tr>
<tr>
<td>65-74</td>
<td>4.62</td>
<td>.36</td>
<td>6.45</td>
<td>.16</td>
<td>14.14</td>
<td>.38</td>
<td>20.82</td>
<td>.21</td>
<td>22.18</td>
<td>.21</td>
</tr>
<tr>
<td>75 or older</td>
<td>6.72</td>
<td>.03</td>
<td>7.01</td>
<td>.98</td>
<td>11.05</td>
<td>.01</td>
<td>29.38</td>
<td>.26</td>
<td>21.24</td>
<td>.25</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7.64</td>
<td>.17</td>
<td>7.90</td>
<td>.03</td>
<td>13.62</td>
<td>.98</td>
<td>15.97</td>
<td>.21</td>
<td>27.58</td>
<td>.19</td>
</tr>
<tr>
<td>Female</td>
<td>6.38</td>
<td>.98</td>
<td>11.24</td>
<td>.16</td>
<td>13.58</td>
<td>.98</td>
<td>22.12</td>
<td>.16</td>
<td>31.87</td>
<td>.16</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>.317</td>
<td>&lt;.001</td>
<td>.145</td>
<td>.15</td>
<td>8.53</td>
<td>&lt;.001</td>
<td>10.80</td>
<td>&lt;.001</td>
<td>8.18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High school graduate</td>
<td>3.53</td>
<td>.01</td>
<td>6.60</td>
<td>.01</td>
<td>9.74</td>
<td>.01</td>
<td>10.37</td>
<td>.01</td>
<td>15.25</td>
<td>.01</td>
</tr>
<tr>
<td>Some college</td>
<td>7.28</td>
<td>.01</td>
<td>10.09</td>
<td>.01</td>
<td>11.44</td>
<td>.01</td>
<td>17.52</td>
<td>.01</td>
<td>29.06</td>
<td>.01</td>
</tr>
<tr>
<td>College graduate</td>
<td>10.31</td>
<td>.01</td>
<td>11.66</td>
<td>.01</td>
<td>19.66</td>
<td>.01</td>
<td>25.74</td>
<td>.01</td>
<td>39.42</td>
<td>.01</td>
</tr>
<tr>
<td>Annual income (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>8.51</td>
<td>.32</td>
<td>16.01</td>
<td>.04</td>
<td>11.68</td>
<td>.07</td>
<td>15.12</td>
<td>.04</td>
<td>17.91</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$10,000 to &lt;$15,000</td>
<td>9.32</td>
<td>.16</td>
<td>7.02</td>
<td>.56</td>
<td>13.50</td>
<td>.06</td>
<td>9.43</td>
<td>.03</td>
<td>23.86</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$15,000 to &lt;$20,000</td>
<td>8.97</td>
<td>.04</td>
<td>3.84</td>
<td>.04</td>
<td>10.64</td>
<td>.04</td>
<td>14.04</td>
<td>.04</td>
<td>14.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>6.43</td>
<td>.04</td>
<td>7.85</td>
<td>.04</td>
<td>8.71</td>
<td>.04</td>
<td>12.36</td>
<td>.04</td>
<td>13.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>5.53</td>
<td>.04</td>
<td>7.57</td>
<td>.04</td>
<td>11.54</td>
<td>.04</td>
<td>17.62</td>
<td>.04</td>
<td>26.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>6.51</td>
<td>.04</td>
<td>8.43</td>
<td>.04</td>
<td>12.05</td>
<td>.04</td>
<td>17.75</td>
<td>.04</td>
<td>30.59</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$75,000 or more</td>
<td>9.16</td>
<td>.04</td>
<td>12.78</td>
<td>.04</td>
<td>19.72</td>
<td>.04</td>
<td>25.36</td>
<td>.04</td>
<td>41.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>7.28</td>
<td>.96</td>
<td>9.52</td>
<td>.36</td>
<td>13.80</td>
<td>.99</td>
<td>19.75</td>
<td>.16</td>
<td>29.55</td>
<td>.18</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>6.42</td>
<td>.64</td>
<td>5.93</td>
<td>.96</td>
<td>14.15</td>
<td>.96</td>
<td>17.05</td>
<td>.64</td>
<td>29.05</td>
<td>.64</td>
</tr>
<tr>
<td>African American</td>
<td>6.14</td>
<td>.26</td>
<td>11.33</td>
<td>.64</td>
<td>13.02</td>
<td>.26</td>
<td>12.35</td>
<td>.26</td>
<td>31.74</td>
<td>.26</td>
</tr>
<tr>
<td>Asian</td>
<td>7.08</td>
<td>.01</td>
<td>11.09</td>
<td>.36</td>
<td>13.94</td>
<td>.01</td>
<td>26.07</td>
<td>.01</td>
<td>45.47</td>
<td>.01</td>
</tr>
<tr>
<td>Other</td>
<td>7.36</td>
<td>.01</td>
<td>15.59</td>
<td>.01</td>
<td>15.18</td>
<td>.01</td>
<td>30.78</td>
<td>.01</td>
<td>25.21</td>
<td>.01</td>
</tr>
<tr>
<td>Health insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7.25</td>
<td>.56</td>
<td>10.08</td>
<td>.30</td>
<td>14.68</td>
<td>.03</td>
<td>21.27</td>
<td>.03</td>
<td>32.58</td>
<td>.03</td>
</tr>
<tr>
<td>No</td>
<td>6.26</td>
<td>.05</td>
<td>7.83</td>
<td>.20</td>
<td>6.74</td>
<td>.20</td>
<td>8.54</td>
<td>.20</td>
<td>15.65</td>
<td>.20</td>
</tr>
<tr>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>7.57</td>
<td>.59</td>
<td>7.89</td>
<td>.59</td>
<td>16.60</td>
<td>.59</td>
<td>22.39</td>
<td>.59</td>
<td>38.12</td>
<td>.59</td>
</tr>
<tr>
<td>Very good</td>
<td>6.55</td>
<td>.59</td>
<td>9.83</td>
<td>.59</td>
<td>13.57</td>
<td>.59</td>
<td>17.25</td>
<td>.59</td>
<td>26.59</td>
<td>.59</td>
</tr>
<tr>
<td>Good</td>
<td>6.83</td>
<td>.59</td>
<td>10.61</td>
<td>.59</td>
<td>12.65</td>
<td>.59</td>
<td>20.73</td>
<td>.59</td>
<td>30.60</td>
<td>.59</td>
</tr>
<tr>
<td>Fair</td>
<td>8.66</td>
<td>.59</td>
<td>7.81</td>
<td>.59</td>
<td>15.60</td>
<td>.59</td>
<td>15.80</td>
<td>.59</td>
<td>24.99</td>
<td>.59</td>
</tr>
<tr>
<td>Poor</td>
<td>6.49</td>
<td>.59</td>
<td>17.85</td>
<td>.59</td>
<td>8.58</td>
<td>.59</td>
<td>22.34</td>
<td>.59</td>
<td>31.23</td>
<td>.59</td>
</tr>
<tr>
<td>History of cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9.37</td>
<td>.11</td>
<td>14.60</td>
<td>.01</td>
<td>16.44</td>
<td>.16</td>
<td>23.82</td>
<td>.12</td>
<td>39.88</td>
<td>.04</td>
</tr>
<tr>
<td>No</td>
<td>6.80</td>
<td>.11</td>
<td>9.14</td>
<td>.11</td>
<td>13.53</td>
<td>.11</td>
<td>18.75</td>
<td>.11</td>
<td>29.01</td>
<td>.11</td>
</tr>
<tr>
<td>Characteristic</td>
<td>HINTS 2003, %</td>
<td>P value</td>
<td>HINTS 2005, %</td>
<td>P value</td>
<td>HINTS 2008, %</td>
<td>P value</td>
<td>HINTS 2011, %</td>
<td>P value</td>
<td>HINTS 2013, %</td>
<td>P value</td>
</tr>
<tr>
<td>------------------------------</td>
<td>--------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>Metropolitan statistical area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metro area county</td>
<td>7.51</td>
<td>.002 b</td>
<td>10.11</td>
<td>.14</td>
<td>14.20</td>
<td>.002 b</td>
<td>20.65</td>
<td>.001 b</td>
<td>31.72</td>
<td>.002 b</td>
</tr>
<tr>
<td>Nonmetro area county</td>
<td>4.28</td>
<td>.002 b</td>
<td>7.46</td>
<td>.90</td>
<td>10.42</td>
<td>.002 b</td>
<td>19.56</td>
<td>.90</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aP < .05.
bP < .01.
Table 3. Odds of communicating online with a health care provider within past 12 months across years (n=14,446). Statistically significant values are italicized. HINTS: Health Information National Trends Survey.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>HINTS 2003-2013, odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td>[Reference: 18-34]</td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>0.97 (0.78-1.20)</td>
<td>.80</td>
</tr>
<tr>
<td>50-64</td>
<td>0.93 (0.75-1.17)</td>
<td>.54</td>
</tr>
<tr>
<td>65-74</td>
<td>0.70 (0.52-0.94)</td>
<td>.02</td>
</tr>
<tr>
<td>75 or older</td>
<td>1.16 (0.78-1.73)</td>
<td>.47</td>
</tr>
<tr>
<td>Gender</td>
<td>[Reference: male]</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.31 (1.10-1.55)</td>
<td>.002</td>
</tr>
<tr>
<td>Education</td>
<td>[Reference: less than high school]</td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>0.83 (0.48-1.46)</td>
<td>.52</td>
</tr>
<tr>
<td>Some college</td>
<td>1.43 (0.82-2.49)</td>
<td>.20</td>
</tr>
<tr>
<td>College graduate</td>
<td>1.88 (1.08-3.28)</td>
<td>.03</td>
</tr>
<tr>
<td>Annual income (US $)</td>
<td>[Reference: &lt;US $10,000]</td>
<td></td>
</tr>
<tr>
<td>$10,000 to &lt;$15,000</td>
<td>1.17 (0.55-2.49)</td>
<td>.68</td>
</tr>
<tr>
<td>$15,000 to &lt;$20,000</td>
<td>0.84 (0.38-1.86)</td>
<td>.67</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>0.87 (0.44-1.71)</td>
<td>.69</td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>1.17 (0.61-2.25)</td>
<td>.64</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>1.27 (0.68-2.38)</td>
<td>.45</td>
</tr>
<tr>
<td>$75,000 or more</td>
<td>1.75 (0.94-3.23)</td>
<td>.08</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td>[Reference: white]</td>
<td></td>
</tr>
<tr>
<td>Hispanic/ Latino</td>
<td>1.04 (0.77-1.40)</td>
<td>.81</td>
</tr>
<tr>
<td>African American</td>
<td>1.00 (0.75-1.32)</td>
<td>.98</td>
</tr>
<tr>
<td>Asian</td>
<td>1.22 (0.85-1.76)</td>
<td>.29</td>
</tr>
<tr>
<td>Other</td>
<td>1.21 (0.82-1.78)</td>
<td>.34</td>
</tr>
<tr>
<td>Health insurance</td>
<td>[Reference: yes]</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.59 (0.41-0.85)</td>
<td>.005</td>
</tr>
<tr>
<td>History of cancer</td>
<td>[Reference: Yes]</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.68 (0.54-0.84)</td>
<td>.001</td>
</tr>
<tr>
<td>Metropolitan statistical area</td>
<td>[Reference: metro area county]</td>
<td></td>
</tr>
<tr>
<td>Nonmetro area county</td>
<td>0.63 (0.49-0.80)</td>
<td>.001</td>
</tr>
<tr>
<td>Data year</td>
<td>[Reference: 2003]</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>1.31 (1.03-1.68)</td>
<td>.03</td>
</tr>
<tr>
<td>2008</td>
<td>2.14 (1.76-2.59)</td>
<td>.001</td>
</tr>
<tr>
<td>2011</td>
<td>2.92 (2.33-3.66)</td>
<td>.001</td>
</tr>
<tr>
<td>2013</td>
<td>5.77 (4.62-7.20)</td>
<td>.001</td>
</tr>
</tbody>
</table>

\*P<.05.
\*\*P<.01.
Discussion

Principal Findings

Beckjord and colleagues [15] reported the prevalence of and changes in the use of online patient-provider communication in 2003 and 2005 and described sociodemographic and health-related factors associated with its use. In this study, we were able to use subsequent iterations of the HINTS dataset to describe the current state of online patient-provider communication and understand how its use has changed over time. The data year is shown to be statistically significant in all years with the odds of communicating with a provider online more than quadrupling from 2003 to 2013, the latter indicative of the diffusion of technology over time. This finding coincided with a recent study showing a significant increase in surgeons’ use of secure messaging; the proportion of outpatient interactions was 5.4% in 2008 compared with 15.3% in 2010 [31]. Although we were able to match the majority of the coefficients in the re-analysis stage, there were some minor differences, which may have been attributable to differences in the jackknife algorithm deployed in the software packages used. That said, the interpretation and findings of the first year (2003) did not change as a result; however, several changes were experienced in the 2005 analysis. These differences may be partially attributed to higher estimates of internet use among low-income individuals in 2005. These estimates are not surprising, given the literature reporting interest among underserved populations in using electronic and internet-based tools to communicate with their providers [32]. In addition, evidence shows increasing adoption of patient portals among providers serving underserved populations in efforts to increase patient engagement [33]. The health disparity literature brings attention to the importance of the quality of patient-provider communication when providing medical care to minority populations [34] and its contribution to disparities in medical care [35,36]. We also found that the use of online patient-provider communication steadily increased over time between the years 2003 and 2013. This upsurge in use may be largely attributed to increased interest in the use of online communication tools [32]. In addition, recent attention has been given to using online communication with providers as a means to provide patient-centered care [37] while federal policy initiatives require that physicians provide the use of secure electronic messaging to their patients through Meaningful Use Stage 2 requirements [27]. This federal push to adopt electronic health records has also led to an increase in the implementation and availability of tools to facilitate communication between patients and their providers, such as personal health records (PHRs). It is projected that 75% of adults will use PHRs by the year 2020 [38]. Beckjord and colleagues [15] also explored sociodemographic and health-related factors associated with the use of online communication with a health care provider. We found that in 2003 and 2005, women were marginally more likely to communicate online with their providers, and significantly more likely to communicate with their providers in 2011 and 2013. This is consistent with findings from a previous study identifying women as being more likely to use email to communicate with their doctors [39]. The trends may be explained by understanding gender differences in use of the internet. According to the Pew Research Center [19], men were more likely than women to use the internet in the early 2000s. However, this gap gradually decreased over the years and became equal around the year 2008. In addition, there is evidence that women are more likely than men to use the internet to access health information and to get support for health problems [40]. A recent study looking at patient portal use found that education and sex remain statistically significant when controlling for internet access and preference of communication mode (in person or over the phone vs patient portal) [41]. Being located in a metropolitan area is also shown as relatively consistent when it comes to communicating online with a health care provider. This may be partially attributed to the digital divide. There is literature that suggests patients located in urban locations are more likely to use electronic messaging to communicate with their providers [39], whereas physicians located in urban areas are more likely to provide secure messaging to their patients [42]. Finally, having a history of cancer was also found to be associated with online patient-provider communication. Due to the complexity of cancer care, patients often leave visits with their physicians overwhelmed with information and confused about their condition and treatment [43]. Literature suggests that patients need multi-level communication to facilitate information exchange and foster patient-provider relationships [44]. As a result, cancer patients benefit from an asynchronous platform that allows them to access information and engage with their health care team at their convenience. Although these data do capture general health status and cancer history, they do not include other chronic conditions. We were therefore unable to explore the relationship between chronic illnesses outside of cancer and the use of online communication with a health care provider. However, the literature does suggest that these communication technologies will also help patients to more effectively manage other chronic illnesses such as diabetes and hypertension [45]. The nonsignificant finding for health status, measured by a 5-point Likert scale, may too broadly capture respondents’ health state.

Limitations

HINTS is subject to the same issues all surveys and self-report instruments are, that is, low response rates, potential sampling bias, social desirability issues particularly around issues of smoking and other lifestyle choices, and item limitations. The HINTS response rate was 33% in 2003, 21% in 2005, 21% for telephone survey and 31% for mail surveys in 2007, 37% in 2011, and 35% in 2015; response rates are not a deterministic indicator of bias [46]. We note, in looking at the multivariate models by year, that the significance of gender fluctuations depending on the data year. This could have been the result of sampling dynamics and not indicative of changes in the population at large. A study asking similar questions in the same data year would have allowed for triangulation, but no such study was available. Finally, the main outcome variable is limited by its dichotomous nature and does not allow us to identify the specific type of provider respondents communicated with their doctors.
online with within the previous 12 months. For example, a patient could have communicated electronically with a nurse or other member of the care team.

**Implications for Future Research**

As the diffusion of this technology continues, future research related to online means of patient-provider communication should remain a focus. Future studies should try and garner a better sense of the frequency of communication and document the type of provider with whom the patient communicates to inform providers and health care organizations implementing new and additional means of online communication. Additionally, understanding use by disease type, including chronic illnesses, would be a useful addition to the literature. Although the adoption of these communication technologies is increasing among minority populations, another important area to explore is the quality of communication between minorities and their providers, and how it may influence, or be influenced by, the use of these technologies. Finally, with regards to the methodological approach utilized in this study, it is important to note that previously published studies are often not updated as new waves of data become available. HINTS data have been used in nearly 400 studies, and have yielded intriguing findings, but data updates to prior studies that use large datasets are infrequent. Perhaps this is due to instrument evolution across survey cycles that makes combining data across cycles challenging, but regardless, replication and extension of prior work is an area of research that warrants further attention.

**Conclusions**

Despite initial challenges in implementation [6], the proportion of internet users communicating online with their health care providers has significantly increased since 2003. In addition, these trends are likely to continue with the enactment of the Health Information Technology for Economic and Clinical Health Act and Meaningful Use Stage 2 core objectives, which require providers to use secure electronic messaging to communicate with their patients. However, challenges still remain pertaining to the digital divide affecting individuals residing in nonmetropolitan areas and their access to the internet, making this group less likely to communicate online with their providers. Future research should continue to investigate patient-provider communication trends, specifically to gain an understanding of successful interventions that mitigate identified barriers from both provider and patient perspectives.
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Abstract

Background: Parkinson’s disease (PD) is the second most prevalent neurodegenerative disease and one of the most common forms of movement disorder. Although there is no known cure for PD, existing therapies can provide effective symptomatic relief. However, optimal titration is crucial to avoid adverse effects. Today, decision making for PD management is challenging because it relies on subjective clinical evaluations that require a visit to the clinic. This challenge has motivated recent research initiatives to develop tools that can be used by nonspecialists to assess psychomotor impairment. Among these emerging solutions, we recently reported the neuroQWERTY index, a new digital marker able to detect motor impairment in an early PD cohort through the analysis of the typing data collected during a controlled in-clinic typing task.

Objective: The aim of this study was to extend the in-clinic implementation to an at-home implementation by validating the applicability of the neuroQWERTY approach in an uncontrolled at-home setting, using the typing data from subjects’ natural interaction with their laptop to enable remote and unobtrusive assessment of PD signs.

Methods: We implemented the data-collection platform and software to enable access and storage of the typing data generated by users while using their computer at home. We recruited a total of 60 participants; of these participants 52 (25 people with Parkinson’s and 27 healthy controls) provided enough data to complete the analysis. Finally, to evaluate whether our in-clinic-built
algorithm could be used in an uncontrolled at-home setting, we compared its performance on the data collected during the controlled typing task in the clinic and the results of our method using the data passively collected at home.

Results: Despite the randomness and sparsity introduced by the uncontrolled setting, our algorithm performed nearly as well in the at-home data (area under the receiver operating characteristic curve [AUC] of 0.76 and sensitivity/specificity of 0.73/0.69) as it did when used to evaluate the in-clinic data (AUC 0.83 and sensitivity/specificity of 0.77/0.72). Moreover, the keystroke metrics presented a strong correlation between the 2 typing settings, which suggests a minimal influence of the in-clinic typing task in users’ normal typing.

Conclusions: The finding that an algorithm trained on data from an in-clinic setting has comparable performance with that tested on data collected through naturalistic at-home computer use reinforces the hypothesis that subtle differences in motor function can be detected from typing behavior. This work represents another step toward an objective, user-convenient, and quasi-continuous monitoring tool for PD.

(J Med Internet Res 2018;20(3):e89) doi:10.2196/jmir.9462
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eHealth; machine learning; telemedicine

Introduction

Background

Parkinson’s disease (PD) is the second most prevalent neurodegenerative disorder affecting 0.3% of the general population and about 1% in people over 60 years [1]. Today, PD diagnosis and management rely on the clinical judgment of neurologists to detect and evaluate the severity of motor and nonmotor manifestations of the disease [2]. The Unified Parkinson’s Disease Rating Scale (UPDRS) is the most widely used method to assess the longitudinal course of PD [3,4]. The UPDRS score comprises 4 subscales, including the clinician-scored motor section (UPDRS-III) that provides a comprehensive evaluation of PD motor degeneration through the evaluation of the observed performance in a series of specific motor tasks [5]. Administered typically by a movement disorder specialist, this scale requires significant training to minimize rater bias [6]. The need of a trained specialist intrinsically limits the frequency at which disease status and progression can be assessed to a number of on-site clinical evaluations, usually every 2 to 6 months [7].

There has been substantial interest in the last decade to develop tools that can assess motor function in PD without the need for specialist training or even on-site administration [8]. Such tools could complement the current standard, introducing the potential for greater screening opportunities or an increased assessment frequency for tracking changes. A variety of technological approaches have been designed for use in the clinic, such as finger-tapping that introduces a series of standardized finger-movement tasks that provide quantitative measurements of motor impairment [9]. Additionally, out-of-clinic approaches have been trialed, such as the mPower initiative [10], a smartphone-based activity tracker that collects longitudinal data from a series of tasks and surveys specifically designed to evaluate the progression of PD symptoms.

Objective

Our project focuses on the analysis of finger-keyboard interaction to assess psychomotor impairment. We have previously shown that we can extract information relevant to users’ psychomotor status by timing the keystroke events during a typing task using a mechanical keyboard [11]. In Giancardo et al [12], we showed that it was possible to derive an early-PD phenotype based on a metric derived from the typing data acquired in a controlled clinical environment. Subjects were asked to transcribe a randomly selected folk tale using a word processor on a standard 15-inch laptop during a 15-min timed routine.

The widespread use of personal electronics has placed typing among the activities of our daily routine. This enables the possibility of leveraging the data from users’ natural interaction with their devices to apply our method in an unobtrusive manner. From a data-collection standpoint, it is straightforward to extend our technology to collect timing information in a naturalistic ecologically valid scenario (eg, home). However, from the standpoint of data analysis, passive monitoring poses interesting challenges that could affect the application of our method to evaluate at-home natural typing. From a data-sampling perspective, typing happens in unpredictable bursts that introduce a high degree of sparsity in the resulting typing signals. The various contexts in which the typing data are generated at-home may also add difficulty in contrast with the controlled copy task performed in the clinic. Finally, hardware heterogeneity introduces a potential confounder in the at-home setting, which we were able to control in our in-clinic setting using a single machine approach.

In this paper, we present the results of the validation of our in-clinic-built algorithm to detect PD typing patterns in an uncontrolled at-home setting. We implemented a data-collection platform that allowed us to passively collect the typing information from subjects’ daily interaction with their laptop. Our algorithm performed well prospectively on a controlled typing study conducted in the clinic. Here, we examine whether the same algorithm performs well on the typing data collected at home and evaluate the influence of the in-clinic typing task in subjects’ normal typing behaviors.

Methods

Study

The results presented in this work analyze the baseline data collected as part of a 6-month longitudinal PD
The enrolled participants underwent an initial baseline assessment in the clinic that included clinical evaluation, an in-clinic controlled typing test, and the technical setup to enable at-home monitoring. The medical examination included a UPDRS-III-based evaluation carried out by movement disorder specialists. For the in-clinic typing test, the participants were asked to write an unpublished text sample using a standard word processor during 15 min. To emulate natural interaction with the device, subjects were asked to type as they would normally do at home. A standard machine was used in the in-clinic setting, specifically, a Lenovo G50-70 i3-4005U with 4GB of memory and a 15-inch screen running Manjaro Linux operating system. While undertaking the test, the data-collection software ran in the background. Once the task was completed, the typing data were sent to our database server. As part of the baseline visit workflow, the data-collection software was installed on participants’ personal laptop to enable at-home remote monitoring. If they shared their computer, we provided them with a laptop with preinstalled software. Subjects were encouraged to enter into the routine of typing an email or a document for at least 15 min per day but otherwise use the computer as they would do normally.

Once enrolled in the study, PwP subjects kept their baseline medication status for about a week. This baseline period allowed for 24 points to be typical of patients with very mild disease severity [13]. The 2 groups were matched in age, gender, and volume of daily typing. A detailed representation of the at-home baseline data collected for each subject is shown in Figure 1. The plot illustrates the heterogeneity of subjects’ typing behaviors, which we previously identified as one of the potential risks for the validation of our approach in a natural at-home setting. Participants typed an average of 24.07 (SD 15.13) min per day, with 2.79 min per day for the less-active subject and 83.14 min per day for the most active subject. This variability was also observed within subjects’ typing routines, as several participants did not present a consistent typing activity over the monitored time period. These characteristics in the at-home spontaneous typing data contrast with the quasi-continuous signal captured during the in-clinic typing test. In the Analysis subsection, we will explain how we addressed these differences to allow us to compare the performance of the algorithm in the in-clinic and at-home scenarios.

A summary of demographic and clinical information for the resulting cohort. 25 PwP and 27 healthy controls, can be found in Table 1. Regarding PD severity, all PwP subjects were newly diagnosed cases and in the very early stages of the disease, with a mean UPDRS-III score of 20.48 points. For reference, a score of 20 points is typical of patients with very mild disease severity [13]. The 2 groups were matched in age, gender, and volume of daily typing. A detailed representation of the at-home baseline data collected for each subject is shown in Figure 1. The plot illustrates the heterogeneity of subjects’ typing behaviors, which we previously identified as one of the potential risks for the validation of our approach in a natural at-home setting. Participants typed an average of 24.07 (SD 15.13) min per day, with 2.79 min per day for the less-active subject and 83.14 min per day for the most active subject. This variability was also observed within subjects’ typing routines, as several participants did not present a consistent typing activity over the monitored time period. These characteristics in the at-home spontaneous typing data contrast with the quasi-continuous signal captured during the in-clinic typing test. In the Analysis subsection, we will explain how we addressed these differences to allow us to compare the performance of the algorithm in the in-clinic and at-home scenarios.
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**Table 1.** Comparison of the clinical and demographic variables between the Parkinson's disease and control groups. From the total participants, 52 provided a sufficient amount of at-home typing data (a cumulative total of at least 15 min). The UPDRS-III scale ranges from 0 to 108 (a higher score indicates more severe impairment and disability). For reference, a score of 20 points is typical of patients with very mild disease severity.

<table>
<thead>
<tr>
<th>Variable</th>
<th>People with Parkinson’s (n=25)</th>
<th>Healthy controls (n=27)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPDRS-III&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>20.48 (6.56)</td>
<td>1.93 (1.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>60.2 (12.0)</td>
<td>60.81 (10.63)</td>
<td>.73</td>
</tr>
<tr>
<td>Number of women, n (%)</td>
<td>12 (48)</td>
<td>14 (52)</td>
<td>.79</td>
</tr>
<tr>
<td>Number of men, n (%)</td>
<td>13 (52)</td>
<td>13 (48)</td>
<td>.79</td>
</tr>
<tr>
<td>Daily typing in minutes, mean (SD)</td>
<td>24.58 (15.91)</td>
<td>23.58 (14.68)</td>
<td>.61</td>
</tr>
</tbody>
</table>

<sup>a</sup>UPDRS-III: Unified Parkinson’s Disease Rating Scale (Part III).

**Data-Collection Platform**

The neuroQWERTY platform provides functionality for user registration and log-in, distribution of the data-collection software, and storage and management of the typing data. Once installed, the data-collection software runs in the background, capturing the timing information of any keyboard input. More specifically, for each keystroke, the program stores the timestamps corresponding to the press and release events. To ensure privacy, the collected information did not include the content of each specific key. However, each keystroke was labeled with its corresponding key category; special key, right side key, or left side key, to allow filtering of key types that engage nonstandard digit kinematics (e.g., SHIFT). The mean for measured temporal resolution of the data-collection software was 3 (SD 0.28) msec.

The typing information, linked to each user account, was automatically sent to a remote server for analysis. Privacy and data security were assured at 3 levels: at the client level, the data transmission level, and the data storage level. Any typing data stored on the local machine (which again, did not include the content of the keys) were encrypted and deleted from the device after sending to the remote server. Data transmission was protected through secure hypertext transfer protocol. At the server level, data were stored in the database in an encrypted format and were only accessible by authorized database administrators or by the user himself after authentication.

Finally, the platform included an administrator module to provide the study coordinators with an interface to access and control participants’ typing activity. The administrator dashboard implemented a color code to alert study coordinators about users’ prolonged inactivity. Web-based visualization of the subjects’ typing data was also enabled, including the daily key count and the temporal representation of the raw key typing dynamics. A schema of the complete neuroQWERTY platform framework is shown in Figure 2.

**Analysis**

We evaluate the classification ability of the neuroQWERTY index (nQi) to separate a group of healthy controls from an early PD population using the typing data collected during subjects’ natural interaction with their laptop. The nQi is the output of a computational algorithm that uses the information contained in the sequences of hold times, the time between pressing and releasing each key on a mechanical keyboard, to detect evidence of PD motor impairment. This algorithm was first introduced in Giancardo et al [12], where we showed its ability to accurately discriminate early PwP from healthy controls by analyzing the data collected in a controlled in-clinic typing task.

A representation of the algorithm pipeline is shown in Figure 3. The hold time signal is split into 90-s windows that are analyzed as independent typing units. Applying variance analysis, the information within each unit is reduced to a 7D feature vector that is used as the input of an ensemble model consisting of a family of linear support vector regressors (SVR). An independent window-level score is calculated as the median of the outputs of each linear SVR. Finally, the final nQi score is computed as the mean of the window-level scores. The feature analysis and algorithm parameter estimation are described in detail in our previous paper, Giancardo et al [12].

The ensemble linear-SVR model was trained using an external dataset that included the typing signals of 18 early-PD subjects and 13 healthy controls different than the ones included in this study. This training set was fully collected in a controlled in-clinic environment, that is, during a timed copy task integrated into the study clinical visit. Therefore, the main question we try to answer in this work is whether our algorithm can generalize to typing data acquired in a fully uncontrolled home-based scenario where the subjects are free to use their laptops as they normally do.
Figure 1. At-home typing activity. Panel A represents the amount of typing data collected from each of the 52 subjects (25 PwP, 27 CNT) included in the analysis. The red (PwP) and blue (CNT) color scales indicate daily typing activity measured as the number of valid typing windows provided by each subject during the analysis period. We defined a valid window as a sequence of at least 30 keystrokes within 90 s. Panel B illustrates the variability in the amount of typing data with an example from a single PwP subject.
Figure 2. The neuroQWERTY platform. This platform was designed to allow for automatic data retrieval of typing data collected at home and remote management by a study coordinator. Operationally, an account in the neuroQWERTY platform was created for each participant in the study. The data-collection software was downloaded and installed in their users’ personal laptop to enable remote data collection. The data, linked to each user account, was encrypted and automatically sent to a remote server through their home Internet connection. The neuroQWERTY platform also implemented an administrator module to provide the study coordinators with an interface to control and visualize participants’ typing activity.

Figure 3. Algorithm pipeline. The figure represents the pipeline to generate a single neuroQWERTY index (nQi) from a stream of typing data. (1) The typing signal is defined as the time series of hold times corresponding to each keystroke within a typing routine. This signal is split by nonoverlapping 90-s windows that the algorithm will evaluate as independent typing units. (2) Only windows with at least 30 keystrokes within the 90-s interval are analyzed. (3) The neuroQWERTY algorithm, previously trained on a separate in-clinic dataset, computes a single numerical score from each independent window. (4) The final nQi is computed as the average of the window-level scores.
In Figures 4 and 5, we present an example of the application of the algorithm in a controlled in-clinic task opposed to the same process in an at-home typing setting. The comparison of the hold time data representation between in-clinic (panel A) and at-home (panel B) illustrates the sparsity introduced in the typing signals by the uncontrolled at-home environment, where the keyboard is only used intermittently as opposed to the continuous stream of data collected in the controlled in-clinic setting. To account for the sparsity of the hold time series, only valid windows, subsequences of at least 30 keystrokes within each 90-s interval, are included in the analysis. Special key types (eg, SHIFT) that may engage nonstandard digit kinematics are excluded from the hold time (HT) data collection. Due to the duration of the at-home baseline period, the volume of data collected at home is generally greater than the in-clinic data available for each subject. We measured an average of 9.62 (2.13) valid windows per subject during the in-clinic typing test and collected an average of 112.33 (70.65) valid windows per subject from the 7-day at-home typing activity. The extended at-home monitoring period increases subjects’ at-home sample size, which tends to reduce the individual’s internal variance intensified in this uncontrolled environment.

The data analysis comprised 2 phases. First, we evaluated the influence of the controlled typing task in subjects’ normal typing behaviors. Specifically, we compared the measured values of the raw typing metrics, flight time (FT, delay between consecutive key presses), and HT (time between pressing and releasing a key), and the computed nQi scores between the in-clinic and at-home typing settings. To assess the similarity in the relationship between the in-clinic and at-home metrics, we computed the line of best fit and correlation coefficient. We completed this first part of the analysis with a Bland-Altman plot [14] to evaluate the nQi score’s agreement between the 2 typing settings.

In the second part of the analysis, we assessed the classification performance of the neuroQWERTY method using the at-home typing data and compared these results with the ones obtained in the clinic. The results obtained in each typing settings were evaluated using the following metrics: receiver operating characteristic (ROC) analysis and the Mann-Whitney U test to reject the null hypothesis that the healthy controls and the Parkinson’s samples come from the same distribution. For the ROC analysis, we used a sampling with replacement method to define a distribution of curves from which we computed the average area under the ROC curve (AUC) and its CIs. Each curve is built on an iterative process that monotonically increases the value of the index to define a dynamic threshold. On each iteration, a sensitivity/specificity pair is computed using the current threshold value. These pairs are used to draw the resulting ROC curve. The value of the AUC can be interpreted as the probability of the classifier to rank a randomly chosen positive instance higher than a randomly chosen negative one [15]. To evaluate the equivalence of our method between the in-clinic and at-home settings, we estimated the percentage agreement and the statistical difference of the resulting ROC curves (DeLong test [15]).

**Figure 4.** Example of the application of the neuroQWERTY algorithm in an in-clinic typing test.
**Figure 5.** Example of the application of the neuroQWERTY algorithm in the at-home setting. The neuroQWERTY algorithm described in Figure 3 can be used indistinctly to evaluate controlled or natural typing data. This figure represents the at-home typing data and corresponding scores for the same subject shown in Figure 4 (note different time scales used in Figure 4 and Figure 5). Although the uncontrolled activity appears in unpredictable bursts that introduce a high degree of sparsity, our window-based approach allows to analyze the at-home data using the same method applied for the quasi-continuous in-clinic data.

### Results

The results of the raw typing variables agreement between in-clinic and at-home are shown in Figure 6. We evaluate the statistical relationship, line of best fit, and correlation for the median flight and HT measured in-clinic and at-home settings. The values of the 2 typing metrics are very similar independently of the typing scenario, as shown by correlation coefficient values, .913 for the median FT and .897 for the median HT, and also by the slope of the computed line of best fit, close to 1 in both cases.

A similar analysis applied to the nQi scores is shown in Figure 7. The linearity between the in-clinic and at-home settings for this variable is weaker than that observed on the raw typing variables. The correlation coefficient is .749 in this case, and the slope of the line of best fit is not as close to the unit, .597. However, the agreement analysis suggests a correspondence between the scores measured in-clinic and at-home settings, with a 92% (48/52) of the cases falling between the Bland-Altman limits of agreement (LoA).

In terms of classification performance, the nQi worked well with the at-home typing data (Figure 8 and Table 2). The absolute nQi scores tended to be larger for at-home data relative to the corresponding in-clinic values (Figures 7 and 8), but in both cases the scores for PwP were generally greater than for healthy controls. The similarity in classification performance for in-clinic versus at-home data can also be seen by comparing the ROC curves (Figure 8 and Table 2). The cutoff point was estimated using the closest-to-(0,1), that is, the use case that maximizes the sensitivity/specificity pair [16] (Table 2). The neuroQWERTY algorithm discriminates our early PD population from healthy controls with an AUC of 0.76 (0.66-0.88) using the typing data from the at-home natural interaction on a mechanical keyboard. In the clinic, the results of the analysis, a controlled typing task in the same cohort, achieved an AUC of 0.83 (0.74-0.92). According to the DeLong test, the ROC AUC difference between in-clinic and at-home settings was not significant ($P= .18$). The percentage agreement of the results of our method between the 2 typing settings was 79%. 
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Figure 6. Comparison of raw typing metrics between in-clinic and at-home typing settings. The figure shows the correlation of the raw typing metrics, hold time (HT; time between pressing and releasing a key), and flight time (FT; delay between two consecutive key presses), between in-clinic and at-home settings. Each point represents the metric coordinates (in-clinic, at-home) for each of the 52 participants included in the analysis. Both HT and FT values are very similar independently of the typing scenario, as shown by the correlation coefficient values. These results suggest that the in-clinic task does not alter the way subjects type in comparison with their natural typing at-home, which supports our hypothesis that the neuroQWERTY algorithm, built in an in-clinic setting, could be applied to evaluate motor impairment using the typing data from an uncontrolled at-home setting.

Figure 7. Comparison of neuroQWERTY index (nQi) between in-clinic and at-home typing settings. We evaluated the influence of the typing setting in the nQi scores by applying a similar analysis as described in Figure 6 for the raw typing metrics. Panel A shows the correlation of the nQi scores computed in-clinic and at-home. Panel B includes the results of the Bland-Altman analysis to evaluate the agreement of our method in the two typing scenarios. The black line shows the mean difference (d) and the top and bottom dashed lines show the limits of agreement (LoA, d±1.96×SDd).
Figure 8. Comparison of neuroQWERTY index (nQi) performance between in-clinic and at-home typing settings. Panel A scatterplot illustrates the in-clinic and at-home nQi scores in a patient level. The two black lines represent the classification thresholds computed in-clinic (nQi=0.0473) and at-home (nQi=0.0667). These thresholds were estimated for closest-to-(0,1) cutoff points that maximize sensitivity/specificity pairs. Panel B presents the comparison of the receiver operating characteristic (ROC) curves showing the classification rate for the in-clinic and at-home nQi. The plotted curves are the average result of the bootstrapped ROC analysis and the shadowed areas represent the corresponding CIs [5th-95th]. The statistical significance of the Mann-Whitney U test is estimated to reject the null hypothesis that the two groups, PwP and CNT, come from the same population. It is noted as: P<.001(***), P<.01(**), and P<.05(*).

Table 2. The neuroQWERTY index (nQi) performance comparison. The classification performance achieved at-Home is comparable with the results obtained in a controlled in-clinic. The statistical significance is computed with 2-sided Mann-Whitney U test to reject the null hypothesis that PwP and healthy control subjects come from the same population.

<table>
<thead>
<tr>
<th>Metric</th>
<th>nQi Score</th>
<th>In-clinic</th>
<th>At-home</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD) for PwP&lt;sup&gt;b&lt;/sup&gt; (n=25)</td>
<td>0.092 (0.058)</td>
<td>0.090 (0.048)</td>
<td></td>
</tr>
<tr>
<td>Mean (SD) for healthy controls (n=27)</td>
<td>0.046 (0.029)</td>
<td>0.054 (0.030)</td>
<td></td>
</tr>
<tr>
<td>AUC&lt;sup&gt;c&lt;/sup&gt; (5th-95th)</td>
<td>0.83 (0.74-0.92)</td>
<td>0.76 (0.66-0.88)</td>
<td></td>
</tr>
<tr>
<td>Significance</td>
<td>P&lt;.001</td>
<td>P&lt;.01</td>
<td></td>
</tr>
<tr>
<td>Sensitivity/specificity</td>
<td>0.77/0.72</td>
<td>0.73/0.69</td>
<td></td>
</tr>
<tr>
<td>DeLong test</td>
<td>P=.18</td>
<td>P=.18</td>
<td></td>
</tr>
<tr>
<td>Percentage agreement</td>
<td>79%</td>
<td>79%</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>nQi: neuroQWERTY index.  
<sup>b</sup>PwP: people with Parkinson’s.  
<sup>c</sup>AUC: area under the curve.

Discussion

Principal Findings

The results of this study represent a step toward a transparent and ubiquitous motor sign assessment tool for PD. In our previous work [12], we introduced the neuroQWERTY method, a machine learning algorithm trained to quantify PD severity through the analysis of the typing patterns found in the time series of HT. Our method was able to discriminate an early PD population from a matched control group using the typing data collected during a controlled in-clinic task. In this paper, we tested the validity of our algorithm in an uncontrolled at-home setting. The neuroQWERTY platform allowed us to unobtrusively collect the typing information from a cohort comprising 30 PwP and 30 matched healthy controls. Most (52/60, 90%) of the study subjects (25 PwP, 27 healthy controls) provided enough data during the follow-up period to evaluate the nQi at home. Our neuroQWERTY algorithm, built using a separate in-clinic dataset, was able to distinguish PwP from
healthy controls through the analysis of natural at-home typing patterns with an AUC of 0.76 and 0.73/0.69 sensitivity/specificity. Despite the sparsity and heterogeneity introduced by each subject’s routine use of the computer, the neuroQWERTY method performed nearly as well in the at-home setting as it did when applied in a controlled in-clinic typing task (AUC 0.83 and 0.77/0.72 sensitivity/specificity). The nQi scores presented no significant differences between the de-novo PwP group (19) and the subset of PwP participants on medication (Multimedia Appendix 1). The comparison of the raw typing metrics between the 2 typing scenarios suggests that the in-clinic typing test does not affect the way people type with regard to their normal use of the computer at-home. The correlation coefficient for the median HT between in-clinic and at-home was \( \rho = .913 \) (\( P<.001 \)). A similar analysis applied to the resulting nQi shows a weaker correlation between the scores computed from the in-clinic and at-home typing data (\( \rho = .749 \), \( P<.001 \), with 48 out of 52 or 92% of the samples within the Bland-Altman LoA). This could be due to the sensitivity of the algorithm to small changes in the HT values between the 2 typing settings. Despite the weaker correlation, the classification performance of the neuroQWERTY method applied at-home was similar to the classification performance in-clinic (statistically indistinguishable by the DeLong test: \( P=.18 \), percentage agreement: 79%).

These results support our initial hypothesis that PD-related motor signs affect the way patients interact with mechanical keyboards and are, therefore, detectable through the analysis of their regular typing patterns. The ability of the neuroQWERTY algorithm to extrapolate the patterns learned from a separate in-clinic dataset to correctly identify PD-characteristics in the at-home typing data provides external validity to our method. Being able to generalize to data collected from the hardest possible scenario can also be seen as an opportunity to improve these results by implementing an at-home-specific algorithm that, trained on passively collected data, will be able to identify the useful information and learn to filter the several different sources of noise introduced by the uncontrolled at-home setting. Although the current clinical standard, UPDRS, outperforms our technique, the goal of neuroQWERTY is not to replace UPDRS but to provide a method that enables PD assessment when a clinician is not available. Nevertheless, it would be interesting to explore the potential for the nQi approach to provide a meaningful indication of UPDRS. Despite being based just on a distal upper limb movement, with our limited dataset we did find a significant moderate correlation between the nQi scores and UPDRS-III (Multimedia Appendix 2).

Main Contribution and Limitations
Using the timing information from users’ natural typing activity provides our approach with a number of advantages over alternative solutions, but it also poses some limitations. An obvious concern is the level of compliance, since the method depends on sufficient use of the computer. In the study cohort, a high percentage of the participants (90%) provided enough data during the 7-day follow-up to shape a representative typing pattern. Our user adherence results highlight the advantages of passive data collection in contrast with other existing active task-based methods. Task-based methods are commonly limited by their dependence on users' active engagement to collect information through a series of standardized tasks, which introduces potential artifacts due to subject-awareness of being monitored [17] and hinders user compliance. As an example, in the context of the mPower study less than 10% of the participants provided 5 or more finger-tapping data points over a 6-month follow-up period [10].

Although our passive data-collection approach significantly increases user adherence, some strategies could be employed to maximize it. A possible solution to reduce the rate of excluded participants would be collecting data not only from laptop use but from any electronic device that entails typing. In Arroyo et al [18], it was proven that a similar approach can be used to detect PD via smartphone touchscreen typing. Integrating data from multiple devices would provide a more continuous stream of data; therefore, a deeper insight to assess PD signs.

Future Work
Proving that our method can distinguish an early PwP cohort, with an average years from diagnosis of 1.66 (1.20) and mean UPDRS-III score of 20.48 (6.56) from a matched healthy control group is an indicator that at-home typing patterns can capture PD-specific motor characteristics that are mild in this stage of the disease. This could have an impact in early detection of PD as machine learning algorithms can be trained to detect very subtle variations in the input data, in this case changes in the typing patterns, caused by early motor manifestations of PD that may often go unnoticed by clinicians [19]. The neuroQWERTY software could be installed on PD-risk populations’ devices to enable earlier diagnosis, when putative neuroprotective treatments could stop neurodegeneration. Clinical studies in an as-yet-undiagnosed population would be needed to validate the sensitivity and applicability of our tool for this specific use case.

Although our classification results show promise, our longer term goal is to develop a tool to objectively track progression of PD signs. This would provide clinicians with invaluable information to tailor treatments to patients’ specific conditions. Today, there is no known cure for PD, but available medications can help manage its symptoms. Individualized treatment regimens are crucial to provide optimized symptom control [20]. Medications adjustments rely mainly on the information gathered by movement disorder experts during clinical visits. This limits decision making to subjective follow-up examinations scheduled every 2 to 6 months. Ideally, our approach could be applied not only to classify but also to track PD progression and therapeutic efficacy. This would require further validation in a longitudinal study to evaluate the precision of the neuroQWERTY approach to monitor PD progression over time.

Conclusions
Relying on the analysis of the temporal patterns from the daily interaction with electronic devices, our approach introduces a new way to objectively and unobtrusively detect motor impairment in PD, providing access to quasi-continuous
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ambulatory data without harming user compliance. The main purpose of this analysis was to evaluate the validity of the nQi, an in-clinic-built digital marker for early PD motor impairment, in an uncontrolled at-home setting. The classification performance of the algorithm was statistically similar in its ability to discriminate 25 PwP and 27 healthy controls from the at-home typing data (AUC of 0.76 and 0.73/0.69 sensitivity/specificity) nearly as well as it was able to separate them using the in-clinic typing patterns (AUC 0.83 and 0.77/0.72 sensitivity/specificity). These results prove that the data collected from subjects’ routine use of the computer are also valid to detect PD-related motor signs, getting us closer to our ultimate goal of providing an objective ambulatory tool to monitor PD progression.
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Multimedia Appendix 1
Influence of medication in nQi assessment. Six of the PwP study participants were on rasagiline when they joined the study. Panel A shows no significant differences between the nQi scores of the PwP participants using rasagiline and the de-novo group. Panel B shows the UPDRS-III scores for the CNT, PwP De-Novo and PwP On-Medication groups. Participants on rasagiline scored higher up in the motor scale in comparison with the average score in the full PwP cohort. It is possible that this greater severity in their baseline status could be masking the effect of medication.

Multimedia Appendix 2
nQi correlation with motor clinical standard. The figure shows the correlation between UPDRS-III scale and the nQi scores measured in-clinic (Panel A) and at-home (Panel B). Correlations were significant in both typing settings and moderate as shown by the correlation coefficients: .50 in-clinic and .34 at-home. Despite being based just on distal upper limb movement, with our limited dataset we did find a significant moderate correlation between the nQi scores and UPDRS-III.
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- HT: hold time
- LoA: limits of agreement
- nQi: neuroQWERTY index
- PD: Parkinson’s disease
- PwP: People with Parkinson’s
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Abstract

\textbf{Background:} Patient-facing displays of laboratory test results typically provide patients with one reference point (the “standard range”).

\textbf{Objective:} To test the effect of including an additional harm anchor reference point in visual displays of laboratory test results, which indicates how far outside of the standard range values would need to be in order to suggest substantial patient risk.

\textbf{Methods:} Using a demographically diverse, online sample, we compared the reactions of 1618 adults in the United States who viewed visual line displays that included both standard range and harm anchor reference points (“Many doctors are not concerned until here”) to displays that included either (1) only a standard range, (2) standard range plus evaluative categories (eg, “borderline high”), or (3) a color gradient showing degree of deviation from the standard range.

\textbf{Results:} Providing the harm anchor reference point significantly reduced perceived urgency of close-to-normal alanine aminotransferase and creatinine results ($P$ values <.001) but not generally for platelet count results. Notably, display type did not significantly alter perceptions of more extreme results in potentially harmful ranges. Harm anchors also substantially reduced the number of participants who wanted to contact their doctor urgently or go to the hospital about these test results.

\textbf{Conclusions:} Presenting patients with evaluative cues regarding when test results become clinically concerning can reduce the perceived urgency of out-of-range results that do not require immediate clinical action.

\textit{(J Med Internet Res 2018;20(3):e98)} doi:10.2196/jmir.8889

\textbf{KEYWORDS}
decision making; education of patients; electronic health record; computer graphics; clinical laboratory information systems
Introduction

Patients can increasingly view their laboratory test results directly via patient portals of electronic health record (EHR) systems [1]. While patients value such information to enable self-management and support informed patient-provider interactions [2-5], access to test results does not guarantee that patients can understand or use that information to improve their health or their care [6]. In particular, most current EHR patient portals present test results to patients in tables [7], which is a format that is difficult for many patients to interpret, especially those with lower numeracy or literacy skills [8]. In addition, EHR portals typically only provide patients with one reference point (the standard range) to aid in interpreting such data. Patients who receive out-of-range test values may have little idea how alarmed they should, or should not, feel [5,6,9,10]. Consequently, patients may call their doctor for an urgent appointment or even go to the hospital for something that would be more appropriately managed through regular follow-up visits [10].

In order to improve patient understanding of laboratory test results, our research team used user-centered design principles to develop several visual number line formats for presenting these types of data [11]. In an experimental test, displaying test results in these number line formats instead of tables increased user sensitivity to test result variations [12]. We also showed that many people interpret all results outside of the standard range as equally urgent, even though many slightly out-of-range results are not, in fact, clinically concerning.

The core problem that patients face is one of information evaluability [13,14]. Many patients lack training and experience with most laboratory tests, so they cannot necessarily map a particular test result to its meaning (ie, how good or bad it is, or how much risk it represents). As long as most patients lack meaningful reference points beyond the standard range, they will struggle to discriminate between different types of non-normal test results.

Here, we present results from additional data collected at the same time as the previous study in which we tested a visual display format that added a second reference point to indicate how far outside of the standard range a test value needs to be to become clinically concerning. Our objective was to determine whether providing such “harm anchors” would reduce the perceived urgency of near-normal values without significantly altering perceptions of extreme values, thereby increasing overall sensitivity to test result variations.

Methods

Participants were a demographically diverse, stratified random sample of adults in the United States recruited during May 2016 from a panel of Internet users, and the survey was administered by Survey Sampling International. The design, sampling process, data management procedures, and outcome measures received exempt status approval from the University of Michigan Health Sciences and Behavioral Sciences Institutional Review Board.

Participants were asked to imagine that they were using an online EHR portal to view laboratory test results and then saw three specific test results (platelet count, alanine aminotransferase [ALT], and serum creatinine). Each test result was initially shown as slightly outside of the standard range and then as a more extreme test result. All participants viewed a platelet count of 135 x 10^9/L and then 25 x 10^9/L, an ALT value of 80 U/L and then 360 U/L, and a creatinine value of 2.2 mg/dL and then 3.4 mg/dL.

In a previous paper, we compared participant reactions to three visual number line graph displays (Figure 1): simple line displays that show the standard range and endpoints, but have no other visual reference points; blocks line displays that included color-coded evaluative categories (eg, “borderline high”); and gradient line displays that used a color gradient to indicate the extent of deviation from the standard range [12]. The range of values shown and the evaluative labels and categories displayed were selected as plausible values based on input from several clinician members of our research team.

In this analysis, we compared the results from those three previously published conditions to data collected at the same time from an additional (randomized) group of participants. These participants received displays that included an added harm anchor (ie, a threshold line outside of the standard range labeled, “many doctors are not concerned until here”) but were otherwise identical to the simple line displays (see Figure 1, bottom image). This language was developed through several iterations of pretesting with patients. Based on consultations with multiple clinician collaborators, we selected the anchor levels shown (platelets=100 x 10^9/L; ALT=160 U/L; creatinine=3.0 mg/dL) as plausible approximations of the point at which nonnormal values require more urgent attention for most patients.

The primary outcome measure was respondents’ subjective sense of urgency to the displayed test results. We averaged respondents’ responses to two questions: “How alarming does this result feel to you?” and, “How urgent of an issue is this result?” (both measured on 6-point Likert scales; 1=not at all, 6=very). The resulting measure of subjective urgency showed high reliability for all tests and test results (Cronbach alpha=.91 to .95). We measured behavioral intentions by asking whether respondents would initiate a new contact with a health professional (eg, by calling their doctor for an urgent appointment or going to a hospital) versus either waiting until their next regular appointment or doing nothing (for question details, see Zikmund-Fisher et al [12]). To measure display format preferences, we used respondents’ average responses on a set of four questions (Cronbach alpha=.87) that asked how well the images described the results, how helpful they were, whether respondents would trust the images, and whether respondents would like to see results presented in these formats (all measured using 5-point Likert scales) [12]. We report one-way analyses of variance (ANOVA)s with Bonferroni corrections to compare ratings of perceived urgency and user preferences, and chi-squared tests to compare willingness to wait. All analyses were performed using STATA 14 [15]. All tests of significance were two-sided and used alpha=.05.
Results

A total of 1618 adult participants (aged 19 to 89 years) completed the survey and were randomized to the experimental conditions examined here. See Table 1 for respondent characteristics.

As shown in Table 2, providing the harm anchor reference point on the visual display significantly reduced perceived urgency of the close-to-normal ALT and creatinine results compared to all three other display formats (all \( P \) values <.001) without significantly altering perceptions of more extreme results in potentially harmful ranges. For platelet count results, however, we observed only a mildly significant difference between the harm anchor display and the blocks display. Use of the harm anchor labels also substantially reduced the number of participants who wanted to contact their doctor urgently or go to the hospital when shown near-normal ALT or creatinine test results (Table 3).

Overall, there were no significant differences in participants’ preferences among the four display types (Harm Anchor mean=3.77 vs Simple Line mean=3.62, Blocks Line mean=3.76, Gradient Line mean=3.68; ANOVA F(3, 1615)=2.33, \( P=0.07 \).
Table 1. Respondent characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (range)</td>
<td>48.8 (19.89)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>769 (47.6)</td>
</tr>
<tr>
<td>Female</td>
<td>842 (52.1)</td>
</tr>
<tr>
<td>Transgender</td>
<td>4 (0.25)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1255 (77.8)</td>
</tr>
<tr>
<td>Black</td>
<td>213 (13.2)</td>
</tr>
<tr>
<td>Asian</td>
<td>64 (4.0)</td>
</tr>
<tr>
<td>Native American</td>
<td>13 (0.8)</td>
</tr>
<tr>
<td>Other / Multi-race</td>
<td>69 (4.3)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>212 (13.2)</td>
</tr>
<tr>
<td>Bachelor’s degree or higher education, n (%)</td>
<td>810 (50.1)</td>
</tr>
<tr>
<td>Current health, n (%)</td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>248 (15.3)</td>
</tr>
<tr>
<td>Very good</td>
<td>605 (37.4)</td>
</tr>
<tr>
<td>Good</td>
<td>522 (32.3)</td>
</tr>
<tr>
<td>Fair</td>
<td>213 (13.2)</td>
</tr>
<tr>
<td>Poor</td>
<td>29 (1.8)</td>
</tr>
</tbody>
</table>

Table 2. Perceived urgency of near-normal and more extreme test results, by display type. Perceived urgency was measured on a 1-6 scale, with higher numbers corresponding to greater perceived urgency. *P* values were calculated by post-hoc comparisons following one-way analyses of variance with Bonferroni corrections for multiple comparisons. ALT: alanine aminotransferase.

<table>
<thead>
<tr>
<th>Test result</th>
<th>Harm Anchor</th>
<th>Simple Line</th>
<th>Blocks Line</th>
<th>Gradient Line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Near-normal results</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platelets=135 x 10^9/L</td>
<td>3.66</td>
<td>3.72</td>
<td>&gt; .99</td>
<td>3.94</td>
</tr>
<tr>
<td>ALT=80 U/L</td>
<td>3.08</td>
<td>4.00</td>
<td>&lt; .001</td>
<td>3.96</td>
</tr>
<tr>
<td>Creatinine=2.2 mg/dL</td>
<td>3.52</td>
<td>4.09</td>
<td>&lt; .001</td>
<td>3.99</td>
</tr>
<tr>
<td>Extreme results</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platelets=135 x 10^9/L</td>
<td>5.09</td>
<td>5.26</td>
<td>.32</td>
<td>5.20</td>
</tr>
<tr>
<td>ALT=80 U/L</td>
<td>5.32</td>
<td>5.44</td>
<td>.78</td>
<td>5.35</td>
</tr>
<tr>
<td>Creatinine=2.2 mg/dL</td>
<td>4.71</td>
<td>4.81</td>
<td>&gt; .99</td>
<td>4.58</td>
</tr>
</tbody>
</table>

*P* values reported are for comparisons to the harm anchor condition.

Table 3. Percentage of participants reporting intentions to contact their doctor urgently or go to the hospital based on their near-normal test results, by display type. ALT: alanine aminotransferase.

<table>
<thead>
<tr>
<th>Test result</th>
<th>Harm Anchor</th>
<th>Simple Line</th>
<th>Blocks Line</th>
<th>Gradient Line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platelets=135 x 10^9/L</td>
<td>44.2%</td>
<td>50.0%</td>
<td>53.3%</td>
<td>51.6%</td>
</tr>
<tr>
<td>ALT=80 U/L</td>
<td>34.7%</td>
<td>55.8%</td>
<td>58.1%</td>
<td>48.2%</td>
</tr>
<tr>
<td>Creatinine=2.2 mg/dL</td>
<td>35.2%</td>
<td>56.7%</td>
<td>53.5%</td>
<td>52.3%</td>
</tr>
</tbody>
</table>

Discussion

As hypothesized, presenting patients with cues regarding the values at which particular test results become clinically concerning reduced respondents’ perceptions of urgency about certain types of out-of-range results that were not of immediate clinical concern. Our results suggest that including harm anchors in test result communications could, in certain circumstances, provide important benefits to patients by increasing the evaluability of variations among out-of-range results.

As in our previous comparison of visual line displays versus tabular displays [12], the effect size we observed varied substantially across the three tests presented. A possible explanation for this finding is that it is a function of the relative size of the standard reference range, as compared to the range of values shown. The largest effect of harm anchors was observed for ALT tests, which have a narrow reference range within a large range of possible values. By contrast, we observed minimal to no effect of harm anchors on displays of platelet counts; a test for which deviations of 50 to 100 (x 10^9/L) outside of the standard range (only 20%-40% of the width of the standard range) represent significant changes in patient risk. Thus, harm anchors may be most useful when communicating with patients about unfamiliar tests that can have wide ranges of potential variation.

Operationalization of this idea, however, will require overcoming several challenges. First, harm anchors, by definition, represent clinical judgment, and different clinicians may reasonably disagree regarding the point at which harm threshold should be set [16]. Second, even if harm thresholds could be agreed upon, the point at which a patient (or clinician) should view a test result as requiring urgent action should logically vary based on patient characteristics or medical context (eg, initial diagnosis vs long term management). We also acknowledge the primary limitations of this study: the use of a hypothetical scenario and the testing of the harm anchor concept within the constraints of a particular visual display design. Inclusion of harm anchor information within other types of visual displays or tables might result in different findings than those observed here.

Nonetheless, our results demonstrate that designing displays to inform patients regarding what is dangerous, as opposed to what is considered usual or normal, might offer practical benefits. We suggest that harm anchors or other risk-related reference points should be considered when designing patient-facing displays of health data in order to increase the interpretability of such communications. These types of displays should be most useful in situations where relatively unfamiliar laboratory tests are being conducted for monitoring purposes (eg, monitoring liver or kidney function while on extended medication regimens). These situations are likely to result in mild deviations in test result values that, while important to monitor, are not immediately concerning to clinicians. Enabling patients to know that these mild deviations are not urgent will reduce patient worry and might also minimize unnecessary patient requests for urgent appointments when routine follow-up would be sufficient.

Acknowledgments

This work was previously presented at the Annual Meeting of the Society for Medical Decision Making, Vancouver, BC, Canada; October 24, 2016. Funding for this research was provided entirely by a grant from the United States Agency for Healthcare Research and Quality to BIZ-F (R01 HS021681). The funding agreement assured the authors’ independence in: designing the study; the collection, analysis, and reporting of the data; and the decision to submit the article for publication. HOW receives salary support from a Research Scholar Junior 1 Career Development Award by the Fonds de Recherche du Québec-Santé.

The authors acknowledge the assistance of Sandeep Vijan, MD and Kenneth Langa, MD in determining the appropriate display ranges and categorization schemas for each of the types of test results used in this study. In addition, we acknowledge the graphic design efforts of Patrick Winkel in creating the images used in this study, as well as the work of Grace Bienek in developing earlier versions of these visual designs. Lastly, we are grateful for the guidance and inspiration provided by the patient members of our research team: Margaret Newton, Stephanie Burke, and James Piazza.

Conflicts of Interest

None declared.

References


Abbreviations

ALT: alanine aminotransferase
ANOVA: analysis of variance
EHR: electronic health record
Novel Interventions and Assessments Using Patient Portals in Adolescent Research: Confidential Survey Study

Lindsay A Thompson1,2, MS, MD; Rebeccah Mercado1, MA; Thomas Martinko1, MD; Ratna Acharya1, MD

1Department of Pediatrics, University of Florida, Gainesville, FL, United States
2Department of Health Outcomes and Biomedical Informatics, University of Florida, Gainesville, FL, United States

Corresponding Author:
Lindsay A Thompson, MS, MD
Department of Pediatrics
University of Florida
1699 SW 16th Ave
Gainesville, FL,
United States
Phone: 1 352 627 9323
Email: lathom@ufl.edu

Abstract

Background: While adolescents can receive confidential health care without parental or guardian notification, they are rarely asked about their experiences and opinions regarding their care because participation in research often requires parental consent. Anonymous research with adolescents via confidential patient portals may ameliorate this research gap.

Objective: Because use of a confidential online adolescent patient portal is high at our academic institution, we hypothesized that adolescents would also respond to survey-based research via the portal, especially if asked anonymously and without parental consent. We used a clinical scenario of needing to better understanding adolescent and young adults’ views about their health and health care, including information on a long-acting reversible contraceptive (LARC) to test if and how they will use a portal for research.

Methods: Upon receiving Institutional Review Board approval, we sent 2 portal-based surveys about confidential services to 2 groups of females, ages 14 to 25 years, who had attended an adolescent clinic in the past 3 years. This clinic mostly serves Medicaid recipients (80%) and is racially and ethnically diverse with half of patients identifying as African American and roughly 10% Hispanic. The control group was a random sample of female patients who never received a LARC (n=150) and the intervention group included all female adolescents who had received a LARC from the same clinic (n=107). This second sample was manually cross-checked to confirm they had an office visit for this reason. Consenting for themselves, the control group received an email through the patient portal with a link and a request to perform an assessment. The survey for the control group included items assessing health literacy and health communication preferences. The survey for the intervention group included health literacy items as well as items to assess their opinions and perceptions regarding LARCs. We tracked click-through rates and opened messages; each participant received 4 reminders.

Results: While only 3 participants fully completed either survey, email read rates (29/107 [27.1%] of LARC recipients and 39/150 [26.0%] of controls) were encouraging. Additionally, of those who opened the messages, almost twice as many of the LARC recipients (10/107 [9.3%]) read through the entire survey, while less than half read the entire survey as compared to those who received the survey asking about health literacy and health care preferences (6/150 [4.0%]).

Conclusions: The methodology of using adolescent portals for online surveys provides a new avenue for research even though the study did not yield sufficient participation to understand these adolescents’ preferences. Future studies need to test if a different survey topic would engage adolescents or if other methods like text-based reminders would improve participation.

(J Med Internet Res 2018;20(3):e101) doi:10.2196/jmir.8340
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Introduction

Adolescent health research often is overlooked or delayed due to the difficulties of maintaining appropriate confidentiality and privacy [1]. Adolescents can receive confidential health care covering family planning and sexually transmitted disease management without parental or guardian notification, but asking them about their experiences and opinions regarding that same care often requires parental consent. Because this ironic process risks breaking confidentiality, many research questions remain unanswered.

Research advances need to include developing novel and ethical methods of asking questions directly to adolescents. These methods should use caution and follow recommended observational research guidelines such as those created by Ruiz-Canela et al [1] that provide a decision tree to guide researchers, institutional review boards, and ethics committees on how to appropriately enroll adolescents in observational research studies. These authors support confidential research with adolescents without parental consent when 2 conditions are met: when risk is minimal and when there are “specific circumstances that might contribute to vulnerability” [1]. According to the Society for Adolescent Health and Medicine, confidential or anonymous survey research should be considered low risk in the adolescent population as with adults, specifically since deferring parental consent will avoid biasing results [2]. Requiring parental consent on surveys discussing protected information with adolescents potentially strains the parental relationship [2]. Additionally, breaches could break state laws that almost universally allow adolescents to seek family planning interventions without parental approval. For example, a study that required parental consent to ask adolescents about birth control methods would break legal confidentiality. Waivers of parental consent become logical and legal.

Consequently, researchers and adolescent specialists have urged development of alternative methods and locations for adolescent research, particularly survey research, to protect adolescent confidentiality. To date, these have primarily included school- and community-based studies [2]. To our knowledge, online methods of research, specifically confidential patient portals, have yet to be studied. Adolescent portals have become increasingly popular for direct and confidential doctor-patient communication, especially those that maximize confidentiality and aim to educate adolescents on how to access and advocate for their own health needs [3]. Via a private, well-used online patient portal to adolescents’ needs [4], we aimed to measure if and how adolescents use their patient portal to consider research participation. By anonymously seeking opinions without parental consent, we sought a research mechanism by which we could solicit adolescents’ knowledge and opinions about their health and health care they received, especially if they received a long-acting reversible contraceptive (LARC) whose insertion is protected by state confidentiality and family planning laws.

Methods

Study Population

We received institutional review board approval for this study to recruit young adults and adolescents via a waiver of parental consent. The target population was females aged 14 to 25 years who attended the University of Florida Adolescent Clinic between April 1, 2013, and March 31, 2016. This clinic mostly serves Medicaid recipients (80%) and is diverse, with patients evenly divided between African American and white adolescents and roughly 10% Hispanic adolescents.

Online Patient Portal

In brief, this private adolescent portal was specifically designed for confidential communication between provider and adolescent and does not include parental access unless the adolescent specifically desires it [3,4]. It is widely used in this health care system, with over 60% of adolescents having an activated online portal [3].

Survey Development

We designed 2 similar surveys for implementation that included demographics, the Newest Vital Sign [5], the Single Item Literacy Screener [6], and the Health-Care Self-Determination Theory Questionnaire [7]. For those who had received LARCs in our clinic, we adapted published questions on youth knowledge, experiences, and attitudes about LARC (personal communication with J Peipert, MD, October, 2015) [8,9]. None of the questions required an answer to proceed. We pilot-tested the survey with 16 college students aged 18 to 25 years to ensure the questions were generally understandable. Recommended revisions only changed about 5% of the questions, so we did not perform additional iterations of the evaluation. Both surveys had an 8th grade reading level and would take no longer than 20 minutes to complete.

Identification of Participants

We identified 2 patient populations via the university’s online database. First, a random sample of female patients aged 14 to 25 years who had attended the Adolescent Clinic but never received a LARC was identified and generated by the electronic database (n=150). Second, we requested the census of all female adolescents who had received a LARC from the same clinic (n=107). This second sample was manually cross-checked to verify that these individuals had an office visit for this reason to avoid wrongful survey assignment (all had in fact received a LARC insertion).

Survey Implementation

Using the patient portal, clinic physicians sent automated email messages to potential participants. Once logged in to the portal, adolescents received an invitation and a link to the designated survey and consent form that assured anonymity. Given that adolescents may not check email frequently, we sent 4 reminders between August and October 2016. While the survey was anonymous, all respondents were offered a $5 email gift card for survey completion with each email and in the informed consent document, whereby they provided an email address on a different website. For the secondary aim of examining if
adolescents might use portals for survey research, we tracked the rates of click-through messages read and surveys opened to see how many adolescents accessed and opened messages for participation but did not complete the survey.

**Results**

Table 1 summarizes the similar mean age and usage of possible participants within each group. Only 3 participants fully completed either survey, making it impossible to form inferences about their opinions. However, the process for performing research on adolescents remains possible as evidenced by the number of participants who read at least 1 email message (29/107 [27.1%] of LARC recipients and 39/150 [26.0%] of controls, Table 2). Additionally, of those who opened the messages, almost half of the LARC recipients (10/107, 9.3%) read through the entire survey, while less than half (6/150, 4.0%) did of those who received the survey asking about health and health care preferences.

**Table 1.** Characteristics of potential survey participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Long-acting reversible contraception recipients (n=107)</th>
<th>Age-matched controls without long-acting reversible contraception (n=150)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>107 (100)</td>
<td>150 (100)</td>
</tr>
<tr>
<td>Age, years, mean (range)</td>
<td>19.0 (16-24)</td>
<td>18.6 (14-25)</td>
</tr>
<tr>
<td>Younger than 18 years, n (%)</td>
<td>23 (21.5)</td>
<td>53 (35.3)</td>
</tr>
<tr>
<td>With self-activated online portal, n (%)</td>
<td>89 (83.1)</td>
<td>107 (71.3)</td>
</tr>
<tr>
<td>Age of those with activated online portal, mean</td>
<td>19.0</td>
<td>18.6</td>
</tr>
<tr>
<td>Younger than 18 years with self-activated online portal, n (%)</td>
<td>21 (20.0)</td>
<td>51 (33.7)</td>
</tr>
<tr>
<td>Age of those without self-activated online portal, mean</td>
<td>18.9</td>
<td>18.8</td>
</tr>
<tr>
<td>Younger than 18 years, no self-activated online portal, n (%)</td>
<td>31 (29.4)</td>
<td>60 (40.0)</td>
</tr>
</tbody>
</table>

*a None of these comparisons is statistically significant.

**Table 2.** Online portal activity of potential survey participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Long-acting reversible contraception recipients (n=107)</th>
<th>Age-matched controls without long-acting reversible contraception (n=150)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activated online portal (patient-dependent step), n (%)</td>
<td>89 (83.1)</td>
<td>107 (71.3)</td>
</tr>
<tr>
<td>Number of messages sent, n</td>
<td>525</td>
<td>600</td>
</tr>
<tr>
<td>Number who received up to 4 messages, n (%)</td>
<td>89 (83.1)</td>
<td>104 (97.2)</td>
</tr>
<tr>
<td>Number who read at least 1 message, n (%)</td>
<td>29 (27.1)</td>
<td>39 (26.0)</td>
</tr>
<tr>
<td>Number who logged into the online portal, n (%)</td>
<td>22 (20.5)</td>
<td>27 (18.0)</td>
</tr>
<tr>
<td>Number of days until login after first message sent, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-7 days</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>8-15 days</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>&gt;16 days</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>Number who opened and reviewed survey, n (%)</td>
<td>10 (9.3)</td>
<td>6 (4.0)</td>
</tr>
<tr>
<td>Number who completed the survey, n (%)</td>
<td>2 (1.9)</td>
<td>1 (0.7)</td>
</tr>
</tbody>
</table>

*a None of these comparisons is statistically significant.

**Discussion**

**Principal Findings**

This study demonstrates a first step toward using an adolescent patient portal, originally designed for confidentiality, as a mechanism for promoting survey research directly to adolescents. We are encouraged that so many of the adolescents read the messages sent to them and were at least willing to open the patient portal to access the survey even if we cannot form meaningful conclusions about the adolescent and youth points of view. Click-through rates revealed that approximately a quarter of adolescents did in fact read the message, and almost half of those read the survey; they simply did not want to complete the survey provided. It is possible that completion rates may have been higher if we had used a shorter survey or a topic that the adolescents found more engaging. This study confirms that response rates in adolescents are difficult to predict and are likely to be even lower when covering sensitive topics [10]. While we cannot comment on this population’s health literacy or opinions on LARCs, we can confirm that adolescents responded to email solicitation for patient portal participation, leaving opportunities open for future research. We believe such research will finally bridge the gap between needing to...
understand adolescent opinions and maintaining appropriate confidentiality.

Limitations

There are several limitations that warrant discussion. First, the number of adolescents who have active portal accounts and opened messages in this sample may be higher than the general population due to constant promotion of the adolescent portal in this clinical setting [4]. Future studies would need to take portal activation rates into consideration. Conversely, given the high activation rate in this population, these adolescents may have had concerns that their provider would learn information about them that they did not want them to have. Second, having a larger and more diverse sample may yield meaningful completion rates; we were limited by the number of female youths who had received LARCs. Third, the topic of the survey may not have been engaging enough for the adolescents, and a different survey topic may achieve greater response and completion. Finally, the email solicitation or series of clicks that adolescents had to perform to reach the survey may have been inhibitive. Some electronic health records have internal survey-building capacity or text-based options and should be encouraged as future avenues for research.

Conclusion

Online portals offer an important potential as a medium for adolescent research, but topic selection and methods of engagement need to be refined. The electronic health record system at this health institution will soon begin offering texts from the portal and internal surveys, potentially increasing adolescent response rates. Future research should ask adolescents, through interviews or focus groups, especially those who were identified for participation for this study, what mechanisms and content they prefer when discussing confidential topics and what possible barriers and facilitators they perceive.
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Abstract

Background: Information technology tools such as shared patient-centered, Web-based medication platforms hold promise to support safe medication use by strengthening patient participation, enhancing patients’ knowledge, helping patients to improve self-management of their medications, and improving communication on medications among patients and health care professionals (HCPs). However, the uptake of such platforms remains a challenge also due to inadequate user involvement in the development process. Employing a user-centered design (UCD) approach is therefore critical to ensure that user’ adoption is optimal.

Objective: The purpose of this study was to identify what patients with type 2 diabetes mellitus (T2DM) and their HCPs regard necessary requirements in terms of functionalities and usability of a shared patient-centered, Web-based medication platform for patients with T2DM.

Methods: This qualitative study included focus groups with purposeful samples of patients with T2DM (n=25), general practitioners (n=13), and health care assistants (n=10) recruited from regional health care settings in southwestern Germany. In total, 8 semistructured focus groups were conducted. Sessions were audio- and video-recorded, transcribed verbatim, and subjected to a computer-aided qualitative content analysis.

Results: Appropriate security and access methods, supported data entry, printing, and sending information electronically, and tracking medication history were perceived as the essential functionalities. Although patients wanted automatic interaction checks and safety alerts, HCPs on the contrary were concerned that unspecific alerts confuse patients and lead to nonadherence. Furthermore, HCPs were opposed to patients’ ability to withhold or restrict access to information in the platform. To optimize usability, there was consensus among participants to display information in a structured, chronological format, to provide information in lay language, to use visual aids and customize information content, and align the platform to users’ workflow.

Conclusions: By employing a UCD, this study provides insight into the desired functionalities and usability of patients and HCPs regarding a shared patient-centered, Web-based medication platform, thus increasing the likelihood to achieve a functional and useful system. Substantial and ongoing engagement by all intended user groups is necessary to reconcile differences in requirements of patients and HCPs, especially regarding medication safety alerts and access control. Moreover, effective training of patients and HCPs on medication self-management (support) and optimal use of the tool will be a prerequisite to unfold the platform’s full potential.
medication; self-management; patient portal; patient participation; type 2 diabetes mellitus; focus groups; primary care

Introduction

Medication Self-Management in Type 2 Diabetes

The prevalence of type 2 diabetes mellitus (T2DM) is steadily growing and represents a challenge for health care systems worldwide [1]. The complex nature of T2DM management requires ongoing efforts by the patient in collaboration with health care professionals (HCPs) and informal support networks. Compared with other chronic conditions, T2DM management requires extensive self-management behaviors of patients, such as adhering to often complex medication regimens, lifestyle modifications (eg, diet, physical activity), recognizing and responding to symptoms, and managing acute episodes [2]. Patient education and promoting patients’ self-management has long been recognized as an important strategy in diabetes management [3].

Medication self-management, defined as the various tasks patients must undertake to effectively manage their therapeutic regimen and sustain safe medication use over the long term [4], is a critical skill for patients with T2DM. Considering this definition, taking medications is a complex, multistep task and requires patients filling the prescription, understanding the medication regimen, organizing and correctly taking the medication, monitoring the intake, and then sustaining medication use over time [4]. Research has demonstrated that patients with T2DM often have an inadequate understanding on how to safely take their medications and concerns regarding the appropriateness and safety of their regimen [5,6]. Inadequate understanding can lead to improper use, adverse drug events (ADEs), and suboptimal adherence [7-9]. In fact, suboptimal medication adherence is common among patients with T2DM [10] and is associated with poor health outcomes [11].

Health Information Technology

Health information technology (HIT) that is patient-centered [12], such as Web-based personal health records, creates new opportunities to facilitate patients’ diabetes and medication self-management and enhances patient outcomes [13-15]. The use of these technologies can provide patients access to personal medication information and essential resources to facilitate informed decision making, promote communication between patients and HCPs, and enhance patient engagement and self-management [14,16], particularly in patients with chronic conditions such as T2DM [16,17]. However, despite the potential benefits of HIT, introducing new technology to health care has proven difficult [18] and adoption rates are often low [19]. Factors identified in the literature that inhibit successful HIT implementation include inadequate funding, lack of IT infrastructure, poor leadership, unrealistic timeline, and inadequate end-user engagement and input [18,20]. Hence, research emphasized the need to directly involve intended users in requirement specification, design, and testing to ensure that HIT matches users’ cognitive abilities and needs, and support self-managed care [19].

User Requirements Elicitation

Utilizing a user-centered design (UCD) [21] will enhance closer user participation throughout the entire development process and result in better tailoring to user requirements and needs [22,23]. Likewise, the FITT framework (Fit between Individuals, Task, and Technology) highlighted that successful adoption of a technology depends on the fit between the attributes of the individual user, the task, and the technology [24].

Today, a vast number of mobile apps exist to help manage outpatient medication use for diverse medical conditions. A systematic review [25] found that most apps provided medication reminders and half enabled creating a medication history, list, or log, whereas only few helped patients to organize their regimen and check for drug interactions. Overall, the quality, content, and functionality varied greatly. Common user criticism revealed technical malfunctions, poor compatibility with complex or varying regimes, and absence of desired features. The review concluded that further research is necessary to improve the design, content, and features from a patient perspective [25]. To date, only a few studies [14,26,27] have reported user requirements regarding the design and development of patient-centered HIT to support T2DM patients in self-managing their medications [28]. Requirements reported in these studies included reliable information on medication side effects and interactions, electronic messaging, selectively disclosing information, refill reminder functionality, and a user-friendly format [14,26,27]. Although these studies provide valuable information on user requirements, they have not elicited the views of both user groups: patients and HCPs. In Germany, diabetes care is largely provided in primary care with general practitioners (GPs) and health care assistants (HCAs) playing a key role in coordinating care, pharmaceutical treatment, and patient education. Thus, involving patients as well as GPs and HCAs as collaborative partners will help to identify what functionalities users require to accomplish the medication management tasks. Moreover, previous research has highlighted that HCPs endorsement of HIT is pivotal to increase patients’ participation and sustain use over time [29,30]. E-medication is a primary objective in Germany’s eHealth strategy; however, the development of a national e-medication infrastructure is slow and cumbersome [31].

Therefore, this study employed a UCD to identify necessary requirements in terms of functionalities and usability of a shared patient-centered, Web-based medication platform from the perspective of patients with T2DM and their HCPs (GPs and HCAs). Patients should be able to access, share, manage, and maintain personal medication-related information through this platform, with the intention of enhancing patients’ knowledge and strengthening patients’ active participation, thus helping

them to better self-manage their medications and support safe medication use.

Methods

Research Design

A qualitative study based on focus groups was employed to explore the views of patients with T2DM and HCPs on their requirements of a shared patient-centered, Web-based medication platform [32,33]. Focus groups provide the opportunity for a group of people to explore and clarify their perspectives than would arise in individual interviews, facilitated by social interaction. This qualitative method is thus particularly useful for exploring not only what people think but also how they think and why they think that way [32]. The study was conducted as part of a larger German research project called INFOPAT (Information Technologies for Patient-Centered Health Care, 2012-2016) [34] studying the needs of chronically ill patients and their HCPs to develop tailored information technologies (ie, Web-based medication platform) and a medication communication intervention to facilitate medication self-management, improve medication safety, and patient-provider communication. Recruitment and study procedures have also been described in detail previously [35,36].

Study Participants and Recruitment

Between April and July 2013, participants were purposefully recruited from the Rhine-Neckar region in southwestern Germany. The purposive sampling strategy aimed to achieve variation in patient characteristics, including education, duration of diabetes, and medication regimen to elicit a broad range of experiences and requirements. German or Turkish-speaking adults (largest ethnic minority in Germany) with a T2DM diagnosis who were self-administering prescribed diabetes medications (oral hypoglycemic agents [OHA] only or insulin only or OHA and insulin) were approached personally through 3 channels: local self-help groups, GP practices, and during routine appointments at the Heidelberg University Hospital. There were no restrictions on age, nor was computer or internet experience a prerequisite to take part in the study.

GPs and HCAs with diabetes expertise, and experienced in caring for T2DM patients, were recruited by a letter through a list of cooperating academic teaching and research practices from different geographic locations. The sampling approach aimed to ensure diversity in terms of practice size, urban/rural location, and computerization in practice. All participants gave informed written consent before study enrollment. Ethical approval was granted by the Ethics Committee of the Medical Faculty of Heidelberg University (no S-673/2012). Participants received a compensation of 50 €.

Focus Groups

From May until July 2013, 8 focus groups with a total of 48 individuals, including 25 patients with T2DM, 13 GPs, and 10 HCAs, were conducted. Focus groups were conducted with 6-8 participants per group. Of these 8 groups, 4 groups included only T2DM patients, 3 groups included GPs and HCAs, and 1 group included only GPs. Each session was facilitated in German by an experienced moderator and comoderator (authors GB, CM, or DO) with the assistance of a trained note taker. The meeting with the group of patients of Turkish descent was simultaneously translated into Turkish (due to limited German language proficiency) by a bilingual Turkish project partner who acted as a comoderator. Participants completed a brief sociodemographic questionnaire anonymously in conjunction with the focus group. Semistructured, pilot-tested interview guides alongside a moderator guide were used to guide the discussion. Interview guides were matched on key themes and covered participants’ requirements and needs regarding a shared patient-centered, Web-based medication platform. Topics covered in the focus groups, as they pertain to this paper, included open-ended questions and probes to encourage a broad discussion about participants’ experiences with their medication management, attitudes, and opinions toward using a Web-based shared medication platform and its technological and content requirements (see Multimedia Appendix 1 for sample questions).

At the beginning of each focus group, the moderator briefly presented the general idea of a medication platform by a PowerPoint presentation. Postfocus group debriefings were conducted, and central themes were documented in a research diary. Each focus group lasted between 110 and 130 min, and was audio- and videotaped. Recruitment of new participants ceased when no new themes emerged in the group discussions [37].

Characteristics of Participants

Most patients had complex medication regimens (≥5 different types of medications taken regularly per day, not restricted to diabetes medication) and had on average 3 other chronic conditions. Of 25 patients, 16 (64%) reported having access to a personal computer/laptop and about half stated to use the internet for medication-related information. Almost all HCPs had an internet connection in their practice, and 8 out of 13 GPs (62%) reported to use electronic decision support systems. Tables 1 and 2 present demographic characteristics, computer/internet use, and recruitment of patients with T2DM and HCPs.

Data Analysis

Audio- and video recordings were fully transcribed by trained staff with anonymity of participants completely protected and reviewed by the moderator (GB) for accuracy. The observers’ notes and debriefing notes were synthesized and integrated into the data analysis process. Data were analyzed iteratively using qualitative content analysis to structure material in codes (labels of condensed meaning units), subcategories, and categories (themes) [38-40].
Table 1. Characteristics of patients with type 2 diabetes who participated in the focus groups.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Patient focus groups (N=25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Age (years), mean (SD); range</td>
<td>64 (8.6); 49-77</td>
</tr>
<tr>
<td>Diabetes duration (years), mean (SD); range</td>
<td>13.9 (10.6); 0.8-38</td>
</tr>
<tr>
<td>Number of other chronic conditions, mean (SD); range</td>
<td>3.4 (1.6); 1-7</td>
</tr>
<tr>
<td>First language, n (%)</td>
<td></td>
</tr>
<tr>
<td>German</td>
<td>18 (72)</td>
</tr>
<tr>
<td>Turkish</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Number of different medications taken regularly per daya, n (%)</td>
<td></td>
</tr>
<tr>
<td>1-2 medications</td>
<td>2 (8)</td>
</tr>
<tr>
<td>3-4 medications</td>
<td>6 (24)</td>
</tr>
<tr>
<td>5-6 medications</td>
<td>5 (20)</td>
</tr>
<tr>
<td>≥7 medications</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Diabetes medication, n (%)</td>
<td></td>
</tr>
<tr>
<td>Oral hypoglycemic agents only</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Insulin only</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Oral hypoglycemic agents and insulin</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Education/school years, n (%)</td>
<td></td>
</tr>
<tr>
<td>Secondary school (9 years)</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Secondary modern school (10 years)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Grammar school (13 years)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Computer/laptop at home, n (%)</td>
<td>16 (64)</td>
</tr>
<tr>
<td>Internet use at home, n (%)</td>
<td>14 (52)</td>
</tr>
<tr>
<td>Internet use for medication-related information, n (%)</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Recruitment through, n (%)</td>
<td></td>
</tr>
<tr>
<td>Self-help groups</td>
<td>15 (60)</td>
</tr>
<tr>
<td>Heidelberg University Hospital</td>
<td>6 (24)</td>
</tr>
<tr>
<td>General practitioner practices</td>
<td>4 (16)</td>
</tr>
</tbody>
</table>

*aNot restricted to diabetes medication.*

Development of thematic categories was guided by priori objectives identified in the interview guide while also allowing new themes to emerge from the data [40]. Moreover, 2 researchers (GB, CM) independently read transcripts and notes thoroughly and then coded data to establish subcategories and categories through consensus. At first, transcripts were deductively analyzed by assigning initial categories corresponding to the interview guide. Next, material pertaining to each category was analyzed inductively to refine subcategories. If the data revealed new information not fitting the preliminary coding scheme, categories were developed inductively. Throughout the iterative process of revisiting the data and connecting them with new insights, an initial coding scheme was established [40].

The researchers used Atlas.ti (Version 7.0.80, Scientific Software Development GmbH, Berlin, Germany), a qualitative software package, for organizing and coding the data. Researchers met regularly throughout the study to discuss categories and subcategories until consensus on the final set of categories was reached. By taking into account the number of focus groups reporting specific requirements, prioritization of requirements was possible.
Table 2. Characteristics of participating health care professionals. DMP: disease management program. N/A: not applicable. PC: personal computer.

<table>
<thead>
<tr>
<th>Health care professional characteristics</th>
<th>Professional focus groups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>General practitioners (N=13)</td>
</tr>
<tr>
<td>Gender, (female), n (%)</td>
<td>6 (46.2)</td>
</tr>
<tr>
<td>Age (years), mean (SD); range</td>
<td>54.1 (9.2); 35-64</td>
</tr>
<tr>
<td><strong>Structure of practice, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Solo practice</td>
<td>4 (30.8)</td>
</tr>
<tr>
<td>Group practice</td>
<td>7 (53.8)</td>
</tr>
<tr>
<td>Practice sharing</td>
<td>1 (7.7)</td>
</tr>
<tr>
<td>Ambulatory health center</td>
<td>1 (7.7)</td>
</tr>
<tr>
<td><strong>Location of practice, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>City center</td>
<td>6 (46.2)</td>
</tr>
<tr>
<td>Suburbia</td>
<td>5 (38.5)</td>
</tr>
<tr>
<td>Rural area</td>
<td>2 (15.4)</td>
</tr>
<tr>
<td>Years of work experience, mean (SD); range</td>
<td>24.5 (9.8); 6-40</td>
</tr>
<tr>
<td>Participation in DMP diabetes type 2, n (%)</td>
<td>13 (100)</td>
</tr>
<tr>
<td>Solely electronic documentation, n (%)</td>
<td>6 (46.2)</td>
</tr>
<tr>
<td>Use of electronic decision support systems, n (%)</td>
<td>8 (61.5)</td>
</tr>
<tr>
<td>Internet connection in practice, n (%)</td>
<td>12 (92.3)</td>
</tr>
<tr>
<td>PC with practice software connected to internet, n (%)</td>
<td>9 (69.2)</td>
</tr>
<tr>
<td><strong>Recruitment through, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Academic teaching practices</td>
<td>12 (92.3)</td>
</tr>
<tr>
<td>Research practices</td>
<td>1 (7.7)</td>
</tr>
</tbody>
</table>

Results

User Requirements Regarding Functionalities and Usability of a Shared Patient-Centered, Web-Based Medication Platform

Focus group participants discussed their requirements in terms of functionalities and usability of a shared patient-centered, Web-based medication platform. Categories and illustrative quotes are presented in more detail in the following section. Overall, GPs and HCAs had similar requirements regarding the medication platform as the great majority of codes were mentioned by both groups. Thus, data from GPs and HCAs were pooled together. For publication, the coding scheme and quotations were translated into English by the first author (German-native and fluent speaker of English) and thereafter cross-checked by an English- and German-native speaking coauthor (CM). Unique identifiers are used to protect participants’ anonymity (P, patient; GP, general practitioner; HCA, health care assistant; FG, focus group). To facilitate readability, categories, subcategories, and associated codes are presented in Tables 3 and 4. Moreover, requirements were prioritized (+-++++) based on the number “(1-4)” of patient and HCP focus groups reporting a specific requirement.

Functionalities of the Medication Platform

Participants’ expectations regarding functionalities of the medication platform were divided into 5 subcategories: (1) security, access control, and supported data entry; (2) safety alerts, reminders, and notifications; (3) tracking medication history; (4) support features; and (5) electronic messaging and information sharing (see Table 3 and Multimedia Appendix 2). Although patients and HCPs had mostly similar expectations regarding functionalities, they had controversial views on automatic interaction checks and safety alerts for patients and on patients’ ability to control access to the platform.
Table 3. Required functionalities of the medication platform.

<table>
<thead>
<tr>
<th>Subcategory and code</th>
<th>Patient\textsuperscript{a}</th>
<th>HCP\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Security, access control, and supported data entry</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data security and privacy</td>
<td>++++</td>
<td>++++</td>
</tr>
<tr>
<td>Rapid access in case of emergency</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Patient can customize and restrict access to platform</td>
<td>++ \textsuperscript{c}</td>
<td>++ \textsuperscript{c}</td>
</tr>
<tr>
<td>Physicians and HCPs need full access</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Restrict entering and changing information in platform</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Simple data upload, automatic spell, and plausibility check</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>Interoperability with management software systems</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Safety alerts, reminders, and notifications</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automatic interaction checks and safety alerts, trigger alert messages and visual clues to highlight interactions, risks and contraindications, what to do and specific instructions for safe use</td>
<td>++++ \textsuperscript{c}</td>
<td></td>
</tr>
<tr>
<td>Only high-severity drug-drug interactions, allergy alerts, contraindications, duplicate medications, and what to do (HCP perspective: physician judgment is needed)</td>
<td>++++ \textsuperscript{c}</td>
<td></td>
</tr>
<tr>
<td>Highlight potentially hazardous medications and provide specific precautions</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Signalize new entries and changes made (eg, pop-up, colored)</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>E-reminder to undertake medication reconciliation, counseling, and review of therapy</td>
<td>++</td>
<td></td>
</tr>
<tr>
<td>E-reminders to support medication intake or discontinue intake</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td><strong>Tracking medication history</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complete medication regimen</td>
<td>+++</td>
<td>++++</td>
</tr>
<tr>
<td>Date of prescription, medication change, and update</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Person who entered or changed information</td>
<td>++</td>
<td></td>
</tr>
<tr>
<td>Reason for changes or discontinuing medication</td>
<td>+++</td>
<td>++++</td>
</tr>
<tr>
<td>Occurrence of adverse drug events</td>
<td>+++</td>
<td>++++</td>
</tr>
<tr>
<td>Medication dispensing information from pharmacy</td>
<td>++</td>
<td></td>
</tr>
<tr>
<td>Patients can add specific information (eg, over-the-counter medications, symptoms)</td>
<td>++</td>
<td></td>
</tr>
<tr>
<td><strong>Support features</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search function</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Medication possession calculator</td>
<td>++</td>
<td>+</td>
</tr>
<tr>
<td>Insulin dose calculator</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Medication plan and information can be printed, and send electronically</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Electronic messaging and information sharing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exchange of experiences and information between patients</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Electronic messaging between HCPs</td>
<td>+</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Requirements of patients with type 2 diabetes, prioritized according to the number (1–4) of focus groups reporting requirement.

\textsuperscript{b}Requirements of health care professionals (HCP; general practitioners and health care assistants), prioritized according to the number (1–4) of focus groups reporting requirement.

\textsuperscript{c}Controversial views between patients and health care professionals.
Security, Access Control, and Supported Data Entry

Data security and privacy issues were intensively discussed across all focus groups, and appropriate security and access methods (eg, secure authentication) were fundamental for patients and HCPs to use the platform. Participants stressed the platform would contain sensitive information on diagnoses and medications, which was potentially valuable for third parties (eg, insurance companies, pharmaceutical industry). Hence, several patients and HCPs mentioned concerns to become “gläsern” (transparent, P2-FG3) and monitored by the platform:

“I would not use it if it would be cumbersome to use. That would be the first requirement—the handling. And I would not use it if it had negative effects for the patients or if I would expect more control of my work, when I feel that it is going to be a surveillance tool for my work or when I witness that insurances, border authorities or someone else is interested in these data.” [GP2-FG4]

Accordingly, participants stated they had to decide whether the benefits of using the platform would outweigh the theoretical risks. On the other hand, participants requested an emergency access functionality in the platform to enable physicians’ rapid access to a patients’ current medication list and important patient-related information (eg, allergies, intolerances, risk factors). To be acceptable to them, most patients emphasized they need to be in control of their data and the authorization of different HCPs and significant others to access and add information to their personal account in the platform:

“The access would have to be very restricted and controlled by myself.” [P2-FG1]

Although most participants supported the general idea of a patient-controlled platform, most HCPs did not support patients’ ability to withhold information or restrict access to certain information. HCPs stressed that physicians need to be fully informed about a patient’s regimen to make informed decisions. Furthermore, participants had extensive discussions about who should be able to enter and change information in the platform.

Most HCPs thought it was important to restrict entering and changing information in the platform. For instance, physicians can enter their own prescription but should not be able to change medications prescribed and entered by other HCPs.

Furthermore, HCPs suggested that patients can enter over-the-counter medications (OTCs) and symptoms experienced in the platform but should not be allowed to change or delete a physician’s prescribed medication. Otherwise, HCPs stressed “I can no longer trust my own case” [GP1-FG4] and perceived this would affect their liability as well as the reliability of information in the platform. Likewise, one HCA emphasized:

“The patient should have the possibility to add something [to the platform], but it should be clear that it comes from the patient, yes, so one always knows, he [the patient] has added something. But he [the patient] should not be able to delete anything...” [HCA1-FG2]

Besides, HCPs mentioned concerns about the accuracy of patient-entered data. Although some patients stated they wanted to enter and update information themselves, patients with limited computer experience or skills said they wanted their GP, functioning as a coordinator, to enter or upload prescription information. Others stated they would ask relatives or friends to support them entering information and using the platform.

A fundamental requirement for patients and HCPs was that the platform facilitated easy access, entry, and upload of medication information while maintaining high security standards. For instance, both groups perceived an automated entry of medication information was important for ease of use and a prerequisite for acceptance of the platform.

The HCP groups underlined that patients with T2DM often get prescriptions from different providers, for instance, GP, specialist, or hospital, and buy OTCs directly at the pharmacy. Thus, the platform should interoperate with different...
management software systems and enable an automatic data upload. Many HCPs stressed they would not enter medication information twice, in their own system and in the medication platform:

> The upload from the practice management software should be automatic, that it isn’t more work to open the platform in the practice management software. I think this is very important because when there is an administrative effort, it becomes difficult, but if there are interfaces to the practice management software, then it’s certainly a good thing… [GP1-FG4]

Some patients suggested adding new medications to the platform could be simplified by scanning the medication barcode with their mobile device or a barcode scanner. To illustrate this suggestion, I patient said:

> We have also heard here that we are sometimes simply overwhelmed with our medications…because they either constantly change or something else. Thus, the system should be designed in a way that it is relatively simple for me to put in my medications. And I have to keep it [medication] up to date. I mean if this is too complicated or takes too much effort... it is not up to date. Then it’s of no use... as I said, if I handle the system self-responsible, it must be easy, a medication package has a barcode. Quickly, with the mobile phone the number is scanned. Quickly, the medication is entered. If I have to enter everything each time by hand… that’s just too much. [P5-FG4]

Others emphasized if they entered a medication manually, the platform should feature an automatic spell and plausibility checker and provide an automatic word completion for a quick entry.

**Safety Alerts, Reminders, and Notifications**

Safety alerts, reminders, and automated notifications were well-discussed in all focus groups with differences detected in patients’ and HCPs’ expectations. Most patients perceived they lacked information on potential side effects, long-term effects, and drug interactions of their prescribed medication and voiced concerns regarding the safety of their regimen. Thus, many patients reported to seek risk-related information from a range of sources including their GP, specialist, community pharmacist, local self-help group, friends, as well as Web-based (internet) resources.

Accordingly, patients suggested the platform should provide comprehensive risk-related information and automatically check and highlight interactions (eg, drug-drug, allergy, food) in their regimen.

> I have to take lots of different medications...there [patient information leaflet] you can read about incompatibilities with this and that substance, but I don’t even know at all which substance is in which medication...it would be important, if I have my medications in such a system that it automatically reconciles: “Do these fit together at all?” I mean, I always have to trust my doctor that he knows this, but sometimes I have the feeling: “How does he know all of this?” Because there is so much stuff he has to know. Sometimes I have a bad feeling, whether he really knows that...I have an insecurity with the medications...I often have the feeling it is a calculated risk... [P5-FG4]

Thus, several patients wished real-time safety alerts to pop-up automatically indicating the severity of interactions in their regimen, for instance, by using distinctive color-coding (eg, according to traffic light, red=serious). On the other hand, 2 patients were also averse to receiving information on potential adverse effects, as this may negatively influence their attitude toward a medication.

Likewise, HCPs expressed hesitation about offering an automatic interaction check to patients and mentioned concerns about how patients dealt with this critical information, as in their view, this could increase patient fear, encouraging nonadherence, and numerous discussions. HCPs also noted that interactions in the regimen of chronically ill patients are common, often not avoidable, and needed to be judged by them. Over half of the GPs reported to use electronic decision support systems for prescription writing. Although GPs generally valued drug interaction and allergy alerts during prescribing, they stated to override these frequently due to little clinical significance and extensive numbers of warnings. Nonetheless, HCPs believed that patients need to be informed about the most relevant adverse and long-term effects to monitor their own treatment and know how to reduce potential risks. Thus, HCPs suggested only showing relevant adverse effects, contraindications, duplicate medications, allergy alerts, and high severity drug-drug interactions to patients. At the same time, HCPs, however, also recognized difficulties regarding liability and legal implications when only certain warnings would be displayed in the platform. The following exchange exemplifies this:

> There are warnings; you have to go deaf, this doesn’t help...only the absolute relevant warnings should pop-up... [GP1-FG1]

Response of another participant:

> This is not possible, because it is actuarially all relevant, that’s the problem. [GP3-FG1]

> When with every ACE inhibitor and potassium-sparing diuretic it pops-up every time... we know that, and this doesn’t help. So, it should really only be what is relevant... so that the absolute no-go’s pop-up. [GP1-FG1]

Both groups pointed out that it was necessary to concisely describe the actions to be taken by patients in lay language in the alert to mitigate potential adverse effects and to promptly contact their treating physician.

A few participants also requested that the platform notified users about potentially hazardous medications (eg, anticoagulation) or medications with unclear benefits. In addition, patients and HCPs thought it was necessary to highlight new entries or changes made in the platform automatically, for instance, by using visual clues (eg, pop-up, color):

> That you do not have to check constantly if something has been changed, at what time something has been...
In general, HCPs saw great value of the platform for medication reconciliation and counseling by combining all relevant medication information of a patient in one place. Hence, HCPs were interested in setting up an automated prompt that reminded them periodically to undertake medication reconciliation and counseling. Similarly, some patients wished the platform enabled setting up tailored audible medication-taking prompts that reminded them to take their medications at specific time intervals or, for instance, to discontinue intake before surgery. To enable this feature, patients suggested the platform should be linked to their mobile device.

**Tracking Medication History**

Tracking a patient’s medication history received great attention in the group discussions and was perceived by all participants, especially HCPs, as an essential component of the platform. Participants were enthusiastic about the platforms’ potential to increase the ease of documentation and produce a structured presentation of a patient’s complete medication history (eg, including prescription and nonprescription medication, supplements), thus facilitating information exchange and medication reconciliation across health care sectors and professionals. HCPs underscored current challenges (eg, resource and time constraints, lack of cross-sectorial collaboration, and technical interoperability, drug discount contracts) in reconciling medications of their chronically ill patients, particularly during transitions of care. For the patient groups, capturing their medication history was relevant to see how their condition and treatment developed over time. Several patients described how they kept track of their currently and previously used medications by creating paper-based medication lists where they documented changes (eg, regarding dosage, frequency, and generic substitution) made in their regimen and related these to clinical parameters (eg, glycated hemoglobin):

What is important for me, I always make a note when I changed the dosage or the medication […] that I can enter it [in the platform] and that I know the dosage has been […] that’s a thing I like to check. Has it improved or worsened since the change. I found this was very important and have written it down next to it. [P3-FG1]

Moreover, patients stressed that medication changes are common, often tied to specific problems or therapeutic goals, and without documentation, they would have difficulties keeping track of this information. HCPs underlined often not being fully informed about a patient’s medication regimen as only the patients are in the position to account for their self-medication. Thus, patients should enter OTCs and symptoms experienced in the group discussions and was perceived by all participants, especially during transitions of care. For the patient groups, capturing their medication history was relevant to see how their condition and treatment developed over time. Several patients described how they kept track of their currently and previously used medications by creating paper-based medication lists where they documented changes (eg, regarding dosage, frequency, and generic substitution) made in their regimen and related these to clinical parameters (eg, glycated hemoglobin):

What is important for me, I always make a note when I changed the dosage or the medication […] that I can enter it [in the platform] and that I know the dosage has been […] that’s a thing I like to check. Has it improved or worsened since the change. I found this was very important and have written it down next to it. [P3-FG1]

Furthermore, in participants’ view, medication dispensing information from the pharmacy (eg, date of dispensing, generic substitution, and initials of dispensing pharmacy) entering data as well as the date of each transaction:

I would like to have a medication history, who prescribed and discontinued what, when and why...because often with chronically ill patients there are let's say circular procedures: Medication A, Medication B, Medication C, Medication A and then the question arises: did he not tolerate it? After some time, the patient doesn’t know it anymore and I have to admit sometimes I’m not either…to have a comment field to record the reason for discontinuing the medication, due to intolerance, allergy, medication change, hospital stay, ineffectiveness or so on. [GP2-FG4]

Documentation of possible adverse drug reactions with date of occurrence. That there is somewhere a note, there have been adverse effects. After five years I forgot that one [a patient] on Amlodipin got edemas and I will prescribe it again, then it happens again. There are also more severe adverse effects... [GP2-FG2]

If a medication is changed that the date is recorded when it was changed and what was prescribed instead... [HCA2-FG2]

Support Features

Participants suggested incorporating support features to facilitate retrieval of information in the platform and to help organize daily medication taking. Due to large amounts of data stored in the platform, participants stressed the platform should contain a search function allowing rapid retrieval of information. To support patients’ self-management, many participants wished to be able to print relevant information (eg, medication list, specific directions for use, and administration) as well as to send information electronically. Participants also highlighted they would benefit if the platform offered a feature to calculate medication possession (ie, number of refills remaining) and the amount of insulin units needed to reach a target blood glucose concentration, as the following discussion illustrates:

It would be practical...if the platform would list, when one has to get a refill, so one can plan ahead... [HCA1-FG3]

I have another idea. I have insulin-dependent diabetes and fly to New York...or further [across several time
Electronic Messaging and Information Sharing

The potential of the platform to enable electronic messaging among users was only discussed briefly and revealed controversial aspects among focus group participants. A small number of patients said they would like to share information and personal experiences, for example, with certain medications, adverse effects, or alternative treatment options, with their peers through an integrated anonymous chat or online user forum:

I have recognized it right from the beginning how each of us told about his illnesses and so on. I heard about this and that. Aha! That’s the same with me. There [relating to the platform] it is possible to exchange certain experiences. Surely, I cannot say, […] you have to do this and that. That doesn’t work. But you can get suggestions and maybe you see: others are in the same situation. He has psychological problems with all of that—same with me. I know I am not alone. There are others who have the same problems. This experience by itself is very helpful… [P5-FG4]

Although patients generally saw value in exchanging experiences with their peers, they also voiced concerns regarding reliability and credibility of information exchanged. A few HCPs responded positively to communicate with other HCPs regarding a patient’s medication regime (ie, to resolve discrepancies) through the platform, particularly during transitions of care. However, the majority of HCPs were reluctant to communicate electronically with other providers and, especially not with patients, and feared an increased reluctance to communicate electronically with other providers and, especially not with patients, and feared an increased workload. Furthermore, they emphasized it should not be used for urgent matters as it would be impossible to answer requests in a timely manner:

…I imagine regular consultation hours. I don’t read emails or do chats. I have no time for that during consultation hours; I must say clearly. In our practice, we have even stopped interruptions by telephone except in real emergencies… [GP4-FG3]

Usability of the Medication Platform

Participants’ expectations regarding usability of the medication platform were grouped into 2 subcategories: (1) user interface and (2) user-centered provision of information (see Table 4 and Multimedia Appendix 3). Overall, patients and HCPs expressed similar expectations on the issue of usability.

User Interface

Patient and HCP groups emphasized that medication information should be displayed in a clear and logical manner in a large font size on the platform. For instance, participants suggested listing medications in a chronological order, organizing them according to diagnosis (eg, T2DM, cardiovascular), and categorizing medications in relation to their short-term (eg, an antibiotic) or long-term use (eg, OHA):

The medication platform should be simply structured, there should be the long-term medications, then the on-demand medications or short-term medications, and easily accessible and changeable… [GP3-FG1]

Overall, to support a patient’s self-management, participants highlighted that the platform should be easy to navigate, to enable quick access to relevant medication information, and to observe a patient’s current medication at a glance. After log in, the current medication list should be prominently displayed on the front page, thus enabling a quick overview of a patient’s current medication. Likewise, participants commented it was important that the platform provided sufficient information to make informed decisions but at the same time was not overloaded with information:

However, one should not overload such a system, because otherwise you don’t find anything and have to search… [GP3-FG1]

Consequently, participants requested the platform should enable users to customize information density. For instance, some participants suggested to provide access to detailed information (eg, regarding side effects) via a link on the specific medication. Especially HCPs groups expected the platform to be tailored to suit their practice workflow and to function quickly and reliably.

User-Centered Provision of Information

From the participants’ point of view, a user-centered provision of information in the platform was fundamental for the adoption and successful use by patients and HCPs. Most patients described their difficulties understanding medication information in consultations and in written information leaflets. Accordingly, patients as well as HCPs stressed that information should be evidence-based and provided in “nontechnical jargon” [P6-FG4] in the platform. In addition, the group of Turkish patients remarked it was important that the platform provided access to multilingual information. Both groups thought it would be beneficial to provide a glossary or encyclopedia to support comprehensibility of medical terms and a wiki for answering important and frequently asked questions:

Yes, common misunderstandings, frequently asked questions and common medication intake errors… [HCA4-FG2]

Especially the patient focus groups highlighted they would benefit if visual aids (eg, icons, pictograms, images of medications, daily injection plan) and videos (eg, instruction video) were included in the platform to assist identifying, understanding, and using their medications appropriately:

When it comes to injection technique, a video would be very helpful… [P2-FG1]

HCPs also emphasized to integrate visualization methods into the platform:

It would be great if you click on a medication a video is shown or something else… [GP2-FG2]
Besides, patients’ desired prior instruction and training for using the new system and some requested a toll free hotline and a user guide to aid navigation. Furthermore, patients wished the platform linked them to an expert helpline for personal medication counseling and further self-management support (eg, regional patient support groups).

Discussion

Principal Findings

The qualitative UCD approach enabled a deeper understanding of the requirements of patients with T2DM, GPs, and HCAs regarding functionalities and usability of a shared patient-centered, Web-based medication platform. Identifying key users’ requirements early on is a critical step in the development and implementation of a new system to successfully support medication management and treatment of patients with T2DM and their HCPs.

In patients’ view, a medication platform offers potential to improve their understanding, address their medication-related concerns, and support their medication self-management activities. HCPs, in turn, focused on the platforms’ ability to aid comprehensive medication history taking and reconciliation across health care settings. Appropriate security and access methods, supported data entry, printing and sending information electronically, and tracking medication history were perceived by participants as essential functionalities. Although patients wanted automatic interaction checks and safety alerts, HCPs, on the contrary, were concerned that unspecified alerts confuse patients and lead to nonadherence. Furthermore, HCPs were opposed to patients’ ability to withhold or restrict access to information in the platform. To optimize usability, there was consensus among participants to display information in a structured, chronological format, to provide information in lay language, to use visual aids and customize information content, and align the platform to users’ workflow.

Most participating patients had safety concerns, and prior research suggested that patients most commonly avoid taking their medications due to concerns about adverse effects [5]. To address these concerns, patients desired comprehensive risk-related information, automatic interaction checks, and safety alerts in the platform. Undeniably, patients play a central role in managing medication-related risks, and need to be engaged in self-monitoring to improve medication use [41]. Keeping in mind that patients with T2DM often have complex medication regimens and receive pharmaceutical treatment from different providers, tailored and clinically meaningful safety alerts combined with clear instructions on how to proceed could facilitate early detection and reduce serious complications. On the other hand, some patients may not want or feel capable to use safety-related IT apps. Thus, it will be necessary to customize safety alerts to the specific needs of individual patients, for instance, to allow triggering the interaction check manually (ie, non-interactive) or showing only high severity alerts. To date, however, lack of specificity and low sensitivity of medication alerts in clinical decision support systems is still a problem [42,43]. Comparable with HCPs’ concerns, unmodified medication safety alerts without concurrent

physician interpretation may create confusion and anxiety among patients and thus impede medication-taking. At this point, it is important to emphasize that the medication platform does not replace or substitute for patient-provider consultation but has the potential to complement instructions and self-management support given. Furthermore, the platform offers potential to transmit essential information (eg, access to complete medication regimen, diagnoses) among members of the health care team. This may, for instance, promote stronger physician-pharmacist collaboration to improve medication therapy and safety. Overall, however, HCPs had conflicting views regarding the provision of risk-related information in the platform. Most HCPs held negative attitudes toward safety alerts for patients and also anticipated an increase in their workload. Nevertheless, they perceived patients should be made aware of the most relevant adverse effects. Delbanco and colleagues [44] found that patients who had electronic access to care providers’ notes felt more in control of their care, and reported improved medication adherence and minimal concerns without increasing providers’ workload. Hence, unintended consequences to patients need to be explored further in the user-driven design process to see if the platform and specifically safety alerts are both beneficial and acceptable to patients and HCPs and exceed potential risks [43]. Perhaps patients may have a more sensible approach to safety alerts than HCPs fear.

Patients’ ability to control and restrict access to medication-related information or change physicians prescribed medication evoked great concerns (ie, medicolegal liability) among HCPs and was perceived to threaten physicians control and the quality of care. Thus, patients’ desired ownership over the platform seems to clash with the predominant approach held by HCPs. Similar to previous research [45], physicians were concerned to make suboptimal decisions about a patient’s treatment due to incomplete or inaccurate information. In contrast, Haverhals et al [26] also concluded that health apps should provide patients the ability to selectively disclose information (eg, alternative medications) to different HCPs. Further research and ongoing involvement of intended users is therefore necessary to elaborate how to place control of the medication platform in the hands of patients while accounting for HCPs’ needs. Moreover, introducing such a patient-held information system challenges current structures and requires a shift in patients’ and HCPs’ roles and responsibilities.

One of the greatest concerns among patients and HCPs were privacy and security issues, which seems more prominent in Germany than in many other countries, and thus delay a national e-medications initiative [31]. Security and privacy concerns, however, have also been identified previously as a potentially large barrier to personal health record use [16,46]. Further investigation of privacy, security, and legal concerns is needed to better understand what prompts these concerns by patients and HCPs and to ensure that users’ concerns are adequately addressed. Moreover, ways of granting secure and effective emergency access to the medication platform need to be explored in the iterative development process.

Participants were enthusiastic about the platforms’ potential to collect and store a patient’s complete medication history in a structured format by engaging both patients and HCPs. Indeed,
medication errors are common in primary care and there is a need for better monitoring, patient education, and improved communication between patients and their HCPs [8,47]. Although participants positively viewed patients’ ability to contribute their self-medication and symptoms (eg, ADEs, intolerances) to the platform, some HCPs also mentioned concerns regarding reliability and accuracy of patient-entered data. Tang and colleagues [16] emphasized that the reliability of data entered by patients depends on the nature of information per se, the patient’s literacy level, and the motivations for recording the data. Providing data entry functionalities in the platform, for example, scanning the medication barcodes with a mobile device and integrating a plausibility checker, may help to improve information accuracy. Moreover, effective training of patients and HCPs will be a prerequisite to unfold the platform’s full potential. Overall, facilitating patient engagement in medication history collection seems a promising approach to improve medication reconciliation, patient-provider communication, and thus patient safety [48].

Although the platform may offer new ways to mediate communication among patients and HCPs, this function received only little attention in the focus group discussions and was subject to concerns. Although patient medication reviews have also been identified previously as a valuable complementary source of information for patients [49], the reliability of this information has likewise been questioned [50]. Nevertheless, patient online communities have been suggested to facilitate patients’ comprehension, informed decision making, and medication self-management [51]. Despite evidence that patients increasingly desire Web-based patient-provider communication [52], patients in this study did not request Web-based messaging with their HCPs. Maybe patients did not expect it to be an effective way to communicate with their HCPs about their medications or generally lacked ideas how the platform could facilitate patient-provider communication. Likewise, HCPs were reluctant to communicate electronically with patients, although a few HCPs saw potential for medication reconciliation through secure messaging with other HCPs.

Patients and HCPs had similar expectations regarding usability of the medication platform. For both groups, it was essential that the platform structured information chronologically in an intuitive, user-centered format (eg, customizable content in lay and multilingual language) on 1 screen and aligns to users’ workflow. As also proposed earlier [16,30], special attention needs to be paid to health literacy issues when developing such a platform. Visual aids, pictograms, and customized videos requested by participants can enhance patients’ understanding of how they should take their medications [53,54]. However, there are additional skills in terms of accessing and effectively using HIT, subsumed as eHealth literacy, that are required to fully engage with eHealth resources [55]. To date, patients and HCPs have not been trained sufficiently in the optimal use and implementation of HIT in medication management [56]. It is therefore vital that all essential aspects of using and implementing the medication platform should be included in the training, telephone, and on-site support [57]. Moreover, prior education of patients and HCPs on medication self-management (support) is vital to equip users with the essential skills and thus have implications for realizing the potential benefits of the platform. Further developments of the platform should also explore and incorporate features (eg, electronic diary, self-monitoring tools, nutrition module) that help patients to adopt and maintain a healthy lifestyle [2].

Strengths and Limitations
A strength of this qualitative study is that the in-depth perspectives of patients with T2DM who were diverse in age, duration of diabetes, and on a variety of medication regimes and their primary HCPs, including GPs and HCAs, were collected. By applying the principles of UCD, intended users have been involved early in the design and development process of the medication platform and thus increase the likelihood to achieve a functional and useful system. Although participants were purposefully selected and recruited from different health care settings, they may not be generalizable to the diabetes patient population or HCPs overall. As participants “opted in” to the focus groups, they may have greater interest in medication management and HIT, and may represent the perspectives of “early adopters,” although computer experience differed among participants. Although this provides valuable insights on the needs of early adopters of HIT, we do not know the perspectives of potential participants who chose not to participate. Moreover, this study did not specifically focus on low-literate patients, their caregivers, or other HCP groups. Incorporating their perspectives may have generated a more extensive requirements elicitation. Despite the limitations, this study enables a comprehensive description of patients’ and primary HCPs’ requirements regarding a shared patient-centered, Web-based medication platform and will ultimately help to design the platform according to these needs.

Conclusions
The need to explore new approaches to facilitate medication management and treatment across health care sectors is an important issue that becomes increasingly important with the number of patients with T2DM. Given that patients are in control of their daily diabetes care [58] and the central users of the prospective system, their requirements need to be taken into account. This must, however, always be regarded in relation to the respective health literacy of each patient. No “one-size-fits-all” solution seems to be possible. The platform will be needed to be tailored to patients’ needs and capabilities. Furthermore, reconciling differences in requirements of patients and HCPs, especially regarding medication safety alerts and access control, will necessitate substantial engagement by all intended user groups in the ongoing development process. Balancing patients and HCP’s preferences is a prerequisite to empower patients and improve medication management and safety, while encouraging HCPs to use the platform. Once the prototype is developed, its evaluation will show how patients and HCPs evaluate and use the system, showing if the system has a good FITT and promotes the intended health outcomes.
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Abstract

Background: The Structured Clinical Interview for DSM (SCID) is considered the gold standard assessment for accurate, reliable psychiatric diagnoses; however, because of its length, complexity, and training required, the SCID is rarely used outside of research.

Objective: This paper aims to describe the development and initial validation of a Web-based, self-report screening instrument (the Screening Assessment for Guiding Evaluation-Self-Report, SAGE-SR) based on the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) and the SCID-5-Clinician Version (CV) intended to make accurate, broad-based behavioral health diagnostic screening more accessible within clinical care.

Methods: First, study staff drafted approximately 1200 self-report items representing individual granular symptoms in the diagnostic criteria for the 8 primary SCID-CV modules. An expert panel iteratively reviewed, critiqued, and revised items. The resulting items were iteratively administered and revised through 3 rounds of cognitive interviewing with community mental health center participants. In the first 2 rounds, the SCID was also administered to participants to directly compare their Likert self-report and SCID responses. A second expert panel evaluated the final pool of items from cognitive interviewing and criteria in the DSM-5 to construct the SAGE-SR, a computerized adaptive instrument that uses branching logic from a screener section to administer appropriate follow-up questions to refine the differential diagnoses. The SAGE-SR was administered to healthy controls and outpatient mental health clinic clients to assess test duration and test-retest reliability. Cutoff scores for screening into follow-up diagnostic sections and criteria for inclusion of diagnoses in the differential diagnosis were evaluated.

Results: The expert panel reduced the initial 1200 test items to 664 items that panel members agreed collectively represented the SCID items from the 8 targeted modules and DSM criteria for the covered diagnoses. These 664 items were iteratively submitted to 3 rounds of cognitive interviewing with 50 community mental health center participants; the expert panel reviewed session summaries and agreed on a final set of 661 clear and concise self-report items representing the desired criteria in the DSM-5. The SAGE-SR constructed from this item pool took an average of 14 min to complete in a nonclinical sample versus 24 min in a clinical sample. Responses to individual items can be combined to generate DSM criteria endorsements and differential diagnoses, as well as provide indices of individual symptom severity. Preliminary measures of test-retest reliability in a small, nonclinical sample were promising, with good to excellent reliability for screener items in 11 of 13 diagnostic screening modules.
diagnostic practices, routine clinical practice continues to rely perhaps primarily because of the need for time-efficient reliability (ICC=.50) and other substance use endorsed too infrequently for analysis.

Conclusions: The SAGE-SR is a computerized adaptive self-report instrument designed to provide rigorous differential diagnostic information to clinicians.

(J Med Internet Res 2018;20(3):e108) doi:10.2196/jmir.9428

KEYWORDS
mental health; differential diagnosis; surveys and questionnaires; self-report; primary health care; computer-assisted diagnosis

Introduction
The Structured Clinical Interview for DSM-5 (SCID-5) is currently accepted as the gold standard in psychiatric diagnosis and is regularly used in research settings where the accurate diagnosis of primary and comorbid disorders is required for the appropriate determination of study eligibility and assignment to a research condition [1-3]. The SCID is also frequently used as the standard against which other diagnostic instruments are validated (eg, [4-8]). The structured format of the SCID with its direct adherence to Diagnostic and Statistical Manual of Mental Disorders (DSM) criteria accounts for its strong test-retest and inter-rater reliability for most diagnoses [1,2,3,9]. Overall, the full SCID-5-Research Version (RV) covers 63 diagnoses, takes an average of 90 min to administer, and requires considerable clinician training [2,10]. The Clinician Version (CV) of the SCID for DSM-5 (SCID-5-CV), released in 2014, consists of 10 modules that cover 39 of the most common diagnoses seen in clinical practice and allows screening for an additional 16 diagnoses [1]. Although it is easy to select individual SCID modules for administration, more complex customizations of items and diagnoses within modules can be difficult to implement.

To streamline use of the SCID in research and to make it more accessible for use in clinical settings, clinician-administered, Web-based versions of the SCID instruments were developed including the NetSCID-5-Clinician Version (NetSCID-5-CV), which covers the same disorders as the SCID-5-CV paper version; the NetSCID-5-Research Version (NetSCID-5-RV), which covers the same diagnostic modules of the paper version of the SCID-5-RV; and the NetSCID-5-Personality Disorder (PD) Version, which covers the 10 DSM-5 PDs across Clusters A, B, and C, as well as other specified PD [11]. In a validation study versus the paper version of the SCID-IV-RV, an earlier version of the NetSCID-RV demonstrated fewer data entry and branching errors than the paper version, was preferred by clinicians over the paper version, and was easier to administer [11]. In addition, anecdotal reports from clinicians indicate that NetSCID administration requires 30% less time than the corresponding paper SCID [11]. However, despite its advantages over the paper version of the SCID, the clinician NetSCID administration still requires significant clinician time and training, which may pose too large a burden for routine clinical care settings [12] and in epidemiological studies evaluating large numbers of participants where clinician-based interviewing becomes logistically prohibitive.

Perhaps primarily because of the need for time-efficient diagnostic practices, routine clinical practice continues to rely predominantly on unstructured clinical interviews [13], despite mounting evidence that doing so often results in missed comorbidities [14-16], missed diagnoses [17], and less-specific diagnoses (eg, adjustment disorders vs more specific mood or anxiety disorders) [15]. Some researchers suggest that clinicians who do not use structured interviews may sometimes narrow their diagnostic focus too quickly, thereby missing comorbid diagnoses, whereas structured interviews ensure clinicians assess a broader range of clinical diagnoses [3]. Research has shown that accurate diagnosis has implications for clients’ engagement in treatment and treatment outcomes [18], possibly linked to the role accurate diagnosis plays in the appropriate selection of evidence-based treatments [19]. The need for time-efficient and rigorous diagnostic practices is probably highest in primary care, where behavioral health problems are common presenting complaints and clinicians are under the highest pressure to assess and treat patients in a time-efficient manner [20].

Given the tension between the need for accurate diagnosis and the limited resource of clinician time in routine clinical practice, especially in primary care, one proposed solution is for patients to take a self-administered diagnostic screening questionnaire before their intake interview with a clinician. Results of this self-report screening measure could focus the clinician’s diagnostic expertise on a differential diagnosis during the face-to-face client interview [10,12,21], as well as satisfy the current mandate by the Affordable Care Act to routinely screen patients in primary care for depression and alcohol abuse [20]. To ensure that clinicians do not miss potential comorbidities, such screening questionnaires should be broad-based and cover a wide range of diagnoses frequently seen in clinical practice. Most currently available broad-based diagnostic screening measures either require a clinician or other trained interviewer to administer them (eg, Mini International Neuropsychiatric Interview–Clinician Rated, MINI-CR [7]; World Health Organization World Mental Health Composite International Diagnostic Interview, WHO WMH-CIDI [6,22]) or are only available with paper and pencil administration and scoring or do not correspond directly to DSM-5 criteria (eg, Clinical Interview Schedule–Revised [23-25]; Mini International Neuropsychiatric Interview–Patient Rated, MINI-PR [7]; the Psychiatric Diagnostic Screening Questionnaire [8]; Primary Care Evaluation of Mental Disorders [26]). The goal of this study was to develop a computerized adaptive self-report assessment based on the SCID and DSM-5 criteria [27] complete with self-scoring and instantaneous report generation of a rigorous differential diagnosis for clinicians. Ideally, these reports would be immediately accessible through the client’s electronic health record. As with the NetSCID [11],

the resulting assessment would be a HIPAA-compliant, Web-based software program that patients could complete at a mental health clinic or a primary care clinic using a desktop computer, laptop, tablet, or smartphone. Reports would enable clinicians to initiate a more focused routine diagnostic interview based on considerable background knowledge of the patient’s symptoms.

**Methods**

**Stage I: Self-Report Item Pool Development**

As a first step, we authored a set of approximately 1200 unique self-report items that mirrored the questions in the SCID for DSM-IV and corresponded with criteria outlined in the DSM-IV-TR. In anticipation of the release of DSM-5, we also developed items intended to represent the few anticipated changes to diagnostic criteria occurring between DSM-IV and DSM-5 (prospective changes were made available online before the DSM-5’s publication date). TeleSage staff developed these items using a rigorous methodology first developed and successfully implemented in our previous instrument development work [28]. Self-report items were drafted for 13 diagnostic categories judged to be the most commonly encountered in clinical practice by the developers of the SCID-CV [1]: (1) depressive disorders, (2) manic and hypomanic disorders, (3) generalized anxiety disorder (GAD), (4) panic disorder, (5) agoraphobia, (6) social anxiety disorder, (7) obsessive-compulsive disorder (OCD), (8) posttraumatic stress disorder (PTSD), (9) adult attention-deficit/hyperactivity disorder (ADHD), (10) psychotic disorders, (11) alcohol use disorder, (12) cannabis use disorder, and (13) other substance use disorders. Whenever the DSM included differing symptoms for “adolescents,” that wording was included as well to maximize the utility and flexibility of the resulting instrument.

During the item development process, staff members strove to keep items very simple by developing items that omitted lead phrases; omitted contingencies; included only a single concept; omitted idiomatic language; adhered to a 5-point Likert scale (never, rarely, sometimes, often, and always) wherever possible; used simple English language words; simple syntax, so as not to exceed a fifth grade reading level; and a consistent timeframe, where applicable, depending on the DSM-specified timeframe. These strategies were aimed at producing items that were easy to read, easy to understand, could be understood by non-native English speakers, and were amenable to direct translation into other languages. For SCID questions that were not straightforward (eg, questions that had multiple components), several simple self-report items were created. For example, to represent depression criteria 1A “In the last month, has there been a time when you were feeling hopeless, depressed, or down most of the day nearly every day,” 5 items were drafted: (1) I felt sad; (2) I felt depressed; (3) I felt irritable; (4) I felt hopeless; and a fifth item relating to “most of the day nearly every day.” We did not use the term “down” as it is idiomatic. We did create an item for hopelessness as it is in the DSM-5, although it is absent in DSM-IV-TR. We also created an item for irritability as it is a criterion for youth.

Given that we intended to develop readily understandable, clear expressions of clinical symptoms in simple language, we acknowledge that the content of some of our items may overlap with other existing measures. Indeed, 3 of the 5 items just referenced to represent DSM-5 depression criteria 1A are also present in the Patient-Reported Outcomes Measurement Information System (PROMIS) [29] item bank for depression. In developing their emotional distress items (within the domains of depression, anger, and anxiety), the PROMIS researchers, using an item response theory process, identified 78 different depression scales in the literature and found considerable overlap in the items covered [30]. In discussing the intellectual property rights regarding such items, these researchers noted that this overlap likely existed because the items “reflected generic aspects of emotional distress and the everyday language in which it is described” and thus “regarded them as part of the public domain because they reflected common-sense ideas about emotional distress” [30]. Our consultations with 2 lawyers specializing in intellectual property issues also supported the perspective that this is the case for simply worded individual items and small groups of items.

The completed item pool was iteratively reviewed by a panel of 7 experts, including Michael First, MD, the primary author of the SCID, 2 other psychiatrists, and 4 psychologists with combined expertise in community mental health, SCID items and administration, and mental health item development. Items were presented in tables populated with the original wording of the DSM criteria, the corresponding SCID item wording, and the proposed self-report items. The expert panel rated the clarity (1=unclear, 2=needs revision, and 3=clear) and correspondence with DSM-defined criteria (1=does not sufficiently correspond to DSM criteria, 2=needs to be rewritten to fully correspond to DSM criteria, and 3=directly and fully corresponds to DSM criteria) of each self-report item. Panel members also identified any missing concepts, offered suggestions for item rewrites, and discussed revised items by email and phone until consensus was reached on a final pool of items.

**Stage II: Cognitive Interviewing**

The self-report item pool was divided into 2, with 6 to 7 diagnostic categories (approximately 4 SCID modules) in each half. After engaging in an institutional review board (IRB)-approved informed consent process, participants were given the half of the item pool that corresponded with their individual chart diagnosis. Both halves were then tested and revised over 3 rounds of cognitive interviewing (CI). After each round of CI, session summaries were analyzed by TeleSage staff. All items that posed difficulty for 20% or more of the participants were either omitted or rewritten for the next round of CI.

CI is a scientific technique that uses verbal probes and verbal think alouds to determine the perceived meaning of survey questions [31]. For this study, the cognitive interviewer presented each participant with a block of self-report items that corresponded to a single diagnostic category at a time. Item sets pertaining to each diagnostic category were presented in a balanced, randomized order to control for order effects and ensure that majority of the questions were completed.

After an item aloud, participants marked their responses to the items. In addition, participants were instructed to circle any item they perceived as unclear or confusing as they completed the self-report assessment. Participants were also encouraged to think aloud while they answered each item. After participants completed the self-report items, the cognitive interviewer asked follow-up questions to further assess the reason the participant found each circled item unclear or confusing, while also confirming that the participant understood the meaning and intent of items that were not circled. For example, the cognitive interviewer would point out specific words in the question and ask for the meaning of that word (eg, “Can you tell me what irritable means to you?”) or ask, for example, behaviors (eg, “You indicated that you “often” feel sad. Can you give me some examples of how you have felt sad in the past two weeks?”). This process continued until the interviewer probed all items. Interviews were recorded on a digital recorder, and the cognitive interviewer took objective, not interpretive, notes during the session pertaining to the participant’s responses as well. After the interview, the cognitive interviewer listened to the audio file as needed and converted the notes from the session into a summary indicating items that were particularly difficult for the participant to answer or caused confusion, and items for which the participant’s interpretation did not reflect the item’s intent. By having participants describe all their thoughts out loud as they work their way through questions, it is possible to identify many of the potential problems that could affect a patient’s response in unintended ways. Using CI to hone questions should improve the likelihood that individual items will ultimately have good psychometric characteristics during quantitative validation.

Each of the 3 rounds of CI was conducted with unique participants who engaged in an individual interview; no participant was interviewed twice. Participants in the first 2 rounds of CI were also given a clinician-administered SCID. This SCID contained the same modules (diagnostic categories) that the participants completed in the self-report item pool and included the participant’s specific chart diagnosis. To account for any learning effect, participants were randomized so that half of the participants took the SCID first and half completed the self-report items and CI first.

**Stage III: Screening Assessment for Guiding Evaluation-Self-Report Instrument Construction and Initial Validation**

An expert panel convened for this next stage to convert the self-report item pool into the computerized adaptive Screening Assessment for Guiding Evaluation-Self-Report (SAGE-SR). The panel included 2 psychiatrists, 2 clinical psychologists, 1 physician, TeleSage staff members with backgrounds in psychology as well as expertise in mental health item development and SCID administration, and TeleSage staff computer programmers with expertise in computer-adaptive instrument development. To construct an easily understood instrument that could be administered in a time-efficient manner, the SAGE-SR was constructed to have an initial 65-question screener which covered the same 13 diagnostic categories for which items were drafted in stage I. Respondents would need to endorse screener items at a sufficient threshold (set by the expert panel) within each diagnosis to “screen in” and branch to the remaining self-report items necessary to determine if respondents meet criteria for that diagnosis to be included in the final differential diagnosis. Possible diagnoses that could be returned in this differential diagnosis are presented in Table 1, along with the corresponding representation of diagnoses in the SCID-5-CV.

The expert panel examined the newly released DSM-5 criteria for each of the diagnoses covered by the self-report items to determine the most appropriate items for inclusion on the screener using clinical judgment for best fit and criteria that were “essential” or central to each diagnosis. For example, to meet DSM-5 criteria for major depressive disorder, 5 or more of a series of 9 symptoms must be present during the same 2-week period and represent a change from previous functioning [27]; however, 1 of these 5 symptoms must be either depressed mood or loss of interest or pleasure. Thus, the expert panel selected 3 self-report items for the screener to represent depressed mood (“I felt sad,” “I felt depressed,” and “I felt hopeless”) and 3 self-report items for the screener to represent loss of interest or pleasure (“I enjoyed life”—reverse coded, “I had difficulty enjoying things that I used to enjoy,” and “I was interested in my usual activities”—reverse coded). If a respondent met the threshold set by the expert panel on these screener items, the adaptive SAGE-SR would present the remaining depressive disorder items after the respondent completed the screener to determine if the respondent endorsed sufficient criteria for any depressive disorder to be considered for differential diagnosis. The expert panel also set the thresholds for determining whether respondents had endorsed sufficient criteria between the screener and follow-up questions for diagnoses to be reported for clinician consideration for differential diagnosis.

Once the initial instrument was constructed and programmed for Web-based administration (via personal computer, tablet, or smartphone), TeleSage staff members piloted and tested the Web-based administration of the SAGE-SR to identify any programming glitches. Following this process, healthy participants were recruited to take the SAGE-SR for the purpose of measuring administration time, assessing the appropriateness of the thresholds for screening and differential diagnosis set by the expert panel, identifying any remaining areas of confusion regarding item administration, and for preliminary quantitative validation. A subset of these participants returned for a second session within 1 week for the purpose of assessing test-retest reliability and how consistently participants screened into follow-up sections and received diagnoses for differential diagnostic consideration. All participants underwent a full informed consent process before engaging in any study procedures; all study and consent procedures were IRB-approved before the commencement of participant enrollment.
<table>
<thead>
<tr>
<th>DSM-5(^a) diagnostic category</th>
<th>SAGE-SR(^b) diagnoses or episodes covered</th>
<th>SCID-5-CV(^c) diagnoses or episodes covered(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mood disorders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major depressive episode</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Manic episode</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hypomanic episode</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Persistent depressive disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other specified depressive disorder</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bipolar I disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bipolar II disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other specified bipolar disorder</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anxiety disorders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Agoraphobia</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Social anxiety disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other specified anxiety disorder</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety disorder due to another medical condition</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Substance/medication-induced anxiety disorder</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Obsessive-compulsive and related disorders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obsessive-compulsive disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Obsessive-compulsive and related disorder due to another medical condition</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Substance/medication-induced obsessive-compulsive and related disorder</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Trauma- and stressor-related disorders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Neurodevelopmental disorders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Psychotic disorders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Schizophrreniform disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Schizoaffective disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Delusional disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Brief psychotic disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other specified psychotic disorder</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychotic disorder due to another medical condition</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Substance/medication-induced psychotic disorder</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Substance-related and addictive disorders</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cannabis use disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Inhalant use disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other hallucinogen use disorder</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Results

Stage I: Item Development

The expert panel iteratively rated, discussed, and rewrote items until each item scored on average 2.5 or higher for clarity and correspondence with its respective DSM symptom. A consensus was reached on a final pool of 664 items that expert panel members agreed were clear, easy to understand, and collectively represented the items from 8 SCID-IV-CV modules, thus covering the DSM-IV-TR criteria for each of 13 diagnostic categories (see Table 1 for diagnostic coverage).

Stage II: Cognitive Interviewing

A total of 50 adult community mental health outpatients, including individuals with severe and persistent mental illness, were recruited from 2 locations at Centerstone, a private nonprofit mental health organization, in Nashville, TN, and in Bloomington, IN. Participants were recruited to ensure that they (according to their chart diagnoses) represented all 13 diagnostic categories in the self-report items (or 8 SCID-5-CV modules); participants ranged in age from 18 to 68 years (mean 39.9) and were 60% female (30/50), 86% white (43/50), 12% African American (6/50), and 2% Native American (1/50).

For the first round of CI, a total of 18 participants responded to approximately half of the final item pool of 664 items. Thus, each self-report item was tested in 9 cognitive interviews in the first round. After each interview, a staff member reviewed the recording of the interview and the cognitive interviewer’s notes from the session singling out the following: (1) items that were understood by everyone and (2) items that were difficult for some participants to answer or which were not interpreted as expected. Overall, by the end of the first round of testing, of the original 664 items, 157 items tested very well, 2 items were omitted, 1 item was split into 2 items, and small modifications were made to many additional items to increase clarity. Sample revised items are presented in Table 2, sample omitted items in Table 3, and sample retained items are presented in Table 4.

For the second round of CI, the 157 items that worked well in the first round were added back to the item pool to reassess the entire item pool. In addition, 10 CI sessions were conducted, each on half of the modules as before, so that each item received an additional 5 cognitive interviews. There were virtually no misunderstandings in this third round; less than 1% of items were described as confusing by any participant, and there was only 1 instance in which 2 people misunderstood the same item (this item had a content duplicate and was omitted).
On conclusion of all 3 rounds of cognitive interviews, the expert panel reviewed the session summaries and agreed on a final set of 661 items that they judged to be clear, concise, and that covered all 13 diagnostic categories. In general, the expert panel erred in keeping items that did well in CI, even if this made for some redundancy as expert panel members knew that the quantitative analysis would enable identification of the most predictive items and allow for future reduction of the item pool.

In the first and second rounds of CI, all 40 participants were also given a clinician-administered SCID. This SCID contained the same modules (and diagnostic categories) that the participants completed in the self-report item pool that included their specific chart diagnosis. The responses to all self-report items were compared with the same participant’s responses to the corresponding SCID item(s) to see whether the self-report items would predict the SCID response for the same item or symptom in a real-life application. In all the cases tested, we found that we could identify 1 or more self-report items that predicted each SCID item endorsement. More specifically, where participants selected 4 “often” or 5 “always” on the SAGE-SR (or in negatively scored items, a 1 “never” or 2 “rarely” on the Likert scale), the clinician independently endorsed the associated SCID item on the clinician-administered SCID.

Stage III: Screening Assessment for Guiding Evaluation-Self-Report Instrument Construction and Initial Validation

Eighty-four participants who denied having sought treatment or received medication for a mental illness in the past two years were recruited in Chapel Hill, NC. To recruit participants, study staff passed out flyers describing the study near the campus of a large university and made calls to campus service.

Table 2. Examples of items revised during cognitive interviewing based on: participant think aloud and interviewer probing.

<table>
<thead>
<tr>
<th>Sample revised items (with intended diagnostic domain)</th>
<th>Reason for revision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original item: I felt anxious. Revised item: I had anxiety. <em>(Anxiety)</em></td>
<td>Participants, particularly those in the South, sometimes defined anxious in the context of “I felt anxious” as excited or eager (eg, “I was anxious to go to the fair”). The noun form, however, did not have the same additional connotation; therefore, the item was revised to use the noun form of anxiety.</td>
</tr>
<tr>
<td>Original item: I thought I might be God’s personal messenger on Earth. Revised Item: I am the only person who can do God's work on Earth. <em>(Psychotic disorders-religious delusions)</em></td>
<td>The original item produced a high base rate of endorsement among devoutly religious participants. The revised item is distinct from the notion that all people are God’s children or messengers.</td>
</tr>
<tr>
<td>Original instructions: Now I’m going to ask you about things you thought you might have seen while you were fully awake and it was light. Revised instructions: Now I’m going to ask you about things you might have seen while you were fully awake and there was enough light to see clearly. <em>(Psychotic disorders-visual hallucinations)</em></td>
<td>Participant thinks aloud and interviewer probing responses indicated high endorsement because of the appearance of shadows due to dim light. The revised instructions clarify that visual hallucinations were present when enough light was present to see clearly (ie, eliminate shadows).</td>
</tr>
</tbody>
</table>

Table 3. Examples of items omitted during cognitive interviewing based on: participant think aloud and interviewer probing.

<table>
<thead>
<tr>
<th>Sample omitted items (with intended diagnostic domain)</th>
<th>Reason for omission</th>
</tr>
</thead>
<tbody>
<tr>
<td>I felt the presence of evil around me. <em>(Psychotic disorders—religious or persecutory delusion)</em></td>
<td>Responses from participant think aloud and interviewer probing indicated that participants interpreted the item as meaning there were “bad people” (a bad element) around them, which led to a higher base rate of endorsement than was expected.</td>
</tr>
<tr>
<td>People said I did not show emotions. <em>(Psychotic disorders-affective flattening)</em></td>
<td>Participants stated that people did not say this.</td>
</tr>
</tbody>
</table>

Table 4. Examples of items revised during cognitive interviewing based on: participant think aloud and interviewer probing.

<table>
<thead>
<tr>
<th>Sample retained items (with intended diagnostic domain)</th>
<th>Reason for retaining item</th>
</tr>
</thead>
<tbody>
<tr>
<td>I felt sad. <em>(Depression)</em></td>
<td>Easily understood in early rounds of cognitive interviewing.</td>
</tr>
<tr>
<td>I had difficulty sitting still. <em>(Adult ADHD)</em></td>
<td>Easily understood in early rounds of cognitive interviewing.</td>
</tr>
<tr>
<td>I thought I deserved to be punished. <em>(Psychotic disorders—persecutory delusion or guilt)</em></td>
<td>Easily understood in early rounds of cognitive interviewing and central to persecutory delusions.</td>
</tr>
<tr>
<td>I felt like my thoughts were being controlled against my will. <em>(Psychotic disorders—delusions of control)</em></td>
<td>Easily understood in early rounds of cognitive interviewing and central to delusions of control.</td>
</tr>
</tbody>
</table>

ADHD: attention deficit hyperactivity disorder.

organizations to describe the study; some participants were recruited directly by study staff through these efforts and others called in to schedule appointments when they learned about the study secondhand as a result of these recruitment strategies. The resulting sample ranged in age from 18 to 34 (mean 20.2) years, was 74% female (62/84), 5% African American (4/84), 14% Asian (12/84), 7% Hispanic (6/84), and 68% white (57/84). An additional 5% of participants reported being of more than one race (4/84), and 1 participant declined to provide race information (1% or 1/84). All participants were asked to take the SAGE-SR using a tablet or laptop. A total of 42 participants returned within 7 days (mean 5.24 days) to take the SAGE-SR a second time. The 65-item screener covering 13 domains took an average of 7.3 min to administer to this nonclinical sample, with a standard deviation of 2.4 min. When the follow-up items were taken into consideration, the participants took an average 14 min to take the full SAGE-SR, with a standard deviation of 6.8 min. The Tennessee-based clinical sample was recruited via flyers posted in the clinic waiting room. This sample was comprised of 44 participants who ranged in age from 23 to 76 (mean 47.7) years and were 68% female (30/44). Race data was only available for 66% of this sample (29/44); of those that provided race information, the sample was 69% African American (20/29), 3% Asian (1/29), 14% Hispanic (4/29), 10% white (3/29), and 3% other (1/29). As expected, the screener took participants from the clinical sample longer to complete (average completion time of 9.4 min, with a standard deviation of 3.4 min). The full SAGE-SR took on average 24 min to administer in the public sector clinical sample, with a standard deviation of 12.6 min. In contrast, in research populations, the full NetSCID-CV takes 56 min to administer with a standard deviation of 34 min.

Feedback from the nonclinical sample indicated that participants found the SAGE-SR easy to navigate and complete and found nearly all items clear; one exception was the reference to “unwanted thoughts” in the section on obsessive-compulsive disorder, which participants indicated was too vague and confusing. To increase clarity, a definition was added to the display screen for this item: “Unwanted thoughts are thoughts that kept coming back to you even when you didn’t want them to.” The only other feedback regarding clarity was regarding some lead prompts that were intended to prime participants to think of the particular period when they were experiencing the specific symptoms they endorsed during the screener to assess concurrence of the follow-up symptoms with the screener symptoms. For example, the lead prompt for the follow-up questions intended to explore generalized anxiety disorder initially read, “Because of my anxiety or worry,” but participants responded that reverse-scored questions did not work with this phrase; subsequently, the lead prompt phrase was changed to “During the time(s) when I felt anxious...”. After this change, the related concurrency items were well understood.

The expert panel convened to review the results from the healthy sample to verify the appropriateness of the screening and diagnostic cutoff criteria. Relatively, few of the nonclinical participants were expected to screen in to take the follow-up questions, and fewer still were expected to meet criteria for inclusion of a diagnosis within the differential. Any items that were endorsed above threshold more than 15% of the time were reviewed by the expert panel. Thresholds for follow-up item administration were intended to be more sensitive, whereas thresholds for diagnosis were intended to be more specific. Minor threshold modifications were made after this review. For example, as mentioned earlier, 3 self-report items represented depressed mood on the screener (“I felt sad,” “I felt depressed,” and “I felt hopeless”); initially, the threshold for screening in to the follow-up depression items was endorsing any of these 3 items as happening at least “sometimes” in the last 30 days. This threshold worked well for the “I felt depressed” and “I felt hopeless” items but was overinclusive for the “I felt sad” item (too many participants screened in), so the screening threshold for that item was changed to at least “often.” In addition, when looking at the consistency with which participants screened in to receive depression follow-up questions, participants who only screened in at 1 time point did so by answering the “I felt sad” screener question at the “sometimes” threshold at that time point; therefore, increasing the threshold for this item also increased the consistency of the screening algorithm.

As part of our preliminary look at quantitative validation, test-retest reliability estimates were calculated for the screening items that were always administered in each of the 13 diagnostic categories covered by the SAGE-SR in the nonclinical sample (the screener section also includes some branching, so all items were not answered by every participant). For the 8 screening modules where the initial screener items included only Likert scale items, we first calculated summary scores within each module and then calculated the intraclass correlation coefficient (ICC) for these summary scores. The screening module for psychotic disorders includes Likert scale items that could indicate hallucinations as well as delusions, so summary scores and ICCs were also calculated for these subcategories of the psychotic disorders screening module. The ICC model used for these analyses was a 2-way mixed model of absolute agreement because the rater was the same at test and retest (self-report). This ICC model was also used to calculate test-retest reliability for the alcohol use disorders screening item, which was a continuous measure of the number of days the participant drank alcohol in the last 30 days. For the remaining 4 modules, categorical items (answered either yes or no) were used for screening purposes (for panic disorder, participants were asked whether they had ever had a panic attack, whereas, for both cannabis and other substance disorders, participants were asked whether they had any use within the past 30 days. For PTSD, participants were asked 4 questions about whether they had (1) ever experienced serious trauma, (2) witnessed serious trauma, (3) had a close friend or relative who was traumatized, or (4) whether they were repeatedly exposed to trauma through their work). For each of these 7 items, we calculated kappa coefficients as a measure of test-retest reliability; however, it was not possible to calculate a kappa coefficient for the diagnostic screening module for other substance use disorders, given that only 1 individual endorsed use in the past 30 days and did so at both time points, leaving empty cells and constants in the 2-way tables. The remaining test-retest reliability results are presented with 2-tailed 95% CIs (using bootstrap methods for the kappa coefficients) in Table 5.
### Table 5. Test-retest reliability of 12 diagnostic screening modules of the Screening Assessment for Guiding Evaluation-Self-Report.

<table>
<thead>
<tr>
<th>Diagnostic screening module</th>
<th>Test-retest reliability</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressive disorders&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.67</td>
<td>0.46-0.81</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Manic and hypomanic disorders&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.50</td>
<td>0.23-0.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Generalized anxiety disorder&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.60</td>
<td>0.29-0.77</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Panic disorder&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.86</td>
<td>0.67-1.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Agoraphobia&lt;sup&gt;a,c&lt;/sup&gt;</td>
<td>.90</td>
<td>0.82-0.94</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social anxiety disorder&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.83</td>
<td>0.70-0.91</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obsessive–compulsive disorder&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.68</td>
<td>0.33-0.85</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Posttraumatic stress disorder&lt;sup&gt;b&lt;/sup&gt;—ever experienced serious trauma</td>
<td>.86</td>
<td>0.63-1.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Posttraumatic stress disorder&lt;sup&gt;b&lt;/sup&gt;—ever witnessed serious trauma</td>
<td>.60</td>
<td>0.22-0.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Posttraumatic stress disorder&lt;sup&gt;b&lt;/sup&gt;—close family member or friend experienced serious trauma</td>
<td>.76</td>
<td>0.55-0.95</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Posttraumatic stress disorder&lt;sup&gt;b&lt;/sup&gt;—repeated exposure to traumatic events through work</td>
<td>.79</td>
<td>N/A&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adult attention-deficit/hyperactivity disorder&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.63</td>
<td>0.27-0.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Psychotic disorders&lt;sup&gt;a&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hallucinations&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.72</td>
<td>0.41-0.86</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Delusions&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.65</td>
<td>0.44-0.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alcohol use disorder&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.74</td>
<td>0.31-0.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cannabis use disorder&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.84</td>
<td>0.64-1.00</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Test-retest reliability measure is an intraclass correlation coefficient (2-way mixed model of absolute agreement).

<sup>b</sup>Test-retest reliability measure is a kappa coefficient.

<sup>c</sup>The distribution of summary scores in the agoraphobia domain was highly skewed; a log transformation was performed before calculating the intraclass correlation coefficient for this domain.

<sup>d</sup>N/A: not applicable.

<sup>e</sup>Bootstrap methods were unsuccessful to generate a confidence interval for the kappa coefficient for the posttraumatic stress disorder screening question regarding exposure to trauma through work because of the low base rate of this occurrence in our primarily college student sample.

In determining how to interpret these measures of reliability, we used 2 relevant resources: (1) the presented rationale for interpreting the reliability coefficients used by the researchers conducting the DSM-5 field trials [32,33] and (2) the similar ranges or rationale suggested by Cicchetti [34]. In each of these resources, scores below .60 are considered “fair” or “questionable.” Scores from .60 to .75 [34] or .80 [32,33] are considered “good,” whereas scores above either .75 or .80 are considered “excellent.” Within this framework, test-retest reliabilities for agoraphobia, social anxiety disorder, cannabis use disorder, panic disorder, and 1 (to 3, depending on whether the .75 or .80 range endpoint is used) of the PTSD items were “excellent,” whereas those for depression, GAD, OCD, ADHD, one (to 3) of the PTSD items, psychotic disorders, and the subdomains of hallucinations and delusions were “good.” The only domain to not reach at least “good” for test-retest reliability was mania or hypomania, which is consistent with previous attempts to develop self-report items for this diagnostic category [7,8,33].

### Discussion

#### Principal Findings

The SAGE-SR was developed as a self-report alternative to the SCID and NetSCID-CV. The development process included the use of an expert panel to draft and iteratively review items as well as review the results of CI regarding item clarity to ensure that the criteria for 13 diagnostic categories commonly seen in clinical practice were well represented in a final pool of 661 well-understood self-report items. Using this item pool, we constructed the SAGE-SR as a 2-part computerized adaptive assessment with an initial 65-item screening instrument from which respondents who meet screening thresholds branch to follow-up questions to determine which diagnoses are returned for a clinician to consider for differential diagnosis.

Initial validation efforts with a nonclinical sample yielded promising results; qualitative feedback from participants indicated items and instructions were well understood, whereas
the tablet- or laptop-based administration was simple to complete and reasonable in length. Preliminary quantitative validation efforts suggest good consistency in screening algorithms across 2 administration times as well as good to excellent test-retest reliability across all but 1 diagnostic category for the screening items in our small nonclinical sample. The one domain for which test-retest reliability was weakest was mania or hypomania, which has also proven problematic for other researchers attempting to create self-report diagnostic screening assessments [7,8,33]. The expert panel made minor revisions to the mania or hypomania self-report items and screening algorithms; whether these revisions improve the test-retest reliability of these items will be addressed in the results from the ongoing quantitative validation with a larger clinical sample.

Limitations

We believe that the item development and qualitative validation procedures described above were very comprehensive, but although the initial quantitative feedback indicates that the SAGE-SR has great promise, the quantitative results are preliminary and based on a small nonclinical sample. Clearly, the results of this initial validation study will need further replication in a larger clinical sample. Data collection in clinical samples is ongoing, and more extensive quantitative validation will be presented once that work is complete. In addition, as noted earlier, the SCID is typically the gold standard against which the accuracy of most diagnostic assessments is measured. A cross-validation of the SAGE-SR’s differential diagnosis against the NetSCID-5-CV’s diagnostic algorithms is also currently underway.

Conclusions

The SAGE-SR has an initial diagnostic screener that branches to groups of follow-up items to efficiently produce a differential diagnosis. Because the assessment is self-report, it should be possible to use the SAGE-SR in routine clinical care both in specialty behavioral health and in primary care settings. The SAGE-SR offers the promise of providing a rigorous differential diagnosis based on the SCID-5-CV and DSM-5 to a clinician before their meeting with the client so that their face-to-face time can be focused on clarifying that diagnosis in a manner that builds the rapport so inherent in the success of a therapeutic relationship. Indeed, an additional critique offered against the use of either the SCID-5 or other structured clinical interviews in clinical settings is that, despite the diagnostic rigor they provide, it is difficult to build rapport while adhering to a strict and standardized administration protocol [10].

The SAGE-SR helps address the concerns in the field regarding the need for greater diagnostic rigor as well as assessment of possible comorbidities that might be missed in unstructured clinical interviews while doing so in a cost-effective and clinician-time-effective manner. The SAGE-SR also fits into the health care movement exemplified by the personal health record in which patients are empowered to provide information to their clinicians and to participate more actively in determining what treatment is most appropriate for them. The SAGE-SR could help primary care practices satisfy the Affordable Care Act’s mandate for screening for depression and alcohol use, while doing so as part of a more comprehensive screen for common behavioral health issues.

In addition to its utility for use in routine clinical care in primary care and specialty behavioral health settings, the SAGE-SR offers rigorous coverage of disorders and utility to clinical researchers as well as for epidemiological studies evaluating large number of participants where clinician-based interviewing is not feasible or is prohibitively expensive. The SAGE-SR covers the same diagnostic categories as the SCID-5-CV and all clinical diagnoses in these categories except for psychiatric diagnoses due to another medical condition and substance-induced diagnoses (see Table 1). Thus, the SAGE-SR covers 28 of the 35 disorders in the 8 primary modules of the SCID-5-CV while taking approximately half as long for respondents to complete and without the training and administration time burdens for the clinician. Like the NetSCID-5-CV, responses to the SAGE-SR populate a detailed database but, unlike the NetSCID-5-CV, the SAGE-SR gathers much more information that could then be available for quantitative analysis. Rather than generating a series of binary criteria endorsements, the SAGE-SR generates a very granular and complete inventory of individual symptoms with Likert scale frequency assessments, thus offering both diagnostic and symptom severity information. This detailed electronic response set can be used to populate admission summaries, progress notes, and discharge summaries, as well as offer a wealth of information on treatment progress and response. The detailed database from the SAGE-SR responses over time can be used to identify the symptom clusters that respond best to specific interventions and maximize the likelihood of measuring change quantitatively to be able to identify best practices.

Given the move toward measurement-based care [35-37], the information provided by the SAGE-SR can potentially be used to look at symptom presentation and severity across multiple time points as well as help clinicians monitor cross-cutting symptoms that might not be part of a primary diagnosis to help justify diagnostic and treatment decisions, fulfilling one of the recommendations of the DSM-5 [33]. In the future, it should also be possible to rescreen clients with the most important items. For example, if OCD, panic disorder, and major depressive episode are included in the differential diagnosis, then the corresponding self-report Likert scale items could be administered at regular intervals. This very focused approach to outcomes tracking should minimize clinician and patient burden. Thus, the SAGE-SR represents a potentially invaluable tool in the move toward measurement-based care.

More information about the SAGE-SR is available on the Web [38] as is a demonstration version of the SAGE-SR [39].
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Abstract

Background: Traumatic brain injury (TBI) is a major health problem that often requires intensive and long-term rehabilitation.

Objective: The aim of this study was to determine whether rehabilitative digital gaming facilitates cognitive functioning and general well-being in people with TBI.

Methods: A total of 90 Finnish-speaking adults with TBI (18-65 years) were recruited from an outpatient neuroscience clinic. The participants were randomly allocated to one of the three groups: a rehabilitation gaming group (n=29, intervention), an entertainment gaming group (n=29, active control), or a passive control group (n=32). The gaming groups were instructed to engage in gaming for a minimum of 30 min per day for 8 weeks. Primary and secondary outcomes were measured at three time points: before the intervention, after the intervention, and 3 months following the intervention. The primary outcome was cognitive status measured by processing speed and visuomotor tasks (The Trail Making Test; Wechsler Adult Intelligence Scale-Fourth Edition, WAIS-IV, symbol search, coding, and cancellation tasks). Secondary outcomes were attention and executive functions (Simon task), working memory (WAIS-IV digit span and Paced Auditory Serial Addition Test, PASAT), depression (Patient Health Questionnaire-9), self-efficacy (General Self-efficacy Scale), and executive functions (Behavior Rating Inventory of Executive Function-Adult Version). Feasibility information was assessed (acceptability, measurement instruments filled, dropouts, adherence, usability, satisfaction, and possible future use). Cognitive measurements were conducted in face-to-face interviews by trained psychologists, and questionnaires were self-administered.

Results: The effects of rehabilitation gaming did not significantly differ from the effects of entertainment gaming or being in a passive control group. For primary outcomes and PASAT tests, the participants in all three groups showed overall improvement in test scores across the three measurement points. However, depression scores increased significantly between baseline and after 8 weeks and between baseline and after 3 months in the rehabilitative gaming group. No differences were found in patients’ self-efficacy between the three measuring points in any of the groups. Participants did use the games (rehabilitation group: 93%,...
27/29; entertainment group 100%, 29/29). Games were seen as a usable intervention (rehabilitation group: 70%, 14/29; entertainment group: 83%, 20/29). The rehabilitation group was less satisfied with the gaming intervention (68%, 13/29 vs 83%, 20/29), but they were more willing to use the game after the intervention period (76%, 16/29 vs 63%, 15/29). Total time spent on gaming during the intervention period was low (15.22 hour rehabilitation gaming group, 19.22 hour entertainment gaming group).

**Conclusions:** We did not find differences between the groups in improvement in the outcome measures. The improvements in test performance by all three groups may reflect rehearsal effects. Entertainment gaming had elements that could be considered when rehabilitative games are designed for, implemented in, and assessed in larger clinical trials for persons with TBI.

**Trial Registration:** ClinicalTrials.gov NCT02425527; https://clinicaltrials.gov/ct2/show/NCT02425527 (Archived by WebCite at http://www.webcitation.org/6esKI1uDH)

(J Med Internet Res 2018;20(3):e77) doi:10.2196/jmir.7618
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**Introduction**

**Significance of Traumatic Brain Injury**

Traumatic brain injury (TBI) is a major cause of long-term disabilities. In the United States, at least 5.3 million citizens live with disabilities resulting from TBI [1], and in Europe, there is an overall incidence rate of 262 per 100,000 people per year [2]. In Finland (a nation of 5.6 million inhabitants), over 20,000 people suffer from TBI each year [3], and around 100,000 live with disabilities resulting from TBI [4]. Besides emotional symptoms and fatigue [4], cognitive deficits in attention and short-term memory are among the most common and disabling characteristics of people with TBI [5]. The recovery process requires complex, intensive, and long-term–assisted rehabilitation programs [6-8] that inflict a great burden on affected individuals [9] and also on health systems [10]. Individuals with brain injury are suggested to benefit from early and long-term therapeutic interventions [11], and the course of treatment for brain injuries is supported by clinical care guidelines [4,12,13]. Coherent evidence to support the effectiveness of interventions is still scarce [14].

Previous studies have found that rehabilitation interventions after TBI have increased participants' attention, memory, social communication skills, and executive functions [15]. Carney et al [16] concluded in their systematic review, based on two randomized controlled trials (RCTs) and one observational study, that specific forms of cognitive rehabilitation reduce memory failures and anxiety and improve self-concept and interpersonal relationships for persons with TBI. Metacognitive strategy training focusing on functional everyday activities has also been proposed as an appropriate method for rehabilitating people with TBI [17].

**Gaming in Improving Functioning of People With Traumatic Brain Injury**

A systematic review by Spreij et al [18] has further suggested that computer-based cognitive retraining is one of the most promising novel approaches in improving memory function after an acquired brain injury, although the results are currently inconclusive [19]. Until recently, a majority of patients (75%) with TBI have been younger than 35 years [20]. Likewise, 30% of video game players are in the age range of 18 to 35 years [21], and an average young person has played a total of 10,000 hours of video games by the age of 21 years [22]. It can therefore be assumed that gaming could be a feasible and engaging method in cognitive rehabilitation, especially for young people with TBI. This is supported by the systematic review by Primack et al [23], who concluded that video games have the potential to improve health outcomes in psychological and physical therapy [23]. Gaming has already been used in rehabilitation among people with multiple sclerosis [24], rheumatoid arthritis [25], diabetes [26], complex chronic pain and fatigue [27], spinal cord injury [28], and stroke patients [29,30]. A meta-analytic study of 21 experimental studies by Toril et al [31] indicates that video game training produces positive effects on cognitive functions, including reaction time, attention, memory, and global cognition, although because of the high heterogeneity of the studies, the results must be interpreted with caution. Action video game players have also shown better performance in alertness and cognition compared with those who do not play games [32,33].

Kühn et al [34] found that, for healthy adults, gaming significantly increased gray matter in the right hippocampal formation, right dorsolateral prefrontal cortex, and bilaterally in the cerebellum. The authors concluded that gaming can improve several cognitive functions. Lampit and colleagues [35] reported that computerized cognitive training in elderly healthy adults was modestly effective in improving cognitive performance. However, efficacy varied across cognitive domains and was largely determined by design choices. Bavelier et al [36] have also shown that playing action video games produces significant improvements in attentional control in healthy adults [36]. Furthermore, Ball and colleagues [37] conducted a large-scale cognitive training study and found that, although there was no transfer to other untrained skills, training improved memory, attention, and problem-solving skills. On the other hand, it has been suggested that gaming programs are inadequate for efficient integration in current clinical practice [38,39].

Gaming has already been used to some extent in the rehabilitation of persons with TBI [40]. Vakili et al [41] conducted a controlled study on the effects of video games in the rehabilitation of TBI patients. A total of 31 male TBI patients in the age range of 18 and 65 years were allocated to either a treatment group or a waitlist (treatment-as-usual) control group. The treatment group attended a 2-hour group rehabilitation session once a week for 8 weeks. During these sessions, about
one-quarter of the time was dedicated to psychoeducation and the rest of the time for playing the action video game Medal of Honor: Rising Sun. The treatment group’s attentional performance improved in several behavioral measures (namely the Attentional Blink task and some subtasks of the Test of Everyday Attention), as did their self-reported quality of life (QoL; measured with the Comprehensive Quality of Life Scale—Fifth Edition). However, gaming did not have a significant effect on self-reported executive control (as measured by the Behavior Rating Inventory of Executive Functioning—Adult version, BRIEF-A) or self-efficacy (as measured by the General Self-Efficacy Scale, GSE). Although this study has with a rather small sample size does showcase gaming as a noteworthy candidate for rehabilitation of TBI, the effect of the psychoeducation part of the treatment is not controlled for.

The scientific evidence for the effectiveness of gaming for enhancing cognitive functioning is mixed at best, and more studies in this area are needed [42,43]. Targeting persons with brain injury is relevant because it is still unknown whether the benefits of video game training can be transferred to clinical settings [34] or whether games can improve cognitive functions important for the management of daily activities [44]. It would also be prudent to explore whether gaming has any positive effects for TBI patients within a broader age range. Previous studies concerning the effects of video gaming on cognition have mostly been conducted with young people [45]. It has also been shown that participants in the age range of 6 and 29 years with acquired brain injury have exhibited significant improvement in processing speed, visual-motor coordination, and response inhibition after playing sessions over 12 weeks with two, 1-hour-long training periods with Nintendo Wii [46]. As TBI often results in long-term disability with adverse social, psychological, and economic consequences, it is important to seek methods that optimize independence and social participation to reduce long-term care needs and enhance QoL [47] for adults with TBI.

In this study, we aim to evaluate the effects and feasibility of digital games for improving cognitive functioning and well-being among people with TBI. We hypothesized that among patients with TBI in the intervention group (rehabilitation gaming), in comparison to the active control group (entertainment gaming) and passive control group, there would be a greater improvement in cognitive functioning (processing speed and visuomotor tasks, attention and executive functions, and working memory) and well-being (depression and self-efficacy).

**Methods**

**Trial Registration**
The trial has been registered in trial register ClinicalTrials.gov (NCT02425527).

**Design**
The study includes a three-arm, parallel, and randomized clinical trial examining the effectiveness and feasibility of digital gaming for improving cognitive functioning and general well-being in people with TBI. The full study design and detailed description of the study methods can be found elsewhere [48].

**Sample Size**
On the basis of our preliminary power calculations (see [48]), the sample size was expected to be 30 in each group, which is not very strong but reasonable enough for a feasibility study aiming to detect changes within a group between baseline and follow-up outcome measurements with an expected attrition rate close to 0%. However, some patients changed their minds regarding their participation before signing a consent form and dropped out of the recruitment process. Therefore, we needed to recruit more patients (n=106) to have 90 participants for randomization.

**Participants and Inclusion and Exclusion Criteria**
The study was conducted at the Turku University Hospital, Division of Clinical Neurosciences in Turku, Finland.

The eligibility criteria stipulated that participants must be Finnish-speaking and reading adults, in the age range of 18 and 65 years old, and who have been diagnosed with TBI (ICD-10, S06.X, T90.5). To avoid any confounding factors, they should not have had active participation in cognitive rehabilitation (remediation therapy) during the 3 months before the intervention. To ensure that the participants were comparable regarding their clinical status and able to manage their intervention in their home environment, they should have been discharged from the hospital at least 12 months before the recruitment. In addition, eligible participants had to own a TV and a computer and have Internet access at home.

To see possible effects of the gaming, active digital gamers were excluded, with the allowed gaming time being 5 hours or less per week [36]. Potential participants were also excluded if they had sensory impairment (eg, serious visual impairment), severe cognitive impairment (eg, memory problems, slow processing speed, lack of attention, and linguistic problems), a physical impairment that may restrict the use of computers or computer game control systems unaided (eg, hemiplegia and dysfunction of the central vestibular system), apathy identified in previous neuropsychological evaluations, or a diagnosis of a severe mental disorder (eg, schizophrenia or severe depressive disorders identified as the secondary diagnosis). Patient eligibility was assessed primarily by reviewing Turku University Hospital electronic medical records, after which potentially eligible patients were further interviewed via telephone and assessed face-to-face by a trained psychologist.

**Recruitment**
The hospital electronic medical records were accessed (June 2015), and patients with a TBI diagnosis were screened to determine which patients fulfilled the eligibility criteria for study participation. Those patients who were assessed to meet the inclusion criteria were contacted by telephone or by mail from June 22, 2015 to November 24, 2015 by researchers. Eligible participants with preliminary interest toward the study received written information about the study by mail in addition to informed consent forms, baseline questionnaires to be filled out, and a short description of the eight entertainment games

(in case of allocation to the entertainment gaming group). They were contacted again after 1 to 2 weeks by telephone to enquire whether they would like to participate in the study and what type of game they would like to play if they were allocated to the group of entertainment gaming. If the contacted individual was interested in participating, the trial manager then received a message (by email, SMS text message [short message service, SMS], or telephone) sent by the recruiting researcher and allocated the patient randomly to one of the three arms of the trial. Eligible participants were then invited to the research laboratory, at which time an informed consent form was signed.

The participants’ baseline data were gathered, and cognitive measurements were conducted by a trained psychologist at the test laboratory. At the end of the study, three gaming consoles used in the study were given to randomly chosen study participants.

Randomization and Masking

The study was individually randomized. The randomization and patient allocation were fully centralized (at the University of Turku). An independent trial statistician outside the study group randomly assigned (a block randomization in three blocks) the participants using randomization software (SAS [SAS Institute Inc] for Windows, version 9.3). The randomization list was delivered to the trial manager outside the study group. The trial manager informed the researchers about participants’ group after the baseline assessments. The researchers overseeing patient recruitment and randomization were therefore aware of the assignments. Due to the intervention type, allocation was not masked to participants in the intervention and control groups or to researchers who recruited patients. The psychologists, as cognitive outcome assessors, were kept blinded. However, in some occasions, study participants told them about their possible game playing. The data analyst (the trial statistician) was kept blinded to the allocation. As far as we are aware, there was no contact between participants in different groups, as they lived throughout a wide geographic area inside the university hospital catchment area.

Interventions

Rehabilitation Gaming

Patients in the rehabilitation gaming group (intervention group) used an Internet browser–based digital brain training program, CogniFit [49]. We used a Web-based cognitive training platform with 33 games designed with the purpose of improving the user’s cognitive abilities as brain exercises. To ensure a user-centered approach, the participants were instructed to play at least one exercise from each of the three categories (memory, spatial perception, and mental planning) during each training session daily, otherwise, they were free to choose which exercises they wished to play. Giving participants a sense of agency aimed to increase the likelihood that participants engaged in gaming as instructed [50].

To support the participants’ gaming activities and fidelity for the gaming, written instructions for the rehabilitation game were given to the participant. In addition, instructions for the rehabilitation game were introduced to the participants during the introductory meeting with the researcher (two different researchers, both registered nurses and masters’ degree in nursing science), which took about 30 min per person. During the meeting, participants’ abilities and previous experience in playing digital games were explored to ensure that the participants had the basic gaming skills required for active gaming. A new email address, a password for the email account, and a personal game account were generated for each participant, as the browser-based program required access through a website, and the user would log in with an email address and a specified password. The participant also tested the game unaided to find out possible barriers in their gaming. To record participants’ progression and scores on each of the games, the research team had access to the program, and the progress of each participant’s game score was monitored. The participant had also a possibility to monitor their own progress in the program. Information about the frequency of training sessions was also recorded by the participants themselves in a gaming diary. The participants’ adherence to and motivation [51] for gaming were supported and monitored by weekly telephone calls. During these telephone calls, participants had also the possibility report any technical problems. The telephone calls were made by two researchers and one research assistant (RA). Researchers had qualifications of registered nurse and masters’ degree in nursing science, and the RA had a degree of public health nurse and bachelor’s degree in nursing science.

The participants were guided to use the rehabilitation game for at least 30 min per day [34,52,53] over a period of 8 weeks. To encourage, motivate, and hold participants to training, they were supported in planning a schedule for their training sessions (days, time, and frequency) for the entire 8-week gaming period.

A more detailed description of the intervention can be found in the study protocol [48].

Entertainment Gaming

Participants in the entertainment gaming group (active control group) used commercial digital games designed for Sony PlayStation 3 (PS3) consoles. The project purchased the participant-selected game (see below) from the official PlayStation Store and downloaded and installed the game into the console given to the participant. Games to be selected by the participants (a total of eight games) were considered to correspond to the rehabilitation games and to contain the same core gameplay elements (see [48]).

As in the intervention group, the participants chose an entertainment game that they found enjoyable, which was assumed to increase the likelihood that participants engage in gaming as instructed and to ensure the attractiveness of the game for the player. However, the participants were not forced to play any one type of game, and they were able to change the game during the 8-week intervention period if they had concerns, for example, because of violent content. Again, during the introductory meeting (about 30 min per person), written instructions regarding how to use the console were given to the participant, and the game the participant selected was tested with the researcher (same researchers as with the rehabilitation gaming group). As with the intervention group, ability to play digital games was explored to ensure that participants had the basic gaming skills required for active gaming. An overview
of the use of the console was also offered, and a tutorial demonstration was given (how to start the console; how to play the game; how to use the controller; how to change game options, such as game difficulty and speed; and so on). A technical assistant was available to visit the participant’s home to help set up the console [54] or give guidance by telephone. The participants were guided to play the console for at least 30 min per day over a period of 8 weeks [34]. The participants were supported in planning their training session schedule (days and times), and information about game sessions (day, time, frequency, and play progress) was recorded by the participant in a gaming diary. Therefore, a participant was also able to monitor his or her own progress in the game. Furthermore, adherence to gaming was supported and monitored by weekly telephone calls. As in the intervention group, during these telephone calls, participants had the possibility report any technical problems. The telephone calls were made by the same researchers and RA than in the rehabilitation gaming group.

No Gaming

Patients in the no-gaming group (passive control group) did not have gaming activities organized by the project, but as with the gaming groups, the researchers called them weekly. Participants in this group were offered an opportunity to have games and consoles for a 2-week period free of charge after the study; 11 did so after the follow-up measurement.

Assessment

Patient data were collected at three different times: at baseline, after the intervention (8 weeks, from September 2015 to December 2015), and 3 months after the intervention ended (from December 2015 to April 2016). Cognitive tests were conducted in the research laboratory, and self-administered questionnaires were sent to participants homes to be filled out before each visit to the research laboratory. Participants returned the questionnaires during the visit to the research laboratory.

Outcomes

Primary Outcome

Processing Speed and Visuomotor Tasks

The Trail Making Test (TMT) requires visual search, scanning, speed of processing, mental flexibility, and executive functions [55]. The test consists of two parts, A and B. In TMT A, participants are given a paper displaying circles numbered 1 to 25 in random order; the task is to draw lines that will connect the numbers in ascending order. In TMT B, the circles contain both numbers and letters. In this part of the test, the task is to draw lines to connect the circles so that they alter between numbers and letters in an ascending order (1-A-2-B and so on). The time it takes to complete the trail in each part is recorded (see [48]). TMT and the WAIS-IV subtests are recommended outcome measures in TBI research because of their reliability and validity [56].

In addition to the TMT, three tasks from the WAIS-IV test package were used to further assess processing speed and visuomotor skills: (1) symbol search, (2) cancellation, and (3) coding. The three tasks chosen for this experiment are aimed toward assessing skills of sorting out simple visual information, monitoring, making progress in a task, maintaining attention, visuomotor coordination, and visual memory [57]. In both the symbol search and the cancellation tasks, the participants perform a visual search to find out if a certain symbol is among other symbols. In the symbol search task, the symbols are organized in rows, and the participant must indicate for each row whether or not a required symbol appears on the row. The cancellation task is similar to the symbol search task, but this time the participant seeks to find set symbols during the whole task (instead of the required symbols changing on each row). In the coding task, the participant is given a set of number-symbol pairs. The task is to fill out an empty grid containing only numbers with the appropriate symbols matching those numbers (see [48]).

Secondary Outcomes

Attention and Executive Functions

The Simon task [58,59] was used to measure the inhibition component of executive functions [60]. In the task, a blue or red square appears on either the left or right side of the screen. The participant is instructed to push the left button on a response pad each time a blue square appears and the right button each time a red square appears, irrespective of which side the square is presented. In congruent trials, the response button is on the same side as the square, and in incongruent trials the square is on the opposite side of the response button (ie, the irrelevant spatial information is conflicting with the correct response). The number of correct responses and reaction times are recorded, and the difference between the congruent and incongruent trials is used as a measure of the Simon effect (see [48]).

Working Memory

Working memory was assessed with the digit span task from the WAIS-IV package [57]. In the first part of the task, participants repeat numbers in the order they heard them. In the second part, they repeat the numbers backwards. In the third part of the task, the participants repeat numbers in numerical order [57]. WAIS-IV subtests have been recommended as outcome measures in TBI research because of their reliability and validity [56].

The Paced Auditory Serial Addition Test (PASAT) [61] measures auditory information processing speed, flexibility, and calculation skills [62]. There are two parts in this task. In the first part, single numbers are presented every 3 seconds. The participant adds each new number to the last number before it. In the second part, the numbers are presented every 2 seconds. The test score is the number of correct sums given in each trial (see [48]). PASAT is widely used to assess cognitive changes in TBI patients, and it has good psychometric properties, even though some studies suggest that it may be sensitive to practice effects [63].

Depression

In the Patient Health Questionnaire-9 (PHQ-9) [64,65], a self-administered questionnaire, respondents are asked to indicate how often they have been bothered by any of the problems over the previous 2 weeks, such as little interest or pleasure in doing things, feeling down, depressed, or hopeless,
feeling tired or having little energy. Each of the nine items are scored as 0=not at all, 1=several days, 2=more than half of the days, and 3=every day. On the basis of the individual items, a total score is formed; the higher the score, the more severe the depression symptoms (range: 0-27). The measure has demonstrated diagnostic sensitivity and strong reliability in previous studies among TBI populations [66,67].

Self-Efficacy

The GSE [65] is a self-administered scale that assesses a general sense of perceived self-efficacy to predict coping with daily challenges, as well as adaptation after experiencing a variety of stressful life events. The scale consists of 10 items, and responses are made on a 4-point scale (1=not at all, 2=hardly true, 3=moderately true, and 4=exactly true). It takes about 4 min to complete. The final composite score ranges from 10 to 40 and comprises the sum of all 10 responses; low scores represent a lower ability to cope with daily problems. The scale has been previously used in studies with TBI populations [68,69].

Executive Functions

The BRIEF-A is a 75-item self-administered questionnaire that focuses on executive functions in daily life [70]. Responses are given in a 3-point Likert scale (never or sometimes or often), and a global executive composite score is formed by the total score [70] (see [48]). BRIEF-A has been shown to have good psychometric qualities in a sample of TBI patients [71].

Feasibility

Cumulative monitoring was conducted during the 8-week period regarding gaming activities (gaming frequency, timing, and time) in both gaming groups (intervention and active control group). The gaming information concerning the rehabilitation gaming group were collected from game logs retrieved from the gaming system. Regarding entertainment games, the information was collected from console gaming logs where possible and from the gaming diaries where the logs were not available. Feasibility was assessed by collecting the following information during the study process: acceptability as measurement instruments filled out (yes, no; %), attrition as calculating dropouts for any reason (yes, no; %), and adherence as involvement in the interventions for an 8-week period (yes, no; %). Feasibility evaluation in terms of usability, satisfaction, and future use was assessed by asking the participants: Was the game usable? (yes or no; %), Have you been satisfied with the game? (yes or no; %), and Would you like to use the game in the future? (yes or no or maybe; %). The participants had a possibility to specify their answers by answering to open-ended questions (not analyzed in the study because of limited size of the data). In addition, participants’ selections of the commercial digital games designed for Sony PS3 consoles are presented.

Background Information

Background information including sociodemographic characteristics and medical history was collected (age, gender, marital status, level of education, employment status, living situation, illness history, and current digital game playing [hours a week]).

Statistical Methods

The sample size needed for the study was based on preliminary estimations (see [48]). The primary and secondary outcomes were assessed at baseline, after the end of the intervention, and 3 months after the intervention ended (at 6 months from baseline). To test the study’s hypothesis, the data were analyzed with analysis of covariance, in which Group (rehabilitation gaming, entertainment gaming, and passive control) was a between-subjects factor, and Time (before intervention, after intervention, and 6 months after baseline) was a within-subjects factor. Age was used as a covariate. Effectiveness of the intervention was indicated by a significant Group*Time interaction, which indicated differences between the three groups in the improvement of the primary and secondary outcomes over time.

For sensitivity analysis, we performed analyses for completer-only data and imputer data. We compared the study results between these two groups. No differences between the results were found in the intention to treat analysis or among those completing the follow-ups.

Statistical analyses were performed with SAS system for Windows, version 9.4 and Statistical Package for the Social Sciences (SPSS) statistics version 22 (IBM Corp). P values less than .05 are considered statistically significant.

Ethical Issues

The study was evaluated by the Ethics Committee of the Turku University Hospital (ETMK 41/1801/2015), and the permission to conduct the study was granted by Turku University Hospital (T89/T04/008/2015). The trial has been officially registered (NCT02425527). All participants volunteered for the study. The study participants were informed orally (at least two telephone calls and one face-to-face meeting) and in written format of how and where their information was to be accessed, what the purpose of the study was, and what specific steps to be taken were to be (if agreed to participate in the study). Written informed consent was obtained in accordance with the Declaration of Helsinki [72]. To identify any ethical or practical concerns in the study protocol, entertainment and rehabilitation games were pretested with five healthy adults and with five people with TBI. On the basis of pretests, more specific inclusion and exclusion criteria for the study were identified. In addition, some games initially identified to be used in the study were excluded if they were suspected to cause dizziness or headaches because of dark colors or three-dimensional tunnel effects [73].

Results

Sample Characteristics

The flowchart of the participants is described in Figure 1. A total of 758 individuals were screened for eligibility to participate. Of these, 660 were excluded from the study (73 did not meet the inclusion criteria, 203 refused to participate, and 384 could not be contacted by telephone [no answer after two attempts, incorrect or lack of telephone number]). A total of 8 people withdrew their consent: two people refused before randomization, and 6 patients did not show up for the first
research meeting. Out of 106 people recruited, 90 people were randomly allocated to the intervention group (n=29), the active control group (n=29), or the passive control group (n=32). At the follow-up, the response rate for the intervention group was 79%, 86% for the active control group, and 69% for the passive control group (the attrition rate was 21%, 14%, and 31%, respectively).

The mean age of all participants was 41 years, and half (45/90, 50%) were male. Over half of the participants were married (53/90, 59%) or lived with a partner (54/90, 60%). More detailed characteristics of the participants are described in Table 1.

Out of all participants, 43% (39/90) had played digital games weekly before the trial: the highest previous gaming activity was in the rehabilitation gaming group (48%, 14/90), followed by the entertainment gaming group (45%, 13/90), and the passive control group (34%, 11/90). Over half of the participants (57%, 51/90) had not previously played any games (the passive control group: 66%, 21/90; the rehabilitation gaming group: 52%, 15/90; and the entertainment gaming group: 55%, 16/90).

Description of the outcome information at baseline is described in Table 2. Comparisons of the groups at baseline showed no evidence of differences between the groups in any of the measures.

Figure 1. Flowchart.
Table 1. Background characteristic of the participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Rehabilitation gaming (N=29)</th>
<th>Entertainment gaming (N=29)</th>
<th>No-intervention (N=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>42.14 (12.15)</td>
<td>40.90 (12.01)</td>
<td>39.34 (12.08)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (52)</td>
<td>13 (45)</td>
<td>17 (53)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>10 (35)</td>
<td>7 (24)</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Married</td>
<td>15 (52)</td>
<td>17 (59)</td>
<td>21 (66)</td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (10)</td>
<td>4 (14)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Widowed</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Living situation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>10 (35)</td>
<td>11 (38)</td>
<td>9 (28)</td>
</tr>
<tr>
<td>With partner</td>
<td>17 (59)</td>
<td>16 (55)</td>
<td>21 (66)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (3)</td>
<td>2 (7)</td>
<td>2 (6)</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No formal education</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Secondary grammar school</td>
<td>3 (11)</td>
<td>3 (10)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>High school</td>
<td>1 (4)</td>
<td>3 (10)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Vocational education</td>
<td>13 (46)</td>
<td>17 (59)</td>
<td>12 (38)</td>
</tr>
<tr>
<td>University degree</td>
<td>11 (40)</td>
<td>6 (21)</td>
<td>12 (37)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>9 (32)</td>
<td>12 (41)</td>
<td>15 (47)</td>
</tr>
<tr>
<td>Retired</td>
<td>10 (36)</td>
<td>10 (35)</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Student</td>
<td>3 (11)</td>
<td>1 (3)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Job seeker</td>
<td>2 (7)</td>
<td>2 (7)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (14)</td>
<td>4 (14)</td>
<td>3 (9)</td>
</tr>
<tr>
<td><strong>Duration of traumatic brain injury (months), mean (SD)</strong></td>
<td>122 (133)</td>
<td>137 (107)</td>
<td>84 (101)</td>
</tr>
</tbody>
</table>
The analysis of the WAIS-IV symbol search scores showed no indication of a Group x Time interaction ($F_{4,138}=0.34, P=0.85$), which means that we failed to observe differences among groups in test improvement. However, there was a main effect of Time ($F_{2,138}=4.62, P=0.01$), reflecting overall improvement in test scores across the three measurement points. The main effect of age ($F_{1,69}=5.68, P=0.02$) indicated that older participants had overall lower scores. Furthermore, regarding the WAIS-IV coding task, there was no indication of a Group x Time interaction ($F_{4,140}=1.11, P=0.35$). However, there was a main effect of Time, ($F_{2,140}=6.29, P=0.002$), indicating overall improvement in the test scores over time. Main effect of age indicated that older participants received lower scores ($F_{1,70}=6.99, P=0.01$). In the WAIS-IV cancellation task scores, there was no evidence for a Group x Time interaction ($F_{2,140}=0.69, P=0.60$). The only statistically significant effect was the main effect of age ($F_{1,70}=5.92, P=0.02$), indicating that older participants had lower scores. Thus, although there was overall improvement in the symbol search and coding tasks over time, no differences between groups in the magnitude of the improvement were indicated (see Multimedia Appendix 1).

The results of the TMT version A showed no indication of a two-way interaction between Group and Time ($F_{4,140}=0.51, P=0.73$), indicating that we failed to observe differences among groups in test improvement in this task. The analysis only indicated a main effect of Age ($F_{1,70}=11.17, P=0.001$), reflecting overall lower test scores for older participants. In the results of TMT version B, there was no indication of a Group x Time interaction ($F_{3,51,122.77}=0.31, P=0.85$) or other effects (see Multimedia Appendix 1).

### Secondary Outcomes

#### Attention, Executive Functions and Working Memory

The Simon task results revealed no indication of an interaction between Time and Group. ($F_{3,32,114.44}=0.16, P=0.94$; see Multimedia Appendix 2). There was a main effect of age ($F_{1,69}=8.76, P=0.004$), indicating that the Simon effect (ie, the difference in the reaction time between congruent and incongruent trials) was greater for older participants.

In the PASAT 3 s version, there was no indication of an interaction between Group and Time ($F_{3,51,108.93}=1.20, P=0.33$) nor other effects. In the results of the PASAT 2 s version, there was no indication of an interaction ($F_{3,55,110.17}=0.57, P=0.67$), but there was a main effect of Time ($F_{1,78,110.17}=9.23, P<0.001$). In other words, we observed overall improvement in the test performance across the three measurement points (see Multimedia Appendix 2).

For the WAIS-IV digit span task, there was no indication of an interaction ($F_{4,138}=0.80, P=0.53$), nor of any main effects (see Multimedia Appendix 2).
Depression
The results for the depression score outcomes are described in Multimedia Appendix 2. The depression score results revealed no indication of an interaction between Time and Group, \((F_{4,134}=0.848, P=.48)\). There was no main effect of Time \((F_{2,134}=2.212, P=.11)\). The analysis showed that depressive symptoms remained nearly the same between baseline and 3 months, both in the entertainment group (mean 4.12 [SD 4.94] to mean 4.28 [SD 4.67], \(P=.51\)) and the passive control group (mean 6.36 [SD 5.91] to mean 6.46 [SD 6.35], \(P=.84\)). On the contrary, in the rehabilitation gaming group, the mean scores increased from baseline to 8 weeks and from baseline to 3 months (mean 5.04 [SD 3.82] to mean 6.65 [SD 5.00], \(P=.05\)), showing increase in the participants’ depressive symptoms. On the categorical level (mild vs moderate depression), the change observed between time points was not clinically significant (scoring 6-9 points indicates minimal symptoms, University of Michigan Health System (UMHS) Depression Guideline, August 2011).

Self-Efficacy
The general self-efficacy scores results revealed no indication of an interaction between Time and Group, \((F_{2,126.19}=0.534, P=.70)\). There was no main effect of Time \((F_{1.88,129.19}=1.38, P=.26)\). Self-efficacy among the participants increased slightly in the passive control group \((P=.06)\) over time, but the change was not statistically significant (see Multimedia Appendix 2).

Executive Functions
The analysis of the BRIEF-A scores revealed no indication of an interaction between Time and Group, \((F_{4,114}=1.99, P=.10)\). The main effect of Time \((F_{2,114}=3.54, P=.03)\) indicated that there were differences between measurement points (see Multimedia Appendix 2). A post hoc comparison between baseline and 8 weeks after the intervention was conducted. No statistically significant differences between these two time points were found.

Feasibility
The most favorable game was Ratchet and Clank—Tools of Destruction (26/90) and the Last of us (14/90). The least favorable games were Beyond Good and Evil and Batman: Arkham City (Figure 2).

Out of 758 patients screened, the refusal rate was 27%. A total of 20 randomized participants dropped out of the study during the intervention period (attrition rate 21% (6/29) in the rehabilitation group, 14% (4/29) in the entertainment group, and 31% (10/32) in the passive control group; Table 3).

During the 8-week intervention period, the average gaming time in the entertainment gaming group was 19.22 hours (range 0-71.48 hours) and in the rehabilitation gaming group 15.02 hours (range 0.12-71.38 hours). In general, the participants were adherent to the intervention (entertainment group 100%, 29/29, rehabilitation group 93%, 27/29), and they attended the prescheduled testing sessions (86%, 25/29, in the entertainment group, 79%, 23/29, in the rehabilitation group). Most participants in the entertainment group (83%, 20/29) and in the rehabilitation group (70%, 14/29) also agreed that the usability of the gaming was good, and about two-thirds (68%, 13/29) of the rehabilitation group and 83% (20/29) of the entertainment group were satisfied with the game. Contrary to our expectations, more participants in the rehabilitation group than the entertainment group were willing to use the type of game they were assigned after the intervention was finished as part of their rehabilitation process (76%, 16/29, vs 63%, 15/29; Figure 3).

Figure 2. Selections of entertainment games by participants (each participant could change their game and therefore select more than one game).
Table 3. Criteria for the feasibility of rehabilitation and entertainment gaming.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Rehabilitation gaming group (n=29), n (%)</th>
<th>Entertainment gaming group (n=29), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adherence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prescheduled measurements performed</td>
<td>23 (79)</td>
<td>25 (86)</td>
</tr>
<tr>
<td>Participants’ dropout because of any reason</td>
<td>6 (21)</td>
<td>4 (14)</td>
</tr>
<tr>
<td>The acceptability of the game</td>
<td>28 (95)</td>
<td>(29) 100</td>
</tr>
<tr>
<td><strong>Usability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usability evaluation for the gaming system (&lt;80%)</td>
<td>14 (70)</td>
<td>20 (83)</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied with the games (&lt;80%)</td>
<td>20 (83)</td>
<td>13 (68)</td>
</tr>
<tr>
<td><strong>Use in the future</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Willing to use the games later as part of their recovery process (&lt;60%)</td>
<td>16 (76)</td>
<td>15 (63)</td>
</tr>
</tbody>
</table>

Figure 3. Comparison of the usability, satisfaction, and future use between rehabilitation gaming and entertainment gaming groups.

Discussion

Principal Findings

We evaluate the effects and feasibility of digital games for improving cognitive functioning and well-being among people with TBI. We found no differences between the control group and the two intervention groups for the primary outcomes (processing speed and visuomotor tasks) or any of the secondary outcomes. Test scores improved in all groups over time regarding several different variables.

As this improvement is not related to gaming (ie, whether the participants belonged to one of the two gaming groups or the control group), this effect was likely due to practice effects on the tasks used for assessing the outcomes, which compromises attempts to detect between-group differences in the improvement over time [74]. Indeed, the improvement in the postgaming performance was limited to the cognitive tasks and was not observed in, for example, depression symptoms. However, it is worth noting that in the rehabilitation group, the respondents’ depressive symptoms increased during the study period. This finding is important when a new intervention is introduced to the participants. We must, therefore, question whether gaming is associated with this increase of depressive symptoms, even though there is evidence of an association between depression symptoms or mood disorders and TBI [75-77]. Thus, in the future, studies should focus on how gaming might affect persons with TBI, to avoid any harm in patients’ clinical status and their QoL.

The age range in our study participants was broad (18-65 years), and our sample size was relatively small. Our study results would have been different if we would have narrowed the age of participants and aimed for a younger target population. This could be reasonable adjustment, keeping in mind that the
majority of patients (75%) with TBI are younger than 35 years [20]. A systematic review of Shams et al [45] also showed that most studies aiming to improve cognitive functioning have targeted younger participants. On the other hand, we aimed to capture real-life events of individuals from a variety of age groups, who were not active gamers. We also wanted to facilitate gaming at home to increase participants’ engagement in intervention [78]. However, this decision may have caused another concern. We found low fidelity in the intervention, which may be a result of participants’ independent gaming intervention at home. Patients in the study by Lampit and colleagues [35] also found that training in an unsupervised home environment is not as effective as supervised training. On the other hand, the differences between the rehabilitation and entertainment game groups in adherence to the intervention and the experienced usability and satisfaction with the games could in part be related to differences between the samples: the rehabilitation group subjects were slightly more often single and less often employed than entertainment group subjects. These factors may be related to depression, which also slightly increased during the study period in the rehabilitation game group. We observed a high attrition rate, especially in the passive control group, that is, 31%. This has also been found in earlier studies related to cognitive rehabilitation and TBI, such as the study by Vakili & Langdon (2016) with high attrition rate among control group [41]. Dropout in previous studies has been caused by fatigue [79], mental fatigue, or headache during computerized rehabilitation [80]. In our study, the reasons for dropout have not been systematically collected. On the basis of previous studies, to avoid loss of motivation in long training schedules, shorter gaming interventions (1-6 weeks) might be more beneficial for older adults [31]. The training may be seen as exciting at first, but may later be considered boring [81]. Furthermore, we are unaware of how many participants in the control group were engaged in gaming activities, a factor that could positively affect their cognitive status. Of course, there is the possibility that gaming simply is not effective in the rehabilitation of TBI. In addition, because of system updates in the intervention group, some technical errors appeared, and some functions in participants’ rehabilitation game user accounts changed (eg, prespecified gaming categories in CogniFit were not included in the participants’ user accounts). These changes affected 13 participants for 11 days, and it is therefore unlikely that this affected the results. Furthermore, even though we did include sensitive reaction time measurements among our secondary outcomes (ie, the Simon task), our primary measures were paper-and-pencil tests, which may not have been sensitive enough to capture subtle improvements in cognitive performance. In addition, the association of self-monitoring data concerning the participants’ gaming progress and the effects of the gaming could also be used to assess confounding factors.

In the entertainment gaming group, the participants were given the chance to select their favorite game or change the game during the intervention. Although all the games included in this study were considered to contain similar game dynamics assumed to improve certain cognitive functions, there was some variability between the games, and it is possible that the game dynamics of the participant’s favorite game did not target the specific cognitive deficits of that participant. The choice of eight games also makes it difficult to conclude which types of game dynamics actually improve the cognitive functions of interest. In the future, a single game might be a better option in RCT design to ensure accuracy of the content of the different interventions.

The games used in this study may have also included too many action games, whereas participants might prefer other types of games. Vahlo et al [82] showed in their study that only about one-fifth of healthy adults enjoyed playing action-adventure games. As the dislike toward certain types of games or game activities can be rather strong, game selection should represent a wider variety of different game genres to meet personalized gaming preferences in future trials. Some incidental factors could also have shown to affect the outcomes of the results, such as patient perceptions or attitudes toward gaming. As far as we are aware, technological solutions are not used routinely in outpatient care for persons with TBI. If the participants do not see gaming as a seriously taken opportunity for rehabilitation, its effects may be questioned, and recommended gaming instructions may not be followed. We did not perform expectancy testing before the assigned intervention, which could be useful to avoid a placebo effect. We are not aware if patients’ prior expectancies of the effectiveness of the gaming affected the outcome of the study [83]. Therefore, the participants’ own perceptions toward gaming and its use as part of rehabilitative interventions should be explored in more detail. In the future, patients could potentially be prescribed personalized gaming interventions based on specific cognitive deficits and their personal game preferences, which would improve the effectiveness of the intervention.

Finally, the sample size of the study was small, making it difficult to detect small effects (ie, differences between groups), especially as the sample included a relatively heterogeneous group of patients with a wide variety of cognitive deficits. These factors limit the generalization of the results to a wider population. In future studies, a research design with a larger sample size is needed.

Conclusions

To receive valid outcomes of the effectiveness of gaming, it would be important to make sure that the gaming dose is high enough. One way to do this is to ensure participants’ gaming is monitored daily.
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Abstract

Background: The growth in patient-centered care delivery combined with the rising costs of health care have perhaps not unsurprisingly been matched by a proliferation of patient-centered technology. This paper takes a multistakeholder approach to explore how digital technology can support the cocreation of value between patients and their care teams in the delivery of total knee replacement (TKR) surgery, an increasingly common procedure to return mobility and relieve pain for people suffering from osteoarthritis.

Objective: The aim of this study was to investigate communications and interactions between patients and care teams in the delivery of TKR to identify opportunities for digital technology to add value to TKR health care service by enhancing the cocreation of value.

Methods: A multistakeholder qualitative study of user needs was conducted with Australian stakeholders (N=34): surgeons (n=12), physiotherapists (n=3), patients (n=11), and general practitioners (n=8). Data from focus groups and interviews were recorded, transcribed, and analyzed using thematic analysis.

Results: Encounters between patients and their care teams are information-rich but time-poor. Results showed seven different stages of the TKR journey that starts with referral to a surgeon and ends with a postoperative review at 12 months. Each stage of the journey has different information and communication challenges that can be enhanced by digital technology. Opportunities for digital technology include improved waiting list management, supporting and reinforcing patient retention and recall of information, motivating and supporting rehabilitation, improving patient preparation for hospital stay, and reducing risks and anxiety associated with postoperative wound care.

Conclusions: Digital technology can add value to patients’ care team communications by enhancing information flow, assisting patient recall and retention of information, improving accessibility and portability of information, tailoring information to individual needs, and by providing patients with tools to engage in their own health care management. For care teams, digital technology can add value through early detection of postoperative complications, proactive surveillance of health data for postoperative patients and patients on waiting lists, higher compliance with rehabilitation programs, and reduced length of stay. Digital technology has the potential to improve patient satisfaction and outcomes, as well as potentially reduce hospital length of stay and the burden of disease associated with postoperative morbidity.

(J Med Internet Res 2018;20(3):e95) doi:10.2196/jmir.7541
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Introduction

Health care delivery is changing from paternalistic models toward more participative and patient-centered models in which patients, as consumers of health care services, are viewed as active rather than passive participants in their own health care [1,2]. The growth in patient-centered care delivery combined with the rising costs of health care have perhaps not unsurprisingly been matched by a proliferation of patient-centered technology [3-8]. In this research, we explore how care teams can utilize digital technology to support patient-centered care for better outcomes and higher patient satisfaction in total knee replacement (TKR).

TKR is an increasingly popular elective surgery for people wanting relief from knee pain and loss of lifestyle because of reduced functionality. Osteoarthritis is the primary diagnosis of knee replacement patients (accounting for 97% of surgeries) [9]. The average age of patients undergoing TKR in Australia is 69 years [10]. When recommended, TKR is generally effective in reducing knee pain and improving functionality [11,12]; however, despite many successes, there is still a relatively high degree of patient dissatisfaction following TKR. A 2007 survey of 10,000 TKR patients in the United Kingdom showed that only 82% of TKR patients were satisfied with their outcome 12 months after surgery [13]. More recently, a 2012 systematic review of journal articles on postoperative outcomes for TKR indicated that as many as 10% to 34% of TKR patients continue to experience long-term pain after knee replacement [14].

In this paper, we explore the facilitation of patient-centered care using digital technology in a clinical setting for the delivery of TKR. Specifically, we draw on the concept of cocreation of value based on service dominant logic [15-17]. Service dominant logic is a marketing perspective that calls attention to the importance of services in creating value for consumers whereby value, or the utility of a service, is determined by the customer [16]. Although TKR, akin to other health services, does involve the exchange of goods (implant, medication, and consumables), it is predominantly a service provided by hospitals, clinics, and care teams [2,18-20]. Similar to other services, health care requires the active participation of consumers (ie, patients) [18]. The value of the service for the consumer is created, or rather cocreated, with the service care team. Value or utility of a service to customers is uniquely determined by the customer [15]. TKR surgery is a means to an end. The value or utility of the surgery is determined by each individual, and the value for the patient could be about playing or being able to play with grandchildren, going on an overseas trip, or being able to continue to play golf. Interactions between service care teams and consumers are opportunities to add value. The way in which interactions are managed can facilitate (or destroy) consumer value [21-24]. Digital technology has the potential to enhance the delivery of health care services by adding value to the interactions and communications between patients and their care teams [25-28].

In this paper, we explore the TKR journey from start (first referral to a surgeon) to finish (12 months after surgery) to understand the disparate needs of stakeholders and identify opportunities for digital technology to add value to TKR health care service delivery by enhancing the cocreation of value.

Methods

Design: Qualitative Study

Ethics approval was obtained from the Commonwealth Scientific and Industrial Research Organisation (CSIRO) Health and Medical Human Research Ethics Committee: low risk review panel. Qualitative data were collected using focus groups and interviews conducted in Queensland and New South Wales, Australia from June 2015 to September 2015. In total, 34 people (patients, general practitioners [GPs], and clinicians) participated in the research. Participants were recruited based on a maximum variation sampling approach [29] to ensure a diversity of opinion and experience. All focus groups, interviews and discussions were audio-recorded and transcribed. Qualitative analysis was carried out using NVivo software (QSR International) to assist in the management of the coding task. Thematic analysis was used to identify emerging themes [30].

Study Population

Participants (N=34) included three different target groups: patients (n=11), GPs (n=8), and clinicians (n=15), defined in this research as surgeons (n=10), research fellows (n=2), and physiotherapists (n=3).

Patients and GPs were invited to attend structured focus groups and clinicians were invited for interviews or discussions. In the following sections, we detail the participant recruitment process and how data were collected. For each group of participants, we outline the key questions. A more comprehensive list of focus groups and interview questions is available in Multimedia Appendix 1.

Methods of Data Collection

Focus Groups

Focus groups (n=17) were used to collect data from GPs and patients. For convenience and expediency, we contracted two different Sydney-based medical market research companies to recruit participants for general practitioner (GP, n=8) and patient focus groups (n=9) because market research companies have access to a large number of GPs and patients with the relevant history of TKR needed to convene a focus group. The focus groups were conducted by CSIRO researchers and lasted around 1 hour long. All participants signed consent forms.
GP focus groups (n=8): GPs were screened based on gender, age, years in general practice, weekly patient care hours, proportion of public patients (100% funded by Medicare), and frequency of referral of patients for TKR (see Table 1). The aim of the GP focus group was to understand more about the role of GPs in TKR in Australia because patients cannot consult a surgeon without a referral from a GP. Questions included recounting some of their experiences in referring patients for TKR, with examples of different types of patients, patient outcomes, and differences in referral and treatment between private and public patients. GPs were also asked about any treatments they recommended presurgery, such as exercise or weight loss, as well as their role in postsurgery.

Interviews or Discussions
A total of 17 people, including patients (n=2) and clinicians (n=15), participated in semistructured interviews or discussions. Discussions refer to interviews involving more than one participant. Participants were recruited using convenience sampling, people known to either the research team or the research sponsor. The research included both public and private sector practitioners. Participation in interviews or discussions with surgeons and physiotherapists was opportunistic and self-organizing. Participant numbers varied between 1 and 8 attending depending on availability and opportunity on the day. One interview was conducted by phone, all others were face-to-face. The duration of interviews varied from 25 to 120 min dependent on the size of the group.

Patients (n=2): for maximum sample variation, it was important to explore bad patient experience or service failure. Researchers used convenience sampling (word of mouth) to recruit 2 patient participants who were interviewed together. Both had postoperative complications, multiple revisions and knee replacements. The interview covered some of the same ground as the focus group questions but focused on the experience of, and reasons for, service failure.

Clinicians (n=15): clinician interviews or discussions included orthopedic surgeons (OS, n=10), research fellows (n=2), and physiotherapists (n=3). Participants were recruited from both Queensland and New South Wales, see Table 3. Although interview’s and discussions followed a broad direction, they were less structured than the focus group because of the multidisciplinary nature of groups, the number of attendees, differences in patient base (private and public, local or remote), as well as interstate differences in hospital practice. The aim of the interviews with clinicians was to understand the process of TKR. Clinicians were asked about each step in the TKR timeline (for both private and public patients) from referral to 12 months post surgery, which is when TKR patients are deemed to have
fully recovered from surgery. Particular emphasis was placed on understanding the communication and information exchange between clinicians and patients. Clinicians were asked to explain how and when information was provided to patients and discuss issues where patients did not fully understand or follow instructions. Clinicians were also asked to describe types of patients, as well as their experience of patient compliance. Finally, surgeons were asked to discuss how they managed patient satisfaction and to describe circumstances leading to poor outcomes.

Table 2. Patient demographics, including both focus group (n=9) and interview participants (n=2).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Patient types</th>
<th>Medicare patients, n</th>
<th>Covered by workers compensation, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Queensland</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>New South Wales</td>
<td>7</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Rehabilitation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient rehabilitation hospitals</td>
<td>5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Outpatient rehabilitation</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>In-home physiotherapy</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Local physiotherapy clinic</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No formal physiotherapy</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>70-79</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Clinicians’ breakdown.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Clinicians</th>
<th>Surgeons, n</th>
<th>Fellows, n</th>
<th>Physiotherapist, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Queensland</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>New South Wales</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Health care regime</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>2</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Public and private</td>
<td>8</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Results

Two themes emerged from patient and clinician data on the experience of TKR. First, for patients TKR is not an event but a long journey (12+ months). The journey is clearly marked by stages with different interactions and opportunities for cocreation at each stage. Second, effective communication and information flow between patients and clinicians is a key cocreation task in TKR, irrespective of the stage of the journey.

Theme 1—The Patient Total Knee Replacement Journey

It was clear from the way patients and clinicians described TKR that it is not an event but a journey of 12 months or more, which
officially starts when a patient obtains a referral to an orthopedic surgeon (OS) from their local GP. Seven stages of cocreation were identified: referral, consultation, prehabilitation, perioperative, hospital stay, rehabilitation, and postoperative (Table 4).

1. Referral

In Australia, patients require a referral from a GP to access an OS. The GP referral marks the start of the patient’s TKR journey. Most patients will have seen their GPs over the years for treatment and management of the increasing knee pain and loss of functionality typical associated with osteoarthritis before getting a referral for surgery. Some patients anxious to avoid loss of lifestyle request TKR early, others, because of fear of surgery or concerns about the outcomes, leave it too long:

Some want it way too early. They just think, oh, a little bit of a twinge, I might get a new knee. [GP 2]

I had another guy the opposite way who put his knee replacement off for ages and ages. [GP 8]

The referral stage is marked by information seeking and decision making. Patients must decide if they wish to pursue surgery, and private patients can also decide which surgeon they want to be referred to. To support decision making, patients are very active in information seeking, principally using the Internet, GPs recommendations, and increasingly via their social networks. Patients research the medical procedures involved, the experience of TKR, and prospective surgeons. GPs reported that private patients are increasingly assertive in exercising their rights as consumers of health care services. They are actively requesting TKR surgery to avoid loss of lifestyle and/or referral to a specific surgeon or a number of surgeons based on their research:

Lots of people I know they’ve had knee replacements; they were all very successful, so I just took their word, and their recommendations. [Patient 8]

Table 4. The stages of the patient journey.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cocreation network</th>
<th>Patients role</th>
<th>Timelines and details^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Referral</td>
<td>GP^b, social network^c</td>
<td>Information seeking. Decision making: decision to consider surgery.</td>
<td>Private: 2-12 weeks; Public: 12 months.</td>
</tr>
<tr>
<td>(2) Consultation</td>
<td>Administrative staff, OS^d</td>
<td>Understanding information, deciding on surgeon (private patients), risk management, establishment of a relationship of trust with surgeon.</td>
<td>Private: 2-4 weeks; Public: approximately 12 months.</td>
</tr>
<tr>
<td>(3) Prehabilitation</td>
<td>Physiotherapist</td>
<td>Being fit for surgery and exercise completion.</td>
<td>Private: more likely to go straight to surgery; Public: emphasis on home exercise therapy.</td>
</tr>
<tr>
<td>(4) Perioperative</td>
<td>Administrative staff, occupational therapist, physiotherapist, registered nurse (RN)</td>
<td>Preparation for hospital admission and discharge.</td>
<td>Public and private: 2 to 4 weeks before surgery.</td>
</tr>
<tr>
<td>(5) Hospital stay</td>
<td>Administrative staff, OS, RN, physiotherapist, occupational therapist, social network</td>
<td>Following instructions and providing feedback on progress.</td>
<td>Public and private: walking day 1, discharge day 3 to 5.</td>
</tr>
<tr>
<td>(6) Rehabilitation</td>
<td>Physiotherapist</td>
<td>Exercise completion and providing feedback on progress.</td>
<td>Private: in- and outpatient rehabilitation and private physiotherapy; Public: outpatient rehabilitation, limited public funding for private physiotherapy.</td>
</tr>
<tr>
<td>(7) Postoperative</td>
<td>Administrative staff, occupational therapist, RN, GP</td>
<td>Detecting and reporting complications. Following medication. Staying positive.</td>
<td>Private: scheduled appointments, removal of surgical clips at clinic or by OS at 2 weeks, OS at 6 and 12 weeks and at 12 months; Public: fixed schedule, removal of surgical clips at clinic or GP at 2 weeks, OS at 6 and 12 weeks and at 12 months.</td>
</tr>
<tr>
<td>(8) Complications (restart from perioperative)</td>
<td>GP and/or OS</td>
<td>Private: more access to OS over and above scheduled appointments; Public: more gatekeepers.</td>
<td></td>
</tr>
</tbody>
</table>

^aThere is some variation in practice especially in private surgeons, the time lines suggested reflect common practice.

^bGP: general practitioner.

^cfamily and friends.

^dOS: orthopedic surgeon.
Public patients have less, if any, choice in their surgeon and are therefore more passive consumers at this stage of their TKR journey. The time between referral by a GP and the first consultation with a surgeon varies based on health cover. Private patients will have their first consultation with an orthopedic surgeon usually between 2 to 4 weeks after referral. However, because TKR is an elective surgery, public patients can wait up to a year to see a surgeon. Waiting lists are problematic because GPs try and get public patients onto a waiting list early so that by the time they need surgery, they will already be on a surgeon’s list. This, however, creates additional work for surgeons who must review all patients on their lists yearly. However, these annual reviews are often the only thing assuring patients that they have maintained their position on the waiting list.

2. Consultation

The consultation stage for patients is about risk assessment and forging a relationship of trust with their orthopedic surgeon. Importantly, during this stage, patients establish expectations about the outcomes of TKR, which in turn affects their subsequent satisfaction with the surgery:

[Satisfaction is directly linked with expectations. So if there are those conversations preoperatively about this will take you 12 months or 2 years to get over, I think they are much more willing to accept that that’s the case, rather than being dissatisfied for the first 12 months. [Fellow 1]

In these initial consultations, establishing a relationship with the surgeon is very important. Patients must be comfortable with and have faith in the surgeon’s ability to deliver the outcomes they expect:

I went to a surgeon first, someone who had done my father’s knee...he wasn’t the surgeon I ended up with because I couldn’t stand the guy. I wasn’t going to let him cut me open. [Patient 1]

3. Prehabilitation

Once a decision to undergo surgery is taken, private patients have a 2 to 8 week wait for their surgery to be scheduled. Private surgeons tend not to recommend prehabilitation:

Very rarely would someone of mine go in for prehabilitation...I don’t know if I’m right or wrong—but I tend to reserve the rehab for postsurgery. [Surgeon 4]

In the public sector, waiting time can be over 12 months. GPs, physiotherapists, surgeons, and public services use this time to promote prehabilitation:

If they come in at a reasonable period before their surgery date, for instance, if they’ve got, say, 4 to 6 weeks beforehand, it gives us the opportunity to possibly improve, say, their knee extension prior to surgery, because we know that will dramatically improve their walking ability postop. [Physiotherapist 1]

I don’t think you will come to a knee replacement for some time and what I’m going to do is plan to see you in a year but I want you to do [the exercises] and I’m going to write to the GP and say if there’s any major changes or a problem I’m happy to see you earlier. So they’ve got a prehabilitation process. [Surgeon 10]

4. Perioperative

Once surgery is scheduled, the perioperative stage begins. This stage is information rich. Hospitals and care teams need to communicate with and collect information from the patient with a view to facilitating a cost-efficient hospital experience and a timely admission and discharge.

5. Hospital Stay

Patients admitted to hospital have their surgery and are typically discharged 3 and 5 days after surgery. Private patients in large metropolitan areas have the option of being discharged to inpatient rehabilitation clinics for a 1 or 2 week stay where inpatient physiotherapy is delivered. Public patients who have less access to rehabilitation services post surgery may be kept in the hospital longer if the surgeon feels they might benefit from a few days extra of inpatient physiotherapy:

The big difference between public and private, as far as how long they stay in hospital, is really dictated by access to rehab. Private patients can get into rehab, whereas public patients...rehab is almost impossible to find...at least they’re receiving some inpatient physio...before going home. [Surgeon 2]

6. Rehabilitation

Rehabilitation begins in the hospital and continues into the postoperative stage. In-patient physiotherapy starts on the day after surgery when patients are expected to start walking with aids. In addition to walking, patients also have to complete exercises designed to improve knee extension (straightening), range of movement (bending), and function (walking, steps, and running). Rehabilitation continues after discharge at inpatient or outpatient clinics, or with local physiotherapy services. Proximity to rehabilitation facilities or physiotherapists and private health care cover determine access to rehabilitation. However, all physiotherapists recommend in-home exercise and self-management of prescribed in-home exercise as an important part of rehabilitation.

7. Postoperative

Patients will have their wound assessed and clips removed 2 weeks after surgery by their GP in a clinic or by their surgeon. They also typically see their surgeon at 6 weeks to check for wound infection and at 12 months to assess recovery and the performance of the prosthetic. In the postoperative stage, the patient is responsible for detecting and reporting postsurgical complications, including wound infection, clots, and deep vein thrombosis. Although the risks of complications post surgery are low, the consequences are very high, which can cause some uncertainty and anxiety in patients:

Well, with things like that, a lot of patients at 6 weeks are worried, “My knee is hot and red.” And [knees post surgery] are all hot and red. [Surgeon 1]
Theme 2—Information and Communication Flow

Two-way communication between patients and care teams is essential in the TKR journey. Clinicians, including surgeons, physiotherapists, and others, need to communicate information effectively to manage patient expectations. Communication is also essential to ensure informed consent and decision making and to ensure patients meet the surgeon’s and hospital’s expectations for self-management pre and post surgery. Equally, patients need to communicate information effectively to care teams for accurate diagnosis and treatment in the consultation and postoperative phases. Our analysis revealed issues with information flow, gaps in communication, and communication problems.

Information Flow

Care teams and hospitals have to communicate the same information to patients repeatedly. This requires efficiency in communication. Due to the limited amount of face-to-face time, printed information is the principle means of supporting information communication to patients at all stages of their TKR journey:

> When every patient books for an operation, we give them [an information pack] this is a preloaded what paperwork is required, the consent form, the hospital admission paperwork, thing about knee replacement et cetera, et cetera. [Surgeon 5]

> I got a booklet…and [the surgeon] explained a little bit also with an instrument of some sort; I don’t know. Showed how the joints fit together, and he gave me the brochure and sent me off. [Patient 4]

Increasingly hospitals are organizing presurgery education or assessment sessions during the perioperative phase. These sessions often combine group information sessions and one-on-one consultations with nurses, physiotherapists, and occupational therapists:

> Well, I have worked in two private hospitals, and they had significant differences in their length of stay. The big difference has been the patients who have been prepoped have everything organised, arranged, and mostly their expectation of discharge. So they come in and they go, I’m having a total knee replacement, I’m going to be in, my surgery is on Monday, I’m going to be home Friday. [Physiotherapist 3]

However, interview data revealed that patients do not necessarily absorb, retain, or act on the information provided:

> We always inform the patients not to take antibiotics. But I do the review at 2 weeks; a lot of people are full of antibiotics for unnecessary reasons. [Surgeon 1]

> There was one patient that will forever stick in my mind. She was in absolute tears when I called her, and she was distraught…I found out that she…thought that she had to stay in the house. [Surgeon 10]

> The decision to operate—is—it’s their pain level, it’s their function, it’s the, can you walk—I can’t walk around the shops, I can’t sleep…and my usual statement to patients is, “You have your operation when you are ready.” [Surgeon 1]

Cocreation Styles

In addition to the cocreation tasks associated with information gathering and decision making, patient’s personalities and life experience mean that they establish different types of relationships with their surgeons and physiotherapists. The type of relationship they establish is particularly apparent in the postoperative stage, where lack of expertise or experience and the high cost of undetected complications makes patients anxious and fearful:

> Rare complications when you have them, they’re disastrous (64.10) infected prosthesis, it’s terrible. I’ve had patients who’ve had a protracted postoperative of 6 months said, I wish I never set my eyes on that surgeon. [GP 3]
Public and private patients generally see their surgeons at 6 weeks and at 12 weeks. In the postoperative stage, private patients have more access to their surgeons. They are more readily able, and perhaps feel more entitled, to communicate directly with their surgeon:

There’s usually a heightened sense of awareness and patients are paranoid about clots and infection, so most people will ring at the drop of a hat if they’re worried...if someone’s worried I’d rather see them. [Surgeon 9]

Public patients are generally encouraged to see their GP if they have concerns about postsurgical complications, despite a number of surgeons reporting that GPs lacked knowledge to correctly treat postsurgical infections. Over and above differences in health care cover, differences in personality and communications style result in both under- and overreporting.

Overreporting occurs when patients are overanxious and frequently contact the surgeons directly or via the practice receptionist for private patients or via the GP for public patients. Clinician time is limited, so to relieve pressure on care teams and GPs, practice receptionists can act as gatekeepers, filtering requests. On rare occasions, their lack of clinical expertise, coupled with patient’s limited ability to communicate their condition, could result in genuine complications being overlooked:

When I go in there the message that [my surgeon] had [from his receptionist] was that I had nicked the top of the scar. It was wide open, I had to have a tourniquet to stop the bleeding...that was the arrogance of a front line staff member who had not even passed the message on. [Patient 11]

Underreporting also occurs and is equally problematic. Patients who do not want to bother the surgeon will wait until the next appointment to raise concerns that again can exacerbate outcomes:

What I say to people is...“See you in 6 weeks.” And then they sit there for 2 weeks with pus pouring out of their knee, because they are seeing the doctor at 6 weeks...so whatever happens in between, they just hold on to it. [Surgeon 1]

Most patients tend to follow medical advice. Many patients referred to themselves as a “good patient,” following care team advice and instructions, in particular with respect to medication and exercise:

I think I was an excellent patient...so I did all the things I was told to do [in rehab] because I just wanted the best recovery I could have and I just thought their exercises, their knee clinic I think they called it, it was just really good. [Patient 3]

Reasons for not completing rehabilitation or home exercise included access to rehabilitation, having to rely on others to drive them to a clinic, the need to return to work, and pain:

The rehab, getting that bend in the knee, I can still remember tears streaming down my face trying to do what they were telling me to do, to get that particular degree that they wanted. [Patient 3]

I was really concentrating on exercising and that, while I was in the hospital...then I wanted to get back to work, because I was totally bored. So I didn’t do as much rehabilitation as what I should be doing. [Patient 7]

Due to pain and difficulty of completing exercises, some patients (Patient 11) developed very negative attitudes toward their physiotherapists describing them as “overzealous, rude, and condescending.”

Discussion

Principal Findings

This research explored TKR patient-clinician interactions looking for opportunities for digital technology to enhance cocreation and add value at different stages of the TKR journey. Technology can add value by enhancing and increasing opportunities for two-way communication between clinicians and their patients.

Communication From Clinician to Patient

Results showed that interactions between clinicians and patients are time-poor but information-rich, and patients do not necessarily retain or recall the information or instructions given to them by their care team because information given by clinicians, and in particular surgeons, to their patients is often technical and complex [31]. About half a surgeon’s consultation time is spent explaining the medical condition, treatment options, and surgical procedure; a good deal of which is required to meet legal obligations [31]. Although this information is necessary for patients to understand their condition, the risks associated with treatment options, and to provide informed consent to treatment plans [31-34], it has been demonstrated that patients have very poor recall of information provided to them by clinicians, especially if, as with TKR, they are older, in pain, or anxious [35]. Patients also have selective information retention and generally have higher recall of information about the diagnosis than about the treatment options [35]. Similarly, with rehabilitation, patient recall of exercises, sets, and repetitions is particularly problematic for older adults, and recall is not substantially improved by the provision of a memory sheet [36]. Results showed a clear role for digital technology to add value through improved communication and information flow between clinicians and patients. Digital technology can facilitate the following:

- Deliver the right information at the right time. Mobile phone features such as short message service, push notifications, reminders, tasks, and alarms are well suited to supporting real-time information delivery and “just-in-time” access [4,8]. The results clearly identified different information needs at different stages of TKR.
Technology-supported information delivery can deliver the right information at the right time, making it both easier to absorb and readily accessible to add value through improved patient recall and compliance. Reminders have been successful in increasing adherence for routine daily tasks such as medication management [4]. Mobile notifications may also increase adherence to home-based physiotherapy, as research has shown that setting regular times for exercise and integrating exercise into routine is more likely to encourage successful completion [37]. Interactive tasks or checklists could potentially help patients prepare for hospital admission, complete rehabilitation plans, and take medication as prescribed.

- **Convey complex information in a more engaging way, including text, imagery, audio, or video** [36], thereby adding value through better patient understanding of treatment and rehabilitation. Mobile phone apps with videos could support demonstrating the surgery and the treatment options, and video is a great medium for providing exercise demonstrations to support safe and correct exercise at home [38-42].

- **Enhance motivation and compliance with exercise programs through interactive gaming and rewards systems.** Gamification is a commonly used engagement strategy to increase motivation by providing positive feedback to users, which in TKR could include compliance with physiotherapy and achievement of functionality milestones. Achieving functionality milestones could support patients’ sense of positive progress toward recovery.

- **Increase the number of interactions (albeit indirect) and thereby the opportunities for adding value between care team and patients.** Encounters and interactions with clinicians are dictated by standardized care pathways that determine duration and number of appointments. Push notifications and just-in-time delivery of information can add value by indirectly increasing the communication or interactions from care team to patients between appointments. Mobile phone apps can also provide patients who cannot or do not have access to rehabilitation services with support in completing their rehabilitation. A mobile phone app for cardiac rehabilitation has been proven to increase uptake, adherence, and completion of patient rehabilitation for patients who have had a heart attack in comparison to face-to-face outpatient clinic [39,40].

- **Tailor information to individual needs to deliver personalized solutions.** Mobile technology can ensure that individual patients receive personally relevant information and/or can make choices in how they receive the information and which support tools they use. Mobile phone apps can also potentially match different behavioral interventions to different cocreation styles to optimize outcomes [24].

**Communication From Patient to Clinician**

Patients have an *expert* role in that only they can describe what they are feeling and experiencing. This patient input is a crucial element of clinical diagnosis and treatment [32,43,44]. Results show that technology could add value to patient clinician communication by supporting patients in their role of an *expert* to better and more accurately communicate how they are feeling and what they are experiencing. Self-reported information can be difficult for patients to recall, inconsistent over time, and difficult to convey [45]. Research shows that patient self-reports on sleep and pain are unreliable. For participants with fair or poor health, no correlation was observed between subjective and objective sleep measures [46], and patients with a high social desirability bias (desire to be viewed favorably by their surgeon) report higher level of pain [47]. For patient clinician communication, digital technology can facilitate the following:

- **Enhance the quality and frequency of patient communication with their care team using self-monitoring tools and wearables.** Self-monitoring using mobile phones could assist patients in recalling the timing of events and improve accuracy and validity of self-reports on pain or recovery progress with text-based diaries, photo or video blogs, tools to track pain, medication use, mood, physiotherapy, knee range of motion, and more. This type of reporting could be further enhanced with the use of wearable technologies such as activity trackers, body worn sensors, or Bluetooth-enabled thermometers or scales. By linking data from digital technology to a Web portal accessible by the care team, daily progress data could be used to flag patients not progressing as expected, allowing clinicians to move appointments forward as needed. Remote monitoring of progress could potentially increase motivation and compliance as patients extend the role of good patient to their self-management tasks, knowing that they are being observed. This approach could also be used for waiting list management to supplement the yearly orthopedic consult.

- **Assist in the early detection of postoperative complications and reduce patient anxiety.** Results showed that the most critical time for effective patient communication is the postoperative period (0-12 weeks post surgery) because even though the risk of infection and complication after TKR are low, the resulting morbidity is high, and patients are naturally anxious. With only limited access to surgeons (3 postoperative visits in 12 weeks), it is largely the patient’s responsibility to detect and report postoperative complications and infections. Results showed that patients both under- and over-report postsurgical complications. There is very clearly a role for technology to add value in the detection of postsurgical complications to help reduce patient anxiety and uncertainty and improve patient outcomes. Solutions might include telehealth services for the 12-week postoperative period or intelligent technology such as smart wound dressings, wearable devices, and heat detectors for infections [48,49].

**Strengths and Limitations**

The strength of this research is that it provides a multistakeholder perspective on how care teams can use digital technology to add value to patient clinician interactions and in so doing, potentially improve patient experience and satisfaction. Limitations of this research include the limited generalizability of qualitative data. We also acknowledge an overrepresentation of the private sector perspective (patients and care teams), even though 70% of TKR in Australia occurs in private hospitals [50]. Although research was conducted in two major cities, Sydney and Brisbane, this study is not necessarily representative of TKR journey in whole of Australia, as only 60% of TKR
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surgeries occur in capital cities [51]. Focus groups conducted in remote and less affluent areas may have yielded different patient experiences because access to TKR and physiotherapy are affected by proximity to hospitals and rehabilitation facilities, as well as affordability. Finally, this research was cofunded by a commercial partner who has engaged CSIRO to conduct this research independently on their behalf. CSIRO was solely responsible for decisions on the study design, analysis, and interpretation of data. This research has led to the design and development of a digital orthopedic rehabilitation platform, which is being evaluated through a multihospital randomized controlled trial and registered with the Australian New Zealand Clinical Trials Registry (ACTRN12616000504415) [52].

Conclusions
Digital technology has the potential to enhance the current model of care for TKR, adding value for all stakeholders through increased and improved communication and information flow. For patients, digital technology could enhance information retention and recall, support the patient as an expert, reduce anxiety in the postoperative stage, improve recovery through improved adherence to rehabilitation, and increase satisfaction through supporting personal agency and perceived control. For clinicians, digital technology can enhance the communication and information flow between care teams and patients to improve patient compliance, outcomes, and satisfaction. For health care providers, digital technology can assist in managing waiting lists, reduce length of stay because patients are better prepared for admission and discharge, and reduce morbidity and burden of disease through early detection of postoperative complications. Digital technology could also potentially reduce the cost of service delivery [53] without compromising patients’ outcomes. Although patient-centered care is by definition not technology-centered care [54], technology can nevertheless assist in the delivery, reinforcement, and accessibility of information if the focus of digital technology design and development (eg, apps) is value-driven and patient-centric [25].

Acknowledgments
The project is cofunded by Johnson and Johnson Medical Devices Australia and CSIRO. The commercial partner, Johnson and Johnson Medical Devices Australia has engaged CSIRO to conduct this research on their behalf and has approved the manuscript for publication. The authors would like to thank Angela Coble, Ben Travers, Julian Ryall, and Nathan Edgington from Johnson and Johnson Medical Devices Australia for their input and contribution. Present address of YVK: Flinders Digital Health Research Centre, Flinders University, GPO Box 2100 Adelaide SA 5001. Yasmin.vankasteren@flinders.edu.au.

Authors’ Contributions
YVK designed the study methodology and conducted the thematic analysis. All the authors participated in interviews and focus groups and contributed to the writing of the report.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Interview questions.

References


Abbreviations

GP: general practitioner
OS: orthopedic surgeon
TKR: total knee replacement
CSIRO: Commonwealth Scientific and Industrial Research Organisation
Ethical Concerns of and Risk Mitigation Strategies for Crowdsourcing Contests and Innovation Challenges: Scoping Review

Joseph D Tucker1,2,3,4, MD, PhD; Stephen W Pan1,2,5, PhD; Allison Mathews2,4, PhD; Gabriella Stein2,4; Barry Bayus6, PhD; Stuart Rennie7, PhD

1University of North Carolina Project-China, Guangzhou, China
2Social Entrepreneurship to Spur Health, Guangzhou, China
3Faculty of Infectious and Tropical Diseases, London School of Hygiene and Tropical Medicine, London, United Kingdom
4Institute of Global Health and Infectious Diseases, University of North Carolina, Chapel Hill, NC, United States
5Department of Public Health, Xi’an Jiaotong-Liverpool University, Suzhou, China
6Kenan-Flagler School of Business, University of North Carolina, Chapel Hill, NC, United States
7Social Medicine Department, University of North Carolina, Chapel Hill, NC, United States

Corresponding Author:
Joseph D Tucker, MD, PhD
University of North Carolina Project-China
2 Lujing Road
Guangzhou,
China
Phone: 86 13560294997
Email: jdtucker@med.unc.edu

Abstract

Background: Crowdsourcing contests (also called innovation challenges, innovation contests, and inducement prize contests) can be used to solicit multisectoral feedback on health programs and design public health campaigns. They consist of organizing a steering committee, soliciting contributions, engaging the community, judging contributions, recognizing a subset of contributors, and sharing with the community.

Objective: This scoping review describes crowdsourcing contests by stage, examines ethical problems at each stage, and proposes potential ways of mitigating risk.

Methods: Our analysis was anchored in the specific example of a crowdsourcing contest that our team organized to solicit videos promoting condom use in China. The purpose of this contest was to create compelling 1-min videos to promote condom use. We used a scoping review to examine the existing ethical literature on crowdsourcing to help identify and frame ethical concerns at each stage.

Results: Crowdsourcing has a group of individuals solve a problem and then share the solution with the public. Crowdsourcing contests provide an opportunity for community engagement at each stage: organizing, soliciting contributions, promoting, judging, recognizing a subset of contributors, and sharing. Crowdsourcing poses several ethical concerns: organizing—potential for excluding community voices; soliciting—potential for overly narrow participation; promoting—potential for divulging confidential information; judging—potential for biased evaluation; recognizing—potential for insufficient recognition of the finalist; and sharing—potential for the solution to not be implemented or widely disseminated.

Conclusions: Crowdsourcing contests can be effective and engaging public health tools but also introduce potential ethical problems. We present methods for the responsible conduct of crowdsourcing contests.

(J Med Internet Res 2018;20(3):e75) doi:10.2196/jmir.8226
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**Introduction**

Crowdsourcing refers to “the practice of obtaining information or services by soliciting input from a large number of people, typically via the internet and often without offering compensation.” [1] The term encompasses a wide range of practices that were originally developed to iteratively improve commercial products based on crowd input and to change the traditional relationship between a business and a client [2]. For example, the online encyclopedia Wikipedia allows anonymous volunteers to write, edit, and manage online encyclopedia entries. Wikipedia has rapidly grown and now has 4.9 million articles that are being edited by 70,000 active contributors [3]. Crowdsourcing is used in the government and nonprofit sectors to generate innovative concepts and designs [4]. Crowdsourcing can take a wide variety of forms, including online games [5], distributed health system platforms [6], and contests to solicit new ideas [4].

Our discussion of crowdsourcing will focus on contests, also called innovation challenges, innovation contests, and inducement prize contests. Crowdsourcing contests include prize-based open contests in which individuals or teams work alone and those in which individuals work together. Contests typically include the following stages: organizing a steering committee, soliciting contributions, promoting the contest, judging contributions by experts or the crowd, recognizing excellent contributions, and sharing contributions. In the past 10 years, contests have been used to promote public health [4]. Crowdsourcing contests have been used to develop health messages [7], inform health policy [8], and improve medical diagnostics [9]. These kinds of contests can increase community engagement [7,10], improve health [10,11], and save money [11].

However, crowdsourcing contests introduce a number of potential ethical concerns [12,13], including not being sufficiently inclusive, only relying on the internet, and not disseminating the solution widely. Identifying and responding to these shortcomings is important for establishing crowdsourcing as a force for the public good and as a useful public health tool. These concerns have received limited attention in the public health literature on crowdsourcing to date [2,4]. This paper describes crowdsourcing contests by stage, describes common ethical challenges, and provides guidance on implementing crowdsourcing contests ethically.

**Methods**

We conducted a scoping review [14] to synthesize literature on the ethical conduct of health-related crowdsourcing projects. This review includes applied and theoretical ethics literature related to crowdsourcing research and practice. Scoping reviews allow one to examine the literature in a structured way but are different from systematic reviews in their methodology and content [15]. Our review focused on sources between January 1, 2005 and July 1, 2017. We examined a wide range of anthropological, ethical, social science, and related literature on crowdsourcing to promote public health. We anchored this discussion in a particular example of a single crowdsourcing contest. In addition, we examined several crowdsourcing contest failures to understand concerns and potential ethical problems.

We identified studies using keyword searches in electronic databases, including MEDLINE (OVID interface, 1946 onwards), Google Scholar, expert opinion, and Wikipedia. For database searches, we used phrases and synonymous variations of the following terms: crowdsourcing, innovation challenge, ethics, implementation ethics, and applied ethical analysis. We also identified studies based on searches of reference lists, hand-searching key journals identified from initial database inquiries, and unpublished conference abstracts. We prioritized studies that examined crowdsourcing contests in health contexts. Our search included studies that provided empirical or theoretical data on crowdsourcing contests in the past 12 years.

**Results**

**Overview**

Our scoping review data are organized according to the 6 stages of a crowdsourcing contest—organizing, soliciting, promoting, judging, recognizing, and sharing [7,10]. First, the contest organizers form a contest steering committee to articulate the purpose, values, and methods of the contest. Second, an open call for content (eg, concepts, images, videos, or other materials) is announced via in-person events and social media. This open call clarifies the goals and terms of the contest, the prize or incentive structure, and the nature of participation. The open call plays a key role in defining the crowd. Third, the crowd is iteratively engaged through feedback sessions, in-person events, and social media. Fourth, a group of judges evaluates each contribution based on prespecified criteria to determine finalists. In some cases, the judges are the crowd itself. Finalists and others are awarded prizes according to their rank order. The judging process aggregates crowd wisdom [16]. Fifth, contest finalists are announced and recognized through an incentive structure. Sixth, the steering committee shares the finalist solution(s) with the community. After discussing each of these 6 stages, we review the literature on failures in crowdsourcing and discuss ethical principles of crowdsourcing contests.

**Organizing a Steering Committee**

The first step of a crowdsourcing contest is to establish a steering committee that will decide the structure and function of the contest. The steering committee powerfully shapes the contest and provides a set of norms, expectations, and deadlines. Often contests are divided into ones that focus on engaging large numbers of the community or on resulting in a high-quality outcome [4]. The condom video contest in China was focused on creating a high-quality video. The condom video contest steering committee was composed of youth, community health leaders, men who have sex with men, doctors, business leaders, and researchers. The group was organized by Sesh Global, an organization with experience in crowdsourcing contests. The steering committee met on a monthly basis to discuss the scope, rules, and promotion of the contest. In addition, the steering committee used email and social media to discuss contest developments.  
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One potential ethical problem with organizing a steering committee is the possibility of excluding community members or voices that are important to the contest. Often individuals from marginalized, vulnerable groups who lack a voice in decision making are less likely to be represented on steering committees. This problem has important implications for contests because the steering committee establishes the expectations and rules governing the entire process. For example, a contest focused on gay men and HIV ought to include gay men and people living with HIV. A committee lacking appropriate representation of key groups could undermine both effectiveness and trust in the contest.

One way to mitigate the risk of excluding important community voices is to have transparent criteria for selecting steering committee members. In addition, aligning the composition of the steering committee with the overall purpose of the contest could help ensure that community voices are represented. Given local power dynamics related to nonexpert advice, it may also be useful to have local, in-person meetings of the steering committee specifically to establish trust and align expectations.

Soliciting Contributions

Contest designers design the open call soliciting contributions. The call for contributions is open so that anyone can contribute. Open calls can be through social media, in-person, or both. We define social media as websites or apps that allow users to create and share content or to engage in social networking [17]. Our condom video contest call for entries in China shows how the language, format, and structure shape a crowd (Multimedia Appendix 1). The call for entries was distributed through social media and in-person events at local high schools, colleges, and community-based organizations. The choice of distribution channels encouraged young Chinese individuals to participate but allowed entries from anyone.

One potential problem with calls for entries is over-reliance on social media announcements and insufficient attention to in-person events. Most private sector contests have focused on using social media calls to solicit entries [18], including several calls exclusively through social media [19,20]. There are two ethical problems with exclusively social media open calls. First, there is still a substantial digital divide between those who use social media and those who do not. Individuals who use social media tend to be from more developed regions or sectors and have higher socioeconomic status compared with those who do not use social media [21]. An exclusively social media call would not only constrain participation among some vulnerable groups, but it could worsen some of the entrenched social inequities. Second, among those who use social media, there is a further barrier to engaging sophisticated contest platforms, such as Ideascase, a company that creates online platforms for crowdsourcing contests [22]. A wide range of these platforms have been developed to crowdsourcing tasks. However, individuals who have the skills, knowledge, and experience to participate in these online platforms are a subset of the crowd, skewing its composition and unfairly excluding those without these skills but who are interested and could meaningfully contribute.

Careful attention to soliciting contributions can help to deal with these problems. In-person contest promotion events are one mechanism to broaden access to contests and diversify the crowd. These events have been used in several health contests [7] and have been found to increase participation and quality of participant entries. In-person events could take the form of classroom didactics, interactive feedback sessions, or community-led events. Capacity building sessions [23] could help individuals to learn about contributing on social media platforms. In addition to in-person contest promotion, ensuring multiple channels for contributing would be useful. This could include providing contributions through mail, in-person, or short text message. Contests should be as inclusive as possible relative to the intended audience. It is important to note that the goal is not for universal participation but to provide an opportunity to participate to those who would have a reasonable expectation of contributing to the contest.

Promoting Crowd Engagement and Contributions

Following the open call, there is an iterative process of engagement between organizers and potential participants. Our condom contest organized in-person and social media engagement activities to promote submissions. This included integration of in-person and social media activities so that they complemented each other. Approximately three-quarters of those who submitted to the contest participated in at least one engagement activity. These activities established trust in the contest, built confidence in contributing, and established social norms about how to participate in the contest. Engagement activities avoiding giving examples in order to decrease cognitive fixation and increase innovation [24,25]. However, this stage of crowdsourcing contests also raises potential ethical concerns. Disclosure of confidential information by contributors and the possibility of social media trolling are two primary concerns.

Authentic engagement in a contest allows those who contribute to draw on their own unique talents, preferences, and local social context. However, this personal process introduces the risk of private information being divulged, often unintentionally, as part of engagement and contributing. These concerns have been raised more generally in the crowdsourcing literature [26]. In our case, some condom videos included identifiable individuals. The contest organizers had clear guidelines establishing that all videos could be publically viewed and any individual who participated in the video gave permission to be included. This decreased the risk of unintended disclosure associated with viewing the videos. In addition, contest organizers may consider having more stringent requirements about obtaining written consent for an individual’s photograph or other personal information to be included in the contribution or going back to finalists to confirm consent before video or other forms of dissemination.

In addition, social media trolling has been reported within crowdsourcing contests. The word troll comes from the Scandinavian mythology, referring to evil small creatures who disturb travelers [17]. Today the term “trolling” refers to individuals who (usually anonymously) harass, provoke, or insult others online [27]. Trolling has been reported in a range of social media contexts [28,29], including contests [30,31]. Although trolling may be largely protected in some countries by the right to free speech [32], organizers of crowdsourcing...
contests should make efforts to anticipate these harms and provide protection. This type of ethical concern can to some extent be addressed through online platform moderation and algorithms for detecting offensive words, as well as informing participants of potential risks of trolling during the consent process.

**Aggregating Crowd Wisdom: Judging Contributions**

Once the crowd has engaged in the contest and submitted contributions, these contributions are judged. The contest contest videos were evaluated by a multisectoral group of local people living with HIV, youth, physicians, and public health experts. Local judging increased community ownership of the contest and increased the likelihood that local characteristics (e.g., using the local dialect) would be incorporated. At the same time, the nature of judging brings up a range of potential ethical issues, including how to fairly select judges. One common approach to judging contests has been to involve the crowd in judging entries, cited as a cost-effective way to engage potential participants [33]. However, if the contest is exclusively defined online, it would be prone to the same problems described above in addition to bias, inconsistent judging criteria, and favoring popular opinion [34]. Crowd evaluation may also lead to voting based on criteria not consistent with the goals of the contest. For example, the British contest to name a government research vessel resulted in the entry “Boaty McBoatface” receiving 124,109 votes, more than fourfold greater than the next entry [35]. Organizers found themselves in the dilemma of accepting an absurd name or rejecting a crowdsourced outcome. They eventually compromised by using “Boaty McBoatface” to name a submersible carried by the research vessel dubbed the Sir David Attenborough [36]. In addition, the contest contributor with the largest number of online followers may be more likely to receive votes in support of their contest entry. Empirical evidence from private sector contests confirms that online crowd evaluation is biased toward individuals with greater social networks compared with expert judge evaluation [33]. Two studies found that individuals who win crowd-judged prizes are not as likely to sustain their engagement over time compared with individuals who win expert-judged prizes [33,37].

When a crowdsourcing contest has a relatively low number of entries (<100), a panel of expert judges could evaluate contributions. Judges would need to be selected in a fair way that is consistent with the mission and goals of the overall contest. Elements from “fair process” procedures—which emphasize transparency, justification of rationales, opportunities to appeal decisions, and so on—could help in the constitution of the judging panel and also help guide the decisions they make [38]. This could include evaluation of the judge panel to help ensure that a broad range of judges are represented and decrease reliance on social media. Several private sector contests demonstrate the feasibility of having a judging panel evaluate contributions [39].

**Celebrating Crowd Wisdom: Recognizing Contributions**

Following the judging process, contributions can be recognized by prizes or incentives, acknowledgment, and retention of legal rights to products created. Incentive structures for crowdsourcing vary based on the goals and missions of the contest. Some contests have a single large prize [40] while others recognize a number of contributions [41]. The contest included individual prizes for the top three contributors as well as participation prizes. The top contributors were announced on social media as a further form of recognition. All contributors retained the rights to their videos (those who submitted the videos could use them for any purposes), consistent with the goal of the contest to promote community agency.

An ethical challenge related to recognition in crowdsourcing contests is the potential for exploiting those who make substantial contributions. Insufficient recognition of those who contribute to contests has been noted in many online contest settings [42–44]. The contest decreased the likelihood of this exploitation because there were several formal and informal ways of recognizing participants, alongside retention of their legal rights. The contest also shared the finalist video online in several forums.

Appropriately recognizing contributions provides a way of addressing these concerns about crowd exploitation related to the incentive structure and acknowledgment. First, clearly stating during the consent process how contributions will be recognized can mitigate exploitation to some extent. Second, incentive structures with multiple prizes (of different types) promote a broad spectrum of participation. Including special prize categories that focus on participation rather than merit have been used in some contests [7]. Third, formally acknowledging and celebrating contributions are important. Several studies have shown that intrinsic benefits of participation (such as recognition and media attention) are more important than extrinsic benefits in the context of crowdsourcing [10]. Governance of ownership and permissible uses of finalist contributions may also minimize exploitation.

**Sharing and Implementing the Solution With the Community**

The final stage of a crowdsourcing contest is to share the solution more widely with the community that contributed. Henk van Ess has argued that crowdsourcing must give back to the public and share the solution more widely [45]. In this way, crowdsourcing reciprocates in a commensurate way to what the community contributed. Other crowdsourced research has suggested that perceptions of fairness are important for those contributing to crowdsourcing projects [46,47]. Our condom video contest provided prizes to finalists, participation prizes, and then made the videos available on public platforms in China. Limited sharing of the crowdsourced solution presents an important ethical concern associated with crowdsourcing contests. This also differentiates public-oriented contests from their private sector counterparts. Most private sector contests see the finalist solutions as their own intellectual property; the terms of many private contests give intellectual property rights to organizers. Limited sharing could take the form of only describing contests in articles that are inaccessible to nonsubscribers behind a paywall.

Clearly establishing a plan early in the process for sharing and prizes as part of the call for entries can mitigate the risk of
insufficient sharing. While having clear sharing expectations is important, there should also be sufficient flexibility to give the steering committee ultimate authority in making final decisions. For example, the condom contest mandated sharing of the final video on regional, national, and international networks. The call for entries specified this plan, in addition to a plan to recognize excellent entries. The benchmark for “excellent” was decided by the steering committee.

Learning From Failures

Previous examples of crowdsourcing contests that were partially or incompletely effective provide guidance (Table 1). In 2013, the condom manufacturing company Durex invited the public to vote on which city in the world should receive a special condom rush delivery service [48]. By the end of the contest, the nonexistent city of “Batman” in Turkey had received the most votes, and contest organizers were faced with the ethical dilemma of blatantly rejecting the clear will of the crowd or endorsing a deliberately facetious winning entry. Such instances of crowd hijacking are not uncommon [49], and contest organizers should prepare for scenarios where the crowd may use the contest platform to advance an agenda that deviates from that of the contest organizers’. Given the unpredictability of the crowd, it is important for organizers to clearly explain their rights to prospective participants, including the right to deem certain kinds of entries inadmissible.

Past contests have also shown that successfully developing products through crowdsourcing is not formulaic, and that breakthrough innovations are by no means guaranteed. The start-up company Quirky had managed to secure hundreds of millions of investment dollars to develop innovative household consumer products through open online contests [50]. However, despite deep financial resources and hundreds of thousands of contest contributors, Quirky failed to produce any radically innovative products and eventually declared bankruptcy 6 years after its founding. One of the major problems was that Quirky innovators had disagreements with the company in the late stages of business development [50]. This miscommunication could be avoided by involving community members earlier in the process of development.

Finally, a German contest solicited public input on a ban on circumcision. A political party decided to crowdsource local opinions on the topic, targeting the area of North Rhine-Westphalia. Despite having a population of 18 million individuals, the contest only received 20 submissions [51]. This underscores the importance of having a steering committee that plans in advance and understands community interests and willingness to take part in crowdsourcing contests.

Ethical Principles in Crowdsourcing Contests

We identified several general reviews that broadly considered ethical principles associated with crowdsourcing contests [12,13,52]. These highlighted theoretical concerns about privacy, accuracy of information, property, and accessibility in the context of computer science. However, this limited literature did not focus on health contests.

### Table 1. Implementation ethics issues and potential solutions associated with crowdsourcing contests.

<table>
<thead>
<tr>
<th>Contest stages</th>
<th>Implementation ethics issue</th>
<th>Potential solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Organizing</td>
<td>Lack of input from community voices or marginalized groups</td>
<td>Explicitly state criteria for selecting steering committee members to ensure adequate representation</td>
</tr>
<tr>
<td>2 Soliciting</td>
<td>Online contests limit participation to a subset of internet-using individuals</td>
<td>In-person events to promote contests; multiple ways of receiving contributions</td>
</tr>
<tr>
<td></td>
<td>Social networking sites narrow participation in contests to a subset of social media-savvy individuals</td>
<td>Allow contributions via email, in-person, cell phones, and other forms that do not require online access or social media</td>
</tr>
<tr>
<td>3 Promoting</td>
<td>Public contributions may include confidential or private information</td>
<td>Clear contest guidelines that clarify whose permission has been obtained and potentially enhanced consent process before dissemination</td>
</tr>
<tr>
<td></td>
<td>Social media platforms for contributing may introduce opportunities for online harassment</td>
<td>Social media moderators and algorithms for detection of explicit language</td>
</tr>
<tr>
<td>4 Judging</td>
<td>Crowd evaluation may be biased in favor of online individuals with larger social networks</td>
<td>Form a local judge panel composed of key individuals representing different perspectives or backgrounds</td>
</tr>
<tr>
<td></td>
<td>Multiple ways of selecting judges</td>
<td>Establish guidelines for selecting judges and transparent procedures for evaluation and judging</td>
</tr>
<tr>
<td>5 Recognizing</td>
<td>Single prize contests that are most optimal provide no recognition for most contributors</td>
<td>Multiple prize or incentive structure encourages a broad range of participation</td>
</tr>
<tr>
<td></td>
<td>Online contests may not sufficiently recognize contributions</td>
<td>In-person prize announcements</td>
</tr>
<tr>
<td>6 Sharing</td>
<td>More is taken from the community than given back</td>
<td>Establish a formal mechanism to share or implement the solution more widely with the local community</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Our review suggests that crowdsourcing contests for public health introduce several potential ethical concerns. These concerns can be categorized within the 6 stages of crowdsourcing contests—organizing, soliciting, promoting, judging, recognizing, and sharing. Our analysis suggests that these concerns can be minimized with appropriate planning and consultation. Our review expands the limited literature on crowdsourcing contests for public health [4] by focusing on ethics, examining an empirical case, and including a formal scoping review.

Our data suggest that several ethical concerns associated with crowdsourcing contests can be anticipated and avoided. For example, the awkward situation of having crowds decide on a trivial name such as Booty McBoatface can be avoided by separating the process of soliciting names and choosing names eligible to be voted on. Other risks can be mitigated through appropriate contest planning. For example, inviting a diversity of local steering group members can increase the likelihood of local community perspective representation. Other ethical concerns are related to the use of social media within contests (eg, privacy concerns) and have been well described elsewhere [53]. All of these types of ethical concerns underscore the need for organizers of crowdsourcing contests to include sufficient time for planning and designing a contest.

Our scoping review did not identify studies that articulated ethical principles of crowdsourcing contests for health. This may be because few studies have focused on using crowdsourcing contests to improve public health [4]. This also may be related to the breadth of diversity of crowdsourcing contests activities, including research studies, community engagement programs, and communications strategies. However, our analysis suggests that there are several shared contest stages each of which has potential ethical concerns.

Crowdsourcing contests have implications for public health research and policy. In terms of research, further empirical study on ethical problems associated with crowdsourcing contests is necessary. Such research could help to refine the method and increase the likelihood of crowdsourcing contests achieving their goals. This research could include qualitative studies of those participating and organizing crowdsourcing contests [54]. Such research would provide valuable input for a future ethical framework specific to crowdsourcing. In terms of policy, crowdsourcing contests could help to inform public health policy. The multisectoral, transparent, and open nature of contests establishes a strong foundation for policy making. For example, the World Health Organization (WHO) used a crowdsourcing contest [55] to solicit descriptions of hepatitis testing that were directly included in the 2017 WHO hepatitis testing guidelines [56]. Given the potential for contests to inform policy, more formal principles and ethical considerations associated with crowdsourcing contests may be useful.

Limitations

Our analysis has several limitations. First, most health contests have been single events and have yet to be serialized and formally incorporated into routine public health practice. Serial contests are likely to have different ethical challenges and may be substantially different in terms of implementation. Second, health-focused crowdsourcing contests are relatively new and while there are many examples of health-related contests, few are formally evaluated using validated metrics. Our analysis focused on a single example. Further implementation research is needed to define the most efficient and responsible use of crowdsourcing contests. Third, there is variation in the extent to which contests are driven by crowd input. Some health projects involve the community at all stages [57], while others have more intensive community input only at the start of the project [4].

Conclusions

Crowdsourcing contests may be a useful tool to develop inclusive public health programs but also pose ethical concerns at each stage. Unraveling these ethical concerns requires careful planning, consideration, and consultation. Our analysis provides several practical steps for the responsible conduct of crowdsourcing contests and identifies areas for future research.
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Abstract

Background: The secondary use of health data for research raises complex questions of privacy and governance. Such questions are ill-suited to opinion polling where citizens must choose quickly between multiple-choice answers based on little information.

Objective: The aim of this project was to extend knowledge about what control informed citizens would seek over the use of health records for research after participating in a deliberative process using citizens’ juries.

Methods: Two 3-day citizens’ juries, of 17 citizens each, were convened to reflect UK national demographics from 355 eligible applicants. Each jury addressed the mission “To what extent should patients control access to patient records for secondary use?” Jurors heard from and questioned 5 expert witnesses (chosen either to inform the jury, or to argue for and against the secondary use of data), interspersed with structured opportunities to deliberate among themselves, including discussion and role-play. Jurors voted on a series of questions associated with the jury mission, giving their rationale. Individual views were polled using questionnaires at the beginning and at end of the process.

Results: At the end of the process, 33 out of 34 jurors voted in support of the secondary use of data for research, with 24 wanting individuals to be able to opt out, 6 favoring opt in, and 3 voting that all records should be available without any consent process. When considering who should get access to data, both juries had very similar rationales. Both thought that public benefit was a key justification for access. Jury 1 was more strongly supportive of sharing patient records for public benefit, whereas jury 2 was more cautious and sought to give patients more control. Many jurors changed their opinion about who should get access to health records: 17 people became more willing to support wider information sharing of health data for public benefit, whereas 2 moved toward more patient control over patient records.
Conclusions: The findings highlight that, when informed of both risks and opportunities associated with data sharing, citizens believe an individual’s right to privacy should not prevent research that can benefit the general public. The juries also concluded that patients should be notified of any such scheme and have the right to opt out if they so choose. Many jurors changed their minds about this complex policy question when they became more informed. Many, but not all, jurors became less skeptical about health data sharing, as they became better informed of its benefits and risks.

(J Med Internet Res 2018;20(3):e112) doi:10.2196/jmir.7763
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public participation; patient engagement; public opinion; medical research; confidentiality; privacy; national health services; data linkage; public policy, decision making, organizational

Introduction
Public Opinion on Data Use
The last decade has seen a surge in the reuse of data that were created for the health care of individual patients for additional purposes such as for research (so-called secondary use of data). Research studies that previously would have been impossible because of the effort required to collect data have now become possible by reusing data originally collected for the purposes of providing direct health care. Examples include investigations into the prescribing of anxiolytics and hypnotics in over 300,000 children and young people in Wales [1], the mental health of 57,000 veterans compared with 173,000 nonveterans in Scotland [2], and the impact of a smoke-free legislation on stroke [3].

In many countries, there is no lawful impediment to the use of deidentified (or anonymized) data for research without the consent of the data subject, as long as the risks of reidentification are very low or remote. This may include the linkage of data from multiple sources before deidentification. However, public support for such research use of data without consent, the so-called social license, is separate from any legal framework [4]. Even where no legislation exists to prevent the use of deidentified data, the lack of a social license may ultimately result in the failure of data-use initiatives, as has been the case with national data records systems in England [4] and Australia [5].

Epidemiologists are dependent upon using data without consent for such research for numerous reasons. Obtaining consent from many thousands of people is an onerous task, and there is a strong likelihood of many people being disinterested and not giving consent simply because they do not remember being asked [6]. Large amounts of missing data, which are often from particular subgroups rather than randomly distributed through the population, can mean that findings from epidemiological studies can be misleading [7].

Despite such opinions in the aggregate, individual public attitudes toward the secondary use of data vary [8,9]. In particular, public support may be different, depending on who is using the data or the use to which the data may be put. Such reuse of data without consent is an area of concern to some members of the public [10]. These people express the wish to be asked to consent to every use of the data, whereas others want to give a general consent for data use. Still others are content with the data being used without them being aware, consulted, or asked at all, provided that the research has been reviewed and approved by an ethics committee [9].

Deliberative Approaches
It could be argued that, for such a complex area, surveys may not be the best method to find out about the decisions that the public would make. Members of the public are often unaware of the ways that data are used and the governance procedures that are put in place to protect health care data [8,10,11]. Thus, it could be surmised that some survey respondents do so from a position of ignorance of the topic. Qualitative methods such as focus groups or deliberative processes provide a more nuanced view of public opinion. Some of these methods, particularly those which employ deliberative approaches, enable questions to be answered about what citizens would think regarding the use of data if they were informed. Few studies have done this [11,12]. Recently, the Wellcome Trust compared findings from a survey about the commercial use of data conducted with 2017 members of the public, with findings from 16 focus groups with 246 people [11]. The focus groups indicated how people change their minds once they were slightly more informed about the use of data through discussion with their peers in the group, whereas surveys are generally conducted at a single point in time.

This suggests that there is much to be learned from using deliberative methods that allow participants to learn about and reflect on information about such a complex area. Citizens’ juries are comprehensive engagement processes that allow decision makers and the public to hear thoughtful input from an informed microcosm of the public [13]. They are based on the premise that, given enough time, opportunity, support, and resources, members of the public are quite capable of arriving at decisions about complex matters [13,14]. The citizens’ jury process is designed to allow decision makers to hear citizens’ voices. It provides an opportunity for citizens to learn about an issue and deliberate together to find a common ground solution. Decision makers can thus learn more about what an informed public wants and why they want it [13].

There are examples of organizations using citizens’ juries to help make policy decisions, even though members of juries are not elected and cannot be made accountable for decisions. For example, Melbourne City Council has appointed a citizens’ jury to determine how to allocate its 10-year Aus $5 billion budget, and the council is implementing virtually all of the jury’s recommendations [15].
Study Aim
The aim of this study was to investigate what people think about secondary use of data, including data linkage, once they become more informed about the area. The outcome of the citizens' juries was to inform the ongoing research, information governance, and public engagement strategies of the project’s sponsors: the UK’s national Farr Institute of Health Informatics Research [16] and the Greater Manchester Primary Care Patient Safety Translational Research Centre [17].

Methods

Jury Process
The citizens’ juries were run over 3 days as jury pairs [18], that is, two juries were conducted in the same geographical area, addressed the same jury mission (Textbox 1), listened to the same witnesses, but were comprised of different people. To ensure that the juries were conducted appropriately, the manual written by the Jefferson Center, the developers of the method, was followed [13], and the juries were run by an experienced facilitator from that center (KB). Approval for video recording of the jury discussions was obtained from The University of Manchester’s research ethics committee.

Jury Recruitment
The citizens’ jury process uses members who are selected to be representative of the population in key criteria [13]. Recruitment questionnaires collected data to enable selection against a priori criteria based on demographics and views on privacy (Table 1). The demographics provided a broadly representative sample of resident adults in England based on the 2011 census with respect to gender, age range, ethnicity, and educational attainment [19]. Potential participants were asked to complete an Ipsos MORI survey question [20] that involved balancing privacy against information sharing for public benefit (Textbox 2). This was the most up-to-date survey of public opinion in this area at the time of recruitment. The demographic and privacy criteria insured that each jury was a “microcosm of the public” [13].

Textbox 1. The jury mission.
Suppose a National Health Service (NHS) body wants to create new records from the patient records stored by your general practice and by hospitals that have treated you. They want to use them for purposes other than your direct patient care, such as research about better treatments and for checking that patients are receiving safe and effective health care. These records would be held securely and would not contain your name, address, and other identifiers. Despite this, there is a small risk that the records might still identify you because they would contain lots of detailed information about the care you receive from your general practitioner and from different hospitals. The NHS body would also review requests from other public and private organizations, granting access only where they believed it was lawful and in a good cause.

1. i. Should the NHS body be allowed to create these records about you and other patients? (choose only one of the following)
   a. Yes, but they should publish information about what they plan to do
   b. Yes, but they should publish information about what they plan to do and patients should be able to opt out
   c. Yes, but they should publish information about what they plan to do and only create records for patients who opt in
   d. No
   e. Other (explain in less than 30 words)

   ii. Give reasons for your answer (in less than 300 words)

2. i. Given your answer to question 1, who should be allowed to access and extract data from the records created? (Choose as many of the following examples that apply)
   a. NHS clinicians and administrators who decide which health services should (and should not) be funded
   b. NHS clinicians and administrators doing approved research into whether doctors are prescribing medicines appropriately
   c. University staff doing approved research into whether doctors are prescribing medicines appropriately
   d. Staff employed by local authorities planning the future need for residential care homes
   e. Staff employed by a private company being paid by a hospital NHS trust to compare the number of people dying after surgery with other hospitals
   f. Staff employed by an insurance company aiming to set health insurance premiums accurately
   g. Staff employed by a pharmaceutical company investigating whether they should begin research into a new drug for a genetic disease for which there is currently no treatment

   ii. Give reasons for your answer (in less than 400 words)
Table 1. A priori criteria for jury selection and demographics of actual jurors.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>UK census (%)(^a)</th>
<th>Jury target range</th>
<th>Achieved in jury 1 and 2(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>51</td>
<td>8-10 jurors</td>
<td>8 and 9 jurors</td>
</tr>
<tr>
<td>Men</td>
<td>49</td>
<td>8-10 jurors</td>
<td>9 and 8 jurors</td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>21</td>
<td>2-5 jurors</td>
<td>5 and 3 jurors</td>
</tr>
<tr>
<td>30-44</td>
<td>26</td>
<td>3-6 jurors</td>
<td>4 and 6 jurors</td>
</tr>
<tr>
<td>45-59</td>
<td>25</td>
<td>3-6 jurors</td>
<td>5 and 5 jurors</td>
</tr>
<tr>
<td>60+</td>
<td>28</td>
<td>4-7 jurors</td>
<td>3 and 3 jurors</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>85</td>
<td>14-17 jurors</td>
<td>14 and 14 jurors</td>
</tr>
<tr>
<td>Groups other than white</td>
<td>15</td>
<td>2-4 jurors</td>
<td>3 and 3 jurors</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 1 or no qualifications</td>
<td>36</td>
<td>5-8 jurors</td>
<td>6 and 7 jurors</td>
</tr>
<tr>
<td>Level 2 or level 3 qualifications (apprenticeship and other qualifications)</td>
<td>37</td>
<td>5-8 jurors</td>
<td>6 and 5 jurors</td>
</tr>
<tr>
<td>Level 4 qualifications (degree level) and above</td>
<td>27</td>
<td>4-6 jurors</td>
<td>5 and 5 jurors</td>
</tr>
<tr>
<td><strong>Privacy views(^c)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree more with a) than b)</td>
<td>52</td>
<td>7-11 jurors</td>
<td>9 and 10 jurors</td>
</tr>
<tr>
<td>Agree more with b) than with a)</td>
<td>34</td>
<td>5-7 jurors</td>
<td>5 and 6 jurors</td>
</tr>
<tr>
<td>Agree equally with both or don’t agree with either or don’t know</td>
<td>14</td>
<td>1-4 jurors</td>
<td>3 and 1 jurors</td>
</tr>
</tbody>
</table>

\(^a\)[19].

\(^b\)1 person left each jury at the end of the first day and are not reported here.

\(^c\)Target sample percentages based on “Perceptions of Data Sharing” survey [20]—see Textbox 2 for full text.

Textbox 2. Ipsos MORI survey question used to assess views and privacy for jury selection and after the jury was completed.

As you may know, different government departments and services collect data about individuals, for example, your tax records and health records. People have different views on how much of this information should be shared within government. Data sharing can bring benefits such as finding more effective medical treatments, using information about local communities to plan local schools or roads, etc. But some people worry that data sharing will be a risk to their privacy and security, by linking different types of data together and potentially allowing them to be identified. Overall, which of the following statements is closest to your view?

- a. We should share all the data we can because it benefits the services and me—as long as I can opt out if I choose
- b. We should not share data as the risks to people’s privacy and security outweigh the benefits
  
  1. Agree much more with a) than with b)
  2. Agree a little more with a) than with b)
  3. Agree equally or don’t agree or don’t know
  4. Agree a little more with b) than with a)
  5. Agree much more with b) than with a)

Jury members were recruited using a variety of methods to ensure that the criteria were met. Adverts were placed on websites for employment opportunities and research volunteers, emails were sent to a range of community groups, and in-person presentations were made to groups of retired people. Most of the members were recruited from the employment website. From a jury pool of 355 eligible applicants, 18 jurors and 4 reserves were selected for each jury, as recommended by the Jefferson Center [13]. Candidates meeting the criteria in Table 1 were shortlisted and interviewed by telephone to check eligibility, namely, older than 18 years; fluency in English; the capacity to contribute to jury discussions; not a health care professional; at least a year as a resident of Greater Manchester; and no special knowledge, interest, or conflict of interest in the jury mission. Jurors were thus chosen to ensure that they had “no special axe to grind” [21].
Reserves attended the jury meeting and stayed until lunchtime on day 1. In each jury, one was needed to replace a juror who did not attend or who had left during the first morning. Both jurors and reserves were paid for their time. One person withdrew from each jury at the end of day 1 for personal reasons. As the reserves had not attended for the afternoon of day 1, and therefore, had not heard the information presented by the witnesses, these jurors were not replaced, leaving 17 people to complete each jury.

**Jury Process**

The jury mission was planned, designed, and refined over a period of 9 months by a project board comprising five of the authors. The jury mission asked jurors to suppose that a National Health Service (NHS) body wanted to create new records by linking data from the patient records stored by their general practice and by hospitals that have treated them. The new records were for purposes other than direct patient care, including research and service improvement. The jurors were then asked whether this should be allowed and, if so, who should be allowed access to the data. The mission was developed iteratively by the project board to reflect the question on the extent to which patients should control access to patient records (Textbox 1). Both 3-day juries followed the same program (Textbox 3). The activities were designed primarily by the Jefferson Center in line with their citizens’ jury method [13] and were managed by two facilitators who were independent of the project board and jury sponsors (KB and AH).

**Textbox 3.** The program of activities for both citizens’ juries.

<table>
<thead>
<tr>
<th>Day 1:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Participants complete the start-of-Jury questionnaire and consent form</td>
</tr>
<tr>
<td>• Introduction to the event</td>
</tr>
<tr>
<td>• Group work simulation exercise (about allocation of ambulance services)</td>
</tr>
<tr>
<td>• Presentation and questions with expert witness on patient records (Ralph Sullivan), and group work to identify key learning points</td>
</tr>
<tr>
<td>• Presentation and questions with expert witness on the law (Dawn Monaghan), and group work to identify key learning points</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Day 2:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Presentation and questions with expert witness arguing for greater use of patient records in the public interest (John Ainsworth), and group work to identify key learning points</td>
</tr>
<tr>
<td>• Presentation and questions with expert witness arguing for protection and patient control of patient records (Sam Smith), and group work to identify key learning points</td>
</tr>
<tr>
<td>• Presentation and questions with expert witness identifying ethical considerations (Søren Holm), and group work to identify key learning points</td>
</tr>
<tr>
<td>• Group work to identify, discuss, and rank reasons for and against the different components of question 1 of the jury mission</td>
</tr>
<tr>
<td>• Juror voting on question 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Day 3:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Group work with prepared information to develop the case for and against different parties gaining access to records, as set out in question 2 of the jury mission</td>
</tr>
<tr>
<td>• Group work to identify, discuss, and rank reasons for and against the different parties identified in question 2 of the jury mission</td>
</tr>
<tr>
<td>• Juror voting on question 2</td>
</tr>
</tbody>
</table>

Five expert witnesses were chosen to provide relevant information to and answer any questions from the members of the jury (Table 2). Two witnesses were selected to provide impartial information on day 1, including about the use of deidentified data using the Information Commissioner’s Office’s (ICO’s) anonymization code of practice [22]. The code emphasizes that understanding anonymization means understanding what personal data is, that it can be impossible to assess reidentification risk with absolute certainty, and that different forms of access to anonymized data can pose different reidentification risks (eg, publication is more risky than limited access). Three advocates, known as partial witnesses, were chosen to provide arguments for and against the greater use of patient records on day 2. The purpose of the expert witness presentations was “to inform and educate the jurors, a microcosm of the public, to enable them to reach wise and thoughtful conclusions” [13], rather than to produce. Impartial expert witnesses were asked to confine their presentations and answers to questions to matters of fact rather than values. Partial expert witnesses were asked to make the case for a particular viewpoint or viewpoints based on both facts and values, and an ethicist was asked to provide arguments pulling in both directions (Table 2; see Multimedia Appendix 1 for presentations). The difference between the two types of witnesses was explained to the jurors. After each presentation, there was an opportunity for questions.
Jury deliberations occurred in small groups after each presentation and before the preparation of each section of the final report. The small groups recorded and reported the results of their deliberations back to the entire jury. During this time, there were opportunities to seek clarification on points of fact from the experts. In addition, if points had been misunderstood by individual jury members, other jurors corrected them. Over half of the total jury time was devoted to jury deliberations in small groups or together as a large group.

To monitor and minimize bias, an independent oversight panel was appointed. The panel members were chosen from national organizations for their subject knowledge and lack of conflict of interest: the chair of the Confidentiality Advisory Group [23], the assistant director of the Nuffield Council on Bioethics [24], and a senior policy officer from the ICO [25] with responsibility for health data. The panel reviewed the citizens’ jury design, the choice of expert witnesses, and much of the detailed jury documentation, including the jury questionnaires and the slides from the presentations by the impartial expert witnesses, resulting in some changes to these materials.

Additional design controls used to monitor and minimize bias included that the project board was only able to influence the jury mission and was independent from the jury process and outcomes. A day-long pilot workshop was conducted with seven members of the public to test aspects of the jury design, including presentations by two of the expert witnesses, some of the planned jury activities, and the pre- and postquestionnaires. This highlighted a number of issues, leading to design changes. During the two juries, jury members were asked to complete a questionnaire at the end of each day as to whether the jury facilitators or anyone else had tried to influence them toward particular conclusions. Paired juries were conducted to reduce bias and validate outcome [18]. Finally, the detailed jury design and results documentation were published online [26].

### Jury Questionnaires and Reports

Jurors were asked to complete a questionnaire at the start of the jury to identify their prior views and again after all the jury deliberations were complete (Tables 3 and 4). Data were entered into Excel (Microsoft) and collated using simple counts [13].

During the second half of the jury proceedings, the lead facilitator constructed the jurors’ report with each jury. The two juries voted on individual aspects of both of the jury mission questions (Textbox 1 and Table 3). Jurors also suggested reasons for and against the jury mission options, and the most important reasons given were chosen by juror voting. Each juror had three votes that could be allocated to two or three of the reasons (no reason could get all three votes). This voting method is now the standard approach of the Jefferson Center, although not described in the manual published in 2004 [13]. It allows jurors to choose more than a single option, which is often desired when faced with a large number of possible selections. These votes and ranked reasons formed the basis of the jury reports. On the afternoons of day 2 and day 3, the facilitator led the jurors through the jury report displayed on a screen, editing in real time in discussion with the jurors to gain their acceptance that it fairly represented their views.

All jurors and reserves consented in writing for the main group deliberations to be video recorded; small group deliberations were not recorded. Eleven jurors from jury 1 also consented to be interviewed briefly on video about their views on the jury mission, to be used in a video about the jury findings [26]. Each interview lasted approximately 3 min. Sections of the videos pertaining to decision making, and the jury report were watched repeatedly by the lead author (MPT). These discussions were
compared with the final versions of the two jury reports that had been prepared contemporaneously with the discussions. Relevant portions of the videoed discussions were transcribed, and verbatim quotes were selected for inclusion to highlight the discussion content. Additional explanations are provided in the quotes inside square brackets, where needed for clarity.

Results

Jury Process

The majority of jurors reported in their postjury questionnaires that there was no evidence of bias in the conduct of the juries. However, bias was reported by a few jurors, particularly regarding what they perceived as the impartiality of information from expert witnesses. Differences in quality of presentations by the witnesses were interpreted by one juror as a deliberate attempt to manipulate proceedings. In addition, one juror member explained in their questionnaire:

_The roles of the expert witnesses made them naturally inclined to imply certain things, although nothing was explicitly said to persuade us._

The majority of jurors reported participation in the jury process to be very interesting (12 in jury 1 and 17 in jury 2) or mostly interesting (4 members of jury 1). Throughout, the jury members were fully engaged in the process of deliberation, as was evident from the videos of the proceedings, and the quality of the report that the jurors and facilitators produced.

Jury Questionnaires

Jurors completed the pre- and postjury questionnaires individually (Tables 3 and 4). In jury 1, although 8 jurors did not change their views, 9 jurors did, with 5 of them making shifts in a way that favored public benefits over privacy. In jury 2, although 7 jurors did not change their views at all, 10 did, although the shifts were not as marked as for jury 1. Although 6 jurors moved toward favoring public benefit, 2 moved more toward favoring increased privacy. Figure 1 highlights the changes in opinions of jurors.

At the end of the juries, 33 out of 34 jurors voted independently in support of the secondary use of data, with 24 wanting individuals to be able to opt out and 6 favoring opt-in arrangements (Table 3). The remaining 3 wanted data users only to publish their intentions, with no opportunity for either opting in or out. The other suggestions that were given by the jurors were additional requirements as to what data users should be required to do. These included giving opt-out options to children at 16 years and requiring an additional strong regulatory body.

One juror wrote on their questionnaire, “I feel if it was an opt-out, people or organisations would just brush over it. Whereas if they want the numbers, it will have to be thought about and [the] public educated.” The reasons for opinion changes were not explicitly ascertained from the jurors, but some volunteered information. One juror expressed new concerns and suspicions as to the rationale for conducting data linkage and the role of the citizens’ jury in giving legitimacy to that process.

Many jurors changed their opinion about who should get access to these records, with more people supporting information sharing to a wider group of people by the end of day 3 (Table 4). The aggregate numbers in the Table belie the fact that individual jurors changed their minds in opposite directions. Four jurors in jury 1 changed their minds about NHS researchers accessing data, with 2 agreeing prejury but not postjury, and 2 agreed to allow access postjury but not prejury. Similarly in jury 2, 6 jurors changed their view regarding both university researchers accessing data and patients who should be able to opt out.

Table 3. Results from pre- and postjury questionnaires for jury mission question 1 completed individually by jurors, including changes in opinions. “Change” indicates previous answer to new answer. NHS: National Health Service.

<table>
<thead>
<tr>
<th>Question and answer options</th>
<th>Jury 1 (n)</th>
<th>Jury 2 (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prejury</td>
<td>Change</td>
</tr>
<tr>
<td>Should the NHS body be allowed to create these records about you and other patients?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Yes, but they should publish information about what they plan to do</td>
<td>2</td>
<td>a→b (2)</td>
</tr>
<tr>
<td>b. Yes, but they should publish information about what they plan to do and patients should be able to opt out</td>
<td>8</td>
<td>b→a (2); b→b (6)</td>
</tr>
<tr>
<td>c. Yes, but they should publish information about what they plan to do and only create records for patients who opt in</td>
<td>6</td>
<td>c→b (5); c→e (1)</td>
</tr>
<tr>
<td>d. No</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>e. Other</td>
<td>1</td>
<td>e→e (1)</td>
</tr>
</tbody>
</table>
### Table 4. Results from pre- and post-jury questionnaires for jury mission question 2 completed individually by jurors, including changes in opinions. “Change” indicates previous answer to new answer. Y=organization should be granted access; N=organization should not be granted access. NHS: National Health Service.

<table>
<thead>
<tr>
<th>Question and answer options</th>
<th>Jury 1 (n)</th>
<th>Change</th>
<th>Postjury</th>
<th>Jury 2 (n)</th>
<th>Change</th>
<th>Postjury</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Which organizations should be granted access to these records? (Choose all that apply)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NHS clinicians and administrators who decide which health services should (and should not) be funded</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10</td>
<td>Y→Y (10)</td>
<td>15</td>
<td>Y→Y (10); N→Y (5)</td>
<td>7</td>
<td>Y→Y (7)</td>
<td>17</td>
</tr>
<tr>
<td>No</td>
<td>7</td>
<td>N→Y (5); N→N (2)</td>
<td>2</td>
<td>N→N (2); N→Y (10)</td>
<td>10</td>
<td>N→Y (10)</td>
<td>0</td>
</tr>
<tr>
<td>NHS clinicians and administrators doing approved research into whether doctors are prescribing medicines appropriately</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15</td>
<td>Y→Y (13); Y→N (1)</td>
<td>15</td>
<td>Y→Y (13); Y→N (2)</td>
<td>14</td>
<td>Y→Y (14)</td>
<td>17</td>
</tr>
<tr>
<td>No</td>
<td>2</td>
<td>Y→N (2)</td>
<td>2</td>
<td>Y→N (2)</td>
<td>3</td>
<td>N→Y (3)</td>
<td>0</td>
</tr>
<tr>
<td>University staff doing approved research into whether doctors are prescribing medicines appropriately</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9</td>
<td>Y→Y (8); Y→N (1)</td>
<td>15</td>
<td>Y→Y (8); Y→N (7)</td>
<td>14</td>
<td>Y→Y (11)</td>
<td>14</td>
</tr>
<tr>
<td>No</td>
<td>8</td>
<td>N→Y (7); N→N (1)</td>
<td>2</td>
<td>Y→N (1); N→N (1)</td>
<td>3</td>
<td>N→Y (3)</td>
<td>3</td>
</tr>
<tr>
<td>Staff employed by local authorities planning the future need for residential care homes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4</td>
<td>Y→Y (3); Y→N (1)</td>
<td>10</td>
<td>Y→Y (3); Y→N (7)</td>
<td>6</td>
<td>Y→Y (3)</td>
<td>6</td>
</tr>
<tr>
<td>No</td>
<td>13</td>
<td>N→Y (7); N→N (6)</td>
<td>7</td>
<td>N→N (6); Y→N (1)</td>
<td>11</td>
<td>N→Y (3)</td>
<td>11</td>
</tr>
<tr>
<td>Staff employed by a private company being paid by a hospital NHS trust to compare the number of people dying after surgery with other hospitals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5</td>
<td>Y→Y (5); Y→N (5)</td>
<td>10</td>
<td>Y→Y (5); N→Y (5)</td>
<td>1</td>
<td>Y→Y (1)</td>
<td>6</td>
</tr>
<tr>
<td>No</td>
<td>12</td>
<td>N→Y (5); N→N (7)</td>
<td>7</td>
<td>N→N (7); N→N (11)</td>
<td>16</td>
<td>N→Y (5); N→N (11)</td>
<td>11</td>
</tr>
<tr>
<td>Staff employed by an insurance company aiming to set health insurance premiums accurately</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2</td>
<td>Y→Y (1); Y→N (1)</td>
<td>3</td>
<td>Y→Y (1); Y→N (2)</td>
<td>0</td>
<td>1</td>
<td>N→Y (1)</td>
</tr>
<tr>
<td>No</td>
<td>15</td>
<td>N→Y (2); N→N (13)</td>
<td>14</td>
<td>N→N (13); N→N (16)</td>
<td>17</td>
<td>N→Y (1); N→N (16)</td>
<td>16</td>
</tr>
<tr>
<td>Staff employed by a pharmaceutical company investigating whether they should begin research into a new drug for a genetic disease for which there is currently no treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7</td>
<td>Y→Y (7)</td>
<td>12</td>
<td>Y→Y (7); Y→N (5)</td>
<td>5</td>
<td>Y→Y (4)</td>
<td>10</td>
</tr>
<tr>
<td>No</td>
<td>10</td>
<td>N→Y (5); N→N (5)</td>
<td>5</td>
<td>N→N (5); N→N (6)</td>
<td>12</td>
<td>N→Y (6)</td>
<td>7</td>
</tr>
</tbody>
</table>
Figure 1. Numbers of jurors who changed their answers to question 1 of the jury mission.
transparency of use. They felt that, without a clear understanding of who would be regulating the data and making decisions about access, it was difficult to support the creation of new records.

In addition, there were concerns that this would benefit researchers or companies rather than individual patients, as explained by this juror from jury 2:

> What proof is there that the general public would be any better off in terms of that research with all the data being in one place, then? Whereas at the moment there is all this research going on anyway, but it is more difficult for the researchers and the private companies to get the information, because they have to go all over for it. So is there any evidence to prove that it would be better than what it is at the moment?

There were concerns that despite safeguards, data and records may not be secure and may be accessed by individuals or organizations without proper permission or legal authority, or for reasons other than where originally authorized. In addition, there were concerns that data may be used by private companies for commercial gain rather than for the benefit of patients and the public, or sold on to other companies.

### Patient Choice

The issue of whether there should be patient choice (either opt out or opt in), or whether the NHS body should merely follow the minimum legal requirements of publishing that data use had taken place, divided both juries. In jury 1, 8 people voted to publish only, whereas in jury 2, only 5 people voted for this. The reasons given were that this would ensure more accurate, complete data when all records are included, which would be of greater benefit to the population and that it would save time and money through a much more streamlined, efficient process. Reasons given why patients should have input included that there was an expectation that people should be able to have autonomy and freedom of choice by having control over their own data and records and choosing whether or not their record is included and that it would allow individuals to maintain their confidence in doctors and other health care settings where trust is critical. In addition, it was suggested that the process of obtaining patient input would allow greater transparency in how records are used and shared.
Jury 1 had more members suggesting an opt-out model in comparison with jury 2. The most frequently selected reason they gave for suggesting this model was that more people would be included in the data, and this would lead to more accurate results and more representative samples of the population, and this in the end would lead to more rigorous research and better treatments. Other reasons included that this would be more effective in terms of time and money, as it was an easier and more convenient option for individuals. The alternative would take an enormous effort and may still not properly provide the opportunity to every individual to make an informed decision. This option would allow those who may simply be undecided (but not opposed) to still contribute to research and improvements in health care. The reasons that jurors suggested for an opt-in option included that this option would require the organization to conduct an information campaign to educate the public and would mean that individuals whose data were used in analysis could make an informed decision to be included.

Data Access
When considering who should get access to data, the two juries had very similar rationales, which were written in the report that they produced at the end of the third day. Both thought that public benefit was a key justification for access. Jury 1 was more strongly supportive of sharing patient records for public benefit, whereas jury 2 was more cautious and sought to give patients more control. In particular, they concluded that organizations and individuals who should be granted access to these records tend to demonstrate similar characteristics. Typically, these organizations clearly demonstrated that the primary goal for using the data was for public benefit (such as improved medical care and treatments, improved public health, or management of public funds) and made a clear and compelling case for why they need these patient records. They provided clear justification for how and why the data would be used, why it was relevant to their efforts, with whom it will be shared, and only access records they needed to perform their data analysis and could not get adequate data from other sources. The organizations showed a clear, relevant connection between the issues they are addressing and the information contained in these records, had a track record of protecting data and records, and could be trusted to maintain control of data without sharing and have controls in place to properly secure the data and safeguard against internal misuse. Finally, these organizations needed access to the data to conduct urgent and/or timely analysis.

The reasons the juries gave for why organizations should not have access to the data included several that were the opposite of the reasons for access, such as organizations that did not clearly indicate that the primary use of the data is for public benefit, who may use the data solely for private gain or commercial profit, or who did not have a trusted track record for protecting data. In addition, they might use the data to exploit or manipulate individuals or populations or might manipulate the data to support their own agenda.

Discussion

Principal Findings
The findings of the citizens’ jury work highlight that, when informed of both the risks and opportunities associated with health data sharing, members of the public believe an individual’s right to privacy should not prevent research that can benefit patients overall. The juries also concluded that patients should be notified of any such scheme and have the right to opt out if they so choose. Many, but not all, jurors became less skeptical about health data sharing, as they became better informed of its benefits and risks.

Attitudes to Data Use
The findings from this study support the contention that some members of the public believe that NHS records are a public resource, paid for by public money, and therefore, should be used for research for the public benefit [27,28]. Few jurors objected to the use of health data per se, but many wanted, as a minimum, to be told that such uses were happening and to be given an option to opt out. It reinforces the fact that the social license, or the societal expectations as to how deidentified data should be used, is not necessarily the same as what is permissible by law [4].

There were both individual and aggregate changes in attitude, which has been found in some [8] but not all [29,30] previous studies in this area. The jury members had the opportunity to learn about and deliberate on the general use of linked health data over the course of 3 days, which may well have contributed to how they changed their opinions. For most of the jury members, this change related to becoming more accepting of less patient control over the use of data or more pragmatic about the need for slightly more patient control, depending on their initial views. However, two jury members changed their mind quite strikingly and became much more insistent upon greater patient control.

The reasons for opinion changes were not explicitly ascertained in this study. Other studies have found that the provision of general information [31] or information about the impact of selection bias [8] may be important in changing opinions toward greater acceptance of use of deidentified data without explicit consent. Other studies have shown that, during focus groups, people change their mind to become more accepting of such data use, rather than the reverse [11,32]. However, this study also found that, for a minority of people, their opinion changed toward being more skeptical about data use. From the perspective of public engagement about data use and linkage, this suggests that some individuals may well receive the same information but reach different conclusions to their peers, perhaps by applying different values. It also calls into question the assumption that public distrust will necessarily be addressed, such as the deficit model of public understanding of science, by simply providing greater dissemination of information [33,34].

Many of the jurors changed their minds from preferring either no public input or an opt-in model to preferring an opt-out model. Hill and colleagues found a lack of consensus in the
international literature on a model of consent that was preferred by the public [8]. Taylor and Taylor found, in their small-scale study, that although some people may well prefer opt-out models, pragmatically, they would be willing to accept opt-out models [29]. Our study did not test other, more nuanced, models of consent, such as dynamic consent [35], which enable people to amend their choices as often as they wish, when they change their minds as to what they are willing to permit to happen with data about them.

The jurors wanted data to only be provided to organizations that could demonstrate that the primary goal for using the data was for public benefit (either for new treatments or to improve existing services). In addition, such organizations would have to be trustworthy because of their previous track record and existing controls and safeguards against misuse. This is similar to what has been found elsewhere, both nationally [11,36] and internationally [9,37]. Although commercially funded research has been considered unacceptable in some studies [8], some jurors became more willing to accept such uses by the end of the jury proceedings. This may reflect that why commercial research was being conducted (eg, for public benefit) mattered more than who was conducting it [11].

Use of Citizens’ Juries
As has been found in other studies [38], this work shows that citizens are capable of critically evaluating expert opinion presented to them, identifying and seeking out any additional knowledge they need by asking questions from the witnesses, and then using deliberation to reach an agreed opinion. Such deliberation went on throughout the jury process, as was seen when jury members described changing opinions following discussions with their peers and the differences seen in the prejury and postjury questionnaires.

These citizens’ juries were conducted as close as possible to the ideal suggested in a recent systematic review [18]. Our links with the Jefferson Center and having a member of their staff act as lead jury facilitator (KB) ensured that the citizens’ juries demonstrated the three important characteristics of deliberative democracy: inclusivity, deliberation, and active citizenship [18]. The selection criteria ensured that people from a broad range of backgrounds were recruited, including those with opposing opinions on privacy and whose voices might not otherwise be heard [39]. The recruitment method was different from that found in the Jefferson Center manual, which advocated cold calling random telephone numbers [13]. Even in 2004, the authors cautioned that 180 calls would be needed to recruit each juror. Online recruitment and completion of a screening questionnaire was a 21st century update (approved by the Jefferson Center) that proved much more efficient, as it required little staff time to identify potential jurors.

By paying jurors appropriately for their time, it was possible to ensure that participants were representative of the population and not limited to the subgroup of people with sufficient resources to enable them to engage in a lengthy volunteer activity. Citizens’ juries use panels that are selected to be representative of the population [13]. The Jefferson Center manual highlights that criteria should be both demographic and attitudinal, with targets based on existing data. Hence, we used a national census for criteria based on demographic data [19] and a recent survey of public opinion on balancing privacy against information sharing for privacy base criteria [20]. We acknowledge that this produced a jury with more people in favor of data sharing, but this reflects the views of the overall British population. In a small sample of 18 people for each jury, it was important that we did not by chance recruit a disproportionate number of people who were very supportive of information sharing, or a disproportionate number of people who were very privacy conscious and cautious about information sharing.

The witnesses presented diverse viewpoints, and adequate time was allowed for jurors to question and challenge the witnesses. More than half the available time was given to jury deliberation, which was conducted in small groups with varying participants, to ensure that jurors interacted with all others. The evidence from the videos shows the care with which the jurors approached their role. The jurors were told from the beginning that the findings from the juries would be fed back to policy makers to ensure active citizenship. Twelve jurors (6 jurors from each jury) were invited to the postjury workshop where they successfully engaged with the invited stakeholders, including national policy makers.

The findings from citizens’ juries are qualitative in nature, and therefore, the findings are not intended to be generalizable in a statistical sense. As described by Lincoln and Guba [40], qualitative research aims for transferability by showing how the findings may be applicable to other contexts. To achieve this, the jury process and materials have been published on the Web [26], alongside this paper, to increase transparency and allow other readers to consider whether the findings are applicable in broader contexts.

Bias, both conscious and unconscious, is an important criticism of citizens’ juries [41]. Despite the efforts of the researchers and the independent oversight panel, to ensure that jurors were presented with balanced information to ensure overall fairness, some jurors reported a perception of bias. The witnesses had been chosen so that one set were intentionally impartial and one set were intentionally partial and aiming to present a particular side of the arguments to the jurors relative to the mission. There may have been a lack of clarity about this for several jurors, which could have led to these impressions. This suggests that bias in citizens’ juries can be monitored and minimized, but not totally eliminated.

It could be argued that deliberative methods should be used for making complex policy decisions. There is some evidence from the literature that people are happy to have an ethics committee make decisions about whether to approve the use of data for individual research studies [42]. In addition, there have been centuries of experience of using a 12-person jury in criminal trials. It has been suggested that citizens’ juries symbolically represent the community [41,43]. Nonetheless, citizens’ juries such as the ones conducted here are not usually given public accountability for their decisions and therefore, may be less acceptable to members of the general public.

From a practical perspective, however, deliberative methods such as citizens’ juries are not a reasonable choice for all policy decisions because they are so resource-intensive. They could
be a good choice for situations where the topics are both important and potentially intractable or where democratic legitimacy is needed for decisions [44]. In addition, there is no expectation that the methodology should (or indeed could) be scaled up to provide a large-scale public engagement activity itself. Alternative activities that are designed to reach large numbers of citizens, however, can be informed by the knowledge gained from having previously conducted citizens’ juries.

Conclusions

Our citizens’ jury method was successful in enabling members of the public to deliberate and make decisions about a complex policy problem. Many jurors became less skeptical about health data sharing, as they became better informed of its benefits and risks. Most jurors wanted public input in the form of information provision and the right to opt out. This was one of only a few studies to show that during a deliberative process, a small minority of people become more skeptical about data use, rather than less. This suggests that public engagement about the data use cannot assume that merely providing more public information will equal more public trust.

The deliberative method used in this study may help uncover often-overlooked opportunities for policy makers to engage meaningfully and substantively with the public about technical, and potentially divisive, public policy issues—especially those that have been recently controversial. This research demonstrates that citizens’ juries can be an effective model for engaging the public on policy issues that balance competing issues such as potential risks to individuals, the pursuit of commercial profit, the search for answers to research questions by academic institutions, and the possibility of direct public benefit for society as a whole. Further research is needed as to whether citizens’ juries would be acceptable to the public as a way to have an informed set of peers make decisions on their behalf.
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Abstract

Background: Routine influenza surveillance, based on laboratory confirmation of viral infection, often fails to estimate the true burden of influenza-like illness (ILI) in the community because those with ILI often manage their own symptoms without visiting a health professional. Internet-based surveillance can complement this traditional surveillance by measuring symptoms and health behavior of a population with minimal time delay. Flusurvey, the UK’s largest crowd-sourced platform for surveillance of influenza, collects routine data on more than 6000 voluntary participants and offers real-time estimates of ILI circulation. However, one criticism of this method of surveillance is that it is only able to assess ILI, rather than virologically confirmed influenza.

Objective: We designed a pilot study to see if it was feasible to ask individuals from the Flusurvey platform to perform a self-swabbing task and to assess whether they were able to collect samples with a suitable viral content to detect an influenza virus in the laboratory.

Methods: Virological swabbing kits were sent to pilot study participants, who then monitored their ILI symptoms over the influenza season (2014-2015) through the Flusurvey platform. If they reported ILI, they were asked to undertake self-swabbing and return the swabs to a Public Health England laboratory for multiplex respiratory virus polymerase chain reaction testing.

Results: A total of 700 swab kits were distributed at the start of the study; from these, 66 participants met the definition for ILI and were asked to return samples. In all, 51 samples were received in the laboratory, 18 of which tested positive for a viral cause of ILI (35%).

Conclusions: This demonstrated proof of concept that it is possible to apply self-swabbing for virological laboratory testing to an online cohort study. This pilot does not have significant numbers to validate whether Flusurvey surveillance accurately reflects influenza infection in the community, but highlights that the methodology is feasible. Self-swabbing could be expanded to larger online surveillance activities, such as during the initial stages of a pandemic, to understand community transmission or to better assess interseasonal activity.

(J Med Internet Res 2018;20(3):e71) doi:10.2196/jmir.9084
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Introduction

Influenza and influenza-like illness (ILI) cause a considerable burden of illness in the UK [1]. For most people, influenza is usually a self-limited disease for which, on average, between 1.5 and 4.9 working days are lost for each episode [2]. The consequences for high-risk groups (very young, older people, pregnant women, and those with an underlying health condition) can be more serious. Public Health England (PHE) estimate that each winter hundreds of thousands of people see their general practitioner (GP), tens of thousands are hospitalized, and there are on average 8000 deaths because of influenza [3-5]. Moreover, it has been estimated in 2011 that an outbreak of pandemic influenza could reduce the UK gross domestic product by approximately 1.14% to 1.42% (£14.8–£18.5 billion) [6].

Surveillance is an essential function for monitoring seasonal and pandemic influenza, delivering epidemiological, virological, and clinical awareness of the circulating virus and studying interventions, such as vaccination programs [7]. However, routine surveillance through medical settings (GPs and hospitals), based on laboratory confirmation of infection, does not provide a full picture of the true societal burden of influenza at any one time due to the fact that individuals suffering from ILI often do not visit a health care professional, but manage their symptoms on their own [8,9]. Syndromic surveillance of ILI is increasingly used as a method for detecting discernible trends in illness, without laboratory confirmation [10]. For example, PHE collates data from a range of sources to compile its weekly national influenza reports, including NHS 111 (a nonemergency health advice phone line), the Royal College of General Practitioners’ (RCGP) Weekly Returns Service (GP-based sentinel surveillance), Medical Offices of Schools Association, community telephone surveys, and online disease surveillance platforms such as Flusurvey [11].

Flusurvey, the UK’s largest crowd-sourced platform for surveillance of influenza, collects routine data on more than 6000 voluntary participants [12]. On registration, a baseline epidemiological questionnaire is carried out, asking about individuals’ age, gender, location (first part of postcode), household composition, influenza vaccine status, and preexisting health conditions. Although Flusurvey participants are not representative of the UK population, adjustments are made through modeling processes to allow for broader calculations to be made at the population level. Subsequently, participants are emailed each week to complete a symptoms survey. Participants select recent symptoms from a list including respiratory and gastrointestinal concerns, and provide information relating to onset and duration of symptoms and health-seeking behavior, as well as rating how they are feeling overall on a scale of 1 (very unwell) to 100 (in excellent health) [13]. Accordingly, by gathering these datasets, it is possible to estimate, with minimum delay, the incidence of ILI among Flusurvey participants, which has been previously shown to correlate with the incidence measured by sentinel-based surveillance at PHE [14].

Internet surveillance can complement traditional surveillance by measuring symptoms among a population with minimal time delay [15]. When this is done continually, it can improve the quality of the incidence data and help to inform policy decisions during routine seasonal influenza and pandemics [15]. The use of internet-based disease surveillance has increased rapidly in the past decade, including online ILI syndromic surveillance systems, such as the Europe-wide Influenzanet (of which Flusurvey is a member, working in synergy with other European platforms sharing data collection modality and results) [16], FluNearYou in the United States [17], and Australia’s Flutracking [18]. Estimates of the relative incidence of influenza have also been inferred from search engine query data [19], detecting news reports from news sites aggregators [20], social media platforms such as Twitter [21], Wikipedia access logs [22], restaurant reservation and review logs [23], nonprescription pharmacy sales [24], and prediction markets [25]. Moreover, online crowd-sourced surveillance platforms have been similarly developed for other health conditions, including malaria [26], food-borne illness [27], and tick-borne diseases such as Lyme disease [28].

One criticism of online surveillance for influenza (and other syndromic surveillance mechanisms) is that because data are based on self-reporting of symptoms, the results collected are only representative of ILI, rather than virologically confirmed influenza [29]. Although previous years of ILI incidence from Flusurvey corresponded to RCGP influenza data, suggesting that Flusurvey does detect outbreaks of influenza, this has not been confirmed. Virological confirmation studies are required to assess how the measured ILI rates compare with the actual circulation of influenza in the population. Previously, two studies have sought to do this: one undertook a virological self-sampling from those calling the UK national telephone health helpline (NHS Direct) [30,31] and one completed virological self-sampling of GoViral participants in Massachusetts [32]. Similar self-testing or self-sampling studies have been undertaken for HIV/AIDS [33-35] and chlamydia, where the online cohort approach has been combined with a complete eSexual Health Clinic [36].

We designed a pilot study to assess whether it was feasible to detect laboratory-confirmed influenza from an online cohort. We monitored ILI through the Flusurvey platform, asking those reporting ILI to undertake a nasal swab for laboratory assessment of whether they were actually infected with an influenza virus, another respiratory virus, or unknown etiology (including viruses not tested for). This pilot study will help to assess the validity of online platforms for ILI surveillance and to confirm if the syndromic cohort surveillance approach is able to detect influenza infection. Moreover, it will additionally serve as a proof-of-concept study, showing that self-testing in the community can be successfully added to internet-based surveillance of ILI.
Methods

We recruited unvaccinated volunteer participants by including “Would you be interested in taking part in a virological self-swabbing study?” on Flusurvey’s regular baseline recruitment survey [12]. Only unvaccinated participants were selected to offer increased chances of testing positive for influenza. Recruitment into the pilot was open from November 17, 2014 to December 17, 2014, with 1615 potential participants volunteering. As a feasibility study, limited by financial constraints, we sought to generate 100 swabs for testing. Based on experience from Flusurvey and the Flu Watch study [9], we estimated that approximately 48% of participants would experience a respiratory illness during periods of influenza circulation, 43% (3/7) of those would have an onset on the day or within the 2 days of reporting the illness (important for a high viral load to facilitate laboratory testing), and that 70% of those requested to return a swab would do so. Given these parameters a total of 700 individuals were recruited to take part in the self-swabbing pilot. Accordingly, we purposefully sampled 700 of 1615 eligible participants to include high-risk groups for influenza infection, including all those younger than 18 years and older than 65 years who volunteered or were volunteered by parents [37,38]. Random sampling of those aged between 18 and 64 years was then undertaken to reach a total of 700 participants. We sent these 700 participants a cover letter, an information sheet on the project, the virological swabbing kit, and sample transport materials (Multimedia Appendix 1). The virological swab kit contained a regular tip flocked swab plus 1 mL Universal Transport Medium (Sterilab, North Yorkshire, UK). For transportation of the sample to the laboratory, the pack contained a round mailing container (126 × 30 mm) with liner, a neutral screw cap for the mailing container, and a mailing box packaging system for containers up to 30 mm (Sarstedt, Numbrecht, Germany) to meet Category B UN3373 posting standards for viral materials. Also included were instructions for undertaking the swabbing (Multimedia Appendix 2), a link to video instructions [12], and identification labels for the samples (Multimedia Appendix 3). Participants were asked to store it safely until instructed to self-swab. Informed consent was obtained from pilot study participants when they selected that that they were willing to take part in the study online.

Participants were asked to report their symptoms online on a weekly basis. If their symptoms met the European Centre on Disease Prevention and Control definition of ILI, which is sudden onset of symptoms and at least one of four systemic symptoms (fever or feverishness, malaise, headache, myalgia) and at least one of three respiratory symptoms (cough, sore throat, shortness of breath) [39], and if the reported date of onset of symptoms was within 4 days of notification (to ensure virological testing during the acute phase of infection with expected higher viral loads [40]), then participants were asked to self-swab. Due to low circulation of influenza during the time period of the pilot study [14], the swabbing criteria were expanded on March 16, 2015, to include acute respiratory infection (ARI). (This comprises the sudden onset of symptoms and at least one of the following four respiratory symptoms: cough, sore throat, shortness of breath, and coryza [39].)

Nasal swabbing was chosen because it has been shown to be effective for influenza testing by patients [41] and offers a greater viral load than saliva collection [32]. Although nasopharyngeal swabbing may yield a slightly greater viral load for confirmation with polymerase chain reaction (PCR) tests [42], we believed it would be difficult to self-administer nasopharyngeal swabs of consistent quality and therefore flocked nasal swabs provided a suitable alternative [43]. Participants were provided with both written and video instructions as to how to administer the self-swab (Multimedia Appendix 2).

Participants were asked to send their samples (Multimedia Appendix 2) to the PHE Laboratory, Bristol, for respiratory virus PCR testing. The samples were assayed using PHE Bristol in-house–validated PCR panels including targets for common respiratory infections, including influenza A, influenza B, respiratory syncytial virus (A and B) human metapneumovirus, parainfluenza virus (1, 2, and 3), adenovirus, and rhinovirus. This assay was chosen based on its confidence in detecting circulating strains of influenza. The PHE Laboratory used a generic influenza A assay that is assessed in silico against common circulating strains (primer and probe matching) and then tested in practice using a proficiency panel constructed by the respiratory virus unit from PHE, plus other external quality assurance schemes. Results were returned to researchers at the London School of Hygiene and Tropical Medicine and sent to participants via email. As this was a pilot research study, rather than a clinical test, participants were informed before self-sampling that their results would not be available in real time.

It was important to ascertain whether samples with negative results through the PCR multiplex testing were truly negative or whether the test had not been administered properly, providing a false negative. Second-stage testing was undertaken at London Centre for Nanotechnology, University College London. These samples were quantified for human nuclear and mitochondrial DNA by TaqMan PCR for mammalian glyceraldehyde 3-phosphate dehydrogenase (GAPDH) DNA in the swab samples [44]. Positive controls for the reaction were either HeLa cell DNA (NEB, Hitchin, UK) or human placental DNA (Sigma, Dorset, UK). Cycling conditions were 95°C for 15 seconds and annealing/extension at 60°C for 1 minute after an initial denaturation of 10 minutes.

Finally, we asked those participants to complete a short evaluation form online to ascertain how easy they found the process and its viability for future (Multimedia Appendix 4).

Ethics approval for undertaking this study was obtained from Observational and Interventions Research Ethics Committee at London School of Hygiene and Tropical Medicine (ref: 5530-03).

Results

Samples were received at PHE Laboratory, Bristol, from January 1, 2015 to April 7, 2015. In total, 66 participants from the pilot group (of the 100 originally estimated based on sample size
calculations) met the symptom and timing of onset criteria and were asked to self-swab. A total of 51 swab samples (77%) were received at PHE Laboratory. An additional three samples were received, although they were not requested, and therefore they were not included in the analysis. Multiplex PCR testing results are presented in Table 1 and Multimedia Appendix 5.

The second-stage testing for the presence of human DNA produced the results presented in Table 2 and Multimedia Appendix 6.

These findings show all samples contained human DNA and are consistent with the correct use of the swab, corroborating earlier successful experiences of self-swabbing in a home setting [9,32,41]. This validated the feasibility and the process used as well as the respiratory virus detection results.

Reflecting similar demographic trends from the broader Flusurvey project [45], including from the 2014-2015 cohort from which these participants were selected [46], the swabs received at the laboratory for virological testing were not representative of the UK population. Of the 51 results received, 36 were received from female participants and 15 were from male participants. The age of participants ranged from 4 to 91 years with a mean age of 41 (SD 19) years.

As part of the routine information collected by Flusurvey, participants are asked to score how they were feeling each week [13]. Over the course of the 2014-2015 influenza season, the mean reported score for all Flusurvey users (N=6102) was 82.9. This is self-reported on a scale from 0 to 100. For the 66 self-swab participants, the mean score for the weeks they reported ILI (or ILI and ARI after March 16, 2015) was 63.9 (SD 23.9). From those who tested positive for ILI, the range of scores was 30 to 100 and the mean was 72.8 (SD 16.9). Finally, for those who tested positive for influenza, the range was 60 to 85 and the mean was 72 (SD 9). Although there is a great risk of overinterpretation with a small sample size, and a risk of bias by characteristics of people self-swabbing, these results do not suggest a positive relationship between incidence of ILI and (self-reported) severity of symptoms through the health score.

Completed evaluation forms were received from 21 participants. Of these, 20 participants suggested that undertaking the swab was easy or very easy, although one stated it was “unpleasant.” In addition, 13 participants indicated that if they were to have ILI symptoms in the future, they would prefer to undertake a self-swab at home to diagnose symptoms, five participants preferred to treat symptoms at home without a swab, and three participants were undecided about their future use of swabbing at home. All those who completed the evaluation form found the written instructions helpful, and 13 participants found the video instructions useful, with the remaining eight participants not watching it.

**Table 1.** Yield of influenza-like illness positive tests from samples tested (N=51) using multiplex quantitative PCR.

<table>
<thead>
<tr>
<th>Virus</th>
<th>Positive tests, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Influenza A (H3N2)</td>
<td>1</td>
</tr>
<tr>
<td>Influenza B</td>
<td>4</td>
</tr>
<tr>
<td>Human metapneumovirus</td>
<td>2</td>
</tr>
<tr>
<td>Rhinovirus</td>
<td>11</td>
</tr>
<tr>
<td>Inhibitory samples</td>
<td>2</td>
</tr>
<tr>
<td>Total viral yield</td>
<td>18 (35)</td>
</tr>
<tr>
<td>Total influenza yield</td>
<td>5 (10)</td>
</tr>
</tbody>
</table>

*aOne sample tested positive for both human metapneumovirus and rhinovirus. We have included both of these infections separately in this table, but this reflects one dual infection.

*bTwo samples contained inhibitory substances that hindered amplification of sample control markers. No conclusions can therefore be drawn from these samples, positive or negative.

**Table 2.** Detection of mammalian DNA using Taqman quantitative polymerase chain reaction.

<table>
<thead>
<tr>
<th>Group</th>
<th>Samples, n</th>
<th>GAPDH level (Ct[^a]), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No virus detected</td>
<td>20</td>
<td>28.4 (2.9)</td>
</tr>
<tr>
<td>Virus detected</td>
<td>11</td>
<td>28.7 (2.5)</td>
</tr>
<tr>
<td>Low virus detected</td>
<td>5</td>
<td>28.2 (4.7)</td>
</tr>
<tr>
<td>Inhibitors present</td>
<td>2</td>
<td>26.1 (3.7)</td>
</tr>
<tr>
<td>Not tested for virus</td>
<td>3</td>
<td>23.7 (1.6)</td>
</tr>
</tbody>
</table>

[^a]: Ct: cycle threshold. A Ct value <40 represents positive detection of human DNA.
Discussion

This study has shown that, as a proof of concept, it is possible to successfully apply an at-home self-swabbing methodology to an internet-based cohort and that this can detect both influenza and other causes of ILI by collecting viral samples of suitable quality for PCR multiplex testing. This replicated findings of similar studies conducted for self-swabbing from an online cohort through the GoViral Platform in the United States, through phone-based surveillance via NHS Direct, and in community self-swabbing through Flu Watch [9,31,32], extending these to assess feasibility among a crowd-sourced platform. It was estimated that in the 2014-2015 influenza season, there were low to moderate levels of influenza activity with the predominant strain influenza A (H3N2) [14] present for the majority of the season (the majority were antigenically similar to the A/Texas/50/2012 H3N2 Northern Hemisphere strain), and the appearance of influenza B during the last months of the season (the majority of these belonged to the B/Yamagata 16/88 lineage) [14]. This pilot study did not generate a large yield of ILI virus-positive results, nor was it powered to, yet there were similar trends between this pilot and PHE Laboratory–confirmed cases for the same time period and in particular from the RCGP sentinel swabbing scheme, to which this would be most similar for detecting influenza in a community cohort [14].

Participants found the self-swabbing easy to undertake and several individuals in the pilot indicated that they would be interested in using a similar self-swab in the future if they wanted laboratory confirmation of ILI infection. This was a research project, therefore testing of the samples was not undertaken in real time and results were not returned to participants for a number of weeks, by which time their symptoms would have likely subsided, meaning that the results of the virological test would not have affected their behavior. However, if self-swabbing were to be conducted and results returned in real time, the results may affect patient behavior, either through visiting a health professional, taking medication, or changing their daily routine to limit potential viral spread. Moreover, virological confirmation of a viral infection may potentially reduce antibiotic prescription due to misdiagnosis.

Usability of Findings

Yet, we do not wish to suggest that this methodology should replace the efficient RCGP sentinel swabbing system; our approach may not be practical for routine influenza surveillance owing to the cost and logistics of distributing kits. However, self-swabbing of an internet-based cohort may prove useful for ad hoc surveys, such as in the emerging stages of a pandemic to understand community transmission or as a supplementary tool to otherwise established surveillance mechanisms. Our study can also contribute to demonstrating the feasibility of both an online cohort approach to surveillance and self-swabbing at home for other health conditions, such as sexually transmitted infections or gastroenteritis for which there might be privacy reasons for patients seeking to test themselves at home. Although this pilot study cannot make conclusive remarks about the validity of online influenza surveillance, it has shown that, as a proof of concept, it is possible to detect an influenza virus and other ILI from a cohort of online participants. Accordingly, this can be replicated at larger scale for greater verification of online crowd-sourced disease surveillance mechanisms. Moreover, if a self-swabbing study were to be repeated with a greater number of participants and samples, from a more representative demographic sample, it may be possible to build these into a strong analytical model for estimating the burden of influenza.

Limitations

Due to delays in procuring the necessary materials, delays in obtaining ethical approval, postal delays, and closures due to Christmas, the self-swab kits were not distributed to participants until the first week of January 2015. Retrospectively, it can be seen that the peak of the influenza season in the UK during the 2014-2015 season was week 52 (December 22-28, 2014) [14]. As such, the study did not take place during the peak influenza season in the UK and there were not high levels of influenza circulating during the pilot period. Accordingly, we did not have a large sample group of swabs nor did we obtain the predicted 100 swabs. Despite the methodological change to include ARI on March 16, 2015 [39], this still failed to collect the original requirement of 100 samples. This trend matched PHE’s microbiological surveillance for the same time period, with a similarly low yield of influenza-positive samples [14]. However, the pilot study did coincide with the later peak of influenza B [14], and hence detections of influenza B.

If this project were to be undertaken again, swab kits should be distributed to participants before the start of the influenza season to mitigate the uncertainty of predicting when the virus may arrive and/or be at its peak. Alternatively, kits should be sent out, or be collectable locally, after notification of relevant symptoms. Although this delay may impact the viral load collected, it would prove more cost effective in a health care setting.

The participants who sent samples to the laboratory for testing were not a representative sample demographically, featuring predominantly women aged between 18 and 64 years in Southeast England. This reflects Flusurvey and Influenzanet participants more generally and does not represent a random sample of the UK/European populations [47]. Any future self-swabbing studies carried out on an internet-based cohort could broaden the demographics of the sample to increase the study’s applicability. This could include greater recruitment drives among underrepresented groups or more purposeful sampling to take the bias of the wider Flusurvey group into account.

A further limitation was that not all respiratory viruses were tested for (eg, coronavirus and enterovirus). However, because this was a proof-of-concept study for Flusurvey, a crowd-sourcing platform for influenza surveillance, the focus remained on assessing influenza and other respiratory infections were considered to be supplementary. This may account for the individuals who reported symptoms, but whose swabs tested negative for influenza.
Conclusion
This pilot study has shown that it is feasible for individuals to conduct self-swabbing for ILI/ARI in their own home at relatively low cost. Those selected to participate were able to successfully collect samples and the biological material gathered was sufficient for influenza and other viruses to be detected in the laboratory. This allows us to conclude that, as a proof of concept, it is possible to use home swabbing for detection of influenza at the community level. Due to the small sample size, conclusive statements about how effective the Flusurvey algorithms may be in comparison to other forms of community-based surveillance cannot be made, yet it still validates the conceptual approach used for online symptomatic surveillance methodology. However, there remain concerns about the accuracy of such a system and further research would be needed to repeat a similar experiment with a greater number of participants to provide a suitable sample size to make any broader assumptions about the accuracy of online influenza detection systems.

Acknowledgments
This research was funded by an i-sense exploratory project, as part of a larger Engineering and Physical Sciences Research Council UK (EPSRC) project EP/K031953/1.

We thank the wider i-sense project, of which this was one part, and Rumi Chunara and the GoViral study for their advice on development of the study. We also thank all the anonymous pilot study participants and Flusurvey users who contributed to this study.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Information sheet for pilot participants.

[PDF File (Adobe PDF File), 202KB - jmir_v20i3e71_app1.pdf ]

Multimedia Appendix 2
Written instructions for self-swabbing.

[PDF File (Adobe PDF File), 103KB - jmir_v20i3e71_app2.pdf ]

Multimedia Appendix 3
Swab sample labels for laboratory testing.

[PDF File (Adobe PDF File), 62KB - jmir_v20i3e71_app3.pdf ]

Multimedia Appendix 4
Pilot evaluation form.

[PDF File (Adobe PDF File), 278KB - jmir_v20i3e71_app4.pdf ]

Multimedia Appendix 5
Anonymized dataset.

[XLSX File (Microsoft Excel File), 35KB - jmir_v20i3e71_app5.xlsx ]

Multimedia Appendix 6
Additional dataset from secondary testing.

[XLS File (Microsoft Excel File), 54KB - jmir_v20i3e71_app6.xls ]

References


12. Influenzanet. Flusurvey URL: https://flusurvey.org.uk/ [accessed 2018-02-07] [WebCite Cache ID 6x3H0HKV]


Abbreviations

- ARI: acute respiratory infection
- GP: general practitioner
- ILI: influenza-like illness
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Abstract

Background: The electronic cigarette (e-cigarette) industry has grown in size and organizational complexity in recent years, most notably with the entry of major tobacco companies in 2012 and the proliferation of vape shops. Many brands maintain retail websites that present e-cigarette marketing claims and sell directly to consumers. Understanding of the evolving composition of different types of e-cigarette brand websites is currently underdeveloped.

Objective: This paper presents how e-cigarette brand websites surveyed in 2013-2014 evolved by 2016-2017, and how the websites run by different types of e-cigarette producers currently differ.

Methods: In 2016-2017, we revisited 466 e-cigarette brand websites surveyed in 2013-2014, 288 of which were extant, and identified 145 new English-language websites. We compared product designs, marketing claims, and age-based warnings presented by types of e-cigarette producers: major tobacco companies, independent vape shops, and independent internet-only companies.

Results: Among the 433 websites examined in 2016-2017, 12 were owned by major tobacco companies, 162 operated a physical vape shop, and 259 were internet-only operations. Closed-system product designs were sold by 83% (10/12) of tobacco-owned brands. In comparison, 29.0% (47/162, \(P<.001\)) of vape shop and 55.2% (143/259, \(P=.06\)) of internet-only brands sold closed-system designs. Compared with vape shop and internet-only brands, tobacco-owned brands offered a smaller set of product models (\(P<.001\)) and a narrower range of flavors (\(P<.01\)), with greater emphasis on the traditional combustible cigarette flavors of tobacco and menthol (\(P<.001\)). Tobacco-owned brands also offered a narrower range of nicotine options than the vape shops (\(P=.002\)) and were less likely to offer nicotine-free e-liquid compared with internet-only and vape shop brands (\(P<.01\)). Finally, 83% (10/12) of tobacco-owned brand websites featured age verification pop-up windows. In comparison, only 50.2% (130/259) of internet-only brands (\(P=.01\)) and 60.5% (98/162) of vape shop brands (\(P=.06\)) featured age verification windows. Websites surveyed in both 2013-2014 and 2016-2017 became more likely to sell open-system mods (\(P<.001\)) and sold an increased number of product models (\(P<.001\)), flavors (\(P<.001\)), and nicotine options (\(P<.001\)). Prevalence of several types of claims decreased significantly, including indirect claims regarding smoking cessation (\(P<.001\)), claims regarding e-cigarettes as healthier (\(P<.001\)), less expensive (\(P<.001\)), and usable in more places (\(P<.001\)) compared with combustible cigarettes.

Conclusions: The number of e-cigarette brands has not appeared to increase since 2014, even as website messaging evolved, with brands owned by tobacco companies and vape shops pulling in opposite directions. Brands owned by tobacco companies offered a limited range of e-cigarette products, whereas brands owned by vape shops emphasized a panoply of flavor and nicotine options. Furthermore, the Food and Drug Administration’s regulatory action may influence the types of e-cigarette products offered and the market shares of various companies.

\(\text{J Med Internet Res 2018;20(3):e80} \) doi:10.2196/jmir.8550
KEYWORDS

electronic cigarettes; vaping; nicotine; longitudinal studies; internet; market research

Introduction

Background

Since its introduction in the US market in 2007, the electronic nicotine delivery system (ENDS) industry has grown to an estimated US $3.5 billion market [1] with 3 types of electronic cigarette (e-cigarette) products: cigalikes, eGos (or pen-style e-cigarettes), and mods. Cigalikes came on the market first, with slim cylindrical closed-system designs that use prefilled cartridges to maximize the ease of use. eGos and mods are advanced open-system designs that allow users to fill their own e-liquid solution, and they often have adjustable e-liquid heating temperatures, allowing a customized nicotine yield and puff volume [2-5]. eGos have larger cylindrical shapes and stronger batteries than cigalikes, whereas mods are the most customizable and come in a wide range of shapes and sizes.

As the e-cigarette market’s product landscape has evolved, so has its organizational composition. Major tobacco companies such as Lorillard, Altria Group, and Reynolds American began entering the e-cigarette industry in 2012 and have increasingly dominated its market share [6]. Vape shops—_independently retail shops that specialize in ENDS products—_also appear to have proliferated at a rapid pace [7-9]. Many of these different types of brands maintain retail websites that present marketing claims about e-cigarettes and sell ENDS products directly to consumers. A large proportion of e-cigarette sales are conducted through Web-based channels, which due to the industry’s young and historically unregulated status have not been well tracked [10].

Prior studies conducted by public health researchers reveal important patterns in the advancement of marketing claims. For example, e-cigarette websites often display claims about health or smoking cessation benefits of e-cigarette [11,12], and older e-cigarette brands are more likely to advance claims regarding harm reduction and smoking cessation relative to newer brands [13]. Studies have also found differences in products sold across different types of brands. In 2015, researchers found that major tobacco companies were likely to offer e-cigarette products with closed-system designs and more limited flavors than independents [14].

One large-scale survey documented products sold and claims advanced by 466 e-cigarette websites from December 2013 to January 2014 [13]. We conduct a follow-up to that survey for the period surrounding the finalization of the Food and Drug Administration’s (FDA’s) Deeming Rule in August 2016, which extended the FDA’s regulatory authority under the Family Smoking Prevention and Tobacco Control Act to the ENDS industry [15]. The Deeming Rule has generated a host of varied reactions, ranging from praise for reining in an unregulated product increasingly popular among youths to concern that strict regulatory oversight will limit smokers’ options for an increasingly popular method for smoking cessation [16]. Given that the FDA recently announced plans to review and revise its regulatory oversight rules [17], gaining a better understanding of the products, marketing claims, and age-based protections offered by different types of brands may help regulators better anticipate the impact of regulatory oversight on this young industry’s evolution. Differences along these dimensions are potentially important because they relate to the kinds of products e-cigarette users have access to, the information regarding e-cigarettes that potential and current e-cigarette users are presented with, and the ability of youths to gain access to e-cigarettes.

Study Question

This study examined all the websites from the 2013-2014 study to determine how many continued to operate in 2016-2017. In addition, we conducted another broad search for e-cigarette brands sold online in 2016-2017. We used the same methodology as the 2013-2014 survey, with particular attention to the ownership of these brands—whether they were owned by major tobacco companies, independent vape shops, or independent internet-only retail companies.

Two main issues were considered. First, did the product designs sold, claims advanced, and age-based protections offered by major tobacco-owned brands, internet-only, and vape shop brands differ during the more recent period? Second, how have brands sampled back in 2013-2014 evolved? For example, did brands change their proclivity to advance claims regarding harm reduction and smoking cessation? Prior studies have conducted surveys of e-cigarette brand websites at single points in time [11,12,14,18], and one study sampled the industry for 2 consecutive years [19]. However, we are not aware of studies tracking the same set of websites over time. General patterns in these changes may provide some indication of how industry incumbents will continue to evolve as this young industry develops. After documenting e-cigarette brands sold on the internet, we consider the potential public health and regulatory implications of our findings. Although we cannot definitively determine how regulatory oversight will shape this young market, our findings suggest potential issues that regulators should consider going forward.

Methods

Internet Search

To create our dataset, we first searched the list of websites surveyed in 2013-2014 [13] to identify those still conducting online retail operations as of July 2016. To this dataset, we added websites based on a new internet search of e-cigarette brands, conducted also in July 2016. This search mirrored the structure of the earlier surveys. Using 3 search engines (Google, Yahoo, and Bing), we searched for e-cigarette brands using the following keywords: e-cigarette, e cigarette, e-cig, e cig, ecig, ecigs, electronic cigarette, electronic cig, electronic nicotine delivery system, vape, vapor, and vaping. A website was included as an e-cigarette brand website if it sold e-cigarette hardware and identified at least one hardware or e-liquid product as its own. We included all e-cigarette brand websites listed on the first 30 pages of each search, excluding the following:
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non-English websites; websites that did not sell products directly to the general public (eg, product review sites, manufacturer sites); websites selling cannabis-only products; and resale sites (eg, Amazon, eBay).

**Brands and Models**

Through a 2016 US Department of Health and Human Services industry report, organizational information listed on brand websites, and publicly available information on the internet (eg, company press releases), we identified brands owned by major tobacco companies [6]. Among the remaining brands, we distinguished between those that operated their own physical vape shop versus internet-only operations. Brands were treated as operating a physical vape shop if they ran a retail brick-and-mortar store selling ENDS products. Brands that only operated at mall kiosks and at locations that only allow for pickup of online sales were not considered as vape shops.

From August 2016 to February 2017, a project manager and 5 trained research assistants coded the websites for age-based access restrictions, product characteristics, product claims, e-liquid flavors, ingredients, and nicotine strengths. Coding was based on the 2013-2014 survey codebook. To ensure consistency with the 2013-2014 coding, the project manager overseeing the earlier survey provided training and extensive consultation to the project manager for the 2016-2017 survey. When training the research assistants, an initial set of websites were coded by each of the research assistants to identify and resolve any discrepancies in coding approaches, with extensive feedback given to ensure consistency in approaches. To further ensure consistency, regular checks of the website codes were conducted by the project manager throughout the coding process.

Each e-cigarette sold through a brand website was coded as cigalike, eGo, or mod. Every distinct e-cigarette model sold, including those of competitors’ brands sold on a brand’s website, were coded. The e-cigarettes that only varied in color or flavor of e-liquid were not counted as separate models.

**Claims and Disclaimers About Electronic Cigarettes**

Research assistants reviewed entire websites to determine the presence or absence of several types of claims and disclaimers. The following smoking cessation–related statements were coded: (1) a direct claim of e-cigarettes as an effective quitting aid; (2) an indirect claim (eg, a featured customer testimonial) of e-cigarettes as an effective quitting aid; and (3) a disclaimer that e-cigarettes are not approved as smoking cessation devices. We also coded whether websites claimed e-cigarettes are healthier/safer in comparison with combustible cigarettes. Additionally, we coded for claims regarding social benefits, including that e-cigarettes (1) are less expensive, (2) can be smoked in more places, (3) are cleaner or less messy/smelly, and (4) are more socially accepted when compared with combustible cigarettes. Age-related disclaimers were also coded, including a disclaimer that e-cigarettes are not intended for youths/minors and the presence of a pop-up window that asks website visitors to self-report either their age or whether they meet a minimum age threshold.

**Flavors**

The research assistants recorded whether the websites sold e-liquid (in either prefilled or liquid bottle formats), and they also recorded every distinct flavor of e-cigarette sold by each website. Distinct flavors were indicated by distinct linguistic labels for flavor (eg, “Cinnamon” and “Red Hot Cinnamon” were treated as distinct flavors). A flavor label did not include the brand names—for example, Brand X’s “Cinnamon” and Brand Y’s “Cinnamon” were treated as the same flavor. The main flavors coded were as follows: tobacco, menthol, alcohol/drinks, fruit, and dessert/candy. About 4.5% of flavors did not fall into these main categories. The flavors were generally coded by their first ingredient, with 2 exceptions: flavors that referenced tobacco were coded as tobacco and those described as minty, icy, or frosty were coded as menthol. Do-it-yourself flavor concentrates were excluded from this coding. We studied the proportion of the total flavors sold per brand in each of the main flavor categories.

**Nicotine Strengths**

For each website, research assistants recorded all distinct nicotine strengths listed. We reported the number of distinct strengths sold as well as whether each website offered zero-nicotine or nicotine-free options.

**Statistical Analysis**

Chi-square tests were conducted to determine significant differences in the types of product models sold, claims advanced by different brand types, and differences in flavor types sold. The McNemar test for paired data was used to examine changes in brands’ product model, claims, and flavors sold from 2013-204 to 2016-2017. Moreover, t tests were used to examine differences in mean product model count and mean distinct flavor count. STATA version 14.2 (StataCorp LLC) was used for all analyses. Since 3 separate tests were performed (to compare tobacco-owned, internet-only, and vape shops to each other), we used a P value of .01 instead of the more conventional .05 for determining statistical significance.

**Results**

**Brands and Models**

A total of 178 (38.2%) of the 466 brands included in the 2013-2014 survey were no longer in operation as of July 2016, indicating substantial attrition in websites from 2013-2014 to 2016-2017. The 288 still operating in 2016-2017 provide a subset for longitudinal comparison. A total of 145 additional brands were uncovered through the 2016-2017 internet search. In total, we coded 433 websites in the 2016-2017 survey. We determined that 12 brands were owned by major tobacco companies, including Blu (Imperial Tobacco), Logic (Japan Tobacco), MarkTen (Altria Group, Inc.), and VUSE (Reynolds American, Inc.). Among the remaining brands, 162 operated their own physical vape shop and 259 were internet-only operations.
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The greatest difference here. Moreover, 83.3% (10/12) of the company-owned brands and internet-only brands show the e-cigarettes as not intended for youths/minors. Tobacco The majority of brands advanced disclaimers regarding when compared with combustible cigarettes. Between internet and vape shop brands, the former were more proclivity to advance smoking cessation claims, health-related claims, or social claims. and internet-only brands in terms of proclivity to advance differences between tobacco-owned brands versus vape shop brands (47/162, P<.001). Meanwhile, 16.7% (2/12) of tobacco-owned brands sold mods. This is significantly lower than the internet (123/815, P=.015) and vape shop brands (132/815, P=.06). Overall, tobacco-owned brands and vape shop brands show the widest differences in products and models offered.

The last 3 columns of Table 2 examine change in websites’ claims from 2013-2014 to 2016-2017. Of the 6 claims coded in both surveys, 4 showed significant change. Although 57.3% (165/288) of brands advanced indirect smoking cessation claims in 2013-2014, less than half of this percentage (21.9%, 63/288) advanced them in 2016-2017 (P<.001). Brands also became significantly less likely to advance claims that e-cigarettes were healthier (P<.001), less expensive (P<.001), and could be smoked in more places (P<.001) than combustible cigarettes.

Table 1 shows data on product models sold online in 2016-2017. The first 3 columns list the percentage of brands in each type that sold cigalikes, eGos, and mod designs through their websites. Columns 4-6 show P values for differences between brand types.

Table 1 shows data on product models sold online in 2016-2017. The first 3 columns list the percentage of brands in each type that sold cigalikes, eGos, and mod designs through their websites. Columns 4-6 show P values for differences between brand types.

### Table 1. A comparison of products and models offered by e-cigarette brands.

<table>
<thead>
<tr>
<th>Type</th>
<th>2016-2017 survey (433 brands)</th>
<th>Evolution over time (288 brands)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Major tobacco (N=12), n (%)</td>
<td>Internet only (N=259), n (%)</td>
</tr>
<tr>
<td></td>
<td>Internet shop (N=162), n (%)</td>
<td>Internet shop (N=162), n (%)</td>
</tr>
<tr>
<td></td>
<td>Tobacco vs internet, P value^a</td>
<td>Tobacco vs internet, P value</td>
</tr>
<tr>
<td></td>
<td>Tobacco vs internet, P value</td>
<td>Tobacco vs internet, P value</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>Cigalike</td>
<td>10 (83.3)</td>
<td>143 (55.2)</td>
</tr>
<tr>
<td>eGo</td>
<td>7 (58.3)</td>
<td>198 (76.4)</td>
</tr>
<tr>
<td>Mod</td>
<td>2 (16.7)</td>
<td>155 (59.8)</td>
</tr>
<tr>
<td>Number of models, mean^b</td>
<td>2.8</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Comparisons between percentages were calculated using chi-square analysis in columns 1-6 and using McNemar test for paired data in columns 7-9.

### Comparisons between means were calculated with two-tailed t tests.

### Flavors

The total count of distinct flavors sold by websites studied in 2016-2017 was 15,586—more than double the 7764 flavor labels found in 2013-2014. Major tobacco companies were less likely to sell e-liquids (66.7%, 8/12 sold e-liquids) relative to the internet-only (86.9%, 225/259, P=0.05) and vape shop brands (98.1%, 159/162, P<.001). Table 3 (columns 1-3) compares flavors sold in 2016-2017 by brand type. Major tobacco companies sold fewer flavors on average (20.7 flavors) through their websites relative to vape shop brands (137.5 flavors, P=.002). Tobacco-owned companies sold significantly higher mean proportions of tobacco and menthol flavors relative to the internet and vape shop brands (all P values <.001). Conversely, tobacco-owned brands sold significantly lower proportions of alcohol/drink, fruit, and dessert/candy flavors relative to vape shop brands (all P values <.01).

Brands present in both survey periods became more likely to sell e-liquids (or prefilled cartridges)—89.6% (258/288) sold e-liquids (or prefilled cartridges) in 2016-2017 compared to 75.7% (218/288) in 2013-2014 (P<.001). The last 3 columns of Table 3 show other changes in the brands present in both survey periods. From 2013-2014 to 2016-2017, brands significantly decreased their proportions of tobacco (P<.001), menthol (P=.009), and alcohol/drink flavors (P=.003), and significantly increased their proportion of dessert/candy (P<.001) flavors. They also increased their average count of distinct flavors sold—from 49.2 to 81.6 (P<.001).
Table 2. A comparison of claims and disclaimers made by e-cigarette brands.

<table>
<thead>
<tr>
<th>Claim</th>
<th>2016-2017 survey (433 brands)(^a)</th>
<th>Evolution over time (288 brands)(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2013-2014 survey (N=288), n (%)</td>
<td>2016-2017 survey (N=288), n (%)</td>
</tr>
<tr>
<td></td>
<td>2016-2017 survey (N=288), n (%)</td>
<td>P value</td>
</tr>
<tr>
<td></td>
<td>Internet only (N=259), n (%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vape shop (N=162), n (%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tobacco vs internet, P value</td>
<td>Tobacco vs vape shop, P value</td>
</tr>
<tr>
<td></td>
<td>Tobacco vs vape shop, P value</td>
<td>Internet vs vape shop, P value</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking cessation claims</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct: help quit</td>
<td>0 (0.0)</td>
<td>29 (10.1)</td>
</tr>
<tr>
<td></td>
<td>19 (7.3)</td>
<td>32 (11.1)</td>
</tr>
<tr>
<td></td>
<td>14 (8.6)</td>
<td>.74</td>
</tr>
<tr>
<td>Indirect: help quit</td>
<td>2 (16.7)</td>
<td>165 (57.3)</td>
</tr>
<tr>
<td></td>
<td>50 (19.3)</td>
<td>63 (21.9)</td>
</tr>
<tr>
<td></td>
<td>23 (14.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not smoking cessation device</td>
<td>5 (41.7)</td>
<td>160 (55.6)</td>
</tr>
<tr>
<td></td>
<td>160 (61.8)</td>
<td>177 (61.5)</td>
</tr>
<tr>
<td></td>
<td>89 (54.9)</td>
<td>.07</td>
</tr>
<tr>
<td>Health claims</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthier than smoking</td>
<td>5 (41.7)</td>
<td>201 (69.8)</td>
</tr>
<tr>
<td></td>
<td>129 (49.8)</td>
<td>151 (52.4)</td>
</tr>
<tr>
<td></td>
<td>64 (39.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social claims</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less expensive than smoking</td>
<td>2 (16.7)</td>
<td>178 (61.8)</td>
</tr>
<tr>
<td></td>
<td>116 (44.8)</td>
<td>125 (43.4)</td>
</tr>
<tr>
<td></td>
<td>52 (32.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Used in more places</td>
<td>6 (50.0)</td>
<td>174 (60.4)</td>
</tr>
<tr>
<td></td>
<td>119 (45.9)</td>
<td>132 (45.8)</td>
</tr>
<tr>
<td></td>
<td>42 (25.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cleaner than smoking</td>
<td>3 (25.0)</td>
<td>NA(^c)</td>
</tr>
<tr>
<td></td>
<td>132 (51.0)</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>54 (33.3)</td>
<td>NA</td>
</tr>
<tr>
<td>Socially accepted</td>
<td>1 (8.3)</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>32 (12.4)</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>11 (6.8)</td>
<td>NA</td>
</tr>
<tr>
<td>Age claims</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disclaimer: not for minors</td>
<td>11 (91.7)</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>202 (78.0)</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>125 (77.2)</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>.26</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>.24</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>.84</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

\(a\) Comparison in columns 1-6 were calculated using chi-square analysis.

\(b\) Comparisons in columns 7-9 were calculated using McNemar test for paired data.

\(c\) NA: Not available. Since variable was not coded for in the 2013-2014 survey, a longitudinal comparison is not possible.

Table 3. Flavors offered by e-cigarette brands.

<table>
<thead>
<tr>
<th>Variable</th>
<th>2016-2017 survey (417 brands)</th>
<th>Evolution over time (278 brands)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2013-2014 survey (N=278), n (%)</td>
<td>2016-2017 survey (N=278), n (%)</td>
</tr>
<tr>
<td></td>
<td>Tobacco vs internet, P value</td>
<td>Tobacco vs vape shop, P value</td>
</tr>
<tr>
<td></td>
<td>Tobacco vs vape shop, P value</td>
<td>Internet vs vape shop, P value</td>
</tr>
<tr>
<td>Number of flavors per brand, mean</td>
<td>20.7</td>
<td>49.2</td>
</tr>
<tr>
<td>Mean proportion of total flavors per brand, %(^a)</td>
<td>56.3</td>
<td>81.6</td>
</tr>
<tr>
<td>Tobacco</td>
<td>.04</td>
<td>.02</td>
</tr>
<tr>
<td>Menthol</td>
<td>.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alcohol/Drink</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fruit</td>
<td>.01</td>
<td>.14</td>
</tr>
<tr>
<td>Dessert/Candy</td>
<td>.03</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(a\) Comparisons between means and proportions were calculated with two-tailed \(t\) tests.
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Nicotine Strengths

Table 4 shows that, in 2016-2017, tobacco company-owned brands offered fewer nicotine options on average relative to the vape shop brands (P=.006) and were less likely to offer zero-nicotine options compared with both vape shops and internet-only brands (P values <.001). Almost all the vape shop brands (97.5%, 156/160) and 89.0% (211/237) of internet brands offered a zero-nicotine option, whereas only half of the tobacco-owned brands (50.0%) offered one. The last 3 columns show that, from 2013-2014 to 2016-2017, brands significantly increased their average number of different nicotine options (P<.001). There was no change in the likelihood of a zero-nicotine option.

Discussion

Principal Findings

The analyses presented here show that major tobacco company-owned e-cigarette brands and smaller, independent e-cigarette brands offered very different portfolios of products through their online retail websites. Vape shop and tobacco company-owned brands appeared the most distinct from one another along a number of dimensions. Compared with vape shop brands, tobacco-owned brands were more likely to sell closed-system designs, were less likely to offer e-liquids, and tended to offer a narrower range of e-liquid flavors with greater emphasis on traditional (ie, tobacco and menthol) flavors. These are all product characteristics that resemble combustible cigarettes in appearance and taste. Vape shop brands, in comparison, were more likely to sell open-system models, focused more on nontraditional e-liquid flavors such as fruit and dessert/candy, offered a greater range of nicotine options, and were more likely to offer nicotine-free e-liquid. Internet-only brands, generally, resembled vape shop brands in their product offerings, although their differences with major tobacco brands were, generally, smaller in magnitude and less statistically significant with regard to product models, flavors, and nicotine options.

These patterns are consistent with research that suggests vape shops focus primarily on newer generation devices and encourage users’ experimentation with a variety of nicotine and e-liquid options [20-22]. Studies also indicate vape shop employees frequently characterize e-cigarettes as smoking cessation devices and, despite lack of formal training, provide counsel regarding smoking cessation to customers [8,23]. Although we found a slightly higher rate of vape shops that claimed direct smoking cessation benefits to e-cigarettes relative to major tobacco brands, this difference was not statistically significant. Given the proliferation of vape shops in the United States, further study of this channel is important to understand the changing economic, social, and cultural dynamics of the e-cigarette market.

Among the 288 brand websites studied in both the 2013-2014 and 2016-2017, we found change in the propensity of e-cigarette brands to advance several types of claims about e-cigarettes. In 2013-2014, a majority of the websites presented indirect smoking cessation claims (57.3%, 165/288). This decreased to 21.9% (63/288) in 2016-2017. We also found significant decreases in claims regarding health and social benefits of e-cigarettes relative to combustible cigarettes. E-cigarette brands appear to have become more conservative in their marketing claims over time.

We also found, through our comparison of brands covered in both the 2013-2014 and 2016-2017 surveys, that brands have generally evolved from closed to open product designs, from traditional to nontraditional e-liquid flavors, and toward greater variety in models, flavors, and nicotine options. These general trends are important to keep in mind when considering the potential consequences of the 2016 Deeming Rule, which currently requires e-cigarette manufacturers to complete an application process that includes detailed ingredient, manufacturing, and product labeling/marketing information [24,25]. The FDA estimated that the resources to complete applications for new tobacco products will be considerable, costing between US $117,000 and US $466,000 per product (flavor-strength combination) [26].

A number of researchers and public health officials have raised concern that strict regulatory oversight will suppress product innovation; push out smaller, independent companies with limited resources; and ultimately strengthen market dominance for major tobacco companies [25,27]. Major tobacco companies, whose practices have been shaped by decades of experience with federal regulators, appear well-positioned and well-resourced to gain advantage within a strict regulatory environment. There is also some evidence suggesting that independent brands have already started reducing their product inventory and closing down operations in response to impending FDA oversight [28,29]. Our brand surveys indicate substantial
attrition in e-cigarette brands over the past few years. This contrasts sharply with the strong growth in e-cigarette brand websites found by Zhu et al from 2012 to 2014 [13], and it suggests that the industry may be headed toward even greater contraction in the number of brands in the coming years.

Some of the concerns regarding how regulatory oversight will affect the market landscape appear driven by tobacco companies’ history of deceptive business practices and potential for heavily resourced, sophisticated marketing campaigns [11,30]. Our analyses suggest an additional reason for concern. Tobacco-owned brands are more likely to offer a limited range of product designs and flavors that closely resemble the experience of smoking combustible cigarettes. Although science regarding the harm reduction impact of e-cigarettes is still developing, some studies suggest that smokers of cigarlike and traditional tobacco/menthol flavors may be less likely to quit smoking and more likely to remain dual users for prolonged periods of time, which ultimately may be worse for their health outcomes [31,32]. There is also evidence that use of open-system e-cigarette models is associated with higher rates of smoking cessation relative to closed-system models [4,33,34]. This raises the possibility that greater dominance by major tobacco-owned brands and the exit of smaller, independent brands might ultimately limit smokers’ access to e-cigarette models associated with higher quit rates.

On the other hand, we find major tobacco brands are more likely than internet brands to feature a pop-up window asking users to verify their age—83% (10/12) of tobacco brands compared with 50.2% (130/259) of internet and 60.5% (98/162) of vape shop brands. The latter 2 percentages are roughly comparable to recent content analyses of the internet e-cigarette vendors that studied age self-verification practices [18,19]. Of course, this represents a very weak form of age verification, and studies suggest the use of more effective verification methods, such as requiring a driving license number, which is relatively rare [19]. Still, these differences between major tobacco, internet-only, and vape shop brands suggest that major tobacco-owned brands may be more likely than small, independent brands to institute processes preventing online sales to minors. This raises the possibility that the exit of smaller brands could decrease youth access to e-cigarettes. Furthermore, tobacco-owned brands may also be less appealing to youths, as they offered limited ranges of flavors focused on tobacco and menthol, and studies suggest younger smokers find nontobacco flavors, such as fruit and dessert, appealing [35,36].

Limitations
One limitation of this study is that the search was limited to the first 30 pages of each keyword search. Other e-cigarette brands exist that are not in the database; thus, the total number of e-cigarette brands is likely larger than that reported here [37]. Another limitation is that we were only able to find limited information on tobacco industry ownership of e-cigarette brands. There may be other companies that we are unaware of that are tobacco-industry owned. Finally, as our study focuses on brands’ websites, brands with physical retail stores could present different products and claims through their stores than those captured in this study.

Conclusions
The FDA has announced its intention to develop ENDS industry regulations that focus on nicotine and promote harm reduction through innovation [17,38]. As regulators consider how to best revise and implement oversight, there is a complex set of issues to take into account. Policies should be designed to discourage youths from starting e-cigarettes and exposing themselves to any potentially negative health effects of nicotine [39,40]. Currently, regulatory requirements do not provide clear guidance regarding specific processes needed to effectively prevent sales to minors [19]. In the 2016-2017 period, internet-only and vape shops brands appeared to take weaker actions to restrict youth access relative to major tobacco-owned brands. At the same time, enough preliminary evidence of a positive association between e-cigarette use and smoking cessation at the population level exists [31,41,42] that the FDA should consider how to encourage companies to continue to develop and offer a range of products. Regulations that involve intensive time- and resource-investments are likely to impose a disproportionate burden on small, independent organizations that have played a key role in developing and offering open-systems models that have been associated with higher quit rates [4,33,34]. Attention should be given to encouraging responsible business practices—particularly with regard to youth access regulation—while streamlining product application requirements to encourage product diversity and innovation among a variety of industry players.
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Abstract

Background: Physician ratings websites have emerged as a novel forum for consumers to comment on their health care experiences. Little is known about such ratings in Canada.

Objective: We investigated the scope and trends for specialty, geographic region, and time for online physician ratings in Canada using a national data source from the country’s leading physician-rating website.

Methods: This observational retrospective study used online ratings data from Canadian physicians (January 2005-September 2013; N=640,603). For specialty, province, and year of rating, we assessed whether physicians were likely to be rated favorably by using the proportion of ratings greater than the overall median rating.

Results: In total, 57,412 unique physicians had 640,603 individual ratings. Overall, ratings were positive (mean 3.9, SD 1.3). On average, each physician had 11.2 (SD 10.1) ratings. By comparing specialties with Canadian Institute of Health Information physician population numbers over our study period, we inferred that certain specialties (obstetrics and gynecology, family practice, surgery, and dermatology) were more commonly rated, whereas others (pathology, radiology, genetics, and anesthesia) were less represented. Ratings varied by specialty; cardiac surgery, nephrology, genetics, and radiology were more likely to be rated in the top 50th percentile, whereas addiction medicine, dermatology, neurology, and psychiatry were more often rated in the lower 50th percentile of ratings. Regarding geographic practice location, ratings were more likely to be favorable for physicians practicing in eastern provinces compared with western and central Canada. Regarding year, the absolute number of ratings peaked in 2007 before stabilizing and decreasing by 2013. Moreover, ratings were most likely to be positive in 2007 and again in 2013.

Conclusions: Physician-rating websites are a relatively novel source of provider-level patient satisfaction and are a valuable source of the patient experience. It is important to understand the breadth and scope of such ratings, particularly regarding specialty, geographic practice location, and changes over time.

(J Med Internet Res 2018;20(3):e76) doi:10.2196/jmir.7475
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Introduction

Patients’ abilities to discern health care quality are often underappreciated, despite evidence that low patient satisfaction scores and complaints against physicians are linked to increased risk management episodes, malpractice lawsuits, readmission rates, and even increased mortality for selected diagnoses [1-5].

Over the last decade, physician-rating websites have become a popular source of patient satisfaction data [6]. Such websites represent unsolicited reflections of the patient experience with their physicians in comparison to more traditional methods such as surveys. In the United States, the use of physician-rating websites is rapidly increasing, whereas other countries have reported more moderate growth [6,7]. In addition to private online physician websites, government or health insurer-developed sites are also being used in countries such as the United Kingdom and Germany [8,9]. Together, these physician-rating websites may impact patient health care decision making, as data suggests approximately one-third of users have searched for physicians online and report making decisions regarding physician selection based on these ratings [10]. Online physician-rating websites may also impact physician behaviors; over the last five years, physicians have been increasingly responding online to their ratings [11]. Hence, this data source may have significant implications on health care practice and behavior.

Most previous work on online physician ratings has focused on reviewing the frequency and usage among different physician specialties in the United States, China, and Germany [6,12-26], as well as exploring awareness and perceptions among physicians and consumers [10,11,27-29]. More recently, the focus has been to correlate online ratings with quality outcomes or surrogates such as postoperative mortality and surgical volumes with variable findings, depending on the quality outcome in question [6,30-38]. It has been estimated that one in six physicians are rated online, and most ratings are positive [6,12-4,17-19,28]. Although the use of physician-rating websites is increasing overall [6,7,39], for frequency of ratings, US studies have reported that the mean number of ratings per physician is low overall, ranging from two to four ratings per physician [6,17,21]. Several studies have focused on differences in ratings according to specialties [6,14,20-22]. Certain types of physicians, such as obstetricians, dermatologists, surgeons, and family physicians, are more frequently rated than other specialists. Board-certified, younger physicians have been shown to be rated more favorably than non-board-certified, younger physicians [6,14]. Other studies have investigated the relationship between practice location (such as city size) and online ratings. In the United States, physicians in the southern states had a higher likelihood of positive ratings than other parts of the country, whereas others have shown no difference in ratings with respect to practice location and city size [6,20-22].

In Canada, there is currently little information available on the use of physician-rating websites. Our study sought to investigate the nature and trends of online physician ratings in Canada over a nearly 8-year period. The goals of this study were to (1) determine whether online ratings for physicians differed depending on physician specialty, (2) investigate whether physician practice location affected online ratings, and (3) examine possible trends in ratings over time by year of rating. We also compared the number and frequency of ratings by specialty to determine whether certain specialties were rated online more frequently than expected based on their representation in the overall physician population. Based on previous studies, we hypothesized that certain specialties, such as obstetrics and family medicine, would be rated more frequently than others, such as pathology or radiology. We also felt that the quality of ratings would be positive overall and that differences in ratings would exist across specialties and geographic practice location. We suspected that there would be no differences in quality of ratings over time, but that the absolute number of ratings would be steadily increasing over our study period.

Methods

Overview

We accessed a national database of all Canadian physicians rated from January 2005 to September 2013 (N=640,603 ratings) [40]. RateMDs was founded in the United States in 2004 and is currently among the most popular physician-rating websites in Canada and the United States by user traffic [13,18]. No registration or subscription is required to view or post a rating, and there are no incentives to rate a physician. Physicians are rated on a scale of 1 to 5 (described by the website as 1=“terrible,” 2=“poor,” 3=“okay,” 4=“good,” 5=“excellent”). Ratings were given for each of the following domains: staff, punctuality, helpfulness, and knowledge. A mean overall score is posted for each physician. Physician profiles are created or searched for by the rater, and users provide ratings and may provide free-text comments if desired. Our dataset included deidentified data for 57,412 physicians, including specialty, practice region (city and province), date of rating, and scores on each of four domains, from which we calculated an average cumulative rating for each physician. This dataset included all physicians in Canada who were rated on RateMDs during our study period.

Mean number of ratings and mean ratings were calculated for all physicians, each website specialty, and province. To compare the relative proportions of physicians by specialty, we grouped specialties according to Canadian Institute of Health Information (CIHI) categories [41]. We considered “obstetrics and gynecology” as distinct from “surgery” because previous research demonstrated high numbers of ratings for this group [6,14]. We calculated each physician specialty’s online presence by grouping online specialties into CIHI specialty categorizations and divided the number of physicians rated online for that specialty by the total number of physicians in the online database. We then calculated and compared these values to the mean annual number of physicians divided by the total annual physician population for CIHI specialties from 2005 to 2013 (to match our online ratings data period). This allowed us to infer whether a specialty was rated more or less frequently than expected based on the mean annual physician population for that specialty.
Statistics
For statistical analysis, our objective was to recognize and compare differences in favorable versus unfavorable ratings for physician specialty, geographic practice location, and year of rating. We constructed a binary variable indicating whether each rating was greater than, less than, or equal to the median rating, which was 4.5 out of 5. We thus considered whether ratings were in the top 50th percentile of all ratings for one of three predictors: physician specialty, province, and year. For each level of predictor, the proportion of ratings greater than 4.5 was reported with a 95% confidence interval and a P value against the null hypothesis that the true proportion was equal to 0.5. In this way, we were able to stratify specialties, practice location by province, and year of rating according to likelihood of positive ratings. All analyses were performed using prop.test in R version 3.0.2.

Ethics
When submitting research ethics board approval, we were informed that the requirement for ethics approval was waived because data were publicly available.

Results

Findings
From February 2005 to September 2013, there were 640,603 ratings for 57,412 unique physicians. Ratings were generally positive (mean 3.9, SD 1.3). Using the online rating website’s rating descriptions, this translated to a mean rating that fell between “okay” and “good.” The mean number of ratings per physician was 11.2 (SD 10.1; see Table 1). During our study period, the mean annual number of total physicians in Canada was 66,026.1 (SD 5748.2). The largest group of physicians, by medical specialty, was family medicine/general practice (n=30,818 physicians). This group had 370,972 unique ratings and, on average, had 12 ratings per physician, with a mean overall rating of 3.9 (SD 1.3). Internal medicine (including its subspecialties) accounted for 53,818 total ratings of 6677 individual physicians, with 8.1 ratings per physician (SD 7.7) and a mean rating of 3.98 (SD 1.31) out of 5. Surgery (including its subspecialties) included 22,811 total ratings of 2472 individual physicians, with 11.9 ratings per physician (SD 10.7) and an overall mean rating of 4.01 (SD 1.32) out of 5. We found that certain specialties had relatively increased numbers of per-physician ratings, including reproductive endocrinology (mean 19.7, SD 15.2), dermatology (mean 16.7, SD 16.1), and obstetrics and gynecology (mean 17.6, SD 16.1). Additionally, certain medical specialties had lower numbers of rated physicians as well as per-physician ratings, including radiologists (total number of rated physicians: 330, mean per-physician ratings 3.0, SD 2.8), pathologists (total number of rated physicians: 13, mean per-physician ratings 4.4, SD 8.1), and medical geneticists (total number of rated physicians: 26, mean per-physician ratings 2.6, SD 4.9; see Table 1).

Differences in Frequencies of Ratings According to Specialty
For each specialty, we calculated the percentage of physicians with online ratings divided by the total online physician population, and compared it to the percentage of physicians in a given specialty divided by the total annual physician populations for CIHI specialties. Certain specialties were more frequently rated than expected based on their proportion in the national population, notably obstetrics and gynecology (4.3% of online cohort vs 2.5% of mean total annual obstetrics and gynecology population), dermatology (1.2% vs 0.8%), family practice (53.7% vs 45.2%), internal medicine (including its subspecialties; 12.0% vs 10.3%), emergency medicine/critical care (2.4% vs 1.1%), and surgery (14.3% vs 10.0%), whereas others were less represented, including anesthesia (1.4% vs 4.1%), radiology (0.6% vs 3.3%), psychiatry (5.0% vs 6.3%), and pathology (<0.01% vs 1.9%; see Table 1).

Differences in Quality of Ratings for Physician Specialty
We investigated whether there were differences in the quality of ratings depending on physician specialty. We found that ratings for certain specialties were more likely to be in the top 50th percentile of all ratings, including cardiac surgery (probability of a rating greater than the median of 4.5 was 78.1%, P<.001), genetics (73.5%, P<.001), nephrology (69.2%, P<.001), radiology (65.3%, P<.001), and vascular surgery (65.1%, P<.001). The bottom four physician specialties included psychiatry (42.2%, P<.001), neurology (42.1%, P<.001), dermatology (37.0%, P<.001), and addiction medicine (35.8%, P<.001; Figure 1; Multimedia Appendix 1). Family medicine/general practice comprised our largest group of physicians in the online cohort, as well as one of the largest groups of physicians represented in the mean annual physician population. Regarding likelihood of a favorable rating, family medicine/general practice was among the bottom seven physician specialties (46.3%, P<.001; Figure 1; Multimedia Appendix 1).

Differences in Frequency of Ratings for Physician Practice Location (by Province)
We found that Ontario had both the highest number of ratings and the highest number of rated unique physicians (244,635 ratings for 20,740 physicians), followed by Quebec (116,041 for 13,460 physicians), then British Columbia (101,152 ratings for 8398 physicians). The lowest number of ratings for the lowest number of physicians was found in the less densely populated regions of the Northwest Territories/Yukon/Nunavut (802 ratings for 126 physicians) and Prince Edward Island (2534 ratings for 242 physicians). For most provinces, per-physician number of ratings ranged from 10 to 13, with the exception of Quebec and the Northwest Territories/Yukon/Nunavut (ratings per physician 8.62 and 6.37, respectively).

Differences in Quality of Ratings for Physician Practice Location (by Province)
We also found differences in a physician’s likelihood of a positive rating depending on practice location. Broadly speaking, physicians who practiced medicine in the eastern geographic locations of the country had a higher likelihood of being favorably rated than those who practiced in central or western Canada.
Table 1. Number of ratings, unique number of physicians, and descriptive statistics and relative proportions of rated physicians grouped by Canada Institute of Health Information (CIHI) specialty (2005-2013).

<table>
<thead>
<tr>
<th>Medical specialty</th>
<th>Ratings, n</th>
<th>Unique rated physicians, n</th>
<th>Ratings per physician, mean (SD)</th>
<th>Overall rating, mean (SD)</th>
<th>Annual physician population(^a) (%), mean (SD)</th>
<th>% of online cohort</th>
<th>% of mean annual physician population(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Family medicine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal medicine</td>
<td>53,818</td>
<td>6677</td>
<td>8.1 (7.7)</td>
<td>4.0 (1.3)</td>
<td>7528.1 (778.3)</td>
<td>12.0</td>
<td>10.3</td>
</tr>
<tr>
<td>Allergy/immunologist</td>
<td>2690</td>
<td>235</td>
<td>11.5 (9.6)</td>
<td>3.8 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiologist</td>
<td>8192</td>
<td>1278</td>
<td>6.4 (5.8)</td>
<td>4.20 (1.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal/proctologist</td>
<td>312</td>
<td>36</td>
<td>8.7 (9.5)</td>
<td>4.02 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gastroenterologist</td>
<td>9395</td>
<td>854</td>
<td>11.0 (8.8)</td>
<td>3.91 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Endocrinologist</td>
<td>5670</td>
<td>563</td>
<td>10.1 (8.6)</td>
<td>3.81 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reproductive endocrinologist</td>
<td>1418</td>
<td>72</td>
<td>19.7 (15.2)</td>
<td>3.91 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geriatrician</td>
<td>678</td>
<td>168</td>
<td>4.0 (4.4)</td>
<td>3.84 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infectious disease</td>
<td>1074</td>
<td>199</td>
<td>5.4 (6.1)</td>
<td>4.04 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internist</td>
<td>7045</td>
<td>1112</td>
<td>6.3 (6.4)</td>
<td>3.90 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nephrologist</td>
<td>1868</td>
<td>364</td>
<td>5.1 (4.4)</td>
<td>4.36 (1.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oncology/hematologist</td>
<td>7038</td>
<td>1086</td>
<td>6.5 (6.1)</td>
<td>4.12 (1.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulmonologist</td>
<td>2463</td>
<td>383</td>
<td>6.4 (5.8)</td>
<td>4.10 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rheumatologist</td>
<td>5915</td>
<td>472</td>
<td>12.5 (9.4)</td>
<td>3.81 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep disorders</td>
<td>371</td>
<td>57</td>
<td>6.5 (6.9)</td>
<td>3.7 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anesthesia</td>
<td>2589</td>
<td>622</td>
<td>4.16 (5.0)</td>
<td>4.14 (1.3)</td>
<td>2713.1 (287.0)</td>
<td>1.1</td>
<td>4.1</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>43,627</td>
<td>2472</td>
<td>17.6 (15.0)</td>
<td>3.88 (1.3)</td>
<td>1709.0 (292.3)</td>
<td>4.3</td>
<td>2.5</td>
</tr>
<tr>
<td><strong>Surgery</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgeon (general)</td>
<td>22,811</td>
<td>2185</td>
<td>10.4 (9.1)</td>
<td>4.16 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiothoracic surgeon</td>
<td>1954</td>
<td>202</td>
<td>9.6 (7.8)</td>
<td>4.54 (1.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cosmetic/plastics</td>
<td>13,226</td>
<td>793</td>
<td>16.7 (16.1)</td>
<td>4.05 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Otolaryngology</td>
<td>10,064</td>
<td>736</td>
<td>13.6 (11.4)</td>
<td>3.87 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurosurgeon</td>
<td>4686</td>
<td>363</td>
<td>12.9 (10.7)</td>
<td>4.17 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ophthalmologist</td>
<td>12,419</td>
<td>1305</td>
<td>9.5 (8.5)</td>
<td>3.90 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orthopedics/sport</td>
<td>22,492</td>
<td>1770</td>
<td>12.7 (10.0)</td>
<td>3.91 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bariatric/weight loss</td>
<td>346</td>
<td>26</td>
<td>13.3 (30.5)</td>
<td>4.05 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urologist</td>
<td>9655</td>
<td>772</td>
<td>12.5 (9.5)</td>
<td>4.00 (1.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vascular surgeon</td>
<td>392</td>
<td>83</td>
<td>4.7 (5.0)</td>
<td>4.13 (1.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neurology</td>
<td>9504</td>
<td>944</td>
<td>10.1 (9.5)</td>
<td>3.59 (1.4)</td>
<td>829.2 (83.1)</td>
<td>1.6</td>
<td>1.2</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>20,751</td>
<td>1767</td>
<td>11.7 (10.7)</td>
<td>4.1 (1.2)</td>
<td>2488.0 (508.9)</td>
<td>3.1</td>
<td>3.8</td>
</tr>
<tr>
<td>Radiology</td>
<td>1005</td>
<td>330</td>
<td>3.0 (2.8)</td>
<td>4.18 (1.3)</td>
<td>2153.7 (216.2)</td>
<td>0.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Emergency/critical care(^c)</td>
<td>7716</td>
<td>1404</td>
<td>5.5 (5.4)</td>
<td>3.81 (1.5)</td>
<td>860.2 (260.0)</td>
<td>2.4</td>
<td>1.1</td>
</tr>
<tr>
<td><strong>Psychiatry</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychiatry (general)</td>
<td>18,036</td>
<td>2853</td>
<td>6.3 (6.4)</td>
<td>3.55 (1.5)</td>
<td>4218.9 (550.5)</td>
<td>5.0</td>
<td>6.3</td>
</tr>
<tr>
<td>Addiction medicine</td>
<td>17,695</td>
<td>2784</td>
<td>6.4 (6.4)</td>
<td>3.55 (1.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatology</td>
<td>341</td>
<td>69</td>
<td>4.9 (5.6)</td>
<td>3.49 (1.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pathology</td>
<td>11,587</td>
<td>705</td>
<td>16.4 (14.9)</td>
<td>3.53 (1.4)</td>
<td>540.0 (27.0)</td>
<td>1.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Genetics</td>
<td>57</td>
<td>13</td>
<td>4.4 (8.1)</td>
<td>4.18 (1.2)</td>
<td>1271.4 (100.1)</td>
<td>&lt;0.01</td>
<td>1.9</td>
</tr>
<tr>
<td>% of mean annual physician population(^b)</td>
<td>68</td>
<td>26</td>
<td>2.6 (4.9)</td>
<td>4.61 (0.8)</td>
<td>75.8 (12.6)</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Medical specialty</td>
<td>Ratings, n</td>
<td>Unique rated physicians, n</td>
<td>Ratings per physician, mean (SD)</td>
<td>Overall rating, mean (SD)</td>
<td>Annual physician population(^a) (mean, SD)</td>
<td>% of online cohort</td>
<td>% of mean annual physician population(^b)</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>------------</td>
<td>----------------------------</td>
<td>----------------------------------</td>
<td>--------------------------</td>
<td>-----------------------------------------------</td>
<td>-------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Physical medicine/rehabilitation</td>
<td>2517</td>
<td>344</td>
<td>7.3 (8.3)</td>
<td>3.71 (1.5)</td>
<td>372.3 (41.2)</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Totals/means (SD)</td>
<td>640,603</td>
<td>57,412</td>
<td>11.2 (10.1)</td>
<td>3.9 (1.3)</td>
<td>66,026.1 (5748.2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) For each specialty, number of unique physicians rated online per total number of unique physicians rated online, expressed as a percent.

\(^b\) For each CIHI physician specialty, mean annual number of physicians per mean total number of annual physicians (2005-2013) expressed as a percent.

\(^c\) Emergency/critical care, as a grouped CIHI specialty, was only available for the years 2009-2013; therefore, annual means were calculated over 5 years only for this specialty.

**Figure 1.** Proportion of mean ratings, by specialty, in the top 50th percentile of all rated physicians (2005-2013) with 95% confidence intervals depicted for each proportion.
Specifically, physicians practicing in New Brunswick (56.3%, $P<0.001$), Newfoundland (56.0%, $P<.001$), Quebec (53.6%, $P<.001$), Prince Edward Island (53.6%, $P<.001$), the Northwest Territories/Yukon/Nunavut (52.7%, $P=.13$), and Nova Scotia (52.7%, $P<.001$) were more likely to be rated greater than 4.5, whereas those practicing in Saskatchewan (46.4%, $P<.001$), Ontario (46.9%, $P<.001$), British Columbia (46.5%, $P<.001$), Alberta (46.5%, $P<.001$), and Manitoba (45.6%, $P<.001$) were likely to be rated 4.5 or lower (Figure 2; Multimedia Appendix 1).

**Differences in Online Ratings for Year of Rating**

During our study period, there were 640,603 total individual ratings of 27,181 physicians. Over time, the total number of ratings continued to increase; however, we found some important differences in the number of additional new ratings per year (Table 2). In 2005, when the website was still new in Canada, there were only 138 ratings. However, in 2007, 200,650 new ratings were posted before slowly tapering down each subsequent year until 2013, when there were 51,800 new ratings. The year 2007 was also notable in that the mean number of ratings per physician was highest at 5.74 (SD 5.28) before settling at 1 to 3 ratings per physician. In terms of quality of ratings, from 2005 to 2013, physicians were more likely to be rated above the median if rated more recently (i.e., in 2013; upper 50th percentile proportion 0.512, $P<.001$), and the likelihood of favorable ratings increased over time. There were two years (2013 and 2007) when quality of ratings were especially high, whereas for the remaining years the proportion of ratings greater than 4.5 was significantly less than 50% (Figure 3; Multimedia Appendix 1).
Figure 2. Proportion of mean ratings, by province, in the top 50th percentile of all rated physicians (2005-2013) with 95% confidence intervals depicted for each proportion. NB: New Brunswick; NL: Newfoundland and Labrador; QC: Quebec; PE: Prince Edward Island; NT/YT/NU: Northwest Territories/Yukon/Nunavut; NS: Nova Scotia; SK: Saskatchewan; ON: Ontario; BC: British Columbia; AB: Alberta; MB: Manitoba.
**Table 2.** Number of ratings, number of physicians, mean ratings per physician, mean overall rating, and additional ratings per year of all physicians rated on RateMDs by province and by year of rating (2005-2013).

<table>
<thead>
<tr>
<th>Province</th>
<th>Ratings, n</th>
<th>Physicians, n</th>
<th>Ratings per physician, mean (SD)</th>
<th>Mean overall rating, mean (SD)</th>
<th>Additional ratings per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Brunswick</td>
<td>16,128</td>
<td>1447</td>
<td>11.15 (8.9)</td>
<td>4.03 (1.29)</td>
<td>—</td>
</tr>
<tr>
<td>Newfoundland</td>
<td>7564</td>
<td>893</td>
<td>8.47 (7.2)</td>
<td>4.09 (1.23)</td>
<td>—</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>2534</td>
<td>242</td>
<td>10.47 (8.0)</td>
<td>4.00 (1.29)</td>
<td>—</td>
</tr>
<tr>
<td>Quebec</td>
<td>116,041</td>
<td>13,460</td>
<td>8.62 (8.5)</td>
<td>4.04 (1.28)</td>
<td>—</td>
</tr>
<tr>
<td>Northwest Territories/Yukon/Nunavut</td>
<td>802</td>
<td>126</td>
<td>6.37 (6.0)</td>
<td>3.94 (1.34)</td>
<td>—</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>23,482</td>
<td>1992</td>
<td>11.79 (9.5)</td>
<td>3.99 (1.28)</td>
<td>—</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>24,093</td>
<td>1880</td>
<td>12.82 (11.7)</td>
<td>3.84 (1.34)</td>
<td>—</td>
</tr>
<tr>
<td>Ontario</td>
<td>244,635</td>
<td>20,740</td>
<td>11.80 (10.4)</td>
<td>3.86 (1.33)</td>
<td>—</td>
</tr>
<tr>
<td>Alberta</td>
<td>74,077</td>
<td>5968</td>
<td>12.41 (11.1)</td>
<td>3.86 (1.32)</td>
<td>—</td>
</tr>
<tr>
<td>British Columbia</td>
<td>101,152</td>
<td>8398</td>
<td>12.04 (9.9)</td>
<td>3.87 (1.31)</td>
<td>—</td>
</tr>
<tr>
<td>Manitoba</td>
<td>30,096</td>
<td>2266</td>
<td>13.28 (12.4)</td>
<td>3.80 (1.32)</td>
<td>—</td>
</tr>
</tbody>
</table>

**Year of rating**

<table>
<thead>
<tr>
<th>Year of rating</th>
<th>Ratings, n</th>
<th>Physicians, n</th>
<th>Ratings per physician, mean (SD)</th>
<th>Mean overall rating, mean (SD)</th>
<th>Additional ratings per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>138</td>
<td>132</td>
<td>1.05 (0.2)</td>
<td>3.75 (1.23)</td>
<td>138</td>
</tr>
<tr>
<td>2006</td>
<td>7726</td>
<td>4280</td>
<td>1.77 (1.4)</td>
<td>3.91 (1.25)</td>
<td>7588</td>
</tr>
<tr>
<td>2007</td>
<td>208,376</td>
<td>34,961</td>
<td>5.74 (5.3)</td>
<td>4.03 (1.23)</td>
<td>200,650</td>
</tr>
<tr>
<td>2008</td>
<td>293,001</td>
<td>28,945</td>
<td>2.92 (2.3)</td>
<td>3.86 (1.32)</td>
<td>84,625</td>
</tr>
<tr>
<td>2009</td>
<td>375,670</td>
<td>28,885</td>
<td>2.86 (2.2)</td>
<td>3.84 (1.33)</td>
<td>82,669</td>
</tr>
<tr>
<td>2010</td>
<td>454,689</td>
<td>30,384</td>
<td>2.60 (2.0)</td>
<td>3.82 (1.35)</td>
<td>79,019</td>
</tr>
<tr>
<td>2011</td>
<td>525,815</td>
<td>30,079</td>
<td>2.36 (1.8)</td>
<td>3.84 (1.33)</td>
<td>71,126</td>
</tr>
<tr>
<td>2012</td>
<td>588,803</td>
<td>29,436</td>
<td>2.14 (1.7)</td>
<td>3.84 (1.37)</td>
<td>62,988</td>
</tr>
<tr>
<td>2013</td>
<td>640,603</td>
<td>27,181</td>
<td>1.91 (1.3)</td>
<td>3.86 (1.42)</td>
<td>51,800</td>
</tr>
</tbody>
</table>

**Figure 3.** Proportion of mean ratings, per year, in the top 50th percentile of all rated physicians (2005-2013) with 95% confidence intervals depicted for each proportion.
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Discussion

Using national-level data over a nearly 8-year period from the country’s largest physician-rating website, we found that 57,412 unique physicians are rated online and that, overall, ratings are positive. We found differences in ratings with respect to physician specialty, geographic practice location, and year.

To our knowledge, this study is the first to describe the landscape of physician ratings in Canada. This adds to the body of national-level literature on physician-ratings websites in China, Germany, and the United States [6,10,12-14]. Previous studies have focused on either specific specialties or had shorter study periods [20-26]. Overall, our findings are in keeping with previous work that physician ratings are typically positive [6,12-14,17-19,28].

We found that certain specialties (eg, cardiac surgeons and nephrologists) were more likely to be rated in the top 50th percentile of all rated physicians, whereas others (eg, sleep disorder specialists, dermatologists, and addiction medicine specialists) were less likely to be rated as favorably. A variety of physician and patient factors may contribute to such differences. This may be due to differences in patient population as well as differences in patient expectations. For example, surviving a surgery may be a relatively straightforward “rateable” aspect for a surgeon; insight into recognizing the milestones for recovery from addiction with frequent relapses may not be as straightforward. In addition, there are likely more complex interactions between preconceived expectations patients have regarding their physician, their perceived performance of that physician, and their resulting satisfaction—as well described by the expectation-disconfirmation theory in the psychology and consumer marketing literature [42].

Our results add additional information and detail to previous work. Quality of ratings have been shown to be similar for physicians in primary care, medical specialties, surgeons and surgical specialties, and obstetrics and gynecology, but significantly differed for a category of “other physicians,” which included radiologists, pathologists, and anesthesiologists [6]. Others have shown that pediatricians and surgeons had more favorable ratings, although others showed that ratings for generalists did not differ either in quantity or quality from those for subspecialists [17].

In addition to quality of ratings, we also looked at frequency of ratings by specialty. Certain specialties (eg, obstetrics, dermatology, and family medicine) were more commonly rated than others (ie, pathology and radiology), which based on their proportion in the national physician population, overall, in keeping with previous work [6,12,14]. One hypothesis is that patient-physician encounters during surgeries and pregnancies may be discrete care episodes that may be more amenable to appraisal. Also, specialties such as family medicine involve direct physician-patient interaction over time; in contrast, patients rarely interact with their pathologist or radiologist, the two least-rated specialties. Patients may also more readily attribute care to (and hence, rate) a single provider in the case of a surgeon, obstetrician, or dermatologist, as opposed to settings such as inpatient internal medicine, where multiple physicians may collaborate.

We also found differences in the likelihood of a positive rating for geographic location. It seems unlikely that physician quality vastly differs regionally, given the national accreditation and continuing education standards. We noted, in general, that east coast and territory provinces were more likely to have ratings greater than the median (4.5) compared with provinces west of Ontario. There may be geographic differences in rater expectations for a variety of reasons; for example, location may give rise to differences in accessibility to medical care. One interesting hypothesis is that when physicians are scarce, consumers may be more appreciative of access to a physician and this may bias their ratings in a more favorable manner. In addition, we looked at economic prosperity indicators such as gross domestic product by province and found that, overall, lower patient satisfaction is found in more economically prosperous provinces (ie, central and western provinces) [43], in contrast to a theory by Grigoroudis et al [44] that posits that higher patient satisfaction may be explained by economic prosperity. Moreover, other sociologic or cultural phenomenon across locations may lead to variable consumer preference, a well-described marketing phenomenon known as geographic segmentation [45]. Explanations for such differences are likely multifactorial and remain, as yet, unknown. There is limited research on the variability of online physician ratings with geographic practice location. Gao et al [6] reported that physicians in the southern United States were slightly more likely to be rated favorably than those practicing in the rest of the country. However, others have reported no difference in ratings regarding practice location and city size for certain surgical specialties [20-22].

Finally, we found differences for ratings over time. We suspect that this is due to patient factors, rather than physician factors, because we would not expect physician quality to fluctuate dramatically from year to year, and the survey instrument was consistent throughout the time period. Of note, RateMDs was founded in 2004 in the United States and, by 2005, online physician websites were still new in Canada (138 ratings in 2005). By 2007, popularity peaked at 200,650 ratings before stabilizing and decreasing by 2013. It is challenging to explain this phenomenon. It may be that in 2007, online physician ratings finally received public attention, resulting in a flood of “early adopters,” which subsequently waned. There was sufficient popularity of such websites and several prominent nationwide media articles in 2007 that physicians became concerned about their use. One article in a popular national news source reported the Canadian Medical Association’s displeasure at such sites and, in particular, warned of the potential for libel [46-48]. However, our findings suggest that these early users were actually more likely to post favorable ratings. This may be plausible, if only because physician-rating website users in general tend to have more positive views toward the Internet, despite no differences in total quantity of Internet usage from the general population [16]. This is in keeping with our finding that the likelihood of a positive rating was highest in 2007.

http://www.jmir.org/2018/3/e76/
Since 2007, ratings stabilized and even decreased in absolute number through to 2013. This finding differs from US data, which shows physician-rating website usage rapidly increasing, although the study period in question spans a 5-year period that ends before this study making comparisons problematic [6]. Based on user traffic to competing physician websites in Canada, it does not appear that increasing popularity of competing websites is the explanation. Compared to the United States, in Canada there is comparatively less consumer choice in physician selection because the avenue to seek subspecialty consultation is via one’s primary care physician rather than self-referral. This may, in turn, be driving a decrease in the popularity of physician-rating websites. This hypothesis has been used to explain the use of physician websites in England; although increasing over time as well, they have demonstrated a more gradual, stable rise in popularity compared to the rapidly accelerating US growth [39].

We acknowledge several limitations to our work. First, although our dataset spans nearly an 8-year period, we are missing data from a period of 3 months (ie, October-December 2013 to complete calendar year 2013). However, we feel a national database of greater than 57,000 physicians for nearly an 8-year period is sufficient to elucidate broad trends. Second, online physician-ratings data may not be generalizable. Rating website users likely differ from the general population by virtue of computer access and ability, and by their inclination to post ratings [30]. In addition, because all physicians are entered into the website by raters, it is possible that a physician may have two unique profiles. This database was deidentified; therefore, we were unable to ensure that duplicate profiles were corrected. Moreover, ratings are anonymously posted, so it is possible that fraudulent ratings exist; however, the website has quality control mechanisms in place to circumvent multiple fraudulent ratings (eg, deleting multiple reviews from a single Web address). Third, we could not control for the possibility that online ratings may, themselves, influence future ratings. For example, when a user logs onto the website to post a rating, their original inclination may be influenced by what has previously been published. Overall, these are issues that are germane to most physician-ratings websites and, on balance, we do not feel these limitations would significantly alter our observations, greatly affect broad trends of average ratings and regional differences, nor affect our conclusions.

This study provides new national-level information on the nature of online physician ratings, particularly regarding specialty, geographic practice location, and changes over time. It remains to be seen whether such trends will continue. The utility of online ratings for ascertaining and evaluating physician quality is still in question—and we would argue that before undertaking these larger questions, a better understanding of the scope and breadth of online physician ratings is required. Our study has shown important differences in how physicians are rated based on a physician’s specialty, practice location, and the year in which the physician is rated. Further studies endeavor to better understand the scope, breadth, and utility of online physician ratings; in the meantime, what we do know is that such websites reflect the unsolicited views of the health care consumer and, as such, remain a valuable data source of the patient experience.
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Abstract

Background: In recent years, the information environment for patients to learn about physician quality is being rapidly changed by Web-based ratings from both commercial and government efforts. However, little is known about how various types of Web-based ratings affect individuals’ choice of physicians.

Objective: The objective of this research was to measure the relative importance of Web-based quality ratings from governmental and commercial agencies on individuals’ choice of primary care physicians.

Methods: In a choice-based conjoint experiment conducted on a sample of 1000 Amazon Mechanical Turk users in October 2016, individuals were asked to choose their preferred primary care physician from pairs of physicians with different ratings in clinical and nonclinical aspects of care provided by governmental and commercial agencies.

Results: The relative log odds of choosing a physician increases by 1.31 (95% CI 1.26-1.37; P<.001) and 1.32 (95% CI 1.27-1.39; P<.001) units when the government clinical ratings and commercial nonclinical ratings move from 2 to 4 stars, respectively. The relative log odds of choosing a physician increases by 1.12 (95% CI 1.07-1.18; P<.001) units when the commercial clinical ratings move from 2 to 4 stars. The relative log odds of selecting a physician with 4 stars in nonclinical ratings provided by the government is 1.03 (95% CI 0.98-1.09; P<.001) units higher than a physician with 2 stars in this rating. The log odds of selecting a physician with 4 stars in nonclinical government ratings relative to a physician with 2 stars is 0.23 (95% CI 0.13-0.33; P<.001) units higher for females compared with males. Similar star increase in nonclinical commercial ratings increases the relative log odds of selecting the physician by female respondents by 0.15 (95% CI 0.04-0.26; P=.006) units.

Conclusions: Individuals perceive nonclinical ratings provided by commercial websites as important as clinical ratings provided by government websites when choosing a primary care physician. There are significant gender differences in how the ratings are used. More research is needed on whether patients are making the best use of different types of ratings, as well as the optimal allocation of resources in improving physician ratings from the government’s perspective.

(J Med Internet Res 2018;20(3):e99) doi:10.2196/jmir.8986
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Introduction

To improve quality, foster competition, promote transparency, and help patients make informed decisions, it is critical for patients to have access to reliable information and make cognizant choices about their medical providers [1,2]. In recent years, a concerted effort in the United States has been put in place to develop and publicly report quality measures of medical providers [3].
The Centers for Medicare and Medicaid Services (CMS) is the most prominent governmental agency in the United States that collects, aggregates, and reports quality measures of different aspects of medical care. Through initiatives such as Hospital Compare [4], CMS reports quality data on both clinical and nonclinical aspects of medical services offered by different providers. Surgical complications, infections, readmission, and death rates are examples of metrics that measure the clinical aspects of medical care. Surveys of patients’ experiences, such as the Hospital Consumer Assessment of Healthcare Providers and Systems, capture metrics that measure nonclinical aspects of care. In parallel with CMS, private and commercial agencies such as Vitals [5], RateMDs [6], and ProPublica [7] also collect and report quality metrics on both clinical and nonclinical aspects of care. Recent research shows that although the ratings provided by commercial agencies may be inconsistent with each other [8], they are more comprehensive and cover a broader range of domains than what is included in ratings reported by CMS [9,10].

Ratings of health care providers are growing in importance and popularity [11-18], affecting both the revenue and the reputation of medical providers [19-22]. For example, when CMS released its quality metrics of nursing homes to the public, the market share of 1-star facilities decreased by 8%, whereas the market share of 5-star facilities increased by more than 6% [23]. Similar effects have also been documented for hospitals [24]. Although nonclinical ratings provided by commercial agencies are correlated with the conventional measures of patient experience as reported by governmental agencies [25,26], the relationship between patient reviews and medical outcomes is not clear. Some studies find that patient satisfaction reported as nonclinical ratings is not associated with clinical outcomes [27-32], whereas others report a strong association between these two types of ratings [33,34]. For a review of literature on the association between the social media reviews and the clinical quality outcomes, see Verhoef et al [35].

Despite the significant differences between the types (clinical and nonclinical) and the sources (governmental and commercial agencies) of ratings, variations in their relative significance for patient choice of medical providers are not known. The purpose of this research was to fill this gap by uncovering the relative importance of these ratings in the decision-making processes of different groups of patients.

Methods

Data Source

We used a primary dataset consisting of responses of 1000 individuals who were each paid 50 cents to participate in an online experiment through Amazon Mechanical Turk (AMT) in October 2016. These individuals were all master users of AMT and live in the United States. According to AMT, a user achieves a master distinction by consistently completing requests with a high degree of accuracy. Masters must continue to pass AMT’s statistical monitoring to maintain their status [36].

Table 1 provides a comparison of demographics between the sample in this study and the US population. In contrast to the US population, our sample consisted of less affluent, but more educated, younger adults. Although, when compared with the US population, our sample of AMT users consisted of younger and more technologically savvy individuals, we relied on this sample to conduct our analysis for the following reasons. First, given the question posed in this research, the sample did not need to be representative of the US population and, instead, only had to represent individuals who used information resources available on the Internet. As this study compared the importance of two information resources that are exclusively Web-based, its sample also had to include the individuals who could use resources on the Web. Second, prior research shows that despite limitations, data that are gathered from “AMT samples are at least as reliable as those obtained via traditional methods. Overall, AMT can be used to obtain high-quality data inexpensively and rapidly” [37].

Study Design

To determine how ratings on different attributes affect individuals’ evaluations of medical providers, we designed an experiment and conducted a choice-based conjoint analysis [38] as a rigorous method of eliciting preferences [39]. We describe the method below.

The combination of 2 categories (clinical and nonclinical) and 2 sources (governmental and commercial agencies) resulted in 4 different types of ratings: clinical ratings provided by a governmental agency, nonclinical ratings provided by a governmental agency, clinical ratings provided by a commercial agency, and nonclinical ratings provided by a commercial agency. In this research, we use “governmental agency” and “public agency” interchangeably. We assigned a high or low value to each type of rating, and thereby created 16 profiles of hypothetical physicians. In a 1-to-4-star rating system, to induce appropriate variation, we used 2 stars to indicate low ratings and 4 stars to indicate high ratings. Each profile represented a physician with different ratings on the 4 categories. These profiles were balanced, which means that each of the 2 levels (2 and 4 stars) in each of the 4 types of ratings appeared the same number of times in physician profiles. Using these 16 profiles, we then created 8 pairs of physicians such that the 4 types of ratings in each pair were orthogonal [40]. This ensured that any pair of levels from different rating types appeared the same number of times in the design. We used % mktex [41] macro in SAS software (version 9.4) to create the balanced and orthogonal design. Table 2 shows the 16 profiles in 8 pairs.

In a Web-based interface, we first provided respondents with a brief tutorial on different sources and types of ratings. Specifically, we described the public agency as “the department of Health and Human Services, which is a branch of the federal government” and the commercial agency as “websites such as Yelp, RateMDs, Healthgrades, Vitals, Zocdoc, and DoctorScorecard.”
Table 1. Characteristics of 949 respondents and the US population.

<table>
<thead>
<tr>
<th>Variable and class</th>
<th>Sample, n (%)</th>
<th>Percentage of US populationa (%)</th>
<th>$H_0: P_{USA}=P_{Sample}=0$ (z value)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advanced degree</td>
<td>114 (12.0)</td>
<td>10.38</td>
<td>−1.65c</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>381 (40.2)</td>
<td>18.88</td>
<td>−16.74d</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>100 (10.5)</td>
<td>5.28</td>
<td>−7.25d</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>231 (24.3)</td>
<td>19.42</td>
<td>−3.83d</td>
</tr>
<tr>
<td>Trade or technical school</td>
<td>30 (3.2)</td>
<td>4.08</td>
<td>1.43</td>
</tr>
<tr>
<td>Graduated high school</td>
<td>90 (9.5)</td>
<td>29.63</td>
<td>13.59d</td>
</tr>
<tr>
<td>Less than high school</td>
<td>3 (0.3)</td>
<td>12.33</td>
<td>11.25d</td>
</tr>
<tr>
<td><strong>Income, US $</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150,000 or more</td>
<td>30 (3.2)</td>
<td>13.57</td>
<td>9.36d</td>
</tr>
<tr>
<td>125,000-149,999</td>
<td>25 (2.6)</td>
<td>5.42</td>
<td>3.8d</td>
</tr>
<tr>
<td>100,000-124,999</td>
<td>70 (7.4)</td>
<td>8.71</td>
<td>1.45</td>
</tr>
<tr>
<td>75,000-99,999</td>
<td>123 (13.0)</td>
<td>12.26</td>
<td>−0.66</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>227 (23.9)</td>
<td>16.96</td>
<td>−5.71d</td>
</tr>
<tr>
<td>35,000-49,999</td>
<td>170 (17.9)</td>
<td>12.92</td>
<td>−4.58d</td>
</tr>
<tr>
<td>25,000-34,999</td>
<td>136 (14.3)</td>
<td>9.39</td>
<td>−5.22d</td>
</tr>
<tr>
<td>Less than 25,000</td>
<td>168 (17.7)</td>
<td>20.77</td>
<td>2.33c</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>56 (5.9)</td>
<td>5.70</td>
<td>−0.27</td>
</tr>
<tr>
<td>Black</td>
<td>66 (7.0)</td>
<td>13.30</td>
<td>5.76d</td>
</tr>
<tr>
<td>Hawaiian</td>
<td>1 (0.1)</td>
<td>0.20</td>
<td>0.62</td>
</tr>
<tr>
<td>Hispanic</td>
<td>53 (6.0)</td>
<td>17.8</td>
<td>9.84d</td>
</tr>
<tr>
<td>Indian</td>
<td>16 (1.7)</td>
<td>1.30</td>
<td>−1.06</td>
</tr>
<tr>
<td>White</td>
<td>757 (79.8)</td>
<td>76.90</td>
<td>−2.1e</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>74 (7.8)</td>
<td>9.80</td>
<td>2.07c</td>
</tr>
<tr>
<td>Married/Domestic partner</td>
<td>471(49.6)</td>
<td>51.87</td>
<td>1.38</td>
</tr>
<tr>
<td>Separated</td>
<td>8 (0.8)</td>
<td>2.09</td>
<td>2.69d</td>
</tr>
<tr>
<td>Single/Never married</td>
<td>390 (41.1)</td>
<td>32.25</td>
<td>−5.83d</td>
</tr>
<tr>
<td>Widowed</td>
<td>6 (0.6)</td>
<td>5.72</td>
<td>6.75d</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>548 (57.7)</td>
<td>50.80</td>
<td>−4.28d</td>
</tr>
<tr>
<td>Male</td>
<td>401 (42.3)</td>
<td>49.20</td>
<td>4.28d</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Younger than 65 years</td>
<td>924 (97.4)</td>
<td>87.00</td>
<td>−9.49d</td>
</tr>
<tr>
<td>65 years and older</td>
<td>25 (2.6)</td>
<td>13.00</td>
<td>9.49d</td>
</tr>
</tbody>
</table>

aAuthors’ analysis of characteristics of experiment participants. Demographics of US population are calculated based on the data provided by the US Census Bureau.
The null hypothesis that the percentage in sample is equal to that of the US population.

\[ P < .10. \]

\[ P < .01. \]

\[ P < .05. \]

**Table 2.** Physician profiles used in choice-based conjoint experiment. “Government” indicates that a public agency provides the ratings, and “Commercial” indicates that a private organization provides the ratings. In the Web-based interface, the hypothetical physician profiles in each pair were shown side-by-side and respondents were asked to choose the physician they prefer. The sequence of the pairs and the attributes in each profile were generated randomly to ensure that the order of the presentation of rank of the attributes did not influence the respondent’s choice. The values of 2 or 4 in the table, respectively, indicate a “2” or “4” star rating in the physician profiles provided to respondents in the Web-based experiment.

<table>
<thead>
<tr>
<th>Pair number(^a)</th>
<th>Government rating</th>
<th>Commercial rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clinical</td>
<td>Nonclinical</td>
</tr>
<tr>
<td>One</td>
<td>2; 4</td>
<td>4; 2</td>
</tr>
<tr>
<td>Two</td>
<td>2; 4</td>
<td>4; 2</td>
</tr>
<tr>
<td>Three</td>
<td>2; 4</td>
<td>2; 2</td>
</tr>
<tr>
<td>Four</td>
<td>4; 2</td>
<td>2; 4</td>
</tr>
<tr>
<td>Five</td>
<td>4; 2</td>
<td>2; 4</td>
</tr>
<tr>
<td>Six</td>
<td>4; 2</td>
<td>4; 2</td>
</tr>
<tr>
<td>Seven</td>
<td>2; 4</td>
<td>2; 4</td>
</tr>
<tr>
<td>Eight</td>
<td>2; 4</td>
<td>2; 4</td>
</tr>
</tbody>
</table>
We also distinguished clinical and nonclinical ratings and explained to the survey respondents that clinical ratings by the public agency were determined “based on official statistics on how often physicians provide care that research shows leads to the best results for patients” and nonclinical ratings by the public agency were determined based on “a national survey that asks patients about their experiences with staff, nurses, and doctors during a recent visit to the doctor.” Similarly, we explained that clinical ratings provided by the commercial agency were determined by “the patient online reviews about how patients evaluate the medical expertise of the doctor” and nonclinical ratings provided by the commercial agency were created based on “patient online reviews about their experiences with staff, nurses, and doctors during a recent visit to the doctor.” To assess if respondents correctly distinguished the differences between the types and the sources of ratings, at the end of the survey, we asked them to describe each type of the ratings in their own words. Our examination of their responses confirmed that all respondents had fully understood different ratings.

We then presented the 8 pairs of hypothetical profiles of physicians in a random sequence and asked respondents to choose the physician they prefer in each pair. A screenshot of 1 of the 8 comparison pairs is presented in Figure 1, which corresponds to the choices in pair Seven as shown in Table 1. To simulate a realistic decision-making scenario, we asked the respondents to imagine that they have moved to a new town and have to choose a new primary care physician based solely on the 4 types of ratings provided to them. This approach
ensured that the choice of the respondents in our experiment was only driven by the ratings and was not confounded by any other factor outside of our model, such as insurance coverage, location, or race of the physician [42,43].

Once respondents finished the evaluation of physicians in the 8 pairs, we asked them a series of questions designed to evaluate their health status, medical literacy, trust in Web-based reviews, and trust in government as 4 composite indexes. We conducted factor analysis to operationalize these 4 constructs using validated items that we derived from prior literature in information systems [44,45] and medicine [46,47]. Details on the items, composite indexes, and factor analysis are provided in Multimedia Appendix 1.

One potential concern with the study design was that respondents may not complete the task thoughtfully. To detect and filter the responses that were provided hastily and without careful attention, we included 2 trap questions in the experiment.

The first trap question was the choice of physicians in the eighth pair (shown in Table 2), one of which was superior on all of the 4 types of ratings and clearly dominated the pair. A respondent’s choice of an inferior physician indicated lack of attention to the experiment. The second trap question asked, “How happy will you be if you receive a letter from Internal Revenue Service that says you should pay a large amount of taxes to the government?” We assumed that a respondent did not pay attention to the question if she chose “extremely happy” or “happy” as a response to this question.

Statistical Analysis

Our research design fit the multinomial logit model with clustered error terms [48,49]. Following the suggestions of Kuhfeld [50], we used the PHREG [51] procedure in SAS software for the estimation. In this model, the dependent variable was binary and indicated the choice that a respondent made from a pair of hypothetical physician profiles. The 4 types of ratings in each profile constituted our main independent variables. In the multinomial logit model used in this study, the probability that a respondent chose a specific physician in a pair was a function of the attributes of that specific physicians as well as the attributes of the other physician in the pair. The PHREG [51] procedure in SAS not only allowed us to account for the conditional dependency of choices for the alternatives in a pair but also adjusted for the correlation between the 8 choices made by the same respondent. Using this model, we could examine the relative importance of the 4 types of ratings. We further explored whether patient attributes, such as age, gender, and income, moderated the impact of the ratings. To statistically compare the effects of different regression coefficients, we implemented the tests provided by Paternoster et al [52].

Results

On the basis of the answers to the 2 trap questions, we excluded 51 observations from our initial sample of 1000 responses. We retained the remaining 949 responses for further analysis (Table 1). We present the estimation results of our multinomial logit model in Table 3.

As shown in the last (full model) column of Table 3, the relative log odds of choosing a physician increased by 1.31 (95% CI 1.26-1.37; \( P < .001 \)) and 1.32 (95% CI 1.27-1.39; \( P < .001 \)) units when the government clinical ratings and commercial nonclinical ratings moved from 2 to 4 stars, respectively. The importance of these 2 types of ratings was statistically equivalent (\( P = .49 \)). By comparison, the relative log odds of choosing a physician increased by a modest 1.12 (95% CI 1.07-1.18; \( P < .001 \)) units when the commercial clinical ratings moved from 2 to 4 stars. The relative log odds of selecting a physician with 4 stars in nonclinical ratings provided by the government was 1.03 (95% CI 0.98-1.09; \( P < .001 \)) units higher than a physician with 2 stars in this rating. The difference between the effects of government nonclinical ratings and commercial clinical ratings on patients’ choice of a primary care physician were statically significant (\( P < .04 \)). The difference between the effects of clinical ratings provided by government and those provided by a commercial agency was statistically significant (\( P < .001 \)). Likewise, the difference between the government clinical ratings and the government nonclinical ratings was also statistically significant (\( P < .001 \)).

One standard deviation improvement in a patient’s health status increased the relative log odds of choosing a physician with 4 stars in commercial nonclinical ratings by 0.18 (95% CI 0.13-0.24; \( P < .001 \)) units and decreased the relative log odds of choosing a physician with 4 stars in government clinical ratings by 0.14 (95% CI 0.08-0.19; \( P < .001 \)) units.

Medical literacy had no statistically significant effect on how patients evaluated different types of ratings. As the level of trust in overall Web-based ratings increased, the importance of nonclinical ratings provided by a commercial agency also increased. One standard deviation increase in a patient’s trust in Web-based reviews increased the relative log odds of choosing a physician with 4 stars in nonclinical commercial ratings by 0.07 (95% CI 0.02-0.13; \( P = .05 \)) units. Unsurprisingly, as the patients’ level of trust in the government increased, the importance of clinical ratings provided by government increased, whereas the importance of nonclinical ratings provided by a commercial agency decreased.

One standard deviation increase in a patient’s trust in government increased the relative log odds of choosing a physician with 4 stars in government clinical ratings by 0.20 (95% CI 0.15-0.25; \( P < .001 \)) units and decreased the relative log odds of choosing a physician with 4 stars in commercial nonclinical ratings by –0.15 (95% CI 0.10-0.21; \( P < .001 \)) units. These trends remained consistent even when we included more variables in our model. We also examined how patients’ demographic characteristics of gender, race, income, education, marital status, and age affected the importance of each of the 4 ratings in their evaluation of primary care physicians. Table 4 presents the results. The log odds of selecting a physician with 4 stars in nonclinical government ratings relative to a physician with 2 stars was 0.23 (95% CI 0.13-0.33; \( P < .001 \)) units higher for females compared with males. Similar star increase in nonclinical commercial ratings increased the relative log odds...
of selecting the physician by female patients by an additional 0.15 (95% CI 0.04-0.25; \( P=.006 \)) units, compared with males.
Table 3. The relative importance of different types and sources of ratings on patients’ choice. GC: clinical ratings provided by a public agency (government). GNC: nonclinical ratings provided by a public agency (government). YC: clinical ratings provided by a commercial agency (commercial). YNC: nonclinical ratings provided by a commercial agency (commercial).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter estimate (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic model</td>
</tr>
<tr>
<td>GC</td>
<td>1.29&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(1.24 to 1.34)</td>
</tr>
<tr>
<td>GNC</td>
<td>1.00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.95 to 1.05)</td>
</tr>
<tr>
<td>YC</td>
<td>1.09&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(1.04 to 1.14)</td>
</tr>
<tr>
<td>YNC</td>
<td>1.29&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(1.24 to 1.34)</td>
</tr>
<tr>
<td>Health status × GC</td>
<td>−0.13&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(−0.18 to −0.08)</td>
</tr>
<tr>
<td>Health status × GNC</td>
<td>0.09&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.04 to 0.14)</td>
</tr>
<tr>
<td>Health status × YC</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>(0 to 0.10)</td>
</tr>
<tr>
<td>Health status × YNC</td>
<td>0.17&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.12 to 0.22)</td>
</tr>
<tr>
<td>Medical literacy × GC</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(−0.06 to 0.04)</td>
</tr>
<tr>
<td>Medical literacy × GNC</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(−0.05 to 0.04)</td>
</tr>
<tr>
<td>Medical literacy × YC</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>(−0.01 to 0.08)</td>
</tr>
<tr>
<td>Medical literacy × YNC</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>(−0.07 to 0.03)</td>
</tr>
<tr>
<td>Online trust × GC</td>
<td>0.06&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.01 to 0.11)</td>
</tr>
<tr>
<td>Online trust × GNC</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(−0.02 to 0.07)</td>
</tr>
<tr>
<td>Online trust × YC</td>
<td>−0.05</td>
</tr>
<tr>
<td></td>
<td>(−0.10 to 0)</td>
</tr>
<tr>
<td>Online trust × YNC</td>
<td>0.07&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.02 to 0.12)</td>
</tr>
<tr>
<td>Trust in government × GC</td>
<td>0.19&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(0.14 to 0.24)</td>
</tr>
<tr>
<td>Trust in government × GNC</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(−0.04 to 0.05)</td>
</tr>
<tr>
<td>Trust in government × YC</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>(−0.02 to 0.08)</td>
</tr>
<tr>
<td>Trust in government × YNC</td>
<td>−0.14&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(−0.20 to −0.09)</td>
</tr>
</tbody>
</table>
Authors’ analysis of revealed choices in the choice-based conjoint analysis. Health status, medical literacy, online trust, and trust in government are composite indexes, centered around mean 0 with standard deviation of 1; 95% CI are reported in parentheses.

\( P < .001. \)

\( P < .01. \)

\( P < .05. \)

Table 4. Interaction of ratings and patient characteristics. GC: clinical ratings provided by a public agency (government). GNC: nonclinical ratings provided by a public agency (government). YC: for clinical ratings provided by a commercial agency (commercial). YNC: the nonclinical ratings provided by a commercial agency (commercial).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter estimate (SE)</th>
<th>Female</th>
<th>White</th>
<th>High income</th>
<th>High education</th>
<th>Married</th>
<th>Age</th>
<th>Full model</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC</td>
<td>1.31( ^a ) (0.05)</td>
<td>1.24( ^a ) (0.08)</td>
<td>1.25( ^a ) (0.05)</td>
<td>1.18( ^a ) (0.05)</td>
<td>1.26( ^a ) (0.05)</td>
<td>1.15( ^a ) (0.12)</td>
<td>1.03( ^a ) (0.14)</td>
<td></td>
</tr>
<tr>
<td>GNC</td>
<td>0.87( ^a ) (0.05)</td>
<td>1.16( ^a ) (0.08)</td>
<td>0.98( ^a ) (0.04)</td>
<td>1.03( ^a ) (0.05)</td>
<td>0.97( ^a ) (0.04)</td>
<td>1.22( ^a ) (0.11)</td>
<td>1.25( ^a ) (0.14)</td>
<td></td>
</tr>
<tr>
<td>YC</td>
<td>1.15( ^a ) (0.05)</td>
<td>1.15( ^a ) (0.08)</td>
<td>1.08( ^a ) (0.05)</td>
<td>1.11( ^a ) (0.05)</td>
<td>1.07( ^a ) (0.04)</td>
<td>1.32( ^a ) (0.11)</td>
<td>1.42( ^a ) (0.14)</td>
<td></td>
</tr>
<tr>
<td>YNC</td>
<td>1.19( ^a ) (0.05)</td>
<td>1.30( ^a ) (0.08)</td>
<td>1.24( ^a ) (0.05)</td>
<td>1.29( ^a ) (0.05)</td>
<td>1.18( ^a ) (0.05)</td>
<td>1.21( ^a ) (0.12)</td>
<td>1.13( ^a ) (0.14)</td>
<td></td>
</tr>
<tr>
<td>GC × Female</td>
<td>–0.03 (0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.04 (0.05)</td>
</tr>
<tr>
<td>GNC × Female</td>
<td>0.23( ^a ) (0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.23( ^a ) (0.05)</td>
</tr>
<tr>
<td>YC × Female</td>
<td>–0.09 (0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.10 (0.05)</td>
</tr>
<tr>
<td>YNC × Female</td>
<td>0.18( ^b ) (0.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.15( ^b ) (0.05)</td>
</tr>
<tr>
<td>GC × White</td>
<td>0.05 (0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03 (0.10)</td>
</tr>
<tr>
<td>GNC × White</td>
<td>–0.19( ^c ) (0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.17 (0.09)</td>
</tr>
<tr>
<td>YC × White</td>
<td>–0.08 (0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.05 (0.09)</td>
</tr>
<tr>
<td>YNC × White</td>
<td>–0.01 (0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.04 (0.10)</td>
</tr>
<tr>
<td>GC × Income</td>
<td>0.074 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01 (0.08)</td>
</tr>
<tr>
<td>GNC × Income</td>
<td>0.02 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02 (0.07)</td>
</tr>
<tr>
<td>YC × Income</td>
<td>0.01 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0 (0.07)</td>
</tr>
<tr>
<td>YNC × Income</td>
<td>0.10 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03 (0.08)</td>
</tr>
<tr>
<td>GC × Education</td>
<td>0.21( ^b ) (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.21( ^b ) (0.07)</td>
</tr>
<tr>
<td>GNC × Education</td>
<td>–0.06 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.07 (0.07)</td>
</tr>
<tr>
<td>YC × Education</td>
<td>–0.04 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.04 (0.07)</td>
</tr>
<tr>
<td>YNC × Education</td>
<td>0 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.01 (0.07)</td>
</tr>
<tr>
<td>GC × Married</td>
<td>0.05 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03 (0.08)</td>
</tr>
<tr>
<td>GNC × Married</td>
<td>0.05 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.046 (0.07)</td>
</tr>
<tr>
<td>YC × Married</td>
<td>0.04 (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.09 (0.08)</td>
</tr>
<tr>
<td>YNC × Married</td>
<td>0.22( ^b ) (0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.18( ^c ) (0.08)</td>
</tr>
<tr>
<td>GC × Age</td>
<td>0.003 (0.003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01 (0.01)</td>
</tr>
<tr>
<td>GNC × Age</td>
<td>–0.006( ^c ) (0.002)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.006( ^c ) (0.003)</td>
</tr>
<tr>
<td>YC × Age</td>
<td>–0.006( ^c ) (0.002)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–0.006( ^c ) (0.003)</td>
</tr>
<tr>
<td>YNC × Age</td>
<td>0.002 (0.003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0 (0.003)</td>
</tr>
</tbody>
</table>

\( a P < .001. \)

\( b P < .01. \)

\( c P < .05. \)
Discussion

Principal Findings

To the best of our knowledge, this was the first research that, using a conjoint analysis, uncovered how individuals used Web-based ratings to compare and choose medical providers. We found that the clinical ratings provided by the government and the nonclinical ratings provided by a commercial agency were significantly more important for patient choice than nonclinical ratings provided by the government or clinical ratings provided by commercial agencies. We also found some differences in the importance of ratings based on the sociodemographic and health characteristics of respondents. Healthier patients paid more attention to nonclinical ratings, especially those from a commercial agency. On the other hand, for healthier patients, the importance of clinical ratings, notably those that are provided by the government, was lower. We found that female patients gave more importance to nonclinical ratings provided by both public and commercial agencies, compared with males. In comparison with other races, white respondents paid less attention to the nonclinical ratings provided by government. There was no other difference between racial groups in the importance of different types of ratings in the physician choice decision. Income did not play a role in the way respondents used the ratings in their decision. As patients get older, nonclinical ratings provided by the government and the clinical ratings provided by a commercial agency became even less important in how they evaluated medical providers.

A particular strength of this study was that we utilized a carefully controlled experimental design to observe the revealed preferences of participants rather than merely asking them to state them in response to a questioner, which could otherwise be subject to attribution or social desirability biases. Revealed preferences elicited in this experiment provided a more natural context, even when presented in hypothetical settings, and gave us greater confidence that the effects we observed within the sample were driven by the joint attributes rather than other unobserved factors.

Limitations

One limitation of our study was that we rated the attributes of the physicians by either 2 or 4 stars, whereas in reality, the ratings usually have 5 levels, between 1 and 5 stars. We limited the ratings to only 2 levels to reduce the number of possible combinations. If we considered 5 levels for each rating, the number of possible physician profiles would have surged from 16 to 625. Respondents could not reasonably compare these many physician profiles with each other. A second limitation of this study was that, in comparison with the US general population, its sample was drawn from younger, more educated, and less affluent individuals. Although samples from AMT have been shown to respond similarly to representative samples of the US population [37], the results from the study must be interpreted in light of the characteristics of the sample. Third, this study only focused on American respondents, and therefore, findings may not generalize to individuals outside of the United States. This was due to the fact that constructs such as medical literacy, health status, and trust in government significantly vary across individuals from different countries. Moreover, the presence of commercial websites and the availability of alternative government websites also vary across countries, which represents a further limitation on generalizability. Finally, in our study, we did not ask respondents whether they were familiar with the sources of information they were being asked to evaluate, primarily because our major focus was on the source (ie, government vs commercial) rather than a specific website. Future experiments could also ask respondents about their familiarity with the sources of information that they are asked to evaluate in the experiment.

Future Research

There are 3 potential areas for further research. The first is to examine how familiar individuals are with the sources of information provided by governmental and commercial agencies. Although most individuals are now fairly familiar with the commercial rating websites, knowledge about the other sources of information provided through governmental websites may be limited. It would be useful to quantify the level of awareness of such information as a precursor to designing appropriate policies to inform the public. The second is to replicate this study on an international sample to investigate how individuals outside of the United States rely on different sources and types of information for choosing their primary care physicians. Finally, the relative importance of Web-based ratings in comparison with other factors such as insurance coverage, recommendations of family and friends, and proximity to patients’ residence is still unclear and could be investigated in future research.

Policy Recommendations

The findings of this research have implications for policy makers and medical providers. Although the government has expended substantial resources on clinical quality ratings, our study indicates a need to also acknowledge the importance of nonclinical measures. This is consistent with the recent CMS efforts and policy recommendations [53] to tie reimbursements to patient satisfaction. To the extent that nonclinical ratings appear to be more important for healthier patients, it clearly underscores the important role played by the “experience” of interacting with a physician for individuals whose visits to the doctor are likely to be preventive rather than curative. Primary care providers can consider ways in which the patient’s experience can be improved, such as reduced waiting time and more empathetic interactions, which will eventually be reflected in the nonclinical ratings they receive. The results of this study could also encourage a public relations campaign to increase public awareness of the reviews that are government maintained and are more clinically based. Our result on gender differences in the relative salience of nonclinical ratings further revealed the importance of improving the patient experience for providers who are focused on women’s health services.

With respect to patients’ age, we found that older patients and those who trusted government more paid more attention to government-provided ratings. This is corroborated by prior literature, which documents that citizens who trust government more are also more satisfied with government websites [54]. We therefore recommend that CMS create website content and
user experiences that are tailored for Medicare beneficiaries and older patients as they rely on government-provided information more than the younger patients. Our results also indicated that commercial websites can be more successful in attracting younger individuals. If CMS intends to expand its audience, it should consider information dissemination strategies that appeal to patients in this segment.

Given the recent apprehensions expressed about the quality and representativeness of ratings provided by commercial websites [55], it is a matter of some concern that patients gave equal importance to commercial ratings of nonclinical aspects of care much as they did to government ratings of clinical aspects of care. This is likely a result of the richness of the information that patients believe they can receive from other patients who have engaged in interactions with the medical provider. It might also be driven by other factors such as the first mover advantage of commercial organizations as they have been active in rating a wide variety of services earlier than other governmental agencies. To that end, our findings suggest that patients have developed a preference for commercial websites for experience-based ratings of medical providers, that is, ratings that primarily capture information about the patient’s experience with the medical provider. Thus, government agencies that offer similar ratings should pay careful attention to improve the usability of the information while concurrently addressing any perceptual obstacles that may prevent consumers from using these ratings.

Conclusions

Our research shows that patients pay equal attention to both clinical and nonclinical ratings when choosing a primary care physician. To obtain information about clinical ratings, they rely more on government sources, whereas for information on nonclinical ratings, they rely more on commercial sources. Both public and private agencies expend significant resources to design metrics, collect data, calculate ratings, and report them to the public. These resources are limited and should be optimally allocated to the type of ratings that consumers appreciate and will use the most. The findings of this research highlight the importance of efforts from government agencies such as CMS to improve its reporting of nonclinical ratings. Given the importance of nonclinical ratings in patients’ decision making, we recommend that medical providers pay close attention to their nonclinical ratings on commercial websites as they represent a consequential source of customer feedback for improving the patient experience. Ultimately, the overarching objective of all rating sources must be focused on protecting patients from incorrect or misleading data, while simultaneously educating them on how best to interpret and make best use of the information presented.
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Abstract

Background: As information and communication technology is becoming more widely implemented across health care organizations, patient-provider email or asynchronous electronic secure messaging has the potential to support patient-centered communication. Within the medical home model of the Veterans Health Administration (VA), secure messaging is envisioned as a means to enhance access and strengthen the relationships between veterans and their health care team members. However, despite previous studies that have examined the content of electronic messages exchanged between patients and health care providers, less research has focused on the socioemotional aspects of the communication enacted through those messages.

Objective: Recognizing the potential of secure messaging to facilitate the goals of patient-centered care, the objectives of this analysis were to not only understand why patients and health care team members exchange secure messages but also to examine the socioemotional tone engendered in these messages.

Methods: We conducted a cross-sectional coding evaluation of a corpus of secure messages exchanged between patients and health care team members over 6 months at 8 VA facilities. We identified patients whose medical records showed secure messaging threads containing at least 2 messages and compiled a random sample of these threads. Drawing on previous literature regarding the analysis of asynchronous, patient-provider electronic communication, we developed a coding scheme comprising a series of a priori patient and health care team member codes. Three team members tested the scheme on a subset of the messages and then independently coded the sample of messaging threads.

Results: Of the 711 messages coded from the 384 messaging threads, 52.5% (373/711) were sent by patients and 47.5% (338/711) by health care team members. Patient and health care team member messages included logistical content (82.6%, 308/373 vs 89.1%, 301/338), were neutral in tone (70.2%, 262/373 vs 82.0%, 277/338), and respectful in nature (25.7%, 96/373 vs 33.4%, 113/338). Secure messages from health care team members sometimes appeared hurried (25.4%, 86/338) but also displayed friendliness or warmth (18.9%, 64/338) and reassurance or encouragement (18.6%, 63/338). Most patient messages involved...
either providing or seeking information; however, the majority of health care team member messages involved information provision in response to patient questions.

**Conclusions:** This evaluation is an important step toward understanding the content and socioemotional tone that is part of the secure messaging exchanges between patients and health care team members. Our findings were encouraging; however, there are opportunities for improvement. As health care organizations seek to supplement traditional encounters with virtual care, they must reexamine their use of secure messaging, including the patient centeredness of the communication, and the potential for more proactive use by health care team members.

*(J Med Internet Res 2018;20(3):e82)*  doi:10.2196/jmir.8801
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**Introduction**

**Background**

**Patient-Centered Care and Communication**

The term “patient centeredness,” although still being investigated and refined [1-3], has come to encapsulate the intersection of many priorities and strategies that focus on the unique, individual needs of patients [3]. For example, patient centeredness may simultaneously refer to a broader biopsychosocial perspective on health and illness, a focus on individual patients and the influence that health care provider characteristics or behavior and healing environments can have on the care experience, the sharing of power and responsibility across stakeholders, and the building of therapeutic alliances between patients and providers [4,5]. Perhaps because of the broadness of the concept, health care systems still struggle to translate patient-centered care into practice [1-3,6]. Within the Veterans Health Administration (VA), the Office of Patient-Centered Care and Cultural Transformation (OPCC&CT) has been tasked with leading the system redesign and cultural shift required to provide veterans with care that is more patient centered. Launched in 2012, OPCC&CT defines patient-centered care as care that is “personalized” (tailored to personal goals, history, and lifestyle), “proactive” (preventive care, which leverages holistic approaches), and “patient driven” (led by what matters most to the individual patient) [7,8]. Thus, in VA, patient-centered care is built upon the veteran’s experience, such as healing environments of care and genuine, personal relationships with providers, as well as a focus on personalized care across multiple domains of wellness (ie, mind, body, and spirit). Patient-centered communication is an essential component of this care, aiming to strengthen the patient-provider partnership by eliciting and understanding the patients’ perspectives, needs, and values; providing patients with the information needed to participate in care to the extent that they desire; and building a shared understanding of a health problem and its treatment [9,10]. In VA, OPCC&CT views patient-provider communication as an essential component in understanding the veteran perspective and in fostering true partnerships between veterans and their providers [8].

A substantial body of research employing a variety of methods [11-16] indicates that patient-centered communication affects various health care processes, patient behaviors, and health outcomes [17]. Patient-centered communication improves processes such as increased patient participation during an encounter [13] and patients’ recall of treatment information [18-20]. Influences on more intermediate outcomes are also seen, such as increased satisfaction with care [13,16,21], confidence in communication [22], and improved treatment adherence and appointment follow-up [23]. Moreover, patient-centered communication has been linked to health outcomes such as improved metabolic control and fewer physical limitations in diabetes, better hypertension control, short-term pain control in cancer patients, improved functional status in ulcer patients, less inflammatory organ damage in patients with lupus, and improved emotional well-being [11,17,24]. However, most of this work has focused on the intermittent in-person encounter and has not extended to continuous care supported by technology.

**Role of Technology in Patient-Centered Communication**

Information and communication technologies have the potential to support patient-centered communication by providing patients with health information to prepare for face-to-face visits and engagement in care [25-27] and strengthening the patient-provider relationship [28,29]. Patient-provider email or asynchronous electronic secure messaging enables patients to interact with their health care providers to exchange nonurgent health information [27,29-31] and has been associated with improved chronic disease self-management [32,33], reduced outpatient visits [34], and urgent care utilization [35]. VA has strategically promoted the use of secure messaging toward the goals of improved communication between veterans and their care teams and increased continuity of care [36]. Nevertheless, the adoption of secure messaging and other asynchronous forms of communication may have inherent disadvantages. Nonverbal modes of communication, which often assist to convey context and tone, are significantly limited by the use of electronic communication such as secure messaging [37,38]. As a result, electronic communication may create more psychological distance between parties, reducing the likelihood of secure messaging being effectively used for interpersonal communication goals such as relationship-building [37-39]. The asynchronous nature of secure messaging may also prevent recipients from receiving immediate feedback or clarity about any interpersonal misunderstandings, which can lead to further miscommunication [37]. Yet, others suggest that users have already adapted their communication styles to adjust to electronic mediums by relying on emoticons or emojis and textual emphasis (eg, ALL CAPS) to project relational content.
Similarly, patients have expressed value in the ability to formulate and articulate their questions for providers at their own convenience [28, 30], often feeling more comfortable with disclosing personal details due to the psychological distance mentioned earlier [39, 40]. Secure messaging has also been found to lower the threshold at which patients initiate communication, resulting in more interactions between physical encounters and perception of greater access [31].

Although previous research has examined the content of electronic communication between patients and providers extensively [30, 41-46], less research has focused on the “socioemotional” aspects of the communication enacted by those messages, including how socioemotional tone is expressed and whether it reflects the patient-centered goals of eliciting patients’ perspectives, addressing their needs, expressing and responding to emotions, and contributing to a therapeutic partnership [28]. One study of secure messaging identified patient frustration with a perceived lack of empathy in some physician-sent electronic communications [30], suggesting that the socioemotional communication that could facilitate patient-centered goals may be lacking in electronic messages. However, given that the ultimate goal of patient-centered care is to be responsive to patient’s needs, what constitutes patient-centered electronic communication may look different for each patient and may need to be tailored to patient-communication styles and preferences. Thus, to further enhance the potential benefits of secure messaging, it is important to explore the various ways that patient centeredness might be realized (or not) through communication via this electronic medium. This is especially important as health care organizations seek to supplement traditional encounters with virtual care.

Research Questions

The VA is a large, geographically diverse, and integrated care system that has a tethered personal health record (PHR) patient portal. VA patients who use secure messaging are also diverse, and penetration of secure messaging into the veteran population is higher than in the general population. As of December 2017, over 2.5 million veteran patients had access to secure messaging, representing a penetration rate of approximately 42% of the 5.9 million VA patients receiving health care services in fiscal year 2017 [47]. Within this context, we conducted a cross-sectional coding evaluation of a corpus of secure messages exchanged between VA patients and health care team members at different VA facilities. Our work contributes to the limited knowledge of how socioemotional tone can be electronically communicated in the secure messages exchanged between patients and health care team members, along with the content and purpose of those messages. Our research questions included (1) why do patients and health care team members exchange secure messages? and (2) what socioemotional tone do these messages convey?

In the Discussion section, we explore how these aspects of the secure messages exchanged between patients and health care team members might facilitate the goals of patient-centered care.

Methods

Study Design and Setting

We identified 8 VA facilities to sample secure messages. Each of these facilities is located in a metropolitan area of the United States; however, because of their catchment areas, they also serve the needs of veterans living in nearby rural areas. We selected these facilities because they are comparable in terms of the diverse patients that they serve, many with complex health care needs, and the wide range of clinical services that they offer.

Patient-Centered Care and Secure Messaging in the Veterans Health Administration

As part of a system-wide transformational initiative [48], VA’s Primary Care Program Office has implemented a patient-centered medical home model known as Patient Aligned Care Teams (PACT) [49-51]. The principles of the PACT model call for care that is patient-driven, team-based, efficient, comprehensive, continuous, and encompasses good communication and coordination [52]. The use of information and communication technologies is often considered a critical component of patient-centered medical homes [53]. Within the PACT model, asynchronous secure messaging through the VA’s PHR portal, My HealtheVet, is envisioned as a means to enhance access to care, support bidirectional communication between patients and health care team members, and supplement other communication mediums [31, 54].

In keeping with the PACT model of team-based care, VA implemented secure messaging with a flexible triage team model. Similar to telephone triage, an identified member(s) of the health care team is responsible for reading incoming secure messages and can respond directly or assign action to another member of the triage team, or to another triage team as needed. Health care team members can elect to save all or parts of a secure message or message thread as a progress note in the VA electronic health record (EHR), based on clinical relevance.

Data Collection: Message Corpus

To select secure messaging threads for our evaluation, we used VA administrative datasets to identify all patients at the 8 facilities whose EHR progress notes showed secure messaging threads containing at least 2 messages (an original message and corresponding responses) between January and July 2013. From this sample of patients, we then gathered a random sample of threads, deidentified them, and copied them into a structured template for analysis. In an effort to represent a variety of patient and health care team profiles, our goal was to assemble a sample comprising 50 secure messaging threads from each of the 8 facilities. For the purposes of this evaluation, the secure messaging threads randomly selected for analysis were gathered between September and November 2013. Key demographic characteristics of the patients represented by the sample of secure messaging threads were obtained from VA administrative datasets. The evaluation was exempt from institutional review board review as part of a larger VA quality improvement initiative.
Table 1. Domains for coding secure messages.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Stakeholder</th>
<th>Codes (subcodes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content: The “what” of the message, representing biomedical, holistic, or logistical aspects</td>
<td>Patient and health care team member</td>
<td>Logistical, biomedical, holistic, nonmedical</td>
</tr>
<tr>
<td>Socioemotional tone: The “how” of the message, representing the feeling(s) that the message conveys</td>
<td>Patient and health care team member</td>
<td>Attitude (neutral, positive, negative); formality (formal, informal); respectfulness; concern or worry; assertiveness; hurried or rushed; friendliness or warmth; reassurance or encouragement; sympathetic or empathetic; anger or irritation; reflective or legitimizes; depression or sadness</td>
</tr>
<tr>
<td>Purpose: The “why” of the message, representing the reason(s) for the message sent</td>
<td>Patient</td>
<td>Information seeking (proactiveness, treatment or care plan, prescription refill, symptom related, health care team member opinion, test related, referral request, request to fill out form); information provision (health update, responding to health care team member questions); confirmation (gratitude, acknowledgement)</td>
</tr>
<tr>
<td></td>
<td>Health care team member</td>
<td>Information provision (responding to patient questions with pertinent information; giving instructions; providing orientation to medical procedures, therapy, or prevention, checking understanding); information seeking (eliciting patient response regarding treatment or action plan, symptom related, previous treatment plans)</td>
</tr>
</tbody>
</table>

Coding Scheme of Patient-Centered Communication Elements

Drawing on previous literature regarding the analysis of asynchronous, patient-provider electronic communication [28,30,41,42], we developed a series of a priori patient and health care team member codes to apply to the individual messages appearing in each thread. Following our literature review, conversations within our team, and consultations with other patient-provider communication experts, we organized these codes into 3 domains: (1) message content, (2) message socioemotional tone, and (3) message purpose. The purpose and tone domains were further categorized to reflect work by Roter and colleagues [4,28], demonstrating that information exchanged between patients and providers carries emotional meaning, cognitive meaning, affective talk, and instrumental behaviors.

Coding Reliability

To assess reliability, 3 team members with expertise in qualitative analysis coded an initial subset of 4 secure messaging threads including 8 individual secure messages. The initial inter-rater reliability (N=3) revealed Cohen kappa values from .80 to 1.00 across all codes [55]. The team members then met to discuss discrepancies and revise the coding scheme with examples to clarify conceptual distinctions and to test the enhanced coding schema with an additional 4 secure messages. The full sample of 384 secure messaging threads was then divided among the 3 team members to code independently using QSR International’s NVivo V10 software to support data analysis. The team met weekly to discuss and resolve coding questions. Revisions were made and examples added to the coding scheme as needed. Recognizing that an email message can serve multiple communication functions (eg, information exchange as well as sharing worry or concern) [28], each message in a secure messaging thread could be assigned multiple codes as appropriate, and those codes were not mutually exclusive. In other words, each secure message could be assigned multiple instances of content, socioemotional tone, or purpose. The exceptions to this practice were the codes “formal” and “informal,” which were assigned once to each message. Due to the complexity of the coding scheme, intercoder reliability was assessed at weekly meetings before discussing coding questions. The 3 coders maintained their coding reliability of .80 to 1.00 across all codes (average Cohen kappa=.88) throughout the analysis. In the results below, coding frequencies are summarized at the individual message level and the totals can equal more than 100%. Although this does mean that an individual message represents multiple instances of content and socioemotional tone, it follows rigorous coding strategies typical of such analyses [56]. In keeping with contemporary qualitative analysis, our goal was to provide a snapshot of the content and socioemotional tone represented in these secure messages rather than a definitive measurement of prevalence.

Results

Characteristics of Patients and Health Care Team Members

The secure messages in our sample were sent by 292 unique patients and 205 unique VA health care team members across the 8 facilities. As indicated in Table 2, the majority of the patients were male, white, and not of high economic need, meaning that their income was above the threshold set by VA to be eligible for cost-free health care. Their mean age was 59.6 years. VA utilizes a system called the Rural-Urban-Commuting Areas to distinguish between urban and rural areas in the United States based on patient zip codes of residence [57]. Although 86% of the patients sending messages were from urban areas, nearly 14% of the patients were from rural areas. The health care team members responding to the messages were largely registered nurses or physicians; fewer messages were sent by nursing assistants or other team members.
Table 2. Patient and health care team member characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (mean, SD)</td>
<td>59.6 (12.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>242 (85.5)</td>
</tr>
<tr>
<td>Female</td>
<td>41 (14.5)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>207 (73.1)</td>
</tr>
<tr>
<td>African-American</td>
<td>31 (11.0)</td>
</tr>
<tr>
<td>Unknown or missing</td>
<td>39 (13.8)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (2.1)</td>
</tr>
<tr>
<td>Socioeconomic status, n (%)</td>
<td></td>
</tr>
<tr>
<td>High economic need</td>
<td>62 (21.9)</td>
</tr>
<tr>
<td>Geographic location, n (%)</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>245 (86.6)</td>
</tr>
<tr>
<td>Rural</td>
<td>38 (13.4)</td>
</tr>
<tr>
<td>Elixhauser comorbidity index (mean, SD)</td>
<td>2.9 (2.3)</td>
</tr>
<tr>
<td>**Role of health care team member, n (%)</td>
<td></td>
</tr>
<tr>
<td>Registered nurse</td>
<td>84 (41.0)</td>
</tr>
<tr>
<td>Physician</td>
<td>65 (31.7)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>30 (14.6)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (4.9)</td>
</tr>
<tr>
<td>Advanced practice nurse</td>
<td>9 (4.4)</td>
</tr>
<tr>
<td>Physician assistant</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Medical assistant</td>
<td>1 (&lt;1.0)</td>
</tr>
<tr>
<td>Social worker</td>
<td>1 (&lt;1.0)</td>
</tr>
</tbody>
</table>

*Data missing for 9 patients.

**Message Characteristics**

Across the 8 facilities, there were differences in the number of secure messaging threads that health care team members had elected to save into the EHR as a progress note over the selected 6-month evaluation period. As such, we were able to gather an average of 48 secure messaging threads from each facility (min=37, max=51) for a total sample of 384 threads comprising 711 individual secure messages. Of the 384 secure messaging threads, most were initiated by patients (90.9%, 349/384) rather than a health care team member (9.1%, 35/384). Of the 711 individual messages, roughly half were sent by patients (52.5%, 373/711), and half were sent by health care team members (47.5%, 338/711). Finally, most patient messages appeared to be composed by the patient him/herself (92.2%, 344/373) as opposed to a proxy (eg, a family member or other informal caregiver; 7.8%, 29/373).

**Message Content**

Table 3 presents our content codes with exemplary quotes from patient and health care team member messages.

**Messages Sent by Patients**

The majority of patient secure messages included logistical content (82.6%, 308/373) such as scheduling an appointment or requesting a prescription refill. Half of the patient messages also included biomedical content (50.4%, 188/373), such as mentioning specific diseases, medications, or treatments. Almost 10% of the patient messages (8.6%, 32/373) included holistic content, discussing psychosocial aspects of health, such as exercise, stress management, or family relationships. Fewer messages contained nonmedical content (6.4%, 24/373) such as mention of a change of email address.

**Messages Sent by Health Care Team Members**

The majority of health care team member secure messages were largely logistical in nature (89.1%, 301/338), and many contained biomedical content (29.6%, 100/338). Less than 5% of the messages sent by health care team members were coded as containing holistic content (4.4%, 15/338) but 8.0% contained nonmedical content (27/338), such as acknowledging a holiday or an occasion in one’s personal life.
Table 3. Examples of patient and health care team member message content.

<table>
<thead>
<tr>
<th>Code and stakeholder</th>
<th>Sample message excerpt</th>
<th>Code presence, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Logistical content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>“I will be at [location] on Tuesday, March 26 and would like to go to the Dental Clinic to begin some long overdue dental work”</td>
<td>308 (82.6)</td>
</tr>
<tr>
<td>Health care team member</td>
<td>“Wheelchair referral has been placed. Dental consult only good for 72 hours - so I can place the consult closer to the time you would like to go to the clinic”</td>
<td>301 (89.1)</td>
</tr>
<tr>
<td><strong>Biomedical content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>“When you’re back on duty, please be good enough to enter a refill for me for Lisinopril 40MG. My BP lately ranges from 120’s to low 150’s over 60’s / 70’s”</td>
<td>188 (50.4)</td>
</tr>
<tr>
<td>Health care team member</td>
<td>“Upon review of your records both x-rays and medications; your x-rays show that you have early degenerative changes to both knees (arthritis)”</td>
<td>100 (29.6)</td>
</tr>
<tr>
<td><strong>Nonmedical content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>“Here is that link I promised for the ‘Battlefield Of The Mind’ documentary. Fortunately, I am not in it but I contributed money to its making. If you like it after watching, Please buy a DVD copy at the second website. It’s only a few dollars.”</td>
<td>24 (6.4)</td>
</tr>
<tr>
<td>Health care team member</td>
<td>“Hi [name], Happy Mother's Day to you as well! I hope you had a great one.”</td>
<td>27 (8.0)</td>
</tr>
<tr>
<td><strong>Holistic health content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>“I don't know what else to do. I don't want to quit work without knowing that financially I can't support my family. I don't want to cause any more stress on myself although work in itself is stressful”</td>
<td>32 (8.6)</td>
</tr>
<tr>
<td>Health care team member</td>
<td>“I have entered a consult for the Move program. This is a weight management program for veterans”</td>
<td>15 (4.4)</td>
</tr>
</tbody>
</table>

**Message Socioemotional Tone**

Tables 4 and 5 presents our socioemotional tone codes with exemplary quotes from patient and health care team member messages.

**Messages Sent by Patients**

Patient messages were frequently coded as neutral in tone (70.2%, 262/373), being direct, to-the-point, and transactional. The remainder of the patient messages were equally positive (14.2%, 53/373) or negative (14.2%, 53/373) in tone. Positive messages reflected patient optimism toward health conditions or treatment plans. Negative messages reflected pessimism stemming from perceptions of health conditions, treatment plans, or actual treatments received. In terms of emotions, almost half of the messages expressed some concern or worry (39.9%, 149/373). Patient messages also exhibited respectfulness (25.7%, 96/373), being mannerly and considerate of the potential feelings and situations of health care team members. However, messages were also equally assertive (25.5%, 95/373) or direct. Many messages conveyed friendliness or warmth (14.5%, 54/373), reading as chatty or chummy and attempting to engage health care team members. Fewer messages demonstrated being reassured or encouraged (1.9%, 7/373), where patients expressed relief and an optimistic outlook about their health or treatments. Patient messages were also coded as more informal (61.1%, 228/373), lacking proper grammar or a salutation and signature, rather than formal (38.9%, 145/373).

**Messages Sent by Health Care Team Members**

Similar to patient messages, the tone of health care team member messages was largely neutral (82.0%, 277/338) rather than positive (14.2%, 48/338) or negative (2.7%, 9/338), and exhibited respectfulness (33.4%, 113/338). At times, the messages appeared hurried or rushed (25.4%, 86/338), although a substantial portion displayed friendliness or warmth (18.9%, 64/338) and offered reassurance or encouragement to patients (18.6%, 63/338). More than half of the secure messages sent by health care team members were coded as informal (59.2%, 200/338) rather than formal (40.8%, 138/338).

**Message Purpose**

Tables 6 and 7 present our purpose codes with exemplary quotes from patient and health care team member messages.

**Messages Sent by Patients**

Most patient messages involved either providing or seeking information. In terms of information provision, just under half of the messages were coded as a health update (48.8%, 182/373) in which the patient informed a health care team member about some aspect of their current health and well-being. Regarding information seeking, patient messages requested information regarding treatment or care plans (22.5%, 84/338), prescription refills (22.0%, 82/337), symptoms (16.1%, 60/373), or test results (13.7%, 51/373). Almost a quarter of the messages were coded as proactive in nature (23.9%, 89/373), where patients took initiative to ask questions, express disagreement, or actively contribute to the management of their care. Patients also sought the opinions of health care team members regarding various care-related issues (15.5%, 58/373). Distinct from providing and seeking information, a smaller number of patients sent confirmatory messages to acknowledge receipt of a health care team member message (1.6%, 6/373) or to express gratitude to them (7.0%, 26/373).
Messages Sent by Health Care Team Members

The majority of the secure messages sent by health care team members responded to patient questions with information of some kind (72.8%, 246/338). Health care team members also used secure messaging for giving instructions or providing patients with specific action steps toward care (30.5%, 103/338). Over a quarter of the messages also offered orientation to procedures, therapies, or prevention behaviors (26.3%, 89/338). Few of the health care team member messages reflected information seeking; only 5.6% (19/338) were coded as eliciting a patient response regarding plans for treatment or a future course of action. In addition, few health care team members utilized secure messaging as a way to ask patients about symptoms (3.3%, 11/338) or previous treatment plans (3.0%, 10/338).

Table 4. Examples of patient message tone.

<table>
<thead>
<tr>
<th>Code</th>
<th>Sample message excerpt</th>
<th>Code presence, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral attitude</td>
<td>“Just wanted you to know that the MRI is scheduled for June 4, 2013 at 10:30 AM”</td>
<td>262 (70.2)</td>
</tr>
<tr>
<td>Positive attitude</td>
<td>“Good news! I’m up and getting around some with the ortho boot and walker. In fact, yesterday and today I actually made it outside over a high doorsill and one step on my own! 3 times today!”</td>
<td>53 (14.2)</td>
</tr>
<tr>
<td>Negative attitude</td>
<td>“We tried that already and it didn’t work. I realize that things have to be shown not to work before they are changed, but in the mean time I am still gagging and getting headaches”</td>
<td>53 (14.2)</td>
</tr>
<tr>
<td>Informal</td>
<td>“I need another holder for the eye drops as the rubber seam still splits around the bottle. Can you pls reorder?”</td>
<td>228 (61.1)</td>
</tr>
<tr>
<td>Formal</td>
<td>“[Dr. name], I request a refill of my monthly supply of: (RX# [prescription number]) AC-ETAMIN 325MG/OXYCODONE 5MG TAB, dispensed on 5 April 13. I am available to pick up medication at the [location] Clinic Pharmacy on 3 May 13 due to the 5th of May is a Sunday. Thank you, [patient name]”</td>
<td>145 (38.9)</td>
</tr>
<tr>
<td>Concern or worry (includes anxiety or nervousness)</td>
<td>“[Dr. name], I have been anxiously waiting on your call since this morning. I called the Heart Clinic and the Echocardiogram has been read, dictated and is in the system. PLEASE call me with these results. I’ve been sick with worry.”</td>
<td>149 (39.9)</td>
</tr>
<tr>
<td>Respectfulness</td>
<td>“[Dr. name], I am flying out of town, for work, Monday at 1:00pm. If possible, I would like pick my monthly Methadone prescription at the Pharmacy window, Monday morning at 9:00am? As always, thank you for your help. Respectfully, [Patient name]”</td>
<td>96 (25.7)</td>
</tr>
<tr>
<td>Assertiveness</td>
<td>“I need you to put in my order for the lab to take blood. I thought [Dr.name] had done it, but there’s no order.”</td>
<td>95 (25.5)</td>
</tr>
<tr>
<td>Friendliness or warmth</td>
<td>“Good afternoon [Dr. name], hope all is well. Iam requesting to have the following medications renewed: Diclofenac and Pravastatin. Also, I received my card for my 6-month follow-up, so if possible, I would like to set up that appointment at your earliest convenience. Thank you, have a good day!”</td>
<td>54 (14.5)</td>
</tr>
<tr>
<td>Hurried or rushed</td>
<td>“checking on status of morphine rx.. also need Dilantin, zomig, and ceterzine refilled, thx.”</td>
<td>33 (8.8)</td>
</tr>
<tr>
<td>Anger or irritation</td>
<td>“I do not need gauze sponges and it seems every time I try to get drain sponges I get gauze sponges. I at least need to have the order for drain sponges available so I can go to pharmacy and pick them up to avoid further problems. These items are very similar and this happens all the time because they are so similar. But I need DRAIN SPONGES.”</td>
<td>26 (7.0)</td>
</tr>
<tr>
<td>Depression or sadness</td>
<td>“My Dad passed away on the 9th and I am having a hard time. I feel so empty and lost. I miss him so much.”</td>
<td>9 (2.4)</td>
</tr>
<tr>
<td>Reassurance or encouragement</td>
<td>“The extra dose of Lopressor seems to be working. Thanks for the new BP machine.”</td>
<td>7 (1.9)</td>
</tr>
<tr>
<td>Sympathetic or empathetic</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Reflective or legitimizes</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Code</td>
<td>Sample message excerpt</td>
<td>Code presence, n (%)</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Neutral attitude</td>
<td>“Your medication has been refilled”</td>
<td>277 (82.0)</td>
</tr>
<tr>
<td>Positive attitude</td>
<td>“I’m glad that your range of motion is improving, even if only slightly to begin with”</td>
<td>48 (14.2)</td>
</tr>
<tr>
<td>Negative attitude</td>
<td>“I referred you to rehab. I have no quick answer for your pain. With your chronic osteoarthritis of the knees, knee pain will always be there. The goal is to bring the pain level down so you can function better but to get rid of it totally, this may not be a realistic goal”</td>
<td>9 (2.7)</td>
</tr>
<tr>
<td>Informal</td>
<td>“done, and given to pharmacy”</td>
<td>200 (59.2)</td>
</tr>
<tr>
<td>Formal</td>
<td>“[Patient name]. I hope you are well. I see that you did not make your appointment to the endocrinologist. I believe we need to get their opinion as well and then I would like to see you again. Most sincerely, [Dr. name]”</td>
<td>138 (40.8)</td>
</tr>
<tr>
<td>Respectfulness</td>
<td>“Good morning, I will renew both the pseudoephedrine and saline for mail. Have a great week, [Dr. name]”</td>
<td>113 (33.4)</td>
</tr>
<tr>
<td>Hurried or rushed</td>
<td>“I have written the scripts and will be sent to VA pharmacy today.”</td>
<td>86 (25.4)</td>
</tr>
<tr>
<td>Friendliness or warmth</td>
<td>“I will have our clerk get you scheduled. They may be in the process. That is a week of vacation for me that accidentally wasn’t blocked earlier this year. Sorry about rescheduling. We will send you a new appt. Hope your wife has a full, speedy recovery.”</td>
<td>64 (18.9)</td>
</tr>
<tr>
<td>Reassurance or encourage-ment</td>
<td>“Feel free to message me whenever you need to – you are not bugging me!”</td>
<td>63 (18.6)</td>
</tr>
<tr>
<td>Assertiveness</td>
<td>“Your Lantus Rx has no more refills and has to be renewed. You should have enough to cover you till close to end of March according to your chart. [Dr name] will be made aware in order to renew and have it mailed to you. Thank you.”</td>
<td>41 (12.1)</td>
</tr>
<tr>
<td>Sympathetic or empathetic</td>
<td>“I am so sorry to hear you have not been feeling well. I will give you a call to discuss.”</td>
<td>28 (8.3)</td>
</tr>
<tr>
<td>Reflective or legitimizes</td>
<td>“Hi [son’s name], I do think it is reasonable to consider rivastigmine, but the VA does not yet have the transdermal patch. We do have the pill formulation which I believe has a slightly higher rate of side effects.”</td>
<td>17 (5.0)</td>
</tr>
<tr>
<td>Concern or worry (includes anxiety or nervousness)</td>
<td>“I am sorry to hear that you fell- please come to the ER if it happens again. Did you end up going to a local hospital?”</td>
<td>15 (4.4)</td>
</tr>
<tr>
<td>Anger or irritation</td>
<td>“I am not exactly sure why u are emailing me every day about your nutritional data. I do not know who asked you to do this. I know that I have not.”</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Depression or sadness</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
### Table 6. Examples of patient message purpose.

<table>
<thead>
<tr>
<th>Code and subcode</th>
<th>Sample message excerpt</th>
<th>Code presence, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information-seeking</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proactiveness</td>
<td>“[Dr. name], I have used up all of the Clotrimazole you prescribed for me. I still have the itching on the middle portion of my body. Is there something else that will work better, a spray or something like that?”</td>
<td>89 (23.9)</td>
</tr>
<tr>
<td>Treatment or care plan</td>
<td>“Hello, [Dr. name], When I was at your office yesterday my blood pressure was high. I checked it today and it’s still running high: 147/95. Maybe it’s time for a new blood pressure medication. I have gotten older since you prescribed Lisinopril 5mg.”</td>
<td>84 (22.5)</td>
</tr>
<tr>
<td>Prescription refill</td>
<td>“I also need a prescription for my nitroglycerine tablets. My current supply is about to expire.”</td>
<td>82 (22.0)</td>
</tr>
<tr>
<td>Symptom related</td>
<td>“I would like to make an appointment to check on a swelling that is taking place below and to the right of my tongue. No pain or sensations, just an obvious swelling beneath the outside skin.”</td>
<td>60 (16.1)</td>
</tr>
<tr>
<td>Health care team member opinion</td>
<td>“They also want me to change the Meloxicam for Tramadol, Naproxen and time-scheduled Tylenol. This was after I wrote and requested the 90 prescription of Meloxicam. I would truly like to hear your opinion on this.”</td>
<td>58 (15.5)</td>
</tr>
<tr>
<td>Test related</td>
<td>“By any chance, have my HIV results come back yet?”</td>
<td>51 (13.7)</td>
</tr>
<tr>
<td>Referral request</td>
<td>“I was wondering if you can put in referrals for me for Neurology and Endocrinology. I need to see someone about the migraines and also about my pituitary growth.”</td>
<td>22 (5.9)</td>
</tr>
<tr>
<td>Request to fill out form</td>
<td>“My job gave me the form for disability and there is a portion for you to complete”</td>
<td>18 (4.8)</td>
</tr>
<tr>
<td><strong>Information provision</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health update</td>
<td>“Another interesting factoid: yesterday, I weighed myself. I got out of the shower and I weighed 170 pounds! So that means, since May, I lost about 20 to 25 pounds.”</td>
<td>182 (48.8)</td>
</tr>
<tr>
<td>Responding to health care team questions</td>
<td>“It was many years ago, maybe 3 or 4. Don’t remember the dosage.”</td>
<td>9 (2.4)</td>
</tr>
<tr>
<td><strong>Confirmation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gratitude</td>
<td>“Both my wife and I really want to thank you for your patience and care last week. Although you may feel that you were just doing your job, to us, it meant so much.”</td>
<td>26 (7.0)</td>
</tr>
<tr>
<td>Acknowledgment</td>
<td>“Thank you. I will make this work.”</td>
<td>6 (1.6)</td>
</tr>
</tbody>
</table>
Table 7. Examples of health care team member message purpose.

<table>
<thead>
<tr>
<th>Code and subcode</th>
<th>Sample message excerpt</th>
<th>Code presence, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information provision</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Responding to patient questions with pertinent information</td>
<td>“Just got it back. It is normal. You should recheck in 4 months.”</td>
<td>246 (72.8)</td>
</tr>
<tr>
<td>Giving instructions</td>
<td>“Please stop by 6C to give a urine sample and also to have [name] or any Medical Assistant check your blood pressure and record - it was a bit high on recent check.”</td>
<td>103 (30.5)</td>
</tr>
<tr>
<td>Providing orientation to medical procedures, therapy, or prevention</td>
<td>“Although the pulses in your feet are fine, we can send you to the [location] VA for Ankle Brachial Indices testing. This tests your blood pressure in your upper extremities relative to your lower extremities (down to your toes). This is a first-line test in evaluating the circulation in your legs.”</td>
<td>89 (26.3)</td>
</tr>
<tr>
<td>Checking understanding</td>
<td>“I thought we were going to do it through the hematology clinic given your previous events? Adding [Dr. name] for opinion.”</td>
<td>20 (5.9)</td>
</tr>
<tr>
<td>Information seeking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eliciting patient response regarding treatment or action plan</td>
<td>“You have arthritis in the knees - would you like a referral for exercise therapy?”</td>
<td>19 (5.6)</td>
</tr>
<tr>
<td>Symptom related</td>
<td>“Are you having any vision problems now?”</td>
<td>11 (3.3)</td>
</tr>
<tr>
<td>Previous treatment plans</td>
<td>“Januvia, or sitagliptin, is a restricted drug. I can place a nonformulary request if you like. If so, I need to know what diabetes meds you have tried that did not work out.”</td>
<td>10 (3.0)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

We analyzed a sample of secure messages between VA patients and health care team members to understand why these messages are exchanged, and what socioemotional tone the messages convey. Overall, our findings regarding message content are consistent with prior studies. However, our findings related to message tone and implications for emotional expression extend the existing literature.

Message Content

We examined message content to place our findings about the tone and purpose of the messages in our sample into a broader context. Our analysis revealed that the majority of patient secure messages included logistical content, demonstrating the organizing efforts of patients to ensure that they had the resources (eg, prescriptions) needed for their own care. These findings are consistent with previous studies, including some studies conducted in VA, highlighting the frequent use of email and secure messaging by patients to address administrative issues and related care actions [29,41,44-46]. Although there may be a tendency to view such content as uncomplicated or routine, we believe that it underscores the importance of secure messaging as a tool that patients use to promote care coordination. Patients must often play an active role in coordination [58]; the prevalence of logistical content in our message sample indicates that electronic communication is commonly used by patients to facilitate at least some of this work.

Half of the patient messages also included specific biomedical content, most often the formal names of health conditions and prescription medications, and considerably less holistic and nonmedical content. Health care team member messages were similar, not surprisingly, given that most were responses to secure messages initiated by patients. This point raises important questions about the intended uses of secure messaging, an issue we examine below.

Message Socioemotional Tone

Few prior studies have evaluated message tone, a notable exception being Roter et al [28], who found that in a convenience sample of email exchanges between 8 doctor-patient dyads, patients often used email to convey their emotional state, frequently an expression of worry or concern. Our analysis extends beyond Roter et al and found that both the patient and the health care team member secure messages were largely neutral in tone and also tended to exhibit an informal style. This is not to say, however, that messages were devoid of emotion. On the contrary, many messages initiated by patients expressed concern and worry, warmth, or even anger. An important lesson from our analysis is that the neutral tone and informal style characterizing some patient messages should not distract health care providers from the emotions that patients may convey through this medium.

Several positive tonal elements were prominent in the health care team member messages in our sample, including being respectful of patients, showing friendliness or warmth toward them, and offering them reassurance or encouragement. These findings again map to Roter et al [28], who found that many physicians expressed concern, reassurance, partnership, and other supportive socioemotional expressions in response to patient messages containing emotional content. Socioemotional tone can function in interpersonal communication to build rapport and strengthen the relationship between parties [28,59], contributing to the therapeutic partnership that is central to patient-centered care. Still, one-fourth of the health care team member messages in our sample were coded as hurried or rushed. Taken together, these findings suggest that there is considerable variation in the tone of secure messages sent by health care providers.
VA health care team members. It is important to frame our findings about the tone of health care team member messages in the context of the workflow that surrounds secure messaging in VA. Per VA policy, team members are expected to respond to patient messages within 3 business days, and triaging approaches are often used to assign messages to appropriate team members to ensure efficient responses. These realities, coupled with large patient panels and tightly scheduled clinics, may explain the number of messages coded as informal, hurried, or rushed, and those that appeared less sympathetic, reflective, or legitimizing of patient concerns.

**Message Purpose**

Nearly half of the patient messages in our sample were coded as information updates, in which they informed health care team members about some aspect of their health. Patient provision of such updates has been documented in previous studies [42,44,46] and is a powerful illustration of how secure messaging can facilitate the shift from episodic to continuous care and cultivate ongoing, healing relationships as argued for by the Institute of Medicine [60]. In addition to providing updates, patients also used secure messaging to seek information about a variety of topics. Although some of these topics, such as prescription refills and test results, reflect the high prevalence of logistical content in our messages, other topics, such as symptoms and team member opinions, suggest that patients also use secure messaging to seek information about more nuanced topics.

Our exploration of message purpose did reveal gaps. The numerous instances of information provision coded in health care team member messages is not surprising—the majority involved responding to patient questions with information, and over a quarter gave instructions or offered orientation to some health-related topic. Eliciting the patient’s perspective has been described as an important element of patient-centered communication [9]; however, there were few instances in our data where health care team members appeared to use secure messaging to reach out to patients and seek information from them regarding treatment plans. Even in their replies, it was uncommon for health care team members to ask for patient input on topics such as treatment plans or descriptions of symptoms. These trends highlight the reactive nature that tends to characterize much secure messaging use among health care team members, similar to in-person encounters.

**Practice Implications**

Our analysis offers a snapshot of the electronic communication between the patients and health care team members represented by the secure messages in our sample. Although the literature has suggested that being responsive to patient emotions and concerns can build rapport and contribute to a therapeutic relationship [28,59], we must caution that our evaluation is not intended to serve as a determination of whether the secure-messages in our sample were in fact “patient-centered.” As discussed above, we identified considerable variation in tone among health care team member messages. However, placing our findings in the context of patient-centered communication may suggest ways that the content and socioemotional tone of these secure messages could facilitate the goals of patient-centered care. For example, we coded ample instances of health care team members being respectful, sympathetic, friendly, reflective, and reassuring, which could indicate a response to patient-expressed emotion. Yet, we also coded many instances of health care team members seeming hurried or rushed in their messages. Although at face value, messages coded as the former could be considered “more patient-centered” and messages coded as the latter could be considered “less patient-centered,” we must remember that patient centeredness can encompass a wide range of behaviors. It is likely that some patients would prefer receiving messages from their health care team members that reflect elements of friendliness or sympathy; however, there are likely other patients who would prefer receiving messages that are succinct, timely, and to-the-point; messages that, in our sample, would likely have been coded as hurried or rushed. These points underscore the importance of understanding and embracing patient preferences for communicating with members of their health care team and using technologies such as secure messaging. It may be that true patient centeredness in secure messaging involves health care team members discussing upfront with their patients what exactly they want from their communication in this medium and, in turn, tailoring their approach to that individual patient. Future work should examine ways of eliciting patient preferences for secure messaging, testing different approaches for implementing those preferences into practice, and assessing their impact on patient satisfaction and other outcomes.

Although what might be considered “patient-centered” content and socioemotional tone in secure messaging is likely to vary with patient preferences, we suggest that there are ways in which elements of patient-centered communication can be further integrated into asynchronous electronic communication to promote the therapeutic relationship. These opportunities are critical given the goals of many health care systems to increase secure messaging use and to expand virtual care. The variation in tone of health care team member messages points to the importance of cultivating secure messaging practices that fully elicit the patient’s perspective, and empower the patient to participate in their care to the extent they desire. Doing so requires recognition that patients and health care team members are both active producers of meaning when using secure messaging [61], and that messages are themselves more than simple chunks of information. On the contrary, in addition to their purpose, many of the patient messages in our sample included expressions of socioemotional tone. The fact that patient secure messages could at once be conveying emotions, offering important contextual detail, and attempting to accomplish care-related tasks underscores the complexity that can characterize communication in this medium. A multiple-goals perspective [62] that recognizes that patients and health care team members can have a variety of goals when they send a secure message may be a valuable way to frame future secure messaging studies and to understand its use in practice. Applying such a perspective would enable a richer understanding of the complexity of secure messaging communication while also offering analytical tools (eg, types of goals, types of responses to goals) to support more nuanced analyses.
Similarly, the preponderance of secure messages in our sample in which health care team members responded to a patient request or inquiry, and the limited use of the medium by health care team members to reach out to patients or to seek information from them represents a significant missed opportunity to promote patient participation, engagement, and relationship building. Advocating for more “proactive” uses of secure messaging in which health care team members initiate communication, elicit patients’ perspectives, and draw them into relevant dialogue would constitute a paradigm shift in current approaches to this communication medium. Health care team members and patients alike will need different training about secure messaging if it is envisioned as much as a medium for engaging patients and bolstering the therapeutic relationship as a medium for addressing logistical needs [28,29]. Corresponding workflow implications for the health care team will also have to be examined.

Limitations
There are several limitations to our evaluation. As noted earlier, the messages that were included in our analysis were only those that the VA health care team members determined clinically relevant to save in the EHR. Additionally, although our goal was to assemble a sample comprising 50 secure messaging threads from each of the participating facilities, in 1 facility, there were fewer than 50 threads in the EHR for the evaluation’s selected time period. Our evaluation also focused solely on secure messaging to the exclusion of other communication mediums. We are unable to ascertain whether other types of communication transpired before, during, or after a secure messaging exchange. As others have similarly argued [46], a different analysis that situates secure messaging in the context of other communication mediums and focuses on how those mediums could augment one another would provide additional insights about the content and socioemotional tone evident in secure messages and how secure messaging is being used to address particular patient needs. Finally, although we report basic information about the veteran patients and health care team members who are represented by the secure messages in our sample, we did not construct the sample to explore associations between the patient and health care team member characteristics and our coding domains.

Acknowledging these limitations, we believe there is value in offering the following best practices to inform health care team members’ use of asynchronous, electronic secure messaging with patients. These best practices extend previous guidelines for electronic communications and the use of email with patients [63,64]:

- Elicit and understand the preferences each patient may have for communicating with their health care team members through secure messaging. As noted above, what constitutes patient centeredness for one patient may be different for another. Health care team members should discuss the use of secure messaging with each of their patients, preferably at the time the patient is adopting the technology, to set expectations and discuss what the patient hopes to ascertain from communication through this medium. In addition to addressing the content and tone that is part of secure message exchanges, such discussions can also foster patient understanding of a health care system’s approach to triaging and processing messages.
- Recognize that expressions of emotion can be an inherent part of patient secure messages. Patients may have various goals in mind when they send a secure message to members of their health care team, and the expression of emotion may be part of those goals. Health care team members should appreciate the presence of emotion as one of the complexities of communicating with their patients through this medium.
- Utilize, as appropriate, patient expressions of emotion as a means to enhance the therapeutic relationship. If the expression of emotion is a natural part of some patient secure messages, not addressing those emotions could be a missed opportunity for health care team members to engage with patients and to use them as a means to foster rapport, shared understandings, and engagement.
- Leverage asynchronous, electronic secure messaging as a means to reach and engage patients. In the current paradigm, much secure messaging use is reactive in nature. A more proactive approach that involves health care team members initiating communication with patients through this medium to seek information and elicit their perspectives could be an effective means of fostering participation in the care process to the extent the patient desires.

Conclusions
Our evaluation represents an important step toward understanding the content and socioemotional tone that is part of the secure messages exchanged between patients and health care team members, and how asynchronous communication might facilitate the goals of patient-centered care. Our findings suggest that there are opportunities to enhance communication in this medium. The rapid implementation of secure messaging across health care systems places a premium on pursuing such improvements in the short run so that desirable process outcomes and longer term clinical outcomes can be realized through its use.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>EHR</td>
<td>Electronic health record</td>
</tr>
<tr>
<td>OPCC&amp;CT</td>
<td>Office of Patient-Centered Care and Cultural Transformation</td>
</tr>
<tr>
<td>PACT</td>
<td>Patient Aligned Care Teams</td>
</tr>
<tr>
<td>PHR</td>
<td>Personal health record</td>
</tr>
<tr>
<td>VA</td>
<td>Veterans Health Administration</td>
</tr>
</tbody>
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Abstract

Background: Digital innovation, introduced across many industries, is a strong force of transformation. Some industries have seen faster transformation, whereas the health care sector only recently came into focus. A context where digital corporations move into health care, payers strive to keep rising costs at bay, and longer-living patients desire continuously improved quality of care points to a digital and value-based transformation with drastic implications for the health care sector.

Objective: We tried to operationalize the discussion within the health care sector around digital and disruptive innovation to identify what type of technological enablers, business models, and value networks seem to be emerging from different groups of innovators with respect to their digital transformational efforts.

Methods: From the Forbes 2000 and CBinsights databases, we identified 100 leading technology, life science, and start-up companies active in the health care sector. Further analysis identified projects from these companies within a digital context that were subsequently evaluated using the following criteria: delivery of patient value, presence of a comprehensive and distinctive underlying business model, solutions provided, and customer needs addressed.

Results: Our methodological approach recorded more than 400 projects and collaborations. We identified patterns that show established corporations rely more on incremental innovation that supports their current business models, while start-ups engage their flexibility to explore new market segments with notable transformations of established business models. Thereby, start-ups offer higher promises of disruptive innovation. Additionally, start-ups offer more diversified value propositions addressing broader areas of the health care sector.

Conclusions: Digital transformation is an opportunity to accelerate health care performance by lowering cost and improving quality of care. At an economic scale, business models can be strengthened and disruptive innovation models enabled. Corporations should look for collaborations with start-up companies to keep investment costs at bay and off the balance sheet. At the same time, the regulatory knowledge of established corporations might help start-ups to kick off digital disruption in the health care sector.

(J Med Internet Res 2018;20(3):e104) doi:10.2196/jmir.9498
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Introduction

Digital transformation and disruptive innovation describe the comprehensive reorientation of an industry including its business models due to the coming of age of digital technologies: the digitization of products, services, and processes [1-4]. It is expected that digital transformation of the health care sector will be as disruptive as that seen already in other industries [1-3,5]. Despite new technologies being constantly introduced, this change has yet to materialize [6-9].

According to Christensen [10,11], disruptive innovation requires 3 elements: (1) a technological enabler that simplifies previously complicated tasks, (2) a business model innovation that profitably delivers these simplified tasks in an affordable and convenient way, and (3) a new value network that reinforces a stakeholder position in this ecosystem. Given these conditions, it becomes intuitive that often enough disruptors come from outside an industry (with a total rethinking of the current business practices). They encroach the existing market dominance of established players from the bottom up (ie, from segments and products or services that can be viewed as lower margin and perhaps less valuable for the incumbent corporations in the industry) [9]. The counterpart to disruptive innovation is incremental innovation, the improvement or enhancement of product features and services that already exist in a market [6,12,13].

Health care systems face major challenges with rising costs, increasing demand for provision of care in aging societies, and outcome problems [14,15]. It has been shown in the United States that despite the availability of high-tech medicine, the average standard of care remains low compared to its cost [14], and this phenomenon can also be seen on a global scale [9,14,16].

Recent examples show that digital technology can mitigate or even eliminate these challenges, thus improving health care delivery [17-20]. Despite all the hype of “digital,” why is the digital transformation of the health care sector still to be seen? One hurdle could be the heavily regulated nature of the sector. On one hand, regulations ensure that products reach the market with adequate safety, quality, and efficacy; on the other, regulating a complex industry could cause an innovation straightjacket because it is hard to predict the feasibility of innovative approaches well in advance [9,14,21,22]. For many patients, for whom health care remains expensive and at times inaccessible, the digital transformation offers the promise of better and cheaper care [6,10].

This study aims to provide an up-to-date comprehensive analysis of the transformational forces within the health care sector by looking at different stakeholders (life sciences, technology, and start-up companies). We evaluate their strategies on digital offerings and identify those that are disruptive or more incremental. We also point toward strategies that could enable digital disruption within the health care system.

Methods

Data

A systematic analysis was performed to screen for different technology and life science corporations regarding their digital transformation activities in the health care sector using 2017 Forbes 2000 data [23] from an annual ranking of the top 2000 companies in the world. The search terms “digital health,” “digital medicine,” “eHealth,” “health care,” “mHealth,” “outcomes-based reimbursement,” and “value-based care” were used to identify the 100 leading corporations. In addition, the 100 most successful start-up ventures active in the health care sector were identified based on the amount of funding they received as recorded from 2017 data by CBInsights [24]. We defined these efforts as “projects”.

Evaluation of Identified Projects: Business Models, Solutions Provided, and Customer Needs Addressed

An expert panel consisting of 10 members with multiprofessional backgrounds in medicine, pharma, and economics rated these projects according to the following criteria [25,26]:

- Customer value proposition can be identified.
- Key resources can be identified.
- Key processes can be identified.
- Profit formula can be identified.

Each criterion was ranked from 0 (customer value proposition not given or not clear from the available sources) to 4 (customer value proposition can be readily identified). The last 3 criteria specifically allowed an assessment of the underlying business model [25,26]. The sums of scores from the 4 criteria were used to rank the projects and further look into the 20 highest ranked projects per group of companies (60 projects in total) in greater detail with regard to their regional location, customer value proposition, and solutions provided in connection with service, software, hardware, or platform to define different categories. These 60 projects were then evaluated according to 6 customer needs: adherence, diagnostic, lifestyle, patient engagement, prevention, or treatment. These categories were created by identifying similarities between the different projects and grouping them by which customer needs they addressed. The groups were named accordingly. A chi-square test was performed for the different companies to verify whether their provided solutions or their addressed customer needs come from the same distribution or are significantly different. All tests were performed with statistical significance of \( P < 0.05 \).

Results

Regional Distribution

More than 400 projects (Multimedia Appendix 1) were identified from the 100 leading start-up, life science, and technology companies. In our analysis of the 60 highest rated projects (Multimedia Appendix 2) identified by our expert panel, a high regional concentration with 40 out of 60 projects (66%) located in the United States was found. There was an aggregation of
projects on the West Coast of the United States (Multimedia Appendix 3).

**Business Models, Solutions Provided, and Customer Needs Addressed**

Multimedia Appendix 4 shows the results of our in-depth analysis of the customer value proposition and the underlying business model. Within the group of highest ranked projects, device-developing start-up projects assume a primary position. The second grouping represents different start-up projects that are less well-defined with respect to their customer value proposition and business model. In the third grouping, one can see that corporations from the technology and life science sectors appear to be more active in collaborations and in efforts to engage with topical experts in their targeted digital innovations.

**Provided Solutions**

The analysis led to 4 distinct types of solutions that could be identified, as shown in Figure 1. All 3 industry players are engaging in projects that are represented across the different types of solutions. Specifically, while hardware solutions appear to be evenly distributed, projects on new services seem to be undertaken only by start-ups and life sciences companies. Interestingly we found a strong engagement of technology corporations in the platform field. Chi-square tests indicated there is no statistical evidence that start-up- and technology-addressed needs ($\chi^2=21.2, P<.001$), start-up- and life science-addressed needs ($\chi^2=26.9, P<.001$), or technology and life science-addressed needs ($\chi^2=30.2, P<.001$) come from the same distribution. This indicates with respect to the structure of the solutions that the 3 groups have been pursuing distinctively different strategies.

**Customer Needs Addressed**

To analyze whether these projects were addressing similar or different customer needs, we focused on 6 customer needs that were further investigated: adherence, diagnostic, lifestyle, patient engagement, prevention, and treatment. As shown in Figure 2, distributions among the different companies’ foci were found. It could be shown that the start-up projects represent all patient needs consistently. Efforts from the life science sector were focused primarily on adherence- and treatment-related projects, while no major actions appeared for prevention, diagnostic, and lifestyle. Technology corporations were similar with no projects in the lifestyle field. Chi-square tests indicated there is no statistical evidence that start-up- and technology-addressed needs ($\chi^2=60.5, P<.001$) or start-up- and life science-addressed needs ($\chi^2=85.3, P<.001$) come from the same distribution. However chi-square tests indicated there is statistical evidence that technology- and life science-addressed needs come from the same distribution ($\chi^2=3.8, P=.435$). That means that start-up companies have a significantly different focus than technology and life sciences corporations. However, the technology and life sciences corporations do not have statistically significant foci from each other.

**Intercategorial View**

Combining the information from the previous analyses shows that adherence and treatment projects are preferred by corporations in the life science and technology sectors (Figure 3). Both seem to neglect lifestyle-focused projects. More importantly, start-up companies show a much broader focus in their efforts to address patient needs.

**Figure 1.** Distribution of identified types of solutions among the projects of the 3 industry players.
Figure 2. Distribution of customer needs addressed among the projects of the 3 industry players.
Discussion

Summary
The goal of the study was to provide an up-to-date comprehensive analysis of the transformational forces within the health care sector by looking at different stakeholders. Our results identified patterns showing that established corporations rely more on incremental innovation that supports their current business model, while start-up companies engage their flexibility to explore new market segments with notable transformations of established business models.

Textbox 1. Example of the focus of a life science company.

Sanofi is a French-based life science company that has signed a value-based pricing contract with the US health insurer Cigna on a new cholesterol-lowering drug. The price is linked to patient cholesterol levels. If the drug fails to decrease the level of cholesterol as seen in clinical trials, Sanofi must further discount the drug.
Regional Diversity

The data show a dominant positioning of projects in the United States. One reason could be that the United States shows the highest digital innovation potential through the provision of an extraordinary environment for disruptive innovation. Here our analysis indicates that 17 projects out of the 40 (43%) were located in California, and 10 out of the 17 projects (59%) are based in San Francisco and Mountain View, the heart of Silicon Valley. There might also be an increased interest for disruptive innovation in the health care sector in the United States due to its low efficiency [10].

Principal Findings

The distribution of business models provided by the different projects indicates 3 main areas that distinguish large, established corporations (life science and technology) from start-ups. The younger start-up competitors appear to pursue solo efforts instead of collaborative endeavors and undertake efforts directed in spaces that are not pursued by others. When exploring further into the detailed solutions (Figure 1) and addressed needs (Figure 2), we find that start-ups display a wider approach toward the digital health care sector. This is contrasted by the more established life science and technology corporations which focus on adherence and treatment projects (Textbox 1). These supplement their existing market offerings, and therefore could be viewed as initial departures from the existing business models. However, statistical results indicate that not a single cohort of companies has figured out what the right digital approach is and this reflects well in the traditional fermentation/converging period that many industries exhibit during large shifts in how business takes place.

With respect to the customer needs addressed, we notice an interesting effect. Technology and life science corporations seem to address similar customer needs. Either the technology companies have not been really creative in addressing the digital challenges or the technology companies were creative in the beginning but the life science sector has caught up pretty fast. The start-up endeavors are significantly different than all others, which indicates that disruption would come from the start-ups because they are playing in different domains than established corporations. In that regard, they exhibit strong differentiation in both the supply and the demand side from a digital innovation standpoint. These observations can echo the underlying structural elements in the disruptive innovation theory of Christensen [10,11]. In that light, incumbent corporations within the life science sector (eg, pharmaceutical corporations) tend to work on more effective drugs, but they lack the capability to directly interact with the patient and therefore transform their competitive position by additional (recently termed “beyond the pill”) offerings. Aligned with this expectation, we identified that their projects show a clear tendency to offer digitally enhanced outputs but such efforts tend to be incremental innovations that stick to traditional market strategies. Interestingly, providers of consumer care products like Fitbit and Jawbone are further penetrating the health care sector, moving beyond lifestyle products for customers interested in health self-monitoring and toward offerings that compete directly with more established health care corporations like Medtronic.

Start-up offerings of products and services appear in some cases not fully developed with respect to the exact value proposition of the offering (Multimedia Appendix 4) and business model (Textbox 2).

In general, start-ups use their flexible structures to pursue radically new avenues with the help of novel technologies, business models, and value networks that provide disruptive solutions to a wide variation of customer and patient challenges. Within our sample, established technology and life science corporations aim through their projects to address challenges that relate, to a significant extent, to the adherence and treatment dimensions of the customer value. Thus, they seem to be underrepresented in the remaining types of customer value. This offers evidence that established corporations focus on digital improvements of their existing business offerings and value proposition, which in turn signifies lesser interventions to their current business models. Their focus stands in sharp contrast to the diversity of start-ups, which seem to address diversified customer needs.

Limitations

Our analysis, as the first capturing the phenomenon of disruptive innovation within the health care sector, has a few limitations. It is based on information available in the public domain, which might not allow for a comprehensive picture since some start-ups might overreport to attract funding and other start-ups might not have yet made a public splash, as they are rather early in their development process. At the same time, established large corporations for privacy reasons might underreport on their digital initiatives. The ratings by 10 evaluators might also blur stronger differences given their diverse educational backgrounds. Public domain data might lack the depth of information needed to allow for precise rating of the different characteristics assessed.

Conclusion

Notwithstanding the limitations of our analysis, the emerging pattern allows us to differentiate innovating corporations within the health care sector with respect to their strategies in the context of the digital transformation in health care. Established corporations show strength in improving the business model dimensions they have been pursuing for a long time. Start-up companies appear more agile and able to make better use of radical new technologies and different business models moving toward new forms of disruptive innovations. Since the health
care sector is tightly regulated, established players with an in-depth understanding of its regulatory mechanism might have clear advantages here, but start-ups are tackling this specific challenge well. Start-ups with their agile culture and established technology or life science corporations with their regulatory knowledge might join strategic forces to drive the digital transformation of the health care sector. By engaging in collaborative efforts, corporations can keep costs at bay, while addressing all patient needs and claiming the investments off their balance sheet. Being in position to quickly adapt when a disruptive business model emerges will be the key for future revenues. A disruptive threat for both life science and start-up is the strong focus of technology corporations to establish platform business models and assume the necessary bargaining power to appropriate the value created. It remains to be seen whether the future market leaders of a transformed health care sector will be the existing corporations and current market leaders or new players who are going to emerge from the ranks of today’s start-ups.
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I am writing regarding the systematic review about clinical validity, understandability, and actionability of online cardiovascular disease (CVD) risk calculators recently published by Dr. Bonner and colleagues [1].

Although Dr. Bonner and colleagues used a comprehensive two-step research strategy to identify Web addresses that contained a CVD risk calculator, which led to the identification of 67 Web pages, a very important CVD risk model, the Systematic COronary Risk Evaluation (SCORE) risk assessment model [2], was ignored. Developed by the European Society of Cardiology, this model was derived from 12 European cohort studies (250,000 patients data collected and 3 million person-years of observation) and is based on classical risk factors such as gender, age, total cholesterol, systolic blood pressure, and smoking status. The SCORE risk assessment model should have been included because it satisfies Dr. Bonner’s inclusion criteria as it predicts the risk of developing a CVD event and an electronic interactive version of this model is freely available on the European Society of Cardiology’s Web page [3].

Furthermore, there are other risk assessment models locally developed in countries such as China, India, and Korea that are not taken into account in this study. Thus, it would have been useful if the authors had added to their research strategy a literature search of review documents focusing on cardiovascular risk assessment as was carried out by Zhao and colleagues [4].

Editorial note: Authors were invited to respond but declined. They agree that additional calculators exist that could have been included if a different method was used.
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