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Abstract

Background: Asthma is a chronic disease requiring effective self-management to control it and prevent mortality. The use of theory-informed digital interventions promoting asthma self-management is increasing. However, there is limited knowledge concerning how and to what extent psychological theory has been applied to the development of digital interventions, or how using theory impacts outcomes.

Objective: The study aimed to examine the use and application of theory in the development of digital interventions to enhance asthma self-management and to evaluate the effectiveness of theory-based interventions in improving adherence, self-management, and clinical outcomes.

Methods: Electronic databases (CENTRAL, MEDLINE, EMBASE, and PsycINFO) were searched systematically using predetermined terms. Additional studies were identified by scanning references within relevant studies. Two researchers screened titles and abstracts against predefined inclusion criteria; a third resolved discrepancies. Full-text review was undertaken for relevant studies. Those meeting inclusion criteria were assessed for risk of bias using the Cochrane Collaboration tool. The review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement. Study outcomes were classified as medication adherence, self-management, asthma control, clinical markers of health, quality of life, other quality of life outcomes, and health care utilization. Effectiveness was calculated as an average outcome score based on the study’s reported significance. The Theory Coding Scheme (TCS) was used to establish the extent to which each intervention had applied theory and which theoretical constructs or behavioral determinants were addressed. Associations between TCS scores and asthma outcomes were described within a narrative synthesis.

Results: Fourteen studies evaluating 14 different digital interventions were included in this review. The most commonly cited theories were Social Cognitive Theory, Health Belief Model, and Self-Efficacy Theory. A greater use of theory in the development of interventions was correlated with effective outcomes ($r=0.657; P=0.01$): only the 3 studies that met >60% of the different uses of theory assessed by the TCS were effective on all behavioral and clinical outcomes measured. None of the 11 studies that met ≤60% of the TCS criteria were fully effective; however, 3 interventions were partially effective (ie, the intervention had a significant impact on some, but not all, of the outcomes measured). Most studies lacked detail on the theoretical constructs and how they were applied to the development and application of the intervention.

Conclusions: These findings suggest that greater use of theory in the development and application of digital self-management interventions for asthma may increase their effectiveness. The application of theory alone may not be enough to yield a successful
intervention, and other factors (eg, the context in which the intervention is used) should be considered. A systematic approach to the use of theory to guide the design, selection, and application of intervention techniques is needed.

(J Med Internet Res 2018;20(12):e293) doi: 10.2196/jmir.9666
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Introduction

Background

Approximately 235 million people worldwide are living with asthma [1]. First-line treatment for this chronic disease consists of a combination of quick-reliever inhalers (short-acting beta-agonists) during exacerbations and daily use of preventer medication (mainly inhaled corticosteroids, ICS) to control the disease [2]. Asthma is usually self-managed at home by the patient or caregivers [3], therefore, its effective control depends upon the patient’s behavior [4,5].

Efficient self-management involves active commitment to follow a written asthma action plan, self-monitoring symptoms, controlling environmental factors and, importantly, adhering to treatment [5-7]. Adherence to medication is a major determinant of treatment success in long-term conditions [8,9]. An adherence rate to ICS of >80% is needed to reduce asthma exacerbations [10], successfully control symptoms, and improve lung function [9,11]. This level of adherence has also been shown to decrease hospital admissions by 30% [9].

Despite these benefits, adherence rates to asthma treatment remain low [12] and variable [13]. In general, 30% to 70% of people on long-term preventer therapy do not maintain the high levels of adherence necessary for good asthma control. Suboptimal levels of adherence are found in adults [11], children [14,15], and adolescents [14-16].

Effective self-management of asthma is dependent on multiple factors, including consideration of patients’ perceptual and practical barriers to their disease and treatment [4]. Patients adopt self-management and adherence behaviors to cope with their illness, and these are influenced by their perceptions of their condition [17]. Nonadherence to asthma medication is influenced by perceptual barriers such as patients’ doubts about their need for treatment and treatment concerns (eg, fears about possible short- or long-term effects of treatment [18]) and/or as a result of practical barriers (eg, forgetting, bad inhaler technique).

Inadequate adherence to preventer medication can lead to overuse of relievers and the prescription of higher doses of medication than the patient needs [9]. Nonadherence has been associated with uncontrolled asthma, poor clinical outcomes, increased hospitalizations, decreased quality of life, absenteeism from work/school, and mortality in adults and children [8,19-21]. Most patients do not inform their health care professional when they stop treatment [8,22]; therefore, there may be limited opportunities to support patients to get the most from their medicines.

There is a clear need for effective self-management interventions, yet, to date, interventions have had varying degrees of success [23]. Digital support services (mobile and Web technologies) may increase the accessibility of interventions, given that most people now use electronic devices in their daily lives [24] and are willing to self-manage their disease using mobile technology interventions [25]. Digital support services can be highly scalable, personalized to increase medication adherence in targeted patient populations, can be applied in real time, and have the potential to provide consistency and delivery at low cost.

Digital adherence interventions, from electronic monitoring to short message service (SMS)–based programs, have been evaluated across long-term conditions with varying degrees of success [26-28]. However, the literature has been dominated by small-scale feasibility and exploratory studies and pilot evaluations that lack statistical power [26,29]. For patients with asthma, digital support services may provide a highly accessible and effective means of monitoring and improving adherence to treatment and disease control.

Recent systematic reviews have found that digital interventions can improve adherence to asthma preventer medication and asthma control when compared with standard treatment [12,30,31]. Miller et al [12] conducted a recent review and meta-analysis of mobile health (mHealth) interventions for the self-management of asthma comparing mHealth interventions with usual care and found a moderate effect on adherence, a large effect on quality of life, but no significant effect on lung function. The authors also found mHealth interventions to be as effective as paper-based monitoring on adherence and clinical outcomes. However, the findings of individual studies have been inconsistent. Although telemonitoring (text messaging, Web systems, etc) was not associated with better control of asthma symptoms when compared with usual care [32], internet-based self-management support has been shown to improve asthma quality of life and asthma control [33].

Guidelines for the development of interventions recommend the use of a theoretical framework or model of behavior change [34-37]. Theory can be used in various ways, for example, to identify modifiable determinants of health behaviors to be addressed within interventions (eg, illness perceptions), to select appropriate techniques to address behavioral determinants (eg, motivational interviewing), or to select people who are most likely to benefit from the intervention (eg, patients who have misconceptions about their illness or treatment). Many theory-based interventions used to explain health behavior have been based on social cognition theories [37,38]. These include Social Cognitive Theory (SCT) [39], the Health Belief Model (HBM) [40], Theory of Reasoned Action (TRA) [41], and Theory of Planned Behavior (TPB) [42], all of which are based
on the premise that people are rational decision makers who can weigh up the advantages and disadvantages of adopting a behavior.

Several reviews of behavior change interventions have shown that interventions that explicitly refer to a theoretical approach to their development are more effective than those that lack a theoretical base [43-45]. A systematic review of interventions to improve adherence to asthma medicines showed that the use of theory was more common among effective than ineffective interventions [46], and another study reviewed the application of behavior change theory and clinical guidelines on internet-based asthma interventions [47]. However, these reviews only indicated whether theory was cited within the paper, rather than the extent to which theory was used to guide the development of the intervention or its effect on clinical outcomes. A review of digital interventions across long-term conditions found that more extensive use of theory was associated with a larger effect on health-related behavior [48].

To date, no systematic reviews of asthma self-management interventions have assessed how the use of theory impacts their effectiveness; therefore, little is known about how and to what extent theory has been applied, which theoretical models show promise, or which components of these models are most effective.

Objectives

This review was designed to address the following questions about how best to use theory in the development of digital self-management interventions for asthma: (1) are theory-based digital interventions to enhance asthma self-management effective at changing behavior and improving clinical outcomes and quality of life?; (2) which theories have been applied to the development of digital interventions to enhance asthma self-management, and which theoretical constructs and behavioral determinants have been addressed?; (3) how and to what extent have theoretical models been applied to the development of digital interventions to enhance asthma self-management?

Methods

Literature Search

Searches were conducted using CENTRAL (The Cochrane Library), MEDLINE, EMBASE, and PsycINFO. Predetermined terms within titles, abstracts, and keywords were used to identify relevant studies. More detailed information about search terms used is available in Multimedia Appendix 1 Searches were completed on June 22, 2017. This systematic review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [49].

Selection of Papers

Titles, abstracts, and keywords from the electronic searches were screened independently by 2 researchers (HJL, EKW) and coded as “include” or “exclude” with both researchers screening all studies (100% overlap). Discrepancies were resolved by a third researcher (VC). Full texts of relevant papers were subjected to further scrutiny, and reference lists within relevant papers were hand-searched for significant titles, which were screened following the same process above. Final papers were selected based on the inclusion and exclusion criteria presented inTextbox 1. The selection process of papers for the review is summarized in Figure 1.

Quality Assessment

The Cochrane Collaboration tool [50] was used to assess bias in the studies reporting on randomized controlled trials (RCTs). The item blinding participants and personnel was excluded because it would not be possible to blind participants to the use of the digital intervention. Each of the remaining 6 items was rated independently (low/high/unclear) by 2 researchers (HJL, EKW). Any disagreements were resolved through discussion.

Data Extraction and Synthesis

Study Characteristics

Data were extracted by 2 independent researchers (HL, EKW). Data extracted on characteristics of the interventions included country, study design (RCT or pre-post design), inclusion criteria of participants, sample size, percentage of females, and mean age (or range). Details can be found in Multimedia Appendix 2.

Mode of Digital Delivery

Interventions were classified as fully digital or partly digital (digital and nondigital components). Data were extracted on the type of digital platform (eg, SMS, smart device app) and the type of nondigital component (eg, telephone call, paper-based). Full details are available in Multimedia Appendix 3.

Outcomes

To be able to compare the efficacy of the interventions on self-management, and as studies reported on different outcomes, only outcomes relevant to the study were extracted (EKW, EMR; eg, knowledge was not included) and classified under one of these overall themes: adherence to medication, self-management and asthma control, clinical markers of health, quality of life, other quality of life outcomes and health care utilization (Table 1). The intervention was considered to be effective on a specific outcome if the study reported a statistically significant ($P<.05$) improvement in the outcome. This included a significantly improved outcome in the intervention group relative to the control group for RCTs or a significant positive change in the outcome in pre-post studies. A score based on the study’s reported significance level was assigned to each outcome (2=if reported as a significant $P$ value, 1=if reported as a marginally significant $P$ value, and 0=if reported as not significant). An average score was applied when different suboutcomes of the same outcome were reported in the same study (eg, both symptom days and symptom nights were reported as clinical markers of health [51]). Finally, an average score was calculated for each study by adding the average outcome scores and dividing this result by the total number of outcomes. Therefore, interventions were deemed to be fully effective if they were associated with an outcome average score of 2.0, partially effective if they were in the range of 1.0 to 1.9, and not effective if the score was in the range of 0 to 0.9.

https://www.jmir.org/2018/12/e293/
Textbox 1. Inclusion and exclusion criteria.

Inclusion criteria
- Paper in English
- Patients with asthma
- Empirical study (pilot, feasibility, or evaluative study)
- Intervention focused on patient (rather than physician or carer)
- Digital intervention (eg, online intervention, smart phone app, electronic monitor, short message service (SMS), interactive voice recognition, or wearable
- Intervention designed to enhance adherence or persistence with asthma medication or self-management
- Explicit mention of the use of theory to design the self-management intervention or to increase engagement with the intervention

Exclusion criteria
- Conference abstracts
- Paper not in English
- Review or letter
- Intervention is delivered to parent(s) of children with asthma
- Not an empirical study
- Clinician focus (clinician attitude, behavior, or diagnostic tool)
- Intervention not designed to enhance self-management or adherence or persistence with asthma medication
- Intervention was not electronic
- Full-text paper not available

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram of the selection process of studies included in the review.
Table 1. Application of theory according to the Theory Coding Scheme (TCS) and effectiveness scores for study outcomes.

<table>
<thead>
<tr>
<th>Authors, year</th>
<th>N</th>
<th>Behavior change model/theory</th>
<th>Theory Coding Scheme (Item number)</th>
<th>% theory applied</th>
<th>Adherence</th>
<th>Self-management and control</th>
<th>Clinical markers of health</th>
<th>Quality of life outcomes</th>
<th>Other Quality of life outcomes</th>
<th>Health care utilization</th>
<th>Outcomes average score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartholomew, 2000 [54]</td>
<td>133</td>
<td>SRM(^a), SCT(^b)</td>
<td>1; 3; 5; 6</td>
<td>36</td>
<td>N/A(^c)</td>
<td>2</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>1.67</td>
</tr>
<tr>
<td>Bartlett, 2002 [62]</td>
<td>16</td>
<td>SLT(^d)</td>
<td>1; 2; 3; 5; 6; 7; 8; 9</td>
<td>73</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>Huss, 2003 [56]</td>
<td>101</td>
<td>PRECEDE-PROCEED model; Developmental; Social Support and learning theories</td>
<td>1; 2; 5</td>
<td>27</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>Krishna, 2003 [58]</td>
<td>228</td>
<td>SRT(^e)</td>
<td>1</td>
<td>9</td>
<td>N/A</td>
<td>N/A</td>
<td>1.33</td>
<td>0</td>
<td>1</td>
<td>0.67</td>
<td>0.78</td>
</tr>
<tr>
<td>Joseph, 2007 [57]</td>
<td>315</td>
<td>Transtheoretical Model; HBM(^f)</td>
<td>1; 2; 5; 6; 11</td>
<td>45</td>
<td>1</td>
<td>N/A</td>
<td>2</td>
<td>0</td>
<td>1.33</td>
<td>1.5</td>
<td>1.17</td>
</tr>
<tr>
<td>Bender, 2010 [55]</td>
<td>50</td>
<td>Benefit-Risk Model of Health Behavior</td>
<td>1; 2; 3; 5</td>
<td>36</td>
<td>2</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>0.68</td>
</tr>
<tr>
<td>Petrie, 2012 [60]</td>
<td>148</td>
<td>Extended SRM</td>
<td>1; 2; 3; 4; 5; 6; 7; 11</td>
<td>73</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>Burns, 2013 [63]</td>
<td>51</td>
<td>TPB(^g)</td>
<td>1; 3</td>
<td>18</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>1.5</td>
</tr>
<tr>
<td>Joseph, 2013 [51]</td>
<td>422</td>
<td>HBM</td>
<td>1; 2; 5; 6; 11</td>
<td>45</td>
<td>N/A</td>
<td>2</td>
<td>1</td>
<td>N/A</td>
<td>0.67</td>
<td>0</td>
<td>0.92</td>
</tr>
<tr>
<td>Lau, 2015 [59]</td>
<td>330</td>
<td>HBM; SCT; SET(^h); Transtheoretical change</td>
<td>1; 2; 5; 8; 11</td>
<td>45</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Wiecha, 2015 [61]</td>
<td>58</td>
<td>SCT</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>N/A</td>
<td>0</td>
<td>N/A</td>
<td>0.25</td>
<td>0</td>
<td>0.31</td>
</tr>
<tr>
<td>Ahmed, 2016 [53]</td>
<td>98</td>
<td>Behavior change; SET; Motivational Theory</td>
<td>1; 2</td>
<td>18</td>
<td>N/A</td>
<td>0</td>
<td>1</td>
<td>N/A</td>
<td>0</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Speck, 2016 [64]</td>
<td>44</td>
<td>SCT</td>
<td>1; 2; 3; 5; 6; 8; 11</td>
<td>64</td>
<td>N/A</td>
<td>2</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Warren, 2016 [65]</td>
<td>12</td>
<td>SRT</td>
<td>1; 2; 3</td>
<td>27</td>
<td>N/A</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>0.67</td>
</tr>
</tbody>
</table>

\(^a\)SRM: Self-Regulatory Model.  
\(^b\)SCT: Social Cognitive Theory.  
\(^c\)N/A: not applicable.  
\(^d\)SLT: Social Learning Theory.  
\(^e\)SRT: Self-Regulation Theory.  
\(^f\)HBM: Health Belief Model.  
\(^g\)TPB: Theory of Planned Behavior.  
\(^h\)SET: Self-Efficacy Theory.
**Use of Theory**

Data extracted included the theory(ies) reported in the intervention and the theoretical construct(s) addressed by the intervention. The Theory Coding Scheme (TCS) [52] was used to assess the extent to which theory had been applied. This instrument consists of 19 items, from which items 1 to 11 were relevant to this review, as items 12 to 19 do not measure the use of theory in the development of the interventions [48]. Items 1 to 11 assessed whether theory was mentioned in the paper, the use of theory to select participants, intervention techniques, or tailoring of the intervention and whether theoretical constructs or behavioral determinants were explicitly linked to intervention techniques [52]. For each study, a percentage score was calculated representing the proportion of relevant TCS items applied to the intervention (number of TCS items applied divided by number of relevant TCS items) × 100).

**Data Synthesis**

Narrative synthesis was used to describe the impact of the interventions on the study outcomes and the application of theory in the development of the interventions. Pearson correlation coefficients were used to calculate the correlation between the effectiveness of interventions and the percentage score for the use of theory.

**Results**

**Characteristics of the Interventions**

From 1136 papers originally identified, 14 met the inclusion criteria (Figure 1). Multimedia Appendix 2 shows full details of the studies’ design and population characteristics. Of the 14 studies, 71% (10/14) reported on RCTs [51,53-61], and 29% (4/14) were feasibility studies employing a pre-post design [62-65]. In all, 71% (10/14) of studies were undertaken in the United States. Studies included children (36%, 5/14) [54,56,61,62,63], adolescents (14%, 2/14) [51,57], adults (43%, 6/14) [53,55,59,60,63,64], and mixed samples (7%, 1/14) [58]. Between 35% and 82% of the samples were female. Sample sizes ranged from 16 to 422 and included a total of 1856 participants. Multimedia Appendix 3 shows details of the type of digital platforms, the frequency of the interventions, details of the nondigital component, if applicable, and control conditions. None of the included studies incorporated measures to prevent dropout, with details of adoption and engagement with the interventions shown in Multimedia Appendix 2. A total of 2 studies involved patients in the development of the interventions [55,63].

**Effectiveness of Theory-Based Digital Interventions to Enhance Asthma Self-Management**

**Effect of Interventions on Behavioral Outcomes**

**Medication Adherence**

Five studies (36%, 5/14) reported on adherence to preventer medications (Table 1), from which 3 studies measured adherence using electronic monitoring [55,61,62], and 2 used self-report [57,60]. This included 4 RCTs [55,57,60,61] and the single pre-post study [62]. A total of 3 studies reported a significant positive effect of the intervention on adherence [55,60,62]. Moreover, 2 studies were considered as having a partial effect, 1 reported controller medication adherence improved significantly from baseline for the subgroup of subjects with low (<75%) adherence on the intervention group only but also reported no significant differences in change between the intervention group and control group (P=0.10) [61]; the other study [57] described their result as only marginally significant (P=0.09; see Table 1).

**Self-Management and Control**

A total of 8 studies (57%; 8/14) measured self-management and control outcomes (Multimedia Appendix 4). Each of the 8 studies (5 RCTs and 3 pre-post studies) that measured self-management behavior and control [51,53-55,59,63-65] used a different measure. In terms of self-management, these included the Partners in Health Scale [63], a validated measure of self-management behaviors [54] and the Asthma Belief survey [65]. Asthma control was measured by the Asthma Control Questionnaire (ACQ) [59], the Asthma Control Test (ACT) [53,55,64], potential overuse of rescue fast-acting bronchodilators [53], indicators of uncontrolled asthma [51], and the Royal College of Physicians 3-questions screening tool [63]. In addition, 3 studies reported a significant positive effect of the intervention on self-management behavior [54], 2 studies reported a significant positive effect on asthma control [51,64], and 1 study [63] reported the intervention had a significant positive outcome on asthma control but not on self-management (Table 1). Only 1 [64] of the 2 pre-post studies showing a significant effect of the intervention on asthma control reported that the improvement of over 3 points on the ACT at 3 months was greater than the minimally important difference.

**Effect of the Interventions on Clinical Outcomes**

**Clinical Markers of Health**

A total of 8 studies (57%, 8/14: 7 RCTs and 1 pre-post study) reported on clinical markers of health (Multimedia Appendix 4). Measures included asthma symptoms, symptom days or symptom nights [51,54,57,58], forced expiratory volume [56], functional status measure [54], severe asthma exacerbation [58], worsening of asthma needing treatment changes [58], reported days of wheezing [61], peak expiratory flow rate [65], days of reliever use, and average daily dose of ICS [58]. Moreover, 3 studies reported a significant effect of the intervention on all of their clinical markers measured [54,57,65] (Table 1).

**Quality of Life**

A total of 8 studies (57%, 8/14: 5 RCTs and 3 pre-post studies) reported on quality of life [53,55-58,63-65] (Multimedia Appendix 4). Validated measures included the Asthma Quality of Life Questionnaire (AQLQ) [55,64], the Paediatric Asthma Quality of Life Questionnaire [56,58,65], and the mini AQLQ [53]. Two studies developed a quality of life measure specific to their study [57,63]. In addition, 2 studies [63,64] reported a significant positive effect of the intervention on quality of life (Table 1). One study [53] reported a significant improvement from baseline to 3 months, but this effect was not significant at 6- and 9-month follow-ups.
Other Quality of Life Outcomes
A total of 5 studies (36%; 5/14) reported on factors influencing quality of life [51, 57-59, 61] (Multimedia Appendix 4). These included nights of sleep disturbance or patient awakening [58, 61], days of activity limitation/restricted activity [51, 57, 58, 61], number of school days missed [51, 57, 58, 61], number of work days missed [59], days of changed plans [51, 57], and number of days the patient had to slow down [61]. Two studies were partly effective in improving these outcomes [57, 58] (Table 1). For example, although in 1 study [58], days of activity limitation and number of school days missed significantly decreased in the intervention group only (P<.01), there were no significant differences between the control and intervention groups.

Health Care Utilization
A total of 7 studies (50%, 7/14, all being RCTs) reported on health care utilization [51, 53, 54, 57-59, 61] (Multimedia Appendix 4). All measured the number of emergency department visits or hospitalizations over a given time. A total of 3 studies also reported the total number of urgent visits to a health care professional, general practitioner, or physician [58, 59, 61]. In all, 2 studies reported a significant decrease in hospitalizations following the intervention but no significant differences in emergency room visits [54, 57]. One study found a significant decrease in emergency department annual visits in the intervention group but not for the number of hospitalizations or urgent visits to physicians [58]. A total of 4 studies did not find any significant effect of the intervention on health care utilization outcomes (Table 1).

Theories That Have Been Applied to Intervention Development
Details of the theoretical basis of the intervention are shown in Table 1. Theories included Social Cognitive Theory [54, 59, 61, 64], Health Belief Model [51, 57, 59], Theory of Planned Behavior [63]; Social Learning Theory [62], the Transtheoretical Model [57], the PRECEDE-PROCEED model [56], developmental and social support and learning theories [56], Behavior Change theory and Motivational theory [53], the Benefit-Risk Model of Health Behavior [55], and Self-Efficacy Theory [53, 59]. A total of 5 of the interventions referenced the Self-Regulatory Model, Common Sense Model of Self-Regulation, Extended Common Sense Model of Self-Regulation, Illness Perceptions, or Necessity Concerns Framework in the development of the intervention [54, 55, 58, 60, 65].

Theoretical Constructs That Have Been Addressed
Theoretical constructs/behavioral determinants specified within the models and addressed in the interventions included illness perceptions, which specifically explored identity, consequences, timeline, personal control, treatment control, concern, understanding, and emotional response to the illness [60]; beliefs about medicines were addressed in 3 interventions by targeting patients’ beliefs about the necessity of their medication and their concerns about taking their medication [53, 55, 60]. General control beliefs [54, 64] and self-efficacy beliefs looked at how confident patients felt in areas such as self-management, which includes taking medicines as prescribed, and self-awareness, which can also be recognized and taking action on the symptoms [53, 59, 62, 65].

The Extent Theoretical Models Have Been Applied
Responses to the TCSs are shown in Table 1, and the frequency each item was reported in the studies is illustrated in Figure 2. In line with the study inclusion criteria, all studies (100%, 14/14) mentioned theory (item 1), and 10 studies (71%, 10/14) [51, 53, 55-57, 59-62, 64] mentioned a target construct as a predictor of behavior (item 2). Theory was explicitly used to select or develop intervention techniques (item 5) in 9 studies (64%, 9/14) [51, 54-57, 59, 60, 62, 64]. A total of 7 studies (50%, 7/14) [54, 55, 60, 62-65] referred to the application of a single theory rather than a combination of different theories (Item 3). A total of 6 studies (43%, 6/14) [51, 54, 57, 60, 62, 64] used theory or predictors to tailor intervention techniques to participants (item 6). A total of 3 studies (21%, 3/14) [59, 62, 64] linked at least 1 intervention technique to a theory-relevant construct/predictor (item 8), 2 studies (14%, 2/14) [60, 62] linked all intervention techniques to at least 1 theory-relevant predictor (item 7), and 1 study [62] (7%, 1/14) linked a group of techniques to a group of clusters/predictors (item 9). Only 1 study (7%, 1/14) [60] screened or selected participants based on a particular score or level on a theory-relevant construct or predictor (item 4). No studies linked every theoretical construct within a stated theory to an intervention technique (item 10); however, 5 studies (36%, 5/14) [51, 57, 59, 60, 64] linked at least 1 theoretical construct to at least 1 intervention technique (item 11).

The use of theory as assessed by the TCS ranged from 9% to 73%. Three studies applied >60% of the different uses of theory based on the items of the TCS (6 items) [60, 62, 64] (Table 1). All 3 of these studies (100%) showed a significant positive effect of the intervention on all behavioral and clinical outcomes measured (average score 2.0; Table 1). Comparably, from the 11 studies that incorporated ≤60% of theory, no study was fully effective, but 3 interventions were partially effective (average score range 1.0-1.9) [54, 57, 63]. All other studies yielded average scores of <1.0. There was a significant correlation between the percentage of theory applied to the interventions and the effectiveness of the intervention (outcomes average score) (r=.657; P=.01). To assess whether sample size had an influence on the results, correlations were recalculated excluding Bartlett et al [62], with a small sample size of n=16. Results showed correlations were still highly significant, indicating theory and effectiveness were not biased by sample size (r=.581; P=.04). None of the studies reported using theory to promote engagement with the intervention.
Risk of Bias Assessment

Risk of bias assessment was performed on the 10 RCTs included in the review. The results are shown in Figure 3, and complete details are provided in Multimedia Appendix 5. A total of 6 studies reported using appropriate random sequence generation methods; of these all used computer-generated random allocation [51,53,55-57,60]. Four studies did not specify the method of randomization [54,58,59,61]. Only 1 study reported concealment of allocation [60], while this was unclear for the remaining 9 studies. None of the studies specified whether there had been blinding of the outcome assessment. Three studies were considered to have high risk of incomplete outcome data [53,56,59] due to high rates of attrition, whereas the remainder were considered to have low risk. A total of 9 studies were assessed as having low-risk of selective reporting, while this was unclear in 1 study [58] as measures had not been stated at the outset.
Discussion

Summary of Findings
This review identified 14 studies that evaluated theory-based digital interventions in RCTs or pre-post studies. A range of different theories had been used in the development of these interventions, most frequently Social Cognitive Theory, the Health Belief Model, and the Common-Sense Model of Self-Regulation [51,54,55,57-61,64,65]. The findings indicate that the use of psychological theory can enhance the effectiveness of digital interventions, as interventions that incorporated a more extensive use of theory were more likely to achieve successful outcomes. These findings are consistent with those of previous systematic reviews showing that digital self-management interventions can be effective at improving clinical outcomes in asthma [12,30,66] and suggest that theory-based interventions may be more effective than interventions that have not used theory in their development [46]. A previous meta-analytic review of internet-based interventions also found that extensive use of theory was associated with larger effect sizes on health behavior change [48].

To our knowledge, this is the first systematic review to examine the extent to which theory has been applied to the development of digital self-management interventions for asthma. We found substantial differences between studies in terms of their use of theory. Although most of the studies that mentioned theory referred to the use of theory in the development of their interventions, fewer studies explicitly reported the use of theory to select recipients for the intervention or indicated how they had linked intervention techniques, relevant constructs or predictors. Our findings suggest that interventions that incorporated these items in their development were more likely to be effective; however, only a small number of studies utilized these constructs. Further research is, therefore, required to ascertain how the application of theory in the development of interventions impacts their effectiveness.

Other factors, such as the delivery channel (eg, via different digital platforms), the context in which the intervention is delivered (eg, via hospital or routine assessments), and the type of user (eg, children vs adults) may also influence outcomes. The fact that interventions that applied theory to a similar extent could have varying degrees of effectiveness implies that the use of theory is necessary, but not sufficient, for a successful intervention.

Strengths and Limitations
The strengths of this review include the systematic approach, inclusion of a range of interventions focusing on many different self-management behaviors, and the use of a reliable instrument to determine the extent to which theory had been used to inform the design of the interventions. The heterogeneity in outcomes measured precluded the use of meta-analysis, therefore, we were not able to determine the size of the effect. Although the findings indicate an increasing number of researchers are utilizing theory in the development of digital interventions for asthma, there were insufficient numbers of studies referencing each theoretical model to determine whether any one theory showed promise over another.

Limitations of the individual studies included a lack of information describing the interventions. Often it was not possible to determine which behavioral determinants had been targeted or how they had been addressed by the intervention. This could be improved in future studies through the use of a framework such as the Template for Intervention Description and Replication checklist [67] to describe the intervention. This would not only aid replication but also allow a more reliable and thorough assessment of the process by which digital self-management interventions exert their effect. In addition, there was a lack of information on methods of randomization and concealment in many of the studies, meaning that the risk of bias was often unclear. Eysenbach [58] stated there is a need to address the “law of attrition,” which relates to the dropout and nonengagement in electronic health users. A high dropout rate was observed in the interventions included within this review [53,59,60]. However, none of the included studies incorporated measures to engage participants in the intervention and prevent dropout, and none of the studies mentioned they used theory to increase engagement with the interventions. The short duration of some studies means that individual studies may have been underpowered or overpowered for individual outcomes. Further research is needed to explore how theory could specifically target engagement behavior to achieve effective engagement.

Implications of Our Findings for Clinical Care and Future Research
Our findings suggest that theory-based digital interventions to enhance asthma self-management can be effective at improving adherence and self-management and that more extensive use of theory in the development and application of digital interventions for asthma self-management may enhance their effectiveness. However, although a number of theories have been applied to the development of asthma digital interventions, it is not clear whether any particular theory is more effective. Furthermore, most studies lack details on the theoretical constructs used and behavioral determinants addressed by the intervention, and whether or how these have been applied to the design or application of the intervention. The systematic recording and reporting on the use of theory in the development of future interventions is, therefore, important. It is not sufficient to merely state theory has been used; there should be specific reference to exactly how it has informed the design of the intervention. The TCS can be used to inform the design of an intervention, ensuring that the theoretical basis of an intervention is adequately and clearly described so that the use of theory can be evaluated.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACT</td>
<td>Asthma Control Test</td>
</tr>
<tr>
<td>AQLQ</td>
<td>Asthma Quality of Life Questionnaire</td>
</tr>
<tr>
<td>HBM</td>
<td>Health Belief Model</td>
</tr>
<tr>
<td>ICS</td>
<td>inhaled corticosteroids</td>
</tr>
<tr>
<td>mHealth</td>
<td>mobile health</td>
</tr>
<tr>
<td>RCT</td>
<td>randomized controlled trials</td>
</tr>
<tr>
<td>SCT</td>
<td>Social Cognitive Theory</td>
</tr>
<tr>
<td>SET</td>
<td>Self-Efficacy Theory</td>
</tr>
<tr>
<td>SLT</td>
<td>Social Learning Theory</td>
</tr>
<tr>
<td>SMS</td>
<td>short message service</td>
</tr>
<tr>
<td>SRM</td>
<td>Self-Regulatory Model</td>
</tr>
<tr>
<td>SRT</td>
<td>Self-Regulation Theory</td>
</tr>
<tr>
<td>TCS</td>
<td>Theory Coding Scheme</td>
</tr>
<tr>
<td>TPB</td>
<td>Theory of Planned Behavior</td>
</tr>
</tbody>
</table>
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Abstract

Background: Electronic health (eHealth) tools are becoming increasingly popular for helping patients’ self-manage chronic conditions. Little research, however, has examined the effect of patients using eHealth tools to self-report their medication management and use. Similarly, there is little evidence showing how eHealth tools might prompt patients and health care providers to make appropriate changes to medication use.

Objective: The objective of this systematic review was to determine the impact of patients’ use of eHealth tools on self-reporting adverse effects and symptoms that promote changes to medication use. Related secondary outcomes were also evaluated.

Methods: MEDLINE, EMBASE, and CINAHL were searched from January 1, 2000, to April 25, 2018. Reference lists of relevant systematic reviews and included articles from the literature search were also screened to identify relevant studies. Title, abstract, and full-text review as well as data extraction and risk of bias assessment were performed independently by 2 reviewers. Due to high heterogeneity, results were not meta-analyzed and instead presented as a narrative synthesis.

Results: A total of 14 studies, including 13 randomized controlled trials (RCTs) and 1 open-label intervention, were included, from which 11 unique eHealth tools were identified. In addition, 14 RCTs found statistically significant increases in positive medication changes as a result of using eHealth tools, as did the single open-label study. Moreover, 8 RCTs found improvement in patient symptoms following eHealth tool use, especially in adolescent asthma patients. Furthermore, 3 RCTs showed that eHealth tools might improve patient self-efficacy and self-management of chronic disease. Little or no evidence was found to support the effectiveness of eHealth tools at improving medication recommendations and reconciliation by clinicians, medication-use behavior, health service utilization, adverse effects, quality of life, or patient satisfaction. eHealth tools with multifaceted functionalities and those allowing direct patient-provider communication may be more effective at improving patient self-management and self-efficacy.

Conclusions: Evidence suggests that the use of eHealth tools may improve patient symptoms and lead to medication changes. Patients generally found eHealth tools useful in improving communication with health care providers. Moreover, health-related outcomes among frequent eHealth tool users improved in comparison with individuals who did not use eHealth tools frequently.
Implementation issues such as poor patient engagement and poor clinician workflow integration were identified. More high-quality research is needed to explore how eHealth tools can be used to effectively manage use of medications to improve medication management and patient outcomes.

(J Med Internet Res 2018;20(12):e294) doi: 10.2196/jmir.9284
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Introduction
Rationale
Use of the internet has increased considerably since the early 1990s. The World Bank reports that almost 44% of people across the globe used the internet in 2015, compared with 0.25% in 1993 [1]. This number is expected to increase to over 50% by 2019 [2]. Nearly two-thirds of internet users are estimated to access health information on the Web [3]. With such demand for accessible health information, electronic health (eHealth) has become a popular way to provide patients with health information, recommendations to self-manage their health, and access to their health records and data [3,4]. eHealth is defined as “an overarching term used today to describe the application of information and communications technologies in the health sector. It encompasses a whole range of purposes from purely administrative through to health care delivery” [5]. eHealth tools, therefore, are technologies that may include electronic medical records (EMRs), personal health records (PHRs), mobile apps, patient portals, information repositories, and many other internet-based programs or software used to help patients monitor and manage their health. eHealth tools may help decrease fragmentation of care by compiling patient health information from multiple providers into 1 easily accessible location [6], while also streamlining patient-provider communication and promoting shared decision making [3,4].

Well-functioning eHealth tools can help patients better understand their health [7] and may lead to improvements in patient-physician relationships [8]. eHealth tools can encourage patients to play a larger role in shared decision making and might increase focus on self-management and preventative care [8,9]. As technology advances, the use of eHealth tools can provide a level of convenience for both patients and providers [10]. These tools can generally be accessed from any internet-capable device and often provide a method of asynchronous communication such as emails and short message service (SMS) text messaging. These methods allow patients and providers to ask and answer questions at their convenience, creating less of a burden on physician workflow [8].

The ability of patients to use eHealth tools to better manage medication by reporting feedback on symptoms and use of medications directly to health care providers has not been comprehensively explored in the literature. Similarly, there is little evidence showing how eHealth tools might provide prompts to patients and health care providers to make appropriate changes to medication use based on this feedback. A synthesis of this literature will provide greater understanding of what eHealth tool design features may be helpful in patient reporting of medication-related experiences and outcomes.

Objective
The objective of this systematic review was to determine the impact of patients’ use of eHealth tools on self-reporting adverse effects and symptoms that promote changes to medication use. The PICO model was used to focus the objective of the review, as seen in Figure 1.
Methods

Study Design and Study Selection

This systematic review was performed following steps outlined by Cochrane’s Effective Practice and Organization of Care group and reported based on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement [11]. A total of 3 biomedical and health science databases were searched: MEDLINE/Ovid, EMBASE/Ovid, and CINAHL. References of all included articles were also searched. All 3 databases were searched from January 1, 2000, to April 25, 2018. The search was limited to articles published in English using terms representing eHealth (eg, Web-based applications), symptoms and adverse drug reaction reporting (eg, drug-related adverse effects and adverse reactions), and patient self-monitoring (eg, self-management; see Multimedia Appendix 1 for full search strategy and Multimedia Appendix 2 [12-17] for definitions for terminology used). The search date began from 2000, which generally marks the start of scientific reporting of eHealth interventions that would have relevance to the current use of eHealth tools. As a result of the aforementioned search strategy, studies were included in this review if they determined the effectiveness and impact of changes to medication regimens as a result of using eHealth tools. As such, this review investigated these effects using a comparative quantitative methodological approach.

Criteria for Inclusion of Studies

For the purposes of this review, an eHealth tool was considered to be any internet-based intervention, including mobile health apps, used by patients for clinical purposes that focused on improving patient health and clinical outcomes. The term PHR refers to an eHealth tool wherein a patient has access to and can enter or edit their own health data. The population investigated was community-dwelling individuals of any age in an outpatient setting.

For a study to be included, the eHealth tool must have allowed patients (or caregivers) to enter information directly (as opposed to information being entered by a health care provider); included self-reporting functionalities focusing on medication monitoring, contain a medication monitoring or use component, or specifically incorporating the option for the patient or caregiver to enter symptoms including adverse effects; and needed to focus specifically on medication use, clinical outcomes, or
symptom reporting following use of the eHealth tool. Any eHealth tools involving changes in medication reconciliation and recommendations made to changes in drug therapy were also included.

Exclusion criteria were conference abstracts; qualitative studies; articles without a comparator group; articles that did not report on at least one medication-related outcome; articles where self-management strategies focused on lifestyle modification, behavioral interventions, or nondrug interventions; articles focused solely on the validation of an eHealth tool; articles focused on methodological or technical aspects of eHealth interventions; articles containing nonempirical information; articles that synthesized information about multiple eHealth tools in an article (ie, review articles); and eHealth tools used by regulatory agencies to report adverse drug events (ADEs).

Article Selection
All potentially relevant articles were uploaded into DistillerSR software, which was used throughout the selection process. Potentially relevant articles underwent title, abstract, and full-text review. Articles that met inclusion criteria proceeded to data abstraction and risk of bias assessment. Articles not meeting inclusion criteria were excluded at both levels. Figure 2 represents the flow of articles through the selection process.

Title and abstract review were performed independently by 2 reviewers from a pool of 5 reviewers. Of these, 1 reviewer went through the reference lists of all the articles included in this study. Another reviewer went through reference lists of relevant systematic reviews identified during the literature search. Potentially relevant articles were identified. These articles went through abstract review by 2 reviewers. Studies found not to fit inclusion criteria after abstract review were excluded. Full-text review was performed independently by 5 reviewers. The kappa scores were calculated to determine agreement among reviewers who conducted review of titles and abstracts. All kappa scores calculated were greater than .93. Conflicts were resolved by consensus.

Data Extraction and Risk of Bias Assessment
Data extraction and risk of bias assessment were performed for each study independently by 2 reviewers. Data extracted included study design and setting, participant demographics, number of participants in each group, intervention components, comparator group components, eHealth tool functionality measured, and results and significance levels for each outcome measure. Conflicts in data extraction were resolved by consensus. Risk of bias assessment used questions recommended by the Agency for Healthcare Research and Quality’s 2014 publication Methods Guide for Effectiveness and Comparative Effectiveness Reviews [18] and was performed for each study independently by 2 reviewers. All conflicts were resolved by consensus. The risk of bias assessment questions are presented in Multimedia Appendix 3.

Outcomes and Analysis
The primary and secondary outcomes are listed in Figure 1. The primary outcome was the number of changes made to medication regimens following patient self-reporting via an eHealth tool. The included studies varied considerably in populations, eHealth tool functionality, outcomes measured, and study design. Due to high heterogeneity, meta-analysis of outcomes was not feasible. Therefore, results for each outcome were synthesized descriptively and presented as narrative. Available data on barriers to implementation were extracted from the article text and summarized qualitatively so as to heighten awareness of implementation issues.

Figure 2. Preferred Reporting Items for Systematic Reviews and Meta-Analyses style study inclusion flowchart. eHealth: electronic health.
A Priori Subgroup and Sensitivity Analyses

Subgroup analyses were performed to investigate differences in treatment effect present because of (1) age of participants, (2) patients with specific conditions targeted by intervention, and (3) different features and functionalities of the included eHealth tools.

Results

Included Studies

A total of 3515 articles were generated from database and reference searching, resulting in 2489 potential articles that were screened based on their titles and abstracts, after duplicates were removed. Furthermore, 75 full-text articles were assessed for eligibility, of which 14 were included in this systematic review (see Figure 2 for more details).

Of the included articles, 13 were randomized controlled trials (RCTs) [19-31] and 1 was an open-label intervention [32]. A total of 10 studies were conducted in the United States [20-29], and 1 study was conducted in each of South Korea [19], Canada [30], Finland [31], and Denmark [32]. Dates of publication ranged from 2006 to 2017. The majority were published in 2007 or later (n=13). This distribution mirrors the increase in both internet and eHealth tool usage beginning in the late 2000s [1,33]. Further details on the characteristics of these studies can be seen in Table 1. Details regarding the design and outcomes of included studies are presented in Multimedia Appendix 4.

Table 1. Characteristics of included studies.

<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Country</th>
<th>Study design</th>
<th>Sample size</th>
<th>Patient age group study population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cho (2006) [19]</td>
<td>South Korea</td>
<td>RCT⁰</td>
<td>80</td>
<td>Adults; adults (aged &gt;30 years) with type II diabetes</td>
</tr>
<tr>
<td>Chrischilles (2014) [20]</td>
<td>United States</td>
<td>RCT</td>
<td>1075</td>
<td>Elderly (aged &gt;65 years); patients using a computer in the past month to visit websites or to send or receive email</td>
</tr>
<tr>
<td>Fiks (2015) [21]</td>
<td>United States</td>
<td>RCT</td>
<td>60</td>
<td>Children (aged 6 to 12 years) and parents</td>
</tr>
<tr>
<td>Grant (2008) [22]</td>
<td>United States</td>
<td>Cluster RCT</td>
<td>11 sites; 244 patients</td>
<td>Adults; adults with type II diabetes, A1c ≥7% or ≥1 diabetes medication, with ≥1 primary care visit in the last year and enrolled in Patient Gateway</td>
</tr>
<tr>
<td>Gustafson (2012) [23]</td>
<td>United States</td>
<td>RCT</td>
<td>305</td>
<td>Children (aged 4 to 12 years); patients with poorly controlled asthma and parents</td>
</tr>
<tr>
<td>Joseph (2007) [24]</td>
<td>United States</td>
<td>RCT</td>
<td>314</td>
<td>Children and young adults (ninth to eleventh grade); students with an asthma diagnosis or meeting asthma criteria</td>
</tr>
<tr>
<td>Joseph (2013) [25]</td>
<td>United States</td>
<td>RCT</td>
<td>422</td>
<td>Children and young adults (ninth to eleventh grade); students meeting asthma criteria or with an asthma diagnosis</td>
</tr>
<tr>
<td>Schnipper (2012) [26]</td>
<td>United States</td>
<td>Cluster RCT</td>
<td>11 sites; 541 patients</td>
<td>Adults; adults with ≥1 primary care visit and enrolled in Patient Gateway</td>
</tr>
<tr>
<td>Simon (2011) [27]</td>
<td>United States</td>
<td>RCT</td>
<td>208</td>
<td>Adults (aged &gt;18 years); depressive disorder diagnosis with new antidepressant treatment</td>
</tr>
<tr>
<td>Weingart (2013) [28]</td>
<td>United States</td>
<td>RCT</td>
<td>738</td>
<td>Adults (aged 18 to 87 years); patients enrolled in PatientSite and received at least one new medication</td>
</tr>
<tr>
<td>Mooney (2017) [29]</td>
<td>United States</td>
<td>RCT</td>
<td>6 sites; 358 participants</td>
<td>Adults, seniors; English-speaking adults with a life expectancy of ≥3 months, beginning chemotherapy consisting of at least three cycles with daily access to a telephone</td>
</tr>
<tr>
<td>Ahmed (2016) [30]</td>
<td>Canada</td>
<td>RCT</td>
<td>2 sites; 100 participants</td>
<td>Adults (aged 18 to 69 years); French- or English-speaking adults diagnosed with asthma, prescribed at least one rescue medication, have poor asthma control, access to internet, and smoking &lt;20 pack-years</td>
</tr>
<tr>
<td>Karhula (2015) [31]</td>
<td>Finland</td>
<td>RCT</td>
<td>517 participants (267 heart disease and 250 diabetes)</td>
<td>Adults, seniors; ability to complete questionnaires in Finnish, use the RPM system/devices, adequate cognition, able to walk; type 2 diabetes (diagnosed at least 3 months earlier) with hemoglobin A1c &gt;6.5% within 1 year before screening; heart disease group (ischemic heart disease or heart failure)</td>
</tr>
<tr>
<td>Carlsen (2017) [32]</td>
<td>Denmark</td>
<td>Open-label</td>
<td>One site; 50 participants (29 electronic health tools, 21 control)</td>
<td>Children, adolescents; aged 10 to 17 years with ulcerative colitis or Crohn disease on maintenance infliximab treatment at the Department of Pediatrics, Hvidovre Hospital</td>
</tr>
</tbody>
</table>

⁰RCT: randomized controlled trial.
Of the 13 RCTs included in this review, 2 studies were cluster RCTs [22,26]. The remaining 11 RCTs used participants as the unit of randomization [19-21,23-25,27-31].

A total of 4 RCTs focused on pediatric and adolescent asthma patients [21,23-25]; 1 study focused on adult asthma patients [30]. Moreover, 1 trial included only elderly patients (aged 65 years and older) and focused on medication self-management and safety [20]. The remaining 7 trials all included both adult and elderly participants. From these studies, 1 focused on patients with depression [27]; 3 on patients with type 2 diabetes [19,22,31]; 2 on medication safety and use, including identification of ADEs [26,28] using eHealth tools; and 1 on identifying adverse effects in patients receiving chemotherapy [29].

In 3 studies, use of an eHealth tool in the intervention group was compared with usual care plus links to relevant websites [24,25,28]. Simon et al [27] compared their Web-based messaging eHealth tool for depression and Web-based messaging system to usual care with Web-based messaging between patients and health care providers. Gustafson et al [23] used nearly identical interventions in both groups; the control group was restricted from accessing the eHealth tool but participated in other aspects of the intervention (clinical visits, interviews, patient education, etc). Fiks et al [21] also used a usual care group with no access to the intervention Web portal; however, all health care providers had access to a computerized decision support system. Moreover, 2 studies [22,26] utilized a double-dummy style intervention, where both groups used Web-based PHRs to record information that differed only in content. Cho et al [19] compared an electronic blood glucose (BG) monitoring system with an informal paper-based monitoring system, with both groups receiving diabetes education and regular clinical visits. Chrischilles et al [20] utilized a conventional usual care group without supplementary information or resources. Mooney et al [29] used a self-monitoring tool to manage chemotherapy symptoms. Ahmed et al [30] developed an asthma portal to view patient’s personal health information, monitor patients, and provide feedback on self-management strategies. Karhula et al [31] used a management system for patient self-monitoring of diabetes. Only 1 study was identified as an open-label intervention study, which included a comparator group [32]. Carlsen et al [32] used an eHealth tool to monitor responses of patients with inflammatory bowel disease to determine the need to adjust treatment interval or dose.

Quality of Included Studies

Figure 3 displays a summary of the risk of bias assessment. The studies, overall, were of moderate quality, with studies ranging from poor to good. Common issues included small numbers of participants, lack of blinding, poor description of interventions, and contamination of intervention. Many trials relied only on patient self-reported data (as would be expected based on the topic), which can introduce bias if methods to ensure validity and reliability are not demonstrated.

Types of Electronic Health Tools

From the 14 included studies, 11 unique eHealth tools were described. The 2 RCTs by Joseph et al [24,25] utilized the same asthma management eHealth tool. The cluster RCT by Schnipper et al [26] used a Web-based PHR to record information that differed only in content, which was nested within the larger RCT by Grant et al [22]. Two studies by Fiks and Ahmed used a Web-based portal for asthma symptom management [21,30]. Each study and eHealth tool is described in Multimedia Appendix 4. Features and functionalities of the eHealth tools are also presented in Table 2. Although Schnipper [26] and Grant [22] use the same eHealth tool, Schnipper’s study [26] investigates a specific medication module. Thus, they have been counted separately here.

All 11 eHealth tools from all 14 studies included a component where patients could self-report medication management information or changes, including symptoms, health data, adverse effects, or ADEs. A total of 12 studies included Web-based patient questionnaires or surveys [20,21,23-32]. Many studies used validated patient questionnaires but several developed their own. A list of patient questionnaires utilized by each study is presented in Table 3. In addition, 10 eHealth tools included patient educational resources [20,21,23-26,28-31]. Details of these resources are also listed in Table 3. Cho et al [19] measured outcomes by having a patient record their BG readings in the eHealth tool. Patients were also interviewed in person by clinicians every 3 months. Schnipper et al [26] had participants complete medication electronic journals, where they would note discrepancies between a Web-based medication list and their actual medications as taken. Karhula et al [31] used a 36-question survey for patients to report their health-related quality of life (HRQoL) score at baseline and post intervention.

Outcomes of Included Studies

The results of each study by outcome can be seen in Multimedia Appendix 5.

Primary Outcome: Changes in Use of Medications and Other Therapies

A total of 6 RCTs [19-22,24,27] and 1 open-label intervention [32] measured this outcome. Moreover, 5 RCTs [20,22,24,27,32] found significant increases in medication changes as a result of using eHealth tools. All medication change outcomes reported were consistent with more appropriate prescribing and use of medications.

Chrischilles et al [20] found a significant reduction in use of more than 2 nonsteroidal anti-inflammatory drugs in the intervention group (14.1% vs 19%, \(P=.035\)). A nonsignificant trend approaching significance was seen for decreased number of over-the-counter medications used in the eHealth tool group (\(P=.05\)) [20]. Grant et al [22] found a significant increase in the number of diabetes mellitus–related medication changes in the intervention group (43.5 vs 6.2, \(P<.001\)). They also found that a significantly higher proportion of patients in the intervention group had medications initiated or dosages changed for hypertension (13% vs 0%, \(P=.02\)) and hyperlipidemia (11% vs 0%, \(P=.03\)).
Figure 3. Summary chart of risk of bias assessment for included studies. Risk of bias summary: Green "+" symbols indicate a low risk of bias, yellow "?" symbols indicate an unknown risk of bias, and red "-" symbols indicate a high risk of bias.

<table>
<thead>
<tr>
<th>Study</th>
<th>Participant Recruitment (Selection bias)</th>
<th>Consistent application of inclusion/exclusion criteria (selection bias)</th>
<th>Random sequence generation (Selection bias)</th>
<th>Allocation concealment (Selection bias)</th>
<th>Analysis of treatment groups (selection bias)</th>
<th>Confounding variables and factors (selection bias)</th>
<th>Contamination of intervention (performance bias)</th>
<th>Fidelity to Protocol (performance bias)</th>
<th>Incomplete outcome data (attrition bias)</th>
<th>Blinding of outcome assessment (detection bias)</th>
<th>Length of follow-up (detection bias)</th>
<th>Validity/Reliability of intervention (detection bias)</th>
<th>Validity/Reliability of outcome assessment (detection bias)</th>
<th>Validity/Reliability of confounding variable assessment (detection bias)</th>
<th>Selective reporting bias</th>
<th>Other bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahmed 2016</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Carlsen 2017</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Cho 2006</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Chrischilles 2014</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Fiks 2015</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Grant 2008</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Gustafson 2011</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Joseph 2007</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Joseph 2013</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Karhula 2015</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Monson 2016</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Schnipper 2012</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Simon 2011</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
<tr>
<td>Weingart 2013</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+                           +</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Features and functionalities of electronic health tools.

<table>
<thead>
<tr>
<th>Topic; study author, year</th>
<th>Linked to electronic medical record</th>
<th>Function as personal health record</th>
<th>Clinicians can view self-reported information</th>
<th>Messaging between patient and clinician</th>
<th>Web-based surveys or questionnaires</th>
<th>Web-based drug list</th>
<th>Web-based access to lab results</th>
<th>Patient prompts or reminders</th>
<th>Patient educational resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus on medication safety and usage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chrischilles, 2014 [20]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Schnipper, 2012 [26]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Weingart, 2013 [28]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Focus on pediatric and adolescent asthma patients</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiks, 2015 [21]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Gustafson, 2012 [23]</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Focus on adult asthma patients</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ahmed, 2016 [30]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Focus on cancer patients</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mooney, 2017 [29]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Focus on diabetic patients</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cho, 2006 [19]</td>
<td>?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Grant, 2008 [22]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simon, 2011 [27]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Karhul, 2015 [31]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Carlsen, 2017 [32]</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

* ✓ is used to demonstrate that the feature or functionality is present and mentioned in the article.
* ✗ is used to demonstrate that the feature or functionality is not present and mentioned in the article.
* ? is used to demonstrate that the feature or functionality is not discussed in the article.

---

a ✓ is used to demonstrate that the feature or functionality is not present and mentioned in the article.
b ✓ is used to demonstrate that the feature or functionality is present and mentioned in the article.
c ? is used to demonstrate that the feature or functionality is not discussed in the article.
Table 3. Use of patient questionnaires and educational resources in included studies.

<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Patient questionnaires used</th>
<th>Patient educational resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cho (2006) [19]</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Chrischilles (2014) [20]</td>
<td>Morisky adherence measure for medication adherence (modified); Assessing Care of Vulnerable Elders (ACOVE-3) medication-use quality indicators (modified); 12-item short form health survey (SF-12) for health status; other surveys developed by the study team [34,35]</td>
<td>ACOVE-3 adapted into patient medication safety messages [36]</td>
</tr>
<tr>
<td>Fiks (2015) [21]</td>
<td>Parent Patient Activation Measure; Integrated Therapeutics Group Child Asthma Short Form; Asthma Control Tool (ACT); other questions developed by the study team [37-39]</td>
<td>Handouts and videos available, but source and items used not reported</td>
</tr>
<tr>
<td>Grant (2008) [22]</td>
<td>Not reported by the study team, focused on medication adherence barriers</td>
<td>N/A</td>
</tr>
<tr>
<td>Gustafson (2012) [23]</td>
<td>Asthma Control Questionnaire; other questionnaires developed by the study team [40,41]</td>
<td>On the basis of the National Asthma Education and Prevention Program guidelines [42-44]</td>
</tr>
<tr>
<td>Joseph (2007) [24]</td>
<td>Lung Health Survey, developed by the study team, using items from the International Survey of Asthma and Allergies in Childhood questionnaire (ISAAC), and National Asthma Education and Prevention Program guidelines &quot;Guidelines for the Diagnosis and Management of Asthma: Expert Panel Report II&quot; (EPRII; adapted) [45,46]</td>
<td>EPRII; resources identified by Croft et al [46,47]</td>
</tr>
<tr>
<td>Joseph (2013) [25]</td>
<td>Multidimensional Scale of Perceived Social Support (adapted); Diagnosis Interview Schedule for Children Predictive Scales; Lung Health Survey, developed by the study team, using items from ISAAC; EPRII (adapted); EPRIII (adapted) [44-49]</td>
<td>EPRII; resources identified by Croft et al [46,47]</td>
</tr>
<tr>
<td>Schnipper (2012) [26]</td>
<td>Questionnaires developed by study team (judicated by physicians)</td>
<td>Source and items used not reported</td>
</tr>
<tr>
<td>Simon (2011) [27]</td>
<td>Hopkins Symptom Checklist; Patient Health Questionnaire (PHQ) Depression questionnaire; other questions developed by the study team [50-52]</td>
<td>N/A</td>
</tr>
<tr>
<td>Weingart (2013) [28]</td>
<td>Questions developed by the study team regarding new prescriptions and symptoms or adverse drug events</td>
<td>National Patient Safety Foundation website [53]</td>
</tr>
<tr>
<td>Mooney (2017) [29]</td>
<td>Questionnaire about symptoms severity for 11 symptoms related to chemotherapy</td>
<td>Self-management coaching provided based on symptoms; nurse practitioner follow-up, if required within 4 hours</td>
</tr>
<tr>
<td>Ahmed (2016) [30]</td>
<td>Mini-Asthma Quality of Life Questionnaire ; Chronic Disease Self-Efficacy Scale; ACT; Beliefs about Medicines Questionnaire; 9-item PHQ; EuroQol visual analog scale</td>
<td>MyAsthma Portal</td>
</tr>
<tr>
<td>Karhula (2015) [31]</td>
<td>SF-36 health survey</td>
<td>Patients provided a self-management guide. Additionally received health coaching phone calls</td>
</tr>
<tr>
<td>Carlsten (2017) [32]</td>
<td>IMPACT III (pediatric inflammatory bowel disease health-related quality of life measure); Total Inflammation Burden Score: (pediatric ulcerative colitis activity index/abbreviated Pediatric Crohn Disease Activity Index + fecal calprotectin)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Joseph et al. [24] found that a significantly higher proportion of those in the active group had a rescue inhaler available (39% vs 32%, P=0.01). Simon et al. [27] found that a significantly higher proportion of participants in the active group used antidepressants for an appropriate length of time (≥90 days; $\chi^2=10.5, P=0.001$). Carlsten et al. [54] showed that eHealth tools might help identify instances where medication changes may be appropriate. Moreover, Carlsten et al. [54] showed that the eHealth tool used resulted in at least one significant effect on changes to medication use; a significant difference was found between intervals of treatment for the eHealth group relative to the control group (2.35; 95% CI 1.5 to 3.2; $P<0.001$) [54].

In contrast, Cho et al. [19] found no significance in terms of total occasions of drug modification through the use of their eHealth tool intervention, internet-based glucose monitoring system (4.7 vs 5.5, $P=0.36$). Fiks et al. [21] provided descriptive evidence regarding the mean number of medications per child in both the intervention and control groups, yet no between-groups comparisons were made.

### Secondary Outcome: Changes in Signs and Symptoms of Health Conditions

A total of 9 RCTs [19,21-25,27,30,31] and 1 open-label intervention [32] measured changes in signs and symptoms of health conditions. Of these, 8 reported at least one significant improvement in signs and symptoms [19,21,23-25,27,30,31].

https://www.jmir.org/2018/12/e294/
Moreover, 4 studies found improvements in asthma symptoms [21,23-25], 1 found a significant reduction in hemoglobin A1c (HbA1c) [19], and 2 found a significant improvement in depression score [27,30].

Fiks et al [21] reported 17 instances of uncontrolled asthma in 13 children. They found that parents of active group children missed fewer days of work (mean of <0.1 vs 1.5, \( P \leq 0.001 \)) and that the active group had less frequent flare-ups (mean of 1.4 vs 3.8, \( P = 0.02 \)). Gustafson et al [23] found an increase in asthma control in the active group (mean change of −0.42 vs −0.11 on a 7-point Likert scale, \( P = 0.01 \)).

Joseph et al [24] found that the active group had a lower risk for number of symptom nights (risk ratio \( [RR] = 0.4, 95\% CI 0.2 \) to 0.8, \( P = 0.009 \)), symptom days (\( RR = 0.5, 95\% CI 0.4 \) to 0.8, \( P = 0.003 \)), days of restricted activity (\( RR = 0.5, 95\% CI 0.3 \) to 0.8, \( P = 0.02 \)), and school days missed (\( RR = 0.3, 95\% CI 0.1 \) to 0.7, \( P = 0.006 \)). In another study, Joseph et al [25] reported a lower risk in the active group for symptom days (\( RR = 0.8, 95\% CI 0.6 \) to 1.0, \( P = 0.01 \)). Following subgroup analysis, it was found that teenagers with moderate to severe asthma had fewer symptom days (\( RR = 0.6, 95\% CI 0.5 \) to 0.9, \( P = 0.01 \)), total school days missed (\( RR = 0.5, 95\% CI 0.3 \) to 0.8, \( P = 0.009 \)), school days missed because of asthma (\( RR = 0.4, 95\% CI 0.2 \) to 0.8, \( P = 0.007 \)), and days of restricted activity (\( RR = 0.6, 95\% CI 0.4 \) to 0.9, \( P = 0.03 \)).

Simon et al [27] reported a significant between-groups difference in mean depression score favoring the intervention group (mean score of 0.95 vs 1.17, \( P = 0.04 \)). Ahmed et al [30] reported a statistically significant difference in depression using the Patient Health Questionnaire scale, as scores improved at 6 months (mean change −0.27, 95\% CI −0.37 to −0.18 for a change of 5 units). Karhula et al [31] found no significant between-group difference in HbA1c (mean change −0.106, 95\% CI −0.33 to 0.11, \( P = 0.34 \)); however, they did find a statistically significant decrease in waist circumference between intervention and control (change −1.711, 95\% CI −3.042 to −0.38, \( P = 0.01 \)). Cho et al [19] found a decrease in mean HbA1c in the active group (mean of 6.7\% vs 7.4\%, \( P = 0.006 \)) at 30 months. Grant et al [22] found no differences between groups for HbA1c and for percentage of patients at target HbA1c levels. Similarly, Carlsen et al [32] found no significant difference for trough infliximab concentration when controlling for treatment intervals in the study (change of −2.19, 95\% CI −5.37 to 0.99, \( P = 0.18 \)).

**Secondary Outcome: Medication Use Behavior (Adherence)**

A total of 3 RCTs measured this outcome, all using measures of medication adherence as a surrogate for medication use behavior [20,23,24]. None of these studies reported improvements over the 6 [20] and 12 months [23,24] studied.

**Secondary Outcome: Medication Reconciliation and Recommendations to Change Drug Therapy**

A total of 3 RCTs reported on this outcome [19,20,26]. Only Schnipper et al [26] found improvements in determining medication discrepancies when linking documented and patient-reported medication regimens using eHealth tools. Schnipper et al [26] explored the effects of a PHR medication module on medication accuracy and safety, reporting significantly lower odds of having discordant medications in the active group (OR=0.71, 95\% CI 0.54 to 0.94, \( P = 0.01 \)). In addition, Schnipper et al [26] found a significantly lower risk of discrepancies with the potential to cause severe harm in the active group (RR=0.31, 95\% CI 0.10 to 0.92, \( P = 0.04 \)). The number of medication discrepancies per patient with the potential for harm approached significance as a result of using eHealth tools (\( P = 0.05 \)) [26].

Cho et al [19] acknowledged, using descriptive data, that a small percentage of individuals may have recommendations made for modification of drug therapy as a result of using their eHealth tool. Chrischilles et al [20] reported several instances of recommendations being made to alter drug therapy through medication reconciliation, none of which were significant.

**Secondary Outcome: Adverse Effects and Adverse Drug Events**

A total of 1 open-label intervention [32] and 5 RCTs measured this outcome [20,21,26,28,29]. Only Mooney et al [29] reported identification of adverse effects in favor of using eHealth tools, as there was a significant reduction in 10 of the 11 chemotherapy adverse effects in the intervention group (\( P \) value: .02 to <.001) relative to usual care. Descriptive evidence from Fiks et al [21] showed 1 instance of medication-related adverse effects. Carlsen et al [32] provided descriptive evidence that eHealth tools may lead to the identification of ADEs. The remaining 3 studies reporting on the identification of adverse effects [20] or ADEs [26,28] found no significant difference between intervention and control.
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Secondary Outcome: Health Services Utilization

A total of 6 RCTs reported health service utilization outcomes [21,24,25,27,28,30]. Of these, only Joseph et al [24] found a significantly lower risk of hospitalizations as a result of using eHealth tools (RR=0.20, 95% CI 0.2 to 0.9, P=.01). The remaining 5 studies [21,25,27,28,30] found no difference between intervention and control groups in terms of health service utilization.

Secondary Outcome: Patient Self-Reported Overall Health Status

A total of 4 studies measured this outcome [24,30-32], and none of the studies found differences in cumulative quality of life score between groups or a significant effect on overall health status.

Secondary Outcome: Patient Satisfaction With Health Care

A total of 2 RCTs [21,27] and 1 open-label intervention [32] measured this outcome. Only Simon et al [27] found that patient satisfaction improved as a result of using an eHealth tool. Simon et al [27] found that a significantly larger proportion of participants in the intervention group reported being very satisfied with the quality of their depression-related care ($\chi^2=8.38, P=.004$). Fiks et al [21] found no significant changes when measuring this outcome, whereas Carlsen et al [32] provided positive descriptive evidence of patient and parent satisfaction using eHealth tools.

Subgroup Analyses

A total of 4 RCTs investigated the use of eHealth tools in children and teens with asthma [21,23-25]. There is evidence that eHealth tools may have the potential to reduce symptoms of asthma, frequency of asthma flare-ups, and number of days of school or work missed because of asthma [21,23-25]. They may also promote better asthma control, availability and use of rescue inhalers, and may have the potential to improve asthma symptoms in vulnerable groups (ie, African-American adolescents living in urban centers) [24,25].

Subgroup analysis also found that multifaceted interventions combining use of eHealth tools with clinician support or case management and eHealth tools utilizing direct patient-provider communication might be more effective at improving some aspects of patient self-management and self-efficacy [23,26,30,31]. Both studies utilizing multifaceted interventions and direct patient-provider communication that measured these outcomes found positive significant results [23,26], whereas both studies using only eHealth tools with no patient-provider communication found no significant differences [20,21]. Detailed results from the subgroup analyses can be found in Multimedia Appendix 4.

Barriers to Implementation

Many studies reported barriers to the implementation of eHealth tools. The most common barrier was lack of participant engagement, resulting in low eHealth tool utilization rates. This was reported by 9 of the 14 studies [20,22-27,31,32]. A total of 3 studies noted distinct differences between high and low eHealth tool users [19,20,26], with high users generally seeing more improvements in health-related outcomes. Chrischilles et al’s study [20] was the only study to investigate the use of eHealth tools specifically in patients aged more than 65 years, and they found that patient engagement was negatively associated with age. Grant et al [22] found that patients with poor metabolic control were less likely to participate. The authors of several studies reported that a small sample size, high level of missing data, reduced power, and lower generalizability were observed as a result of low eHealth tool utilization and patient engagement [20,22,23,25-28,31,32]. Another important barrier, reported by 3 studies [22,26,29], was lack of clinician engagement and poor clinician training. This was generally because of time and workflow constraints [22,29] and lack of motivation [26,29]. Other implementation issues noted included lack of access to the internet [30], time burden of entering information [30], poor usability of eHealth tools [26], difficulties obtaining informed consent [24,25], and dilution of the intervention effect by the control group [23,26,28].

Discussion

Summary of Evidence

Evidence from 4 RCTs and 1 open-label intervention [20,22,24,27,32] show that eHealth tools focusing on symptom and adverse effect self-reporting can prompt positive changes in medication prescribing and use. In addition, the majority of eHealth tools studied were able to improve patient symptoms, regardless of functionalities, complexity, and differences in intervention. Those eHealth tools were particularly studied and found to be beneficial for improving signs and symptoms in children and adolescents with asthma [21,23-25]. This review supports the inclusion of patient entry or editing of symptoms into eHealth tools for the purposes of monitoring and reporting outcomes from the use of medications.

Evidence was found that eHealth tools improved the outcome of patient self-management and self-efficacy. Subgroup analysis found that eHealth tools that allow patients and clinicians to communicate directly, and multifaceted interventions combining eHealth tools with clinician support and case management might lead to greater increases in patient self-management and self-efficacy. It is notable that more significant improvements were found for more objective outcome measures, such as number of medication changes and clinical signs, and less were found for more subjective outcome measures such as self-management and self-efficacy. It may also be that sample sizes were too small to detect differences, particularly if this was not the primary objective for these studies. It is likely that the eHealth tools under investigation either did not provide effective content or functionalities to help participants improve self-management and medication management in participants or the tools used to measure these outcomes were not able to detect any differences between groups. Another possibility is the lack of patient understanding of chronic disease and poor perception of health goals.

It was thought that eHealth tools that focus on improvement of patient self-efficacy and self-management might lead to improved medication-use behavior, which in turn may lead to
changes in medication use, identification of real or potential ADEs, improvement in signs and symptoms, and overall improvement in HRQoL. However, there is not enough evidence to draw conclusions as to the effectiveness of eHealth tools for identification of adverse effects, improving medication-use behavior, increasing recommendations to medication therapies and improving medication reconciliation, improving health service utilization, and improving overall health status and patient satisfaction. Only a small number of included studies investigated these outcomes; it is likely that with such a small overall sample size, it was not possible to find differences between groups.

How Do These Results Compare With Other Reviews?
As with most systematic reviews on the subject of eHealth tools [7,8,33,54-57], this review found at best moderate evidence that patient reporting via eHealth tools can lead to improved clinical outcomes such as symptom reduction.

A 2012 systematic review by Ammenwerth et al found that use of patient portals linked to a PHR led to significant increases in medication adjustments in diabetic patients [55]. Other reviews and primary articles have also indicated that the use of eHealth tools may be more effective in specific patient populations such as patients with cancer [4,29,34,58]. This review found evidence that use of eHealth tools might increase the number of medication adjustments in diabetic patients [19,22]. In addition, patient-reported symptoms and adverse effects were used to identify toxicities in cancer patients, and in several instances, it lead to medication changes. It was also found that eHealth tools might improve signs and symptoms of asthma in children and teens [21,23-25].

Overall, this review supports findings by Ammenwerth et al [55] that interventions may be more effective at improving health outcomes if they combine eHealth tool features such as patient-provider communication and interactive coaching with eHealth tool use (see, eg, [21,22,26,28] as well as Table 2 and Multimedia Appendix 4 considering subgroup analyses). Evidence from this review indicates that eHealth tools in combination with clinician support or case management, and eHealth tools that encourage provider-patient communication may improve patient self-management and self-efficacy when compared with tools without these features [22,23,26].

Strengths and Limitations
To our knowledge, this is the first systematic review of eHealth interventions focusing on patient self-reporting of symptoms and adverse effects. The review’s search strategy was augmented by reference searching. This review was limited to studies that included medication-related outcomes. The majority of studies included in this review were RCTs, most of which were of moderate quality.

This review also has a number of weaknesses. It was limited to studies published in English, which may have excluded relevant articles. No searching of grey literature was performed, as we focused on empirical work published in academic journals, and so it is possible that some early non–peer-reviewed reports may have been missed. We acknowledge the lack of definitional clarity surrounding the term eHealth and believe future research should focus on establishing better consensus for this term. There was considerable variety among the interventions in the studies, some of which included features such as direct health care provider follow-up, thus making it more complicated to determine which outcomes could be specifically attributable to using an eHealth tool. As this review also examined different populations of varying sample sizes and medical conditions for eHealth tools, it may be difficult to detect differences and generalize findings and conclusions. We did not include qualitative studies in our review because the goal of our study was to better understand the effectiveness and impact of changes to medication regimens based on quantifiable differences in using eHealth tools for self-reporting adverse effects and symptoms that promote changes to medication use versus a comparator. We value the insight of qualitative studies that have been investigated elsewhere [59,60]. Additional exploration of qualitative literature to better understand how use of these types of eHealth tools can generate impacts on medication use and health would be helpful.

Implications for Practice and Future Research
Where possible, health care providers should encourage patient use of eHealth tools for symptom and adverse effect self-reporting. eHealth tools may be especially useful for reducing symptoms in certain populations, for example, children and teenagers with asthma. eHealth tools might also encourage patients to improve self-management behaviors and participate in shared decision making with clinicians. Having information from the EMR entered directly into the eHealth tool may reduce the burden on the patient to routinely update their clinical information (something that only highly motivated patients are likely to do regularly) [6]. Clinicians should be encouraged to communicate with patients via eHealth tools where possible, especially where patients are experiencing worsening of symptoms or medication-related adverse effects. Evidence suggests that using technologies such as mobile apps and SMS text messaging may improve patient engagement by allowing quick, convenient communication without a computer or internet connection [23,27]. Clinicians should be supported in their eHealth tool use, and interventions should focus on clinician training and engagement. Ensuring that interventions can be successfully incorporated into physician workflow is important [22,26].

There is a paucity of primary research articles investigating eHealth tools and their impact on medication use. Studies are generally small and of moderate quality. Large-scale RCTs focusing on the use of eHealth tools for medication and symptom management should be undertaken to establish more high-quality evidence. This is especially important given how ubiquitous the use of medication is. Furthermore, the effects of patient self-management and self-efficacy on medication use and symptom experience are not well studied; more research in this area could help drive creation of medication-focused eHealth tools. Low patient engagement and eHealth tool utilization were commonly noted implementation barriers; it could be that patients were not engaged in eHealth tool use enough for them to feel an impact on their satisfaction with health care or overall quality of life. Descriptive evidence shows low proportions of patients felt that eHealth tools improved their care or
communication with providers, indicating that development of eHealth tools should focus on functionalities and outcomes that are important to the patient. This may be achieved by utilizing research on patient motivation and behavior change to increase patient engagement [20,24,25].

Conclusions

The results of this review show initial and promising findings that specialized eHealth tools can be used for reporting and monitoring of symptoms and medication-related adverse effects and some evidence that use of eHealth tools have the potential to identify instances where changes in medication use may be appropriate. A modest amount of mixed evidence was found, demonstrating that eHealth tools can improve patient self-management and self-efficacy. Very little or no evidence was found to demonstrate that use of eHealth tools could increase numbers of medication recommendations or improve medication-taking behavior, health services utilization, identification of adverse effects, overall health status, and patient satisfaction. eHealth tools may be more effective at promoting medication changes and improving patient self-management and self-efficacy if they provide mechanisms for direct patient-provider communication and may be more effective in certain populations such as children and teenagers with asthma.
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Abstract

Background: The onset of mental health problems peaks between adolescence and young adulthood; however, young people face barriers to treatment and are often reluctant to seek professional help. Many are instead seeking support and information regarding their mental health via the Web, especially via social networking sites (SNSs), and hence, there is a promising opportunity to use SNSs to deliver or integrate with youth-focused online mental health interventions. Previous reviews have evaluated the effectiveness of SNSs for specific disorders in young people; however, none of the reviews have covered the breadth of SNS–based youth mental health interventions available across all mental health issues.

Objective: This review aimed to systematically identify available evidence regarding the use of SNS–based interventions to support the mental health of young people aged up to 25 years, to evaluate their effectiveness, suitability, and safety, and identify gaps and opportunities for future research.

Methods: The PubMed and PsycINFO databases were searched using Medical Subject Headings terms and exploded keywords and phrases. Retrieved abstracts (n=974) were double screened, yielding 235 articles for screening at the full-text level. Of these, 9 articles met the review inclusion criteria. Given the small number of studies, and the variety of outcome measures used, a quantitative meta-analysis was not possible.

Results: The 9 articles (quantitative studies, qualitative studies, and descriptions of the iterative design process) covered 5 separate interventions. Of the 5 interventions, 2 interventions used purpose-built platforms based on the moderated online social therapy (MOST) model, 2 used Facebook, and 1 evaluated a purpose-built mobile app. The 2 MOST interventions targeted specific mental health issues (depression and psychosis), whereas the others focused on improving mental health literacy, social support, and general well-being. Only 3 quantitative studies were identified, and all used a pre-post design (without a control group) to establish proof of concept. Of the outcome variables assessed, there were significant improvements in mental health knowledge and number of depressive symptoms but no improvement in anxiety or psychosis symptoms. Acceptability of and engagement with the SNS platforms were generally high, as were perceptions of usefulness and safety. Moderation by clinical experts was identified as a key component of the more successful interventions. When offered a choice, users showed a preference for mobile apps over Web-based interfaces.

Conclusions: The evidence reviewed suggests young people find SNS–based interventions highly usable, engaging, and supportive. However, future studies need to address the current lack of high-quality evidence for their efficacy in reducing mental health symptoms. Given young people are already turning to SNSs to engage in knowledge seeking and peer-to-peer support, SNS–based youth mental health interventions provide an opportunity to address some of the barriers young people face in accessing qualified mental health support and information.

(J Med Internet Res 2018;20(12):e12244) doi:10.2196/12244
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Introduction

Supporting the mental health of young people is a major public health challenge, with mental disorders accounting for almost half of the nonfatal burden of disease among people aged 10 to 25 years [1]. Adolescence is a particularly vulnerable period of development, with the onset of mental health problems peaking between adolescence and young adulthood [2]. However, many problems are not detected until later in life, as young people are often reluctant to seek professional help [3] and face barriers to treatment such as cost, poor mental health literacy, confidentiality concerns, stigma, and inaccessibility to or lack of knowledge of resources [4,5].

Given that internet-enabled mobile devices have become a near-ubiquitous element of adolescence, with 45% of teens admitting that they are online almost constantly [6], it is not surprising that young people are increasingly seeking support and information regarding their mental health online [7].

Over the past decade, social media has become an important element of communication for young people, with virtually all having at least one active social media account [6]. People with mental illness are often among the highest users [8], with many reporting that social media fosters community among users and makes them feel supported and accepted [9]. Furthermore, a recent study found that actively engaging with peers online about their mental health concerns was associated with an increased likelihood of seeking formal mental health care [10].

Social networking sites (SNSs), a subset of social media, have become the predominant context for communication and social support-seeking behaviors online among adolescents [11]. SNS users create a profile within a bounded system, which they use to make and display connections with other users [12]. Posting of user-generated and Web-based content and functions such as liking, commenting, and tagging are the lifeblood of SNSs and differentiate SNSs from Web 1.0 communication tools such as message boards and online support groups [13].

Given the barriers to mental health support young people face and the fact that they are naturally turning to SNSs to engage in knowledge seeking and peer-to-peer support, there is a promising opportunity to use SNSs to deliver or integrate with youth-focused online mental health interventions. Compared with other online mental health resources such as online counseling, mobile apps, and online support groups, research into the use of SNSs to support and treat young people with mental health issues is only in its infancy and is highly fragmented. Although there have been reviews evaluating the effectiveness of SNSs for specific mental health disorders in young people [14,15] and online peer-to-peer support for young people more broadly [16], none of the reviews have covered the breadth of SNS-based youth mental health interventions available across all mental health issues. A systematic review of the literature regarding the use of SNS-based interventions to support the mental health of young people is, therefore, required to evaluate their effectiveness, suitability, and safety and identify gaps and opportunities for future research.

Methods

Search Strategy

This systematic review was performed using the preferred reporting items for systematic reviews and meta-analyses (PRISMA) guidelines [17]. A PRISMA checklist is available in Multimedia Appendix 1. PubMed was searched using Medical Subject Headings terms, and PsycINFO was searched using exploded keywords and phrases (see Multimedia Appendix 2). Searches were conducted in June 2018 and restricted to English-language articles published in peer-reviewed journals between January 2000 and June 2018.

In total, the database searches yielded 1020 records (592 from PubMed and 428 from PsycINFO), of which 60 duplicates were removed. Additionally, 14 records were identified through manual searches of previous reviews, key journals, and reference lists of key articles.

Screening Process

Figure 1 presents a PRISMA flow diagram of the screening process, which involved 2 stages: (1) title and abstract exclusion and (2) full-text exclusion. All records were independently screened by 2 reviewers (BR and AC) to establish relevance for inclusion at both stages. Any discrepancies between the reviewers were resolved by discussion. Of the 974 records identified (after duplicates were removed), 739 were removed because their titles and abstracts indicated they were not relevant to the topic of using SNS to support youth mental health. This left 235 articles to be assessed for eligibility according to predefined inclusion criteria.

The inclusion criteria were as follows: (1) the record must be an original empirical study (ie, not a review or commentary), (2) the primary aim of the study must be to address either a specific mental health condition or improve mental health and well-being generally, (3) the study must investigate the efficacy or effectiveness of a specific intervention utilizing an SNS (as defined by Boyd and Ellison [12]) to improve youth mental health (ie, not the impact of naturally occurring SNS support groups), and (4) the target population of the intervention must be young people aged up to 25 years.

A total of 36 articles were excluded during the second screening stage based on record type (eg, review and commentary) and 16 were excluded because they were not mental health related. A total of 135 articles were excluded as they were not investigating the efficacy or effectiveness of an intervention utilizing an SNS to improve youth mental health, and 39 articles were excluded based on the age of the target population being other than young people aged up to 25 years.
**Data Analysis**

Given the small number of studies included in this review, their exploratory nature, and the variety of outcome measures used, a quantitative meta-analysis was not possible. Primary and secondary outcome measures related to mental health are, therefore, reported (with effect sizes where possible) along with the characteristics of and usability and engagement data regarding the social networking components of the interventions.

**Results**

**Study Characteristics**

Detailed characteristics of the included articles (n=9) are provided in Multimedia Appendix 3. Of the 9 articles, 3 articles reported uncontrolled pilot studies that utilized a pre-post design [18-20] and 4 reported qualitative evaluations (2 of these evaluating 1 of the aforementioned pilot studies each) [21-24]. The 2 remaining articles were descriptions of the iterative design process of 2 of the already included studies [25,26]. In summary, there were 5 separate studies covered by the 9 included articles.

The articles were categorized according to the mental health issue they were focused on: psychotic disorder or mood disorder with psychotic features (n=3) [18,21,25], depression (n=2) [19,22], and health literacy and well-being (n=4) [20,23,24,27].

**Origin**

A total of 7 articles were from Australia, and the remaining articles were from the United States and Hong Kong. There were many studies from the United States and Europe included at the first screening stage; however, the majority of those that were focused on youth mental health were excluded at the second screening stage because they were investigating the impact of naturally occurring SNS groups, rather than purpose-built interventions for supporting youth mental health (an area that Australia is currently pioneering).

**Interventions**

Overall, 3 separate purpose-built SNSs were the focus of 7 of the articles (Horyzons: 3, Rebound: 2, and MindMax: 2), whereas the remaining articles evaluated interventions that used Facebook (one using a purpose-built Facebook game and the other using a closed Facebook group). Both Horyzons and Rebound were based on the moderated online social therapy (MOST) model developed by members of their research team [26], whereas MindMax took a modular approach combining well-being science, video games, and personal experience and stories of professional Australian Football League (AFL) players. Of the purpose-built apps, only MindMax was made available to the public.
Participants

Most of the samples consisted exclusively of participants with self-reported mental health concerns relevant to the focus of the respective study (n=5). Of the remaining articles, 2 articles used nonclinical samples of university students, and the 2 articles investigating the design of MindMax used convenience samples from the target audience of the app. As per the inclusion criteria, all studies aimed to support the mental health of children and/or young people, with the youngest participants across the studies being aged 15 years. The mean age of participants for all studies fell within a range of 18 to 21 years, except for the qualitative evaluation of MindMax [23], which was based on focus interviews of 7 participants (6 males and 1 female) with an age range of 24 to 49 years (average of 35 years). Although the convenience sample for this initial usability study was mostly made up of participants aged older than 25 years, it was included in this review as the target population of the MindMax app is young people aged 16 to 25 years. Gender was relatively balanced in all other studies (42%-50% male), except for the YBMen study, which focused on students who identified as black men. Participants were recruited from a range of sources and methods. The Horyzons and Rebound studies recruited from early intervention clinics, the Facebook studies from an online network of university students, and the MindMax studies were based on participatory design workshops and focus interviews with AFL fans, players, gamers, mental health and well-being consumers, clinicians, researchers, and academics.

Outcome Measures

The Horyzons study focused on mood disorders with psychotic features and used the Brief Psychiatric Rating Scale, the Calgary Depression Scale for Schizophrenia, and the Beck Anxiety Inventory as primary outcome measures to determine reduction in symptoms of psychosis, depression, and anxiety, respectively. The Rebound study focused on depression used the interviewer-rated Montgomery-Asberg Depression Rating Scale (MADRS) as its primary outcome measure, along with other secondary measures of anxiety, social and occupational functioning, strengths use, social support, and social connectedness. The Facebook game study focused on mental health literacy used a self-assessment questionnaire developed by the researchers to assess this primary outcome and modified questions from the Motivated Strategies for Learning Questionnaire to assess learning motivation as the secondary outcome. The authors of the closed Facebook group study, which also focused on improving mental health literacy (in addition to providing social support), mentioned that quantitative outcome measures were collected; however, only results of the qualitative interviews have been published to date. The MindMax study used participatory design workshops and focus interviews to evaluate usability and initial experiences of using the app, whereas outcomes related to the app’s main aim to improve mental health literacy and well-being were being studied at the time of this review.

Study Quality

As all studies included in this systematic review were uncontrolled pilots or exploratory studies of acceptability or usability, no formal assessment of quality was performed. All 3 of the quantitative articles included used a pre-post design without a control group and aimed to provide proof of concept, rather than causal inferences about efficacy or effectiveness. The 2 MOST studies reported using completer analyses only (one of these had no dropouts and the other reported a dropout rate of 7.1%). The Facebook game study had a dropout rate of 42.5% and used multiple imputations to address loss of follow-up data for the 54 dropouts so that they could be included in an intention-to-treat (ITT) analysis. The result of the ITT analysis was consistent with the completer analysis conducted, which used only the 73 participants who completed both the pre- and posttest questionnaires.

The qualitative articles for the 2 MOST studies conducted semistructured interviews at the conclusion of the trial only, whereas the MindMax and closed Facebook group studies conducted structured interviews at multiple time points throughout the trial (although the latter only reported results of interviews conducted postintervention).

All 4 qualitative studies transcribed the interviews and coded them for thematic analysis using either QSR NVivo software or spreadsheet techniques. The Rebound and MindMax studies followed the established thematic analysis guidelines of Braun and Clarke [28], whereas the Horyzons study followed accepted qualitative methods [29,30] that recommend conducting multiple parses of the qualitative data with different levels of coding. The closed Facebook group study applied a data reduction technique developed by the lead author called the rigorous and accelerated data reduction technique [31].

Characteristics of Social Networking Functions

The social networking environment of the Horyzons and Rebound platforms was known as The Café. The platforms included a newsfeed where participants and moderators could post text, pictures, and videos and like or comment on posts of other users, similar to well-known Facebook functions. The newsfeed incorporated categories to organize discussion threads into themes (eg, what’s on your mind, I’m loving right now, cheer me up, and strength news). The system also included a homepage, showing all the activity and notifications relevant to the participant. Participants could also view the wall of others, displaying that participant’s individual activity (similar to what Facebook now refers to as the timeline), and their own network (similar to Facebook’s friends function).

On the basis of the MOST model [26], the Horyzons and Rebound platforms were designed to reinforce the therapeutic content of the interventions and ensure constant flow between the therapy and social networking components. This was achieved by integrating questions within the therapeutic content to promote discussion and encourage users to share their own experiences, which then become discussion threads within The Café. Both platforms also featured an online group-based problem-solving space (known as Talk It Out in Rebound), guided by moderators within the social networking environment. Using an evidence-based problem-solving framework [32,33], moderators guided participants through the structured phases of problem definition, brainstorming solutions, identifying pros and cons, and summarizing possible choices. Offered solutions and participants’ experiences were then saved in a database for
participants to refer to throughout the intervention. The Horyzons intervention also included a job zone, where users could access information regarding training and vocational recovery, or ask Gina, an expert in this area.

The MindMax platform also featured a familiar Facebook-style interface, with the main social networking function being a newsfeed where participants could post text, pictures, and animated graphics interchange formats (but not videos) and like or comment on posts of other users. Participants could also use hashtags to make their posts searchable to other participants (eg, #gratitude, #values, and #fitminds) or share their MindMax posts on other SNS such as Facebook. Integrated alongside the newsfeed were the Train well-being education modules (Fit Minds, Values, and Thoughts) and Play, where participants could use the footies awarded for completed activities within the education modules to play the Flick Footy video game and then post their score in the newsfeed for other participants to view, like, and comment on. There was also a Me function where participants could update their profile and view their activities and saved posts. The Train modules often included text and videos from AFL players and short questionnaires and activities. Completed activities were automatically posted to the newsfeed with appropriate hashtags by default (this could be turned off in profile settings). Being a mobile phone app, MindMax utilized push notifications to alert users about activities relevant to them when not using the app.

The purpose-built game Ching Ching Story was an app within Facebook, and as such, its social networking functions interacted with those of Facebook. For example, task completed notifications were posted on players’ Facebook walls (now known as timelines) to acknowledge achievements in the game and encourage interaction between players via Facebook likes and comments. Additional functions within the game itself included the ability to send friends greetings, gifts, and special tools needed to accomplish certain tasks. Gifts were also offered to players for sending invitations to their Facebook friends to join the game. A leaderboard was also available within the game to create an atmosphere of competition.

The other Facebook study, YBMen, used a closed Facebook group to post educational material (taken from gender and culturally relevant popular culture references) and daily prompts for group discussion about the importance of mental health, social support, and the challenges associated with rigid adherence to masculine norms. Participants communicated with each other and the study team using standard Facebook functions (comments, likes, and posting and sharing content). Group facilitation techniques included group problem solving, action planning and feedback, and individual decision making to improve mental health behaviors and outcomes.

Moderation

The inclusion of expert moderators with clinical experience was a key feature of the MOST platforms. The moderators in Horyzons were clinical psychologists and vocational workers, identified within the social networking platform as coach. They moderated the site daily for 1 to 2 hours, and their role was to “guide, but not censor, the interaction to ensure a safe and supportive environment”[18]. The moderators in Rebound were experienced youth mental health clinicians who monitored the site daily. In addition, both platforms used an auto-detect risk management system to identify keywords associated with risk of relapse, self-harm, or suicide, which would then trigger crisis protocol and risk assessment.

The Rebound study also featured peer moderators known as Super Users — young people with recent lived experience of mental illness who were given training and supervision to provide peer support to other users of the site. However, most users were not aware of the Super Users (identified only by a distinct symbol on their avatar) and, therefore, did not recall interacting with them. Those who were aware of Super Users thought that they were useful as role models and gave them hope that they could also recover. The previously conducted Horyzon study did not include peer moderators; however, most users believed that including previous users of the site as peer moderators would be beneficial, and 90% reported interest in becoming one themselves.

The moderator in the YBMen Project was the lead author, an African American female researcher with 13 years’ experience in research and community interventions on the mental health of black men. The moderator and her team (male and female graduate students) were responsible for not only monitoring the site but also for posting the daily educational material along with questions to generate group discussion and facilitate engagement, in contrast to the MOST platforms where therapeutic content was included in modules for users to work through at their own pace. It was not clear whether the YBMen moderator and her team were individually identifiable with the Facebook group or whether they all used the same Facebook user account.

The MindMax and Ching Ching Story studies did not report whether moderation was a feature of their platform.

Intervention Efficacy

Depression, Anxiety, and Psychosis Symptoms

A moderate to large reduction in participants’ depressive symptoms (d=0.6) was found after using Horyzons for 1 month [18]. A small reduction in anxiety symptoms was found but failed to reach significance, and there was no reduction in psychosis symptoms between pre- and postintervention. A similar effect size for reduction in depressive symptoms was reported by Rice et al [19] in their pilot study of Rebound, with a significant improvement in interviewer-rated depression scores on the MADRS after 2 months (d=0.45). There was no improvement in anxiety, social and occupational functioning, social support, or social connectedness; however, there was a trend (P<.1; d=0.29) for improved strength use.

Mental Health Literacy

The study measuring health literacy demonstrated a moderate to large improvement in performance on their 31-question knowledge test (d=0.65) following a 3-week period of using the purpose-built Facebook game [20]. Intrinsic goal orientation was identified as the primary factor in learning motivation. Self-efficacy for learning and performance significantly predicted learning outcomes, whereas test anxiety was found
to be negatively associated with learning outcomes. The MindMax and closed Facebook group studies also aimed to improve mental health literacy; however, studies published to date have not reported this as an outcome variable.

Engagement

User engagement data for the Horyzons platform suggested high use among participants, with 60% using the system in each of the 4 weeks (70% in at least 3 out of 4 weeks). The social networking component was used by 95% of participants, with a median of 192 social page views/actions per participant. Module use varied across participants; however, 95% completed at least one full therapy module and 60% completed at least three modules (of 7 available). There was a median of 65 therapy-based page views per participant.

Engagement with the Rebound platform was also high, with 70% logging in weekly (78.5% in at least 2 of 3 months). The social networking component was used by all participants, with a mean of 51.1 social posts per participant. In terms of therapeutic content, 42.9% completed 5 or more therapy modules (of 56 available) and 26.2% reported completing 5 or more actions (applying therapy content in the offline world).

The structured interviews conducted to investigate initial experiences with the MindMax platform revealed that participants found the gaming and sporting elements to be the most engaging aspects of the app, with many returning to use the game even after completing all the well-being training. Statistics of engagement with the social networking functions are anticipated to be reported in a future report of the currently ongoing evaluation trial of MindMax.

Engagement with the YBMen intervention was assessed via quantitative data collected about the level of Facebook activity recorded. Most participants (67.3%) viewed Facebook postings at least weekly and around half (50.9%) actively contributed each week by commenting or posting new material.

Assessment of engagement with the purpose-built Facebook game was not reported.

Usability

Horyzons was considered a useful long-term treatment option beyond discharge by 70% of participants, with a majority reporting that it significantly increased their social connectedness (60%) and empowered them in their own recovery process (55%). The social networking component of Horyzons was perceived as useful by 70% of participants. Moreover, 90% of participants considered moderation to be supportive and 85% thought it would be beneficial to include peer moderators who were previous users of Horyzons (with 90% reporting they would like to become online peer moderators). There were no incidents (ie, adverse events or inappropriate usage) during the study.

User experience data for the Rebound platform were collected via a standardized industry tool for benchmarking websites called Web Analysis and Measurement Inventory (WAMMI) [34]. Rebound rated above average on all 5 WAMMI domains (attractiveness, controllability, efficiency, helpfulness, and learnability), achieving a global utility percentile rank of 59.6.

In addition, ratings on a 1- to 5-point scale were collected to assess safety (4.7), helpfulness (3.6), and perceived benefits related to social connectedness (3.5). Impressions of the moderators were assessed on 1- to 7-point scales, with participants rating their agreement that moderators encouraged open discussion (6.0), accepted them (5.8), provided them with choices (5.5), and listened to how they would like to use Rebound (5.6).

Initial usability testing of MindMax with 3 users revealed an appreciation for the gamification of content and shared use by known AFL players [27]. Concerns were expressed regarding privacy and the possibility that users may only post or like content to get points, rather than meaningfully engage with the app.

Interviews conducted at the conclusion of the YBMen study revealed that the use of Facebook as the intervention platform was well-liked by participants, as they appreciated being able to receive notifications alerts on their mobile phones. Many participants also liked that Facebook facilitated conversations that they would not feel as comfortable having face-to-face. Barriers to engagement identified included not being able to understand some of the language used by the moderator.

Assessment of the usability of the purpose-built Facebook game was not reported.

Discussion

Principal Findings

The aim of this systematic review was to identify studies investigating the use of SNS to support the mental health of children and youth. A total of 9 articles reporting on 5 separate studies were identified. Of the 9 studies, 2 studies targeted specific mental health issues (depression and psychosis), whereas the other studies focused on improving mental health literacy, social support, and general well-being. Only 3 quantitative studies were identified and all used a pre-post design (without a control group) to establish proof of concept, rather than causal inferences about efficacy. Although this precluded any meta-analysis or assessment using Effective Practice and Organization of Care quality criteria, some of the outcome measures produced encouraging results, with significant reductions in depressive symptoms and significant improvements in mental health knowledge. However, there was no significant reduction in anxiety or psychosis symptoms. Acceptability and usability of the platforms reviewed were generally high, as were perceptions of usefulness and safety. There were no adverse incidents reported in any of the studies. When offered a choice, users showed a preference for mobile apps over Web-based interfaces and appreciated receiving notification alerts on their mobile phones. Overall, this review found evidence for the potential for SNS–based interventions to support the mental health of young people.

Engagement with the SNS platforms was high in most studies, with low dropout rates, and most users logging in and actively posting and engaging with content, moderators, and other users, on at least a weekly basis. Moderation was identified as a key component of the success of the interventions. The therapeutic
interventions that were most favorably viewed by users were those that were guided by moderators within the social networking environment, with users generally finding moderators to be friendly, supportive, and caring. There was also initial support for the inclusion of peer moderators to act as role models and support the experience of other users; however, it is not suggested that these should replace the role of expert moderators with clinical experience.

Positive feedback on the benefit of giving and receiving peer-to-peer support was also received, consistent with established literature [35,36]. Users of the MOST platforms reported that the most valued characteristic of the intervention was the ability to connect with other young people of a similar age with shared experiences, backgrounds, and mental health issues. Users felt safe because the sites could only be accessed by clients of the mental health services from which they had been recruited, which also contributed to feelings of belonging to a group of peers with similar experiences. There were indications that users felt understood, supported, more socially connected, and more willing to discuss their issues as a result of interacting with peers who were facing challenges similar to them.

However, not all users were active in their use of the social networking functions, with qualitative feedback revealing that some users preferred to eavesdrop on discussions taking place or lurk. Santesteban-Echarri et al [22] identified 2 clear subgroups of low interactors in the Rebound study. The first subgroup did not like online interaction and/or had sufficient offline support, supporting the typology of social media users by Fergie et al [37] that suggests the more offline support someone has, the less regularly they engage with health-related content on social media. The second subgroup of low interactors simply felt too shy, indicating that either the activity on the site was not high enough for them to feel comfortable to initiate a conversation or that not knowing fellow users was a barrier (despite anonymity being one of the obvious advantages and aims of closed SNSs for supporting youth mental health). This desire to know other users was also raised by participants in the YBMen project, who suggested that having occasional face-to-face meetings would have benefited the intervention (although the authors note that this may have been influenced by the project’s association with an existing offline group).

Although it is possible that having a less than positive regard for anonymous online interactions may be a potential barrier to gaining benefit from SNS-based youth mental health interventions, more research is needed to establish whether eavesdropping on discussions may still be beneficial for low interactors. Recent research suggests that having a strong sense of community and inclusive culture are important factors for deriving positive outcomes among lurkers of online health support groups [38,39]. The design of SNSs for supporting youth mental health should, therefore, engage in strategies to create a sense of community and promote regular contributions from users [40], given it appears that variable levels of interactivity and engagement over time are features of these platforms.

Overall, the integration of the social networking components with the psychoeducation and therapy modules in the MOST interventions was considered successful, as evidenced by a high level of engagement with both and positive qualitative feedback from users. The MindMax and Ching Ching Story platforms also aimed to integrate social networking functions with the online education activities around mental health literacy, for example, by encouraging users to post about their successes in completing activities and comment on the successes of others. However, there was no evidence provided to suggest that the social networking functions were well utilized during the trials of these 2 platforms (although it was stated that social connectedness of MindMax users will be reported in a future evaluation of a naturalistic trial).

The need to integrate therapeutic and social networking functions was not an issue for the YBMen project, as all activities took place within the closed Facebook group. This had the additional benefit of locating the intervention within a platform that most users were already familiar with and using daily on multiple devices, including mobile devices, which was something that users appreciated. Although using naturally occurring SNS such as Facebook to deliver interventions could be a way to address the difficulty that purpose-built platforms may face in creating the norms, dynamics, and atmosphere of naturally occurring online communities [41], more evaluation is needed regarding the potential benefits and risks of using such widely used SNSs for this purpose [42].

In their commentary on the future of peer-to-peer support on social media, Naslund et al [43] identified several risks that should be considered in the design of any platform that enables peer-to-peer support. First, there are risks inherent with obtaining advice from nonexpert peers who may unwittingly pass on misleading or unreliable information. Although research shows that many users of online health forums are aware of the need to evaluate the accuracy of advice received and whether it applies to their own circumstances [44], it is not known whether young people with mental health concerns do so routinely. Second, similar to all online environments, there is the potential to be exposed to hostile or derogatory comments from others, which could have a negative impact on the mental health of users. These key risks can be largely mitigated against on closed SNSs by having clinically trained moderators regularly review posts made by users so that they can clarify, correct, or potentially remove any posts that may be problematic for other users. Although none of the studies in this review reported the need to address any problematic posts, the MOST and YBMen interventions did have this ability, as their expert moderators were actively engaged with all content posted. The presence of expert moderators greatly contributed to users’ perception of safety of the platforms.

Limitations

It is important to acknowledge the limitations of this systematic review. First, searches were conducted in 2 databases only, limited to English-language publications, and excluded grey literature. Although the selected databases contain the largest number of health, medical, and psychological journals, this search strategy was complemented by hand searches of previous
reviews, key journals, and reference lists of key articles, which yielded an additional 14 articles. Searches were current at June 2018, but as mentioned above, some of the interventions evaluated in the included articles were either ongoing or had collected additional data that were intended to be published in the future (eg, a 5-year randomized controlled trial of Horyzons was recently completed); therefore, it is likely that further articles will soon appear in scholarly journals. Finally, it is possible that this review was subject to publication bias should authors have failed to publish studies with null or negative findings.

Conclusions and Implications for Future Research
This review updates and expands previous reviews of the use of SNS for supporting youth mental health, which have, to date, only focused on specific disorders. By broadening the scope to include all aspects of mental health, including mental health literacy, this review shows that SNSs may play a useful role in providing mental health support to both clinical and nonclinical populations. It has also highlighted the importance of involving end users across all stages of intervention and platform design development according to participatory design principles [45] and suggests that users prefer to be able to access SNS interventions on their mobile devices.

The evidence reviewed suggests that young people find SNS–based interventions highly usable, engaging, and supportive. However, high-quality evidence for their efficacy in reducing mental health symptoms is currently lacking. Furthermore, the majority of data collected in the reviewed studies came from participants aged over 18 years; therefore, there is a particular need for further investigation into the suitability of SNS–based interventions for adolescents aged less than 18 years. Now that proof-of-concept is established for some of the SNS interventions reviewed here, higher quality studies are required (ie, randomized controlled trials over longer periods), with populations that focus on adolescents as well as young adults, to build the evidence base in this field and address the following unanswered questions: Which aspects of SNS interventions are most beneficial for users and how do they mediate mental health outcomes?, Do skills gained online translate to sustained improvements in offline functioning and well-being?, Are some mental health issues and/or phases of the users’ journey better suited to SNS interventions than others?, What level of participation is required from users to gain benefit?, Are mobile apps and mobile-friendly interfaces more beneficial for users?, and Is there an optimum user group/community size? There are also methodological challenges to address such as those associated with evaluating multicomponent interventions, collecting objective measures of mental health outcomes online, and dealing with variable levels of engagement and retention over longer periods.

Overall, the evidence reviewed suggests that both clinical and nonclinical users found SNS–based interventions to be safe, engaging, supportive, and useful. When moderated, ideally by mental health professionals, the benefits of SNS–based interventions for youth mental health appear to outweigh any potential risks. Given that young people are already turning to SNSs to engage in knowledge seeking and peer-to-peer support, SNS–based youth mental health interventions present a promising opportunity to help address some of the barriers young people face in accessing qualified mental health support and information. They also provide an opportunity to combine the well-established benefits of peer-to-peer support with accessible and cost-effective online interventions.
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Abstract

Background: Excessive wait times for specialist care pose a serious concern for many patients, leading to duplication of tests, patient anxiety, and poorer health outcomes. In response to this issue, many health care systems have begun implementing technological innovations designed to improve the referral-consultation process. Among these services is electronic consultation (eConsult), which connects primary care providers and specialists through a secure platform to facilitate discussion of patients’ care.

Objective: This study aims to examine different eConsult services available worldwide and compare the strategies, barriers, and successes of their implementation in different health care contexts.

Methods: We conducted an environmental scan comprising 3 stages as follows: literature review; gray literature search; and targeted, semistructured key informant interviews. We searched MEDLINE and EMBASE (literature review) and Google (gray literature search). Upon completing the search, we generated a list of potential interview candidates from among the stakeholders identified. Potential participants included researchers, physicians, and decision makers. The maximum variation sampling was used to ensure sufficient breadth of participant experience. In addition, we conducted semistructured interviews by telephone using an interview guide based on the RE-AIM framework. Analyses of transcripts were conducted using a thematic synthesis approach.

Results: A total of 53 services emerged from the published and gray literature. Respondents from 10 services participated in telephonic interviews. The following 4 major themes emerged from the analysis: service structure; benefits of eConsult; implementation challenges; and implementation enablers.

Conclusions: eConsult services have emerged in a variety of countries and health system contexts worldwide. Despite differences in structure, platform, and delivery of their services, respondents described similar barriers and enablers to the implementation and growth and reported improved access and high levels of satisfaction.

(J Med Internet Res 2018;20(12):e11112) doi:10.2196/11112
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Introduction

Excessive wait times for specialist care pose a serious concern for many patients, leading to duplication of tests, patient anxiety, and poorer health outcomes [1-3]. In response to this issue, many health care systems have begun implementing technological innovations designed to improve the referral-consultation process [4-8]; among these are electronic consultation (eConsult) services—secure Web-based applications that facilitate asynchronous communication between primary care providers (PCP) and specialists, allowing PCPs to ask questions to specialists directly about a patient’s care and, in some cases, avoid the need for a face-to-face consultation.

In 2009, our team launched the Champlain Building Access to Specialists through eConsultation (BASE) eConsult service in the Champlain health region of Ontario. As our service grew, we wanted to gain a better understanding of whether other such services were operating in Canada. To this end, we conducted an environmental scan of services across Canada to ascertain the status of eConsult in each province. Our study found no other eConsult services in the country; only 2 other services emerged besides our own, both of which were exclusively electronic referral (eReferral) systems [9]. Unlike eConsult, which can supplement or replace the in-person referral in some cases, eReferral is simply a platform that lets PCPs submit or schedule patient referrals electronically.

Since then, interest in eConsult has expanded in many countries [7,8]. Champlain BASE has likewise grown, reaching its 50,000th case. Building on its regional success, the service is in the process of expanding province-wide, with money for its implementation earmarked in Ontario’s 2017 budget. In addition, the service is expanding beyond provincial borders. Partnerships with provincial and national groups have resulted in services informed by the BASE model emerging in Alberta, Manitoba, Quebec, and Newfoundland and Labrador.

Given our service’s forthcoming growth, we have endeavored to update our previous scan, making 2 key changes to its scope. First, we have expanded our search for services available outside of Canada to capture a broader range of experiences. Second, we focused our current scan exclusively on eConsult services, as eReferral services address different issues and are not directly comparable to eConsult. These changes allowed us to examine the success and barriers faced by eConsult services in a wide array of different contexts, providing invaluable insight into which elements are most vital and which may—or indeed, should—be adapted to fit the individual circumstances of the region in which they are implemented.

Methods

Design

This study follows the methodology used in our previous environmental scan modified to expand from a Canadian to an international focus [9]. Our process was implemented in 3 stages—a literature review, gray literature search, and key informant interviews.

Population

Our environmental scan targeted any documentation pertaining to the development, implementation, or expansion of eConsult services. We defined eConsult services as asynchronous, directed communication between providers over a secure electronic medium that involved sharing of patient-specific information and sought clarification or guidance regarding clinical care. Although services based in any country were eligible for inclusion, only literature published in English and French were reviewed.

Literature Review

We conducted a literature search of MEDLINE and EMBASE databases on April 5, 2017 to identify existing eConsult services. Our search strategy built on the keyword combinations and variants used in our previous scan, with modifications to expand the scope beyond Canadian services to include services implemented internationally and focus exclusively on eConsult services (Multimedia Appendix 1).

Gray Literature Search

Following the literature review, we performed a gray literature search on April 7, 2017 using the Google search engine (Multimedia Appendix 2). If the search yielded >100 hits, the reviewer read through all results until 10 pages (1000 hits) had passed without yielding any information about a new service or the end of the search was reached.

Key Informant Interviews

Upon completing the literature review and gray literature search, we generated a list of potential interview candidates from among the stakeholders identified in the acquired documents. Potential participants included researchers, health care providers (eg, physicians), and decision makers involved in the development or implementation of an eConsult service. To ensure sufficient breadth of participant experience, we used the maximum variation sampling [10], with relevant factors including the service’s country of origin, technology platform, and host organization. Of note, we did not attempt to contact Canadian services for interviews, as our team had already developed partnerships with all services identified by the scan.

Potential participants were contacted by emails, which were written in English. For services based in countries with majority languages other than English, we generated brief descriptions of the project in their language using Google Translate. A member of our research team (JJ) conducted semistructured interviews by telephone between August 30, 2017 and November 14, 2017 using an interview guide structured around the RE-AIM framework, which assesses a project’s ability to translate research into action using the 5 following categories: reach, effectiveness, adoption, implementation, and maintenance (Multimedia Appendix 3) [11]. The interviewer was a research coordinator with a master’s degree and experience conducting previous qualitative studies; he had no prior relationship with any interview subjects. Interviews began with a brief discussion of the research project’s objectives. All interviews were conducted in English and lasted 20-45 minutes. Interviews were audiorecorded and transcribed verbatim. Participants received
Data Analysis
Transcripts were uploaded into NVivo version 11 (QSR International). Team members followed the thematic synthesis approach outlined by Thomas and Harden [13]. One member of the research team (JJ) reviewed the transcripts and developed an initial framework of descriptive and analytical themes. The remaining 6 team members independently reviewed the transcripts using the framework, meeting to discuss progress, identify any disconfirming data, and confirm whether data saturation had been reached. Emerging themes were agreed upon by consensus and amended as needed based on new data.

Ethics Approval
The Ottawa Health Science Network Research Ethics Board (20120894-01H) and the Bruyère Continuing Care Research Ethics Board (M16-12-052) provided ethics approval for this study.

Results
Service Details
A search of the MEDLINE database returned 262 cases, of which 115 were deemed sufficiently relevant to be reviewed by abstract. A search of the EMBASE database returned 441 cases, of which 172 were sufficiently relevant for abstract review. The results of both searches were combined, resulting in 206 citations after duplicates were removed. A review of these citations revealed 28 distinct eConsult services that met our definition of eConsult (ie, asynchronous platforms that allow PCPs and specialists to discuss a patient’s care). Additional 25 services emerged from the gray literature search, resulting in 53 eConsult services from 17 regions (16 countries plus one international service). The United States had the highest number of identified services (n=28), followed by Canada (n=4), Brazil (n=3), and Spain (n=3). Figure 1 presents a map of all services.

Usage
Usage patterns varied considerably between services, which operated in a range of environments and at vastly different scales. For instance, the Bradford Teaching Hospitals eConsult service offers different single-specialty services, among the largest of which—renal medicine—handles roughly 30 cases a month answered by a single nephrologist, whereas the Veteran’s Health Administration’s New England region processed 90,600 cases in 2015 alone.

We sent emails to representatives from 49 services (Canadian services, including our own, were excluded from interview recruitment to avoid bias). Representatives from 11 services responded to our emails and completed telephonic interviews. In 2 cases, we held joint interviews with 2 representatives from the service. In another case, 2 separate interviews were conducted about the same service because the initial respondent recommended that we interview another representative. One of the services we interviewed was excluded from our analysis because it was still in its preliminary stages and had not yet developed an eConsult platform. Our final dataset, thus, consisted of 11 interviews with 13 representatives from 10 eConsult services in 4 countries. Respondents held a number of roles, including researchers (n=3), PCPs (n=2), specialists (n=2), managers or directors (n=2), and chief executive or medical or information officers (n=4) and represented a range of service types, varying in size, technology leveraged, and funding model. Table 1 describes the service characteristics.

The thematic analysis of the interviews revealed 4 themes as follows: service structure, benefits, implementation challenges, and implementation enablers (Figure 2).

Service Structure
Respondents discussed a number of issues pertaining to the structure of their eConsult service, including its usage, platform, implementation, and payment.
Table 1. The characteristics of services discussed in telephonic interviews.

<table>
<thead>
<tr>
<th>Name</th>
<th>Country</th>
<th>Active since</th>
<th>Host organization</th>
<th>Tech platform</th>
<th>Payment model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estonian Health Information System</td>
<td>Estonia</td>
<td>2011</td>
<td>Government</td>
<td>EMR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Nonprofit</td>
</tr>
<tr>
<td>ZorgDomein</td>
<td>Netherlands</td>
<td>2001</td>
<td>Business</td>
<td>EMR</td>
<td>Profit</td>
</tr>
<tr>
<td>Bradford Teaching Hospitals</td>
<td>UK</td>
<td>2005</td>
<td>Hospital or clinic</td>
<td>EMR</td>
<td>Nonprofit</td>
</tr>
<tr>
<td>AristaMD</td>
<td>US</td>
<td>2014</td>
<td>Business</td>
<td>EMR</td>
<td>Profit</td>
</tr>
<tr>
<td>Los Angeles Dept Health Services</td>
<td>US</td>
<td>2012</td>
<td>Government</td>
<td>Web&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Nonprofit</td>
</tr>
<tr>
<td>NYC Health + Hospitals</td>
<td>US</td>
<td>2015</td>
<td>Hospital or clinic</td>
<td>EMR</td>
<td>Nonprofit</td>
</tr>
<tr>
<td>CHC Association of Connecticut</td>
<td>US</td>
<td>2017</td>
<td>Nonprofit</td>
<td>EMR</td>
<td>Nonprofit</td>
</tr>
<tr>
<td>Veteran’s Health Administration</td>
<td>US</td>
<td>2011</td>
<td>Government</td>
<td>EMR</td>
<td>Nonprofit</td>
</tr>
<tr>
<td>Duke Institute for Health Innovation</td>
<td>US</td>
<td>2016</td>
<td>Research institute</td>
<td>EMR</td>
<td>Nonprofit</td>
</tr>
<tr>
<td>RubiconMD</td>
<td>US</td>
<td>2013</td>
<td>Business</td>
<td>Web</td>
<td>Profit</td>
</tr>
</tbody>
</table>

<sup>a</sup> EMR: electronic medical record.  
<sup>b</sup> Web: browser-based Web application.

Figure 2. Map of themes and subthemes.

Platform

All respondents’ services utilized 1 of 2 main platforms—those integrated into electronic medical records used by participating clinics, and those hosted on the Web and accessed through a Web browser. However, platforms varied considerably within these categories. In some cases, eConsult functioned as part of the referral process, with all referrals automatically made eligible for eConsult. For instance, in the Los Angeles Department of Health Services, “eConsult is the mandated way to request nonurgent, nonemergent outpatient specialty care services from us. There is no other pathway” (Respondent 11). Others, such as RubiconMD, offer “a Web-based and also mobile app-based eConsult platform” (Respondent 9) through which PCPs can submit eConsults if they so choose.

Implementation

Respondents’ services were at various stages of implementation, with some well-established services having operated for years, whereas others were only recently launched and still in their pilot phases. Many respondents described the implementation as a gradual process that leveraged grassroots connections, beginning in one instance as “a bottom-up initiative between one family doctor and one hospital” (Respondent 1). Another respondent described the initial service he worked on as operating largely independently alongside a handful of sympathetic providers:

“We deliberately went under the radar to start with because we thought there’d be a lot of red tape trying to get this approved. We just thought it was such an obvious thing to bring advantage to patients that we should generate some under-the-radar momentum and enthusiasm and run with that.” [Respondent 2]
Payment
Participating services included for-profit businesses, as well as nonprofit organizations affiliated with universities, hospitals, and regional or national governments. As such, payment mechanisms varied widely based on the objectives of the organization and the health system of the country in which it operated. In US-based systems, the payee was typically a patient’s insurer or, for some populations (eg, safety-net services for low-income individuals, the Veteran’s Health Administration) the state-funded Medicare or Medicaid. In countries with universal health care (eg, the United Kingdom and Estonia), payment came directly from the government. Some services remunerated PCPs and specialists for participating, whereas others—particularly those that had integrated eConsult into the referral process—considered it an extension of the provider’s regular duties and provided no additional or alternate means of payment. For instance, in the Los Angeles Department of Health Services’ system:

[PCPs] don't see any change in their revenue as a result of using the system or not. The incentive for them to use the system is that this is how they get referrals to their patients. [...] The same goes for the specialists, because in the safety-net systems every doctor just has a flat salary and the whole system is just a flat capitated system. [Respondent 6]

Benefits
Participants described a number of benefits that eConsult provided—managing wait times, avoiding unnecessary visits, improving the quality of care, streamlining the referral process, building provider relationships, and cost savings.

Managing Wait Times
Many respondents cited rapid turnaround times as a major benefit of eConsult, noting that their service has helped manage wait times for patients seeking specialist advice, “by doing an eConsult you’re getting all the patients immediate specialist impact by getting someone to weigh in on their care plan” (Respondent 4). Several respondents noted that eConsult provided much-needed relief in areas where wait times were substantial, “There was a pretty significant backlog of referrals that hadn’t been managed at one of the health centers. And so they’re using this pilot as an opportunity to clear out that backlog” (Respondent 7). Respondents stressed how patients benefit from better management of wait times, “It’s also good for the patients as well to get that feedback quickly” (Respondent 2).

Avoiding Unnecessary Visits
Several respondents stated that their eConsult service “in many cases helps to avoid a referral” (Respondent 9). Respondents noted the benefit this has for patients, as many of them are able to receive care without the long waits and inconvenience associated with a specialist referral.

Improving Quality of Care
Respondents also discussed how eConsult services improve the quality of care patients receive; this improvement was multifaceted and extended beyond the speed of replies and capacity to avoid unnecessary specialist visits. As one respondent noted:

You can improve the quality of care, you can improve the speed of care, you can reduce the cost of care. There are so many aspects associated to teleconsultation. [Respondent 3]

While promptness and efficiency emerged as key benefits, respondents argued that eConsult still had value in cases where a face-to-face consultation was required, as it allowed PCPs to better support patients prior to the specialist consultation. As one respondent described:

A third [of cases are] new work, a third avoid a live visit and a third don’t avoid a live visit, but it may actually prepare patients and providers for the live visit better by having trialed a change in medicine before they see the specialist. Or allow the [PCP] to order certain tests that then would be available to the sub-specialist at the time of the visit. [Respondent 8]

Streamlining the Referral Process
Another benefit of eConsult was its ability to “streamline the referral process” (Respondent 6). One respondent described her service as providing a kind of triage, allowing patients who can be treated at the primary care level to avoid unnecessary visits while freeing up space for those who require face-to-face specialist referrals:

For patients who have higher acuity issues that do need a face-to-face visit, you’re able to identify those patients and expedite them. And because you’re clearing out these lower acuity patients from the waitlist to see the specialist, you’re seeing a huge opening of access to getting face-to-face [appointments]...by giving them earlier face-to-face care by the specialist, you’re not seeing patients sitting for months and months on a waitlist, getting worse, and then having some acute event and ending up in the E.R. [Respondent 4]

Another respondent noted that eConsult’s inherent tracking of consultation requests improved accountability by “making sure that every referral gets a specialist’s eyes on it and gets some follow-up” (Respondent 5).

Building Provider Relationships and Empowering Primary Care Providers
Several respondents mentioned that the interprovider connections fostered by eConsult can help build relationships between PCPs and specialists. In addition, eConsult can help empower PCPs by providing them with the necessary guidance to perform a broader scope of patient care. As one respondent noted, PCPs who use eConsult “feel that they can provide more [health care services] than expected of them initially” (Respondent 1).

Cost Savings
Finally, several respondents discussed eConsult’s ability to save money for patients and the health care system. Respondents
Implementation Challenges

Respondents mentioned several challenges associated with implementing eConsult—articulating service value, ensuring care is effectively delivered, financial barriers, technological challenges, minimizing provider burden, and scale-up.

Articulating Service Value

When discussing implementation challenges, nearly all respondents mentioned that they found it difficult to convince stakeholders of eConsult’s value. Often this challenge occurred at the management level, with respondents struggling to secure investment in the implementation from leaders who were skeptical of the service’s efficacy, “the initial challenge was actually convincing people that providers would use this, if it was made available” (Respondent 9). Convincing providers to engage was also sometimes a challenge, though in their case, it was more a question of fighting inertia and getting practitioners to adjust to new methods of delivering care:

The greatest challenge was getting people to think about their work differently. Specialists with the viewpoint that “how can I possibly care for somebody that I haven’t seen face-to-face personally and laid my own hands on them?” Getting them to think about delivering specialty care through this interaction with a primary care physician. Getting PCPs to think about this not as extra work, but as an actual patient-centric intervention, because you are setting up a communication with the specialist. [Respondent 11]

Ensuring Care is Effectively Delivered

According to a few respondents, one of the main challenges with eConsult is ensuring that the service consistently delivers appropriate care. These services tended to be nonprofit organizations that dealt with vulnerable patients and faced limitations in staffing, which at times made it difficult to reach patients and follow up with the advice received through eConsult:

Since we’re a safety-net system there are often concerns with having accurate contact information for patients. Some may change phone numbers, some may not have been comfortable giving us a phone number. [...] Capacity is really an issue for us. [Respondent 5]

A respondent from another service noted the particular challenges associated with using eConsult for urgent cases:

If you need urgent specialty care you’re still kind of stuck sitting sometimes in emergency room or begging the specialist, the office, to squeeze somebody in. And it’s hard to get that kind of urgent access. [Respondent 6]

Financial Barriers

A few respondents cited financial issues as a challenge to eConsult implementation; these included the logistics of paying providers, as well as securing sufficient funds to implement and run the service. Respondents spoke of the need for buy-in from decision makers capable of financing the service “through a pilot or for some seed money to get it off the ground” (Respondent 9), some of whom were reluctant to support new or unproven programs:

I think the biggest challenge for us has been the politics of some of this with the CEOs who look at this and say ‘yeah, that’s great. But how am I going to get paid? And how am I going to make money from this? Or how am I going to cover my costs?’” [Respondent 7]

In addition, one respondent noted that their eConsult service lacked “formal reimbursement mechanisms,” and that it was a challenge to develop “a payment mechanism to support the delivering of eConsult” (Respondent 10). This challenge extended to articulating the value eConsult delivered to patients without an existing business case model.

Technological Challenges

Several respondents described technical challenges in eConsult implementation. However, these issues were characterized not as serious issues but as inconveniences or growing pains associated with implementing any new system:

You’re going to run into some things where the information isn’t processing right or there’s something screwy in the EHR or whatever. [...] It’s just a matter of working through those issues. [Respondent 7]

This ran counter to some expectations in implementing a technical innovation. One respondent noted that his team “anticipated incorrectly that the main challenge would be technical” (Respondent 10).

Minimizing Provider Burden

When discussing their eConsult services, several respondents emphasized the need to minimize the burden of usage it placed on PCPs and specialists. While respondents viewed eConsult as time-saving for the system overall, they noted that adopting the service meant fitting new tasks into extremely busy workflows, an action which some providers resisted:

Whenever you change something there’s always new challenges. [...] PCPs have to make a larger investment in the conversation with the specialists to get their patient in for specialty care. [while specialists] need to have a more robust conversation...
with the PCPs in order to manage the patient. And so probably our biggest area of complaint or pushback has been the PCP is feeling like it's more work. [Respondent 11]

Scale-Up
A few respondents articulated ongoing challenges with scale-up, as their initial services attempt to serve a broader scope of patients over a wider area. Respondents noted that at a larger scale, issues such as payment and service delivery must be more formalized, as structures that worked for a few hundred providers may no longer work with a user base in the thousands.

Implementation Enablers
Respondents described a number of factors that contributed to the success of their services—responding to an existing need, addressing providers’ concerns and frustrations, building on existing infrastructure, engaging clinical champions, and embedding into provider workflows.

Responding to an Existing Need
The most commonly cited enabler for the successful implementation was answering a need that had been articulated by the target population; this need might stem from a policy initiative enacted by regional or national decision makers or from providers frustrated with the current state of affairs. As one respondent described:

"We had very long wait times. Many of our specialties had specialty care wait times over 6 months. Some more than a year. There was...the black hole phenomenon where a request would come into us and it would disappear." [Respondent 11]

A successful service will...
...build in the right cultural and financial system to make sure that incentives are aligned. So that PCPs have a reason to use it, specialists have a reason to be courteous and timely. [Respondent 6]

Building on Existing Infrastructure
When designing an eConsult service, many respondents found it advantageous to leverage existing platforms. In many cases, this consisted of an electronic medical records, which had the benefit of already offering a secure digital link between providers and clinics. By harnessing the established infrastructure, respondents were able to build their services at a fraction of the time and cost it would have taken to develop a wholly independent system. One respondent, describing the creation of an eConsult service inside an established network, stated, "I was almost stunned at how straightforward it was" (Respondent 10).

Engaging Clinical Champions
Several respondents spoke to the importance of engaging clinical champions early in the implementation process. These individuals were PCPs or specialists who believed strongly in the service, used it often, and advocated on its behalf to their colleagues. As the primary end users of eConsult, health care providers are uniquely positioned to offer feedback on how the service works, and respondents stated that their advocacy lent momentum and legitimacy to the project. In the words of one respondent:

"Having those clinical champions as true believers upfront has made all the difference in the world." [Respondent 7]

Embedding Into Provider Workflows
Several respondents underscored the importance of developing a service that fits "[as] seamlessly as possible into the clinician’s workflow. Because these guys are really strapped for time.” Ease of use was critical to successful adoption, and respondents described taking pains to cut out any extraneous or cumbersome elements from the application:

"Understanding the limitations that your teams have on a day-to-day basis and the bottlenecks that they experience has been really critical for us. [...] We had the time to really implement, see how things were going, find out that “x” component here was a few more clicks than it really needed to be, and that was a barrier for staff. And we could resolve that and improve that workflow." [Respondent 5]

Addressing Providers’ Concerns and Frustrations
To support buy-in from providers, several respondents made a point to seek user feedback regularly throughout the implementation process and address their concerns. Respondents stressed that to get physicians to consider using eConsult, it has to be, at least, as effective and easy to use as the traditional referral-consultation process:

"The main selling point for the service has been the commonsense nature of it and the fact that it works well for [PCPs] and it works well for [specialists]." [Respondent 2]

Discussion
Principal Findings
This study found that eConsult services are being implemented in countries around the world. Services can take a number of different forms, with variations in scope, technology platform, financial structure, and engagement strategy. They did not come predominantly from any one sector, emerging as private companies, research pilots, government initiatives, and extensions of existing hospitals or health care clinics. Despite these differences, respondents frequently described facing similar barriers in their implementation and cited common factors that enabled the successful implementation and growth of their services. Gaining interest from stakeholders, ensuring the service effectively meets its stated aims, and securing financial support were among the most frequently cited barriers, while engaging clinical champions, building on existing infrastructure, and addressing an existing need emerged as the main enablers of success.

Limitations
This study has several limitations. Of 53 services identified by the environmental scan, only 11 participated in interviews (10 of which were included). Services from the United States are
disproportionately represented, making generalization to other countries more difficult; this limitation is exacerbated by our ability to conduct interviews in only 2 languages (English and French). Although the effort was made to contact all services regardless of their location, our lack of fluency in other languages likely hindered our ability to recruit participants. In addition, all health care providers who participated in this study were physicians. As such, the views of other eConsult users (e.g., nurse practitioners) may not have been reflected.

Comparison With Prior Work
Among enablers, addressing an existing need was often described as a particularly important step. All services in this study emerged to address a common problem of poor access to specialist care, with individual approaches tailored to address each service’s target population. This approach reflects our own experience with the Champlain BASE eConsult service. Our team created eConsult as a direct response to excessive wait times for specialist care, which remains a significant and ongoing problem in Canada. A 2016 survey by the Commonwealth Fund assessed 11 countries on measures of the health care quality, including access to care. Canada ranked last on wait times for specialist care, with 56% of patients waiting ≥4 weeks for an appointment versus an average of 36% [14]. The severity of this issue drove the Champlain BASE eConsult service’s implementation in our region. Likewise, a number of respondents in this study built their own services around the needs of their communities. For instance, in the Commonwealth Fund survey cited above, the United States fared relatively well on the metric of specialist wait times—ranking third out of 11 participants—but faced a number of substantial barriers related to equity and cost of care [14]. As such, several of the United States-based services in this study developed their programs with a lens toward improving equity. Notably, several were “safety net services” specifically designed to help vulnerable individuals who lacked private insurance.

Encouragingly, eConsult is a flexible and multifaceted solution and has shown itself to be well-positioned to address the wide range of access issues presented by communities in different countries. Respondents witnessed a wide range of benefits of their eConsult services, including their ability to avoid unnecessary specialist visits, improve the overall quality of care, reduce costs, and improve communication between providers. These assertions are supported by the literature, which has reported many of the same benefits for eConsult services [7,8]. A systematic review conducted in 2015 identified 27 peer-reviewed papers discussing eConsult services and found high levels of provider satisfaction (70%-95%), quick response times (<3 days in most cases), and avoidance of unnecessary referrals [7]. A systematic review by our team found similar results, as well as some evidence of reduced costs [8].

Future of eConsult
The breadth of eConsult services now operating worldwide suggests a promising future for this model of health service delivery. In many cases, regional health authorities have integrated eConsult into the fabric of the health system, making it a mandatory component of the referral-consultation process. Other systems, including Champlain BASE, are supplemental and voluntary, relying on the provider and patient interest to drive engagement. While barriers to the eConsult’s expansion exist and must be addressed [15], the overall picture is encouraging, as evidenced by the experiences highlighted in this study. Furthermore, our efforts at the expansion have been highly successful; the service is currently expanding province-wide, and the College of Family Physicians of Canada recently released a statement identifying eConsult as a standard of practice.

The growing focus on eConsult as a method of improving patients’ access to care can be seen as an extension of the Patient’s Medical Home, a model of health service delivery that emphasizes that each patient should have a dedicated family practice that serves as “the central hub for the timely provision and coordination of a comprehensive menu of health and medical services patients need” [16].

The goal of the Patient’s Medical Home fits naturally into eConsult, as such services allow PCPs to take a more central role in their patients’ care. By using eConsult, PCPs are often able to gain the guidance they need to treat patients themselves when they would otherwise have referred them, and its capacity for direct interprovider communication improves care coordination and reduces the risk of cases being forgotten or recommendations lost.

Conclusions
eConsult services have emerged in a variety of countries and health system contexts worldwide. Structure, platform, and delivery model varied, but the services consistently demonstrated improved access and high levels of satisfaction. Respondents encountered several barriers to implementation but were able to overcome them by addressing an existing need and working with engaged clinician leaders. Lessons learned from this group will be helpful for those looking to implement an eConsult service in their own jurisdictions.
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Abstract

This paper briefly outlines the history of the medical record and the factors contributing to the adoption of computerized records in primary care in the United Kingdom. It discusses how both paper-based and electronic health records have traditionally been used in the past and goes on to examine how enabling patients to access their own primary care record online is changing the form and function of the patient record. In addition, it looks at the evidence for the benefits of Web-based access and discusses some of the challenges faced in this transition. Finally, some suggestions are made regarding the future of the patient record and research questions that need to be addressed to help deepen our understanding of how they can be used more beneficially by both patients and clinicians.
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A Brief History of the Medical Record

The history of medical records can be dated back as far as the Edwin Smith papyrus of 1600 BC, which describes 48 surgical case histories and was most likely written as an Egyptian surgical manual [1]. Later examples include the case histories of Hippocrates from around 400 BC [2] and medieval Islamic texts from around AD 925, which were largely adapted from Graeco-Roman case histories [3]. Throughout the centuries, medical records were mainly used for teaching purposes [4], and the popularity of cadaveric dissection in the 17th century focused on the use of case histories for the teaching of anatomy [5]. By the 1700s, the keeping of case history books by physicians was becoming more commonplace [6], and medical centers were keeping increasingly detailed patient records toward the end of that century and into the 1800s [7,8]. In the late 1800s, attempts were made to control the content and quality of hospital records for insurance and medicolegal purposes [7], but it was common at this time for physicians to keep their private notes separately to aid patient care [4].
In United Kingdom, Lloyd George’s National Insurance Act of 1911 made it compulsory for employed men aged 16-70 years to take out health insurance, and for general practitioners (GPs) providing their care to keep a written record of these patients [9]. While the content and layout of the record were not stipulated, their size was determined by the tin storage boxes provided by the government at that time [10]. These metal boxes were later replaced by envelopes, but the size of the primary care record persisted after the introduction of the National Health Service (NHS) in 1948 [10]. Early criticisms of the format of general practice records focused on the inconvenience caused by the small size of the envelopes, and the absence of a separate problems list [10]. To overcome these problems, there were calls for primary care surgeries to change to records in an A4 format in the 1960s and 1970s, but these failed to materialize [10]. Such concerns were soon to be made redundant by the introduction of computerized records systems [9].

**Transition to Electronic Records**

The history of computerized records in general practice can be traced back to Exeter in 1970 when John Preece became the first GP to use a computer in the consulting room [11]. The first government-sponsored electronic records system involved a small pilot by the Department of Health in Exeter in 1972 [9]. Ten years later, the government-sponsored “Micros for GPs” involving 150 UK practices, laying the foundations for further innovations [9]. In 1987, 2 private companies began offering computer systems to general practices free of charge with a plan to offer anonymized data to pharmaceutical companies to recoup their initial investment [11]. These schemes were hugely popular with GPs and this, coupled with remuneration changes in 1990, resulted in an exponential growth in the number of GP practices using computerized systems [9]. While <5% of GP practices used electronic records in the early 1980s, this increased to 80% in 1992 as government incentives continued [9] and by 1996, 96% of general practices used computerized record systems [11].

**Evolving Functions of the Electronic Record**

While the functions of the paper-based patient record expanded slowly over the centuries, the computerization of medical records in primary care has opened up a wealth of additional functionality. The functions of the electronic patient record can be roughly categorized into clinical, administrative, and statistical, although there is some degree of overlap. The electronic record continues to be used primarily as a clinician’s aide memoir, enabling primary care staff to see what was discussed at previous appointments or refer to a list of patients’ current and previous medical problems. Clinical tasks, such as prescribing, have become easier, safer, and more cost-efficient as electronic record systems can flag allergies, contraindications, potential drug interactions, and suggest lower cost-generic alternatives. Some electronic record systems link to knowledge databases, such as the National Institute of Health and Care Excellence Clinical Knowledge Summaries, or provide handy links to patient information leaflets such as those hosted on “patient.info.” Computerized records make it easier to ensure patients are followed up in a timely manner through the use of a “recall” function. Clinical audits can be carried out at the push of a button, enabling clinicians to ascertain how patient care can be improved, or identify patients who are slipping through the net.

In addition, administrative tasks are now vastly less labor-intensive. Keeping an up-to-date list of patients containing accurate demographic and clinical information no longer requires meters of filing cabinet; letters to patients and other specialties can be prepopped with important information from a patient’s record; and patient record transfers between GP surgeries is now increasingly an electronic process. Moreover, electronic record systems are used in the financial management of practices, for purposes such as securing reimbursement, budget planning, and reducing costs. Furthermore, the electronic patient record system can be used to enable secure communication between members of staff, reducing the risk of tasks being left undone and with the added benefit of an audit trail.

Computerized primary care records also provide a wealth of statistical information. The UK government has long seen the potential value of collecting such information [10], and there have been ill-fated attempts to monetize this information in the past by private companies [11]. The early GP computer enthusiasts designed computer systems to collect epidemiological data, and this tradition has continued to this day. Research using the Clinical Practice Research Datalink, which holds data on over 11.3 million patients from 674 UK practices [12], has resulted in a multitude of improvements in patient care and over 1800 scientific publications [13]. There is a growing interest in using machine learning approaches to define disease phenotypes in electronic primary care health records [14] while others are using statistical techniques used in astrophysics to develop predictive models of disease from the Clinical Practice Research Datalink [15].

In addition, the patient record can now be used by clinicians to send referrals directly to secondary care. Standardizing information flow between referrer and service provider is becoming an increasingly important function of clinical systems. A 2016 audit of suspected cancer referrals in Leeds found that only 48% were completed with the minimum required clinical information; this can lead to a delay in investigation and diagnosis. By leveraging existing functionality within SystmOne, the “DART” project to streamline the referrals process led to 100% of forms completed correctly within 3 months of introduction [16].

Projects such as “DART” illustrate how clinical systems have the potential to both improve patient safety and free-up much needed clinical resources. However, some initiatives to improve patient outcomes by harnessing the functionality within clinical systems may conversely have a detrimental impact on GP workload. The 2016 King’s Fund report aimed at “Understanding pressures in general practice” [17] cited the potential for new preventive services to impact the GP workload negatively. Preventive services (such as monitoring of chronic disease) have largely been made possible by recent advances.
in clinical systems. However, by linking chronic disease management functions to Quality and Outcomes Framework targets, there is an inevitable pressure for a huge amount of information to be manually read-coded within the record. Failure to do so can have a direct impact on practice income. Mindful of these tensions, it would seem imperative that future initiatives to use clinical systems to improve patient outcomes must take great care not to impact a clinician’s workload adversely.

**Enabling Patients’ Access to Their Own Records**

Throughout history, the medical record has traditionally primarily served clinicians and served patients only indirectly. The idea of enabling patients to have full access to their medical record, however, is not entirely new. For example, in 1973, Shenkin and Warner noted,

_Dissatisfaction with the functioning of the medical care system has become widespread. Four serious problems are maintaining high quality of care, establishing mutually satisfactory physician-patient relations, ensuring continuity and avoiding excessive bureaucracy. We believe these problems could be alleviated, in part, if patients were given copies of all their medical records._ [18, p 688]

Early proponents of granting patients open access to their primary care record included GPs from Balsall Health Centre in Birmingham who started enabling patients to access their full primary care record in 1977 [19], and GPs from Wells Park Road Practice in London who enabled full access from 1983 [20]. Reviews of the impact of promoting such access have shown beneficial effects and minimal risks [21].

The introduction of the Data Protection Act in 1998 gave patients the legal right to access their health records [22], setting the scene for changes to come. While the patient records aspect of the NHS Connecting for Health 2004/2005 business plan focused mainly on providing a single electronic record for health professionals across hospitals, primary care, and community services, it introduced a very limited degree of interactivity through the “chose and book” service [23]. At the same time, however, private companies were developing services that would enable patients to access their own electronic primary care record securely. In 2003, a private company started installing kiosks in GP surgeries that enabled patients to use fingerprint and pin authentication to gain access to their full GP electronic record [24]. By 2006, around 5000 patients had accessed their records in this way, and it was also possible to gain Web-based record access from home [24]. In 2007, the NHS introduced HealthSpace, a Web-based personal electronic health record, which enabled people to enter their health information and gain secure access to the summary care information in their GP record [25].

In 2010, the Department of Health outlined their vision of an information revolution incorporating Web-based access, giving people more control over their health care and improving choice [26]. The same year, the Royal College of General Practitioners published guidelines on enabling patients to access their electronic health records [27] and later published a more detailed “Road Map” on this topic [28]. Despite the British Medical Association’s concerns [29], the idea of Web-based patient access was now firmly on the UK government’s agenda, and in 2014, the National Information Board published a framework for action incorporating a vision stating,

_In 2015, all citizens will have online access to their GP records and will be able to view copies of that data through apps and digital platforms of their choice...it is essential that citizens have access to all their data in health and care, and the ability to ‘write’ into it so that their own preferences and data from other relevant sources, like wearable devices, can be included... This framework prioritises comprehensive access—with the ability for individuals to add to their own records—by 2018._ [30, p 21]

Providing patients with the ability to write in their own health record will facilitate the collection of Patient-Reported Outcome Measures as advocated by Gensheimer et al [31].

**The Impact of Web-Based Access to Records**

In 2012, to ascertain the impact of enabling patients to access their primary care record online, the Department of Health commissioned a systematic review of the evidence, supported by the Royal College of General Practitioners [32,33]; the review identified 17 randomized controlled trials, cohort, or cluster studies and summarized both the benefits and challenges of providing patients Web-based access to their record.

**Potential Benefits of Web-Based Access**

Providing patients with Web-based access to their record has been shown to benefit both patients and clinicians. Web-based access enables patients to book appointments online, request repeat prescriptions, and view test results, letters, problems lists, and free-text GP entries [34], although there are wide variations in the degree of access provided by GP surgeries [35]. Patients who use Web-based access report higher levels of satisfaction [36] and improved communication with health care professionals [32]. Benefits to patients include being able to use the Web-based record as an aide memoir and help them prepare for their next appointment [35,37]. Patients like the convenience of Web-based access, stating that it saves time and money, and reduces the number of telephone calls and appointments required [32,35]. In addition, Web-based access can be empowering and increase patients’ feelings of autonomy, with one study noting that 77%-87% of patients with Web-based access feel more in control of their care [38]. Other benefits include enabling patients to share their records with family members or other health care providers, or to appoint a proxy to access their record [33]. Web-based access benefits both patients and clinicians in other ways such as improving self-care, increasing the uptake of preventive services, and enabling patients to spot medication errors and have them corrected [32]. The use of Web-based Patient-Reported Outcome Measures built into the patient record increases patients’ confidence in managing their condition and has been shown to reduce remission rates for conditions such...
as inflammatory bowel disease [39]. One study found that 70% of clinicians reported Web-based access improved trust, strengthened relationships, and enhanced decision making [38], while another found it reduced the annual number of visits and telephone calls [40].

Challenges and Potential Negative Consequences

Despite the many benefits of enabling patients to access their record online, there are also a number of associated challenges. Clinicians have been especially resistant to opening up patient records for Web-based access owing to concerns that it will lead to an increased workload, cause unnecessary anxiety among patients, increase the likelihood of litigation, or challenge the current primary care business model [33]. Other concerns relate to security and confidentiality, equality issues (eg, literacy and internet access), risk of coercion, and information technology system compatibility [28]. The evidence regarding the impact of Web-based access on the clinicians’ workload is currently mixed, but there is inevitably an increase in the workload in the early transitional stage, including activities such as staff training [32]. As the patient record was not initially designed to be viewed by patients, the manner in which clinicians write in the notes will have to change if they are to be easily understood by a lay audience. One study, for example, noted that up to 36% of clinicians changed the record content to allow for Web-based access, and up to 21% reported spending more time writing notes [38]. Despite clinicians’ concerns regarding Web-based access causing anxiety among patients, leading to an increased risk of litigation, or data security breaches, a review of the studies, to date, has found little evidence these concerns are realized [33]. There is some evidence, however, that Web-based access could potentially lead to increases in health inequalities as those using Web-based access are more likely to be white, female, and middle class [32]. Although one might expect Web-based access to increase patient activation and, thus, improve health outcomes, less activated patients may be less likely to take advantage of Web-based access [41], thus potentially exacerbating health inequalities. Disappointingly, reviews of the literature, to date, reveal a lack of evidence for the impact of Web-based access on health outcomes [32,33], although an up-to-date systematic review is under way [42].

Future Directions

We are still some way from realizing the National Information Board’s vision of all UK citizens having read and write access to their full primary care record through a variety of digital platforms that enable them to upload data from wearable devices. Enabling such read and write access could help GPs improve their understanding of the effect of disease and treatment on the everyday lives of patients [39]. The majority of GP practices offering Web-based access do so in a limited way, and although there are some notable exceptions [43], most do not allow access to the clinicians’ free-text entries [44]. As De Lusignan et al noted, there is a need for further research to determine “how the medical record might be redesigned to guide and teach patients in a way that promotes self-management and ultimately improves health” [33] (p 7). Such research should be multidisciplinary, drawing upon expertise from fields beyond medicine such as health psychology and human-computer interaction. We need to engage with health economists to ascertain the full economic potential of Web-based access and the impact it may have on the primary care business model. Although some studies using self-report measures exist [35,37,45], further research is also needed to examine how patients actually interact with their Web-based record and the functionality they would like to see. The impact of Web-based access on the patient-clinician relationship and the power dynamic is also worthy of further investigation, especially with regards to the impact of enabling access to the full free-text record. All of these issues underline what must be our prime concern, and something for which the evidence is still limited, that is, how we can harness the potential of Web-based access to improve health outcomes. Patients’ expectations regarding access to their health information are changing, and the newly introduced General Data Protection Regulations [46] will undoubtedly shift the conversation further toward full unrestricted Web-based access. Clinicians will need to change how they view the patient record and learn to work with systems providers and patients to help instigate changes that will lead to improved health outcomes and increased savings for the NHS.
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Abstract

Background: Depression affects approximately 60% of people with aphasia 1 year post stroke and is associated with disability, lower quality of life, and mortality. Web-delivered mental health (e-mental health) programs are effective, convenient, and cost-effective for the general population and thus are increasingly used in the management of depression. However, it is unknown if such services are applicable and communicatively accessible to people with poststroke aphasia.

Objective: The aim of this study was to identify freely available e-mental health programs for depression and determine their applicability and accessibility for people with poststroke aphasia.

Methods: A Web-based search was conducted to identify and review freely available e-mental health programs for depression. These programs were then evaluated in terms of their (1) general features via a general evaluation tool, (2) communicative accessibility for people with aphasia via an aphasia-specific communicative accessibility evaluation tool, and (3) empirical evidence for the general population and stroke survivors with and without aphasia. The program that met the most general evaluation criteria and aphasia-specific communicative accessibility evaluation criteria was then trialed by a small subgroup of people with poststroke aphasia.

Results: A total of 8 programs were identified. Of these, 4 had published evidence in support of their efficacy for use within the general population. However, no empirical evidence was identified that specifically supported any programs’ use for stroke survivors with or without aphasia. One evidence-based program scored at least 80% (16/19 and 16/20, respectively) on both the general and aphasia-specific communicative accessibility evaluation tools and was subject to a preliminary trial by 3 people with poststroke aphasia. During this trial, participants were either unable to independently use the program or gave it low usability scores on a post-trial satisfaction survey. On this basis, further evaluation was considered unwarranted.

Conclusions: Despite fulfilling majority of the general evaluation and aphasia-specific evaluation criteria, the highest rated program was still found to be unsuitable for people with poststroke aphasia. Thus, e-mental health programs require substantial redevelopment if they are likely to be useful to people with poststroke aphasia.

(J Med Internet Res 2018;20(12):e291) doi:10.2196/jmir.9864
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Introduction

Background
Aphasia is a language disorder that can impact a person’s ability to understand and produce spoken language, read, write, calculate, and use gestures [1]. It is an acquired neurological condition that results from brain damage and occurs in approximately 30% of first-time strokes [2,3]. The communication changes experienced by individuals with poststroke aphasia may cause social exclusion, diminished social networks, activity limitations, reduced life participation, and lower quality of life [4-6]. Depression affects about one-third of stroke survivors without aphasia [7,8] and approximately 60% of stroke survivors with aphasia 1 year post stroke [3]. Negative emotional outcomes after stroke are associated with disability, lower quality of life, and mortality [8]. Hence, poststroke depression is a pressing clinical issue for those with poststroke aphasia.

Talk-based psychological interventions, such as cognitive behavioral therapy (CBT), are widely recommended in the treatment of depression [9-11]. However, a lack of suitably trained professionals, barriers related to cost, distance to care, transport, physical disability, time constraints, stigma, and impaired mobility make psychological interventions relatively inaccessible to many in need [12-16]. Significant communication disability may also prevent people with poststroke aphasia from participating in traditional talk-based psychological treatments [17]. For example, a recent study found that speech pathologists in the United Kingdom often perceived mental health professionals as being underskilled in working with people with poststroke aphasia and that this was a major barrier to referring aphasia patients onto mental health professionals [17]. It is acknowledged that during face-to-face communication, people with aphasia can make use of gesture, facial expression, sign, tone of voice, etc, to help understand others and to get their own message across. Although these communication supports are not offered by e-mental health interventions, there are still many examples of people with poststroke aphasia successfully accessing Web- and computer-based programs and interventions [18-20].

E-mental health is a digital form of mental health care and may offer a solution to the accessibility issues of face-to-face therapy commonly encountered by the general population. e-mental health services provide treatment and assistance to people suffering from mental illness via digital platforms such as computers and Web-based programs [21]. The term e-mental health encompasses both e-mental health literacy, which is the provision of information pertaining to the nature and treatment of mental health illnesses, and e-mental health programs, which are structured self-help programs designed to treat or prevent mental health disorders via an interactive interface [22].

In the context of e-mental health, accessibility refers to the ease with which patients can utilize the health care service in proportion to their needs, as well as the usability of the actual technology through which that service is provided [23]. The increased accessibility and convenience offered by e-mental health programs may enable patients to surpass the barriers associated with limited services, transportation, time, cost, and stigma [13,21]. This increased accessibility may be especially beneficial for patients with poststroke aphasia because of the high incidence of both mood disorders [8] and physical impairment [24] after stroke.

There is a large body of research that supports the use of e-mental health programs for depression; however, this research is generally limited to patients with depression who are otherwise healthy. Although 1 study reported preliminary evidence for computerized CBT (cCBT) in reducing depressive symptoms in people with traumatic brain injury [25] (a population that may also present with acquired communication deficits including aphasia [26]), patients with “insufficient English language skills” were excluded. Thus, such findings cannot be generalized to people with poststroke aphasia. Furthermore, a recent feasibility randomized control trial (RCT) of a CBT intervention for stroke survivors concluded that guided cCBT could potentially increase the accessibility of psychological support for stroke survivors [27]. However, the participants did not specifically have poststroke aphasia, and the communicative needs of stroke survivors with aphasia differ from those without. To the best of the authors’ knowledge, these are the only 2 studies that have investigated e-mental health programs directly in people with an acquired brain injury. Therefore, it is not yet known whether such services, and the digital technologies through which they are delivered, are communicatively accessible to people with poststroke aphasia.

Objectives
Previously, a scoping review identified and evaluated currently available e-mental health interventions for depression [28]. This review also acknowledged a lack of e-mental health programs for special populations and recommended that future studies investigate the accessibility needs of such populations so that adequate treatment can be made available to them. To the authors’ knowledge, no study has explored e-mental health treatment in terms of its suitability for people with depression and concurrent poststroke aphasia. This is the aim of this study.

Specific objectives were to (1) evaluate the general features of each program, (2) review the published evidence of each program for the general population and for stroke survivors with and without aphasia, (3) evaluate each program’s communicative accessibility for people with poststroke aphasia, and (4) determine which e-mental health program(s) may be most suitable for people with poststroke aphasia. It should also be noted that this study did not aim to evaluate how psychotherapeutic concepts, such as CBT principles and abstract concepts, were presented to users in the context of a broader psychotherapeutic community.

Methods
Scoping Review
In all, 2 previous scoping reviews that evaluated available e-mental health interventions for depression [28] and anxiety [29] within the general population were used as the basis of the methodology for this review. The authors aimed to simulate a Web-based search that would likely be carried out by a person
with poststroke aphasia seeking free Web-based treatment for depression.

**Search Strategy**

A Web-based search for e-mental health interventions for depression was conducted in July 2017. Consistent with previous scoping reviews [28,29], the search engine Google was used for the Web-based search. Prior research has found that people often use search engines, particularly Google, when seeking Web-based health information [30,31]. Hence, people with poststroke aphasia are more likely to find publicly accessible e-mental health programs via search engines rather than through academic resources such as journal databases. The Web-based search consisted of 2 stages: (1) a general Web-based search for e-mental health treatment for depression and (2) a Web-based search for e-mental health depression treatments for stroke survivors with and without aphasia. A total of 12 general search terms were used in the first stage of the Web-based search; they consisted of simple, lay keywords and did not include the words “stroke” or “aphasia.” As the most recent E-mental Health Strategy for Australia specifies the Government’s investment in Web-based CBT programs [21], many of these search terms relate to CBT. During stage 2 of the Web-based search, the authors collaborated with an academic advisory group, consisting of clinicians and academics who work with people with poststroke aphasia, to generate a set of search terms they thought a person with poststroke aphasia might use if searching for Web-based treatment for depression. These search terms were then combined with the general search terms in stage 1 that yielded the most results. This resulted in 6 aphasia-specific search terms that were used in stage 2 of the Web-based search. All 18 search terms are included inTextbox 1.

**Program Screening**

Consistent with a previous scoping review [29], the first 25 hyperlinks generated by each search term were screened. This methodology was replicated because it has been found that 75% of users never scroll past the first page of search results [32]. This resulted in 450 hyperlinks being screened. All 450 hyperlinked websites were recorded in an Excel document and, as done in a previous scoping review [29], categorized as (1) websites with e-mental health programs; (2) websites linking to websites with e-mental health programs; and (3) websites with irrelevant content. Irrelevant content included advertisements, scholarly articles, blogs, websites for face-to-face psychology clinics, chatrooms, and support forums. All websites classified as “irrelevant content” and all duplicates identified within the first 2 categories were removed. The remaining hyperlinked websites were then screened using the following inclusion criteria: (1) designed for depressive symptoms in adults; (2) publicly accessible to the general population via the internet; (3) is a structured, self-management program; and (4) free for Australian residents.

**Textbox 1.** Search terms used in stage 1 and stage 2 of the Web-based search.

<table>
<thead>
<tr>
<th>Stage 1—general search terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Internet therapy for depression</td>
</tr>
<tr>
<td>• Internet treatment for depression</td>
</tr>
<tr>
<td>• Internet help for depression</td>
</tr>
<tr>
<td>• Internet cognitive behavioral therapy for depression</td>
</tr>
<tr>
<td>• Web therapy for depression</td>
</tr>
<tr>
<td>• Web treatment for depression</td>
</tr>
<tr>
<td>• Web help for depression</td>
</tr>
<tr>
<td>• Web cognitive behavioral therapy for depression</td>
</tr>
<tr>
<td>• Online therapy for depression</td>
</tr>
<tr>
<td>• Online treatment for depression</td>
</tr>
<tr>
<td>• Online help for depression</td>
</tr>
<tr>
<td>• Online cognitive behavioral therapy for depression</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stage 2—aphasia-specific search terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Online therapy for depression aphasia</td>
</tr>
<tr>
<td>• Online therapy for depression after stroke</td>
</tr>
<tr>
<td>• Online treatment for depression aphasia</td>
</tr>
<tr>
<td>• Online treatment for depression after stroke</td>
</tr>
<tr>
<td>• Online cognitive behavioral therapy for depression aphasia</td>
</tr>
<tr>
<td>• Online cognitive behavioral therapy for depression after stroke</td>
</tr>
</tbody>
</table>
Websites were excluded if they (1) provided e-mental health literacy only; (2) offered purely Web-based counseling; (3) were designed for specific populations other than stroke survivors with or without aphasia (ie, adults who stutter); (4) were designed exclusively for adolescents and/or young adults (ie, 25 years or younger); or (5) were not available in English. As some programs required users to complete a depression symptom questionnaire to determine whether the program was suitable for the user before creating an account, the authors contacted all program developers asking for research access to the program. Programs were excluded if research access was not granted.

**Data Extraction and Evaluation of Programs**

In all, 3 separate tools were used to collect and evaluate the data from each program: a data extraction form, a general evaluation tool, and then an aphasia-specific evaluation tool. The authors used the data extraction form to extract relevant information and data from each program, which then underwent evaluation using the general evaluation and the aphasia-specific evaluation tools. The categories within both the general and aphasia-specific evaluation tools contained a set of closed choice (“yes” or “no”) questions. A score of 1 was awarded if the question was answered with a “yes”; a score of 0 was awarded if the question was answered with a “no” or could not be evaluated (ie, due to restricted access to the program). Consistent with previous scoping reviews [28,29], the total numerical score for each captured program was converted into a percentage, with higher percentages representing higher levels of criteria fulfillment.

**Data Extraction**

With permission from the authors, the data extraction form used in a previous scoping review [29] was adapted for use in this study (see Multimedia Appendix 1). For each e-mental health program, data were extracted for the following categories: website characteristics (ie, origin, organizational affiliation, general accessibility and credibility), program characteristics (ie, intervention focus, design, and delivery), intervention characteristics (ie, therapeutic approach and intervention features), and empirical evidence for program efficacy within the general population as well as for stroke survivors with and without aphasia.

To determine empirical evidence for each program, the authors scrutinized each website for relevant information and searched the program’s name in each of the following databases: PubMed, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Cochrane Library, and Web of Science. If these methods failed to identify published evidence, the authors contacted the program’s developers to enquire about program efficacy. Data extraction was completed by the first author during July 2017.

**General Evaluation Tool**

The general evaluation tool was used to evaluate each e-mental health program in terms of its general features (ie, website, program and intervention characteristics) and empirical evidence (see Multimedia Appendix 2 for completed form). It was based on the program evaluation criteria used in a previous review [29]. With permission from the authors, the original evaluation tool was adapted by adding in the following questions:

1. Was a mobile app version of the program available?
2. Did the program send completion reminders?
3. Were text-entry fields present?

**Aphasia-Specific Evaluation Tool**

The aphasia-specific evaluation tool was developed by the authors to assess each program in terms of its communicative accessibility for people with poststroke aphasia (see Multimedia Appendix 3 for the completed form). The evaluation criteria within this tool were based on existing aphasia-friendly guidelines for printed materials and accessibility features of related products [33-35], as well as usability considerations for older people (ie, simple menu hierarchies and text that contrasts the color of the background [36]). The aphasia-specific evaluation criteria contain 7 main categories: vocabulary and syntax, screen clarity, formatting, graphics, navigation, interface design, and media type. Vocabulary and syntax were evaluated by determining the readability level of the text, according to the Flesch-Kincaid reading grade levels [37]. This was done electronically by copying and pasting all text from the first module or session of each program into a Microsoft Word document. One program (myCompass; The Black Dog Institute) did not require modules to be completed in a specific order. Therefore, readability was based on the Tackling Unhelpful Thinking module, as it was described to be useful for anyone with mild to moderate depression. Text written at level 5 readability or lower was considered to be appropriate for people with poststroke aphasia, as per the Stroke Association’s Accessible Information Guidelines [38]. An example of text written at or below a level 5 readability level when presented as a 3-lined paragraph is as follows: A stroke can cause aphasia. People with aphasia are still smart. People with aphasia can still solve problems. Font size was determined by selecting text on the webpage and using the right click inspect function. A ruler was used to physically measure the amount of white space between lines of text as presented on a 15.6-inch (40-cm) laptop screen at 100% zoom. Spacing of 4 mm or more was considered adequate for people with aphasia, as it is equivalent to the amount of white space measured between the lines of Times New Roman typeface set at 1.5 line spacing. The presence or absence of aphasia-friendly design characteristics, such as the use of bullet points and numbering to establish key points, the use of headings to make important information stand out, and the use of bolding to highlight important information, was also determined.

**Accessibility Test**

**Participants**

Participants were recruited through a speech pathology intervention clinic operating at The University of Queensland. All members attending a weekly aphasia group were invited to participate in the study. People with aphasia who were aged 18 years and older, had sufficient knowledge of English language to participate without a translator, and had adequate vision for reading were invited to participate. The exclusion criteria were as follows: presence of a concomitant progressive neurological...
condition (eg, dementia) or a concurrent medical condition impacting their mental health (eg, cancer) as confirmed by self-report.

Materials

Computer Use Survey
A computer use survey was used to determine participants’ level of computer use before and after aphasia, as well as their reasons for using a computer. This survey was created for a separate study that explored computer use by people with aphasia [39]. With permission from its publishers, this survey was adapted by asking participants if they currently or previously used a computer for the treatment of mental health difficulties and which programs they used. Furthermore, questions about computerized speech therapy programs and participants’ likes and dislikes about using a computer in general were removed.

Observation Form
An observation form was developed to rate each participant’s level of independence using the selected e-mental health program. Independence was rated for 6 main categories: logging in to a premade account, navigating the program, reading and understanding text, completing interactive activities, completing exercises, and finishing the session. The checklist used a 5-point scale where 1=not at all independent, 2=minimally independent, 3=moderately independent, 4=mostly independent, and 5=totally independent.

Satisfaction Survey
A satisfaction survey was developed to evaluate participants’ satisfaction with using the e-mental health program, including its accessibility and ease of use. The survey consisted of 16 questions and statements for which participants answered using a 5-point rating scale (1=no, definitely not; 2=no, I don’t think so; 3=neutral; 4=yes, I think so; 5=yes, definitely so). There were also opportunities for participants and their family members to add comments about the program.

Procedures
Ethical approval was granted by The University of Queensland Human Research Ethics Committee. All participants provided written informed consent before participation. Participants completed the computer use survey with assistance from their family member, carer, or research assistant, as needed. Individually, each participant then completed 1 module of the selected e-mental health program on a desktop computer. The research assistant observed each participant trialing the e-mental health program while completing the observation form. The research assistant also provided support to the participants by reading aloud informative text, reading aloud instructions, showing participants where to click/type, re-explaining instructions, controlling the mouse, and/or typing for the participants, as required. After trialing the e-mental health program, each participant completed the satisfaction survey with assistance from their family member, carer or research assistant, as needed. Each trial session was video-recorded and rewatched by the research assistant to confirm observations that had been made.

Results

Scoping Review

Program Selection
In total, 43 websites with e-mental health programs, 30 websites linking to websites with e-mental health programs, and 377 irrelevant websites were identified. After duplicate and irrelevant websites were removed, 41 websites remained, which yielded 44 individual programs. Of those programs, 8 programs met the inclusion and exclusion criteria. Figure 1 depicts the flow diagram for the program selection process, including reasons for exclusion and the final 8 programs reviewed. The authors were not granted full access to one of the included programs (the Wellbeing Course; MindSpot), and therefore evaluated this program using a “demo” version of the course that is available for practitioners.

Data Extraction
An overview of the programs’ website characteristics, program characteristics, and intervention characteristics can be found in Multimedia Appendices 4-6.

Two programs purely targeted depressive symptoms (OnTrack—Depression; Queensland University of Technology, and Depression Center 4.0; Evolution Health). The program OnTrack—Alcohol and Depression (OnTrack—AD; Queensland University of Technology) focused on depression with comorbid alcohol problems. The remaining 5 programs were reported to be designed for people with either depression with or without other conditions, including anxiety, anger, worry, stress and low mood, as well as emotional difficulties related to divorce, separation, bereavement, and loss. One program (myCompass; Black Dog Institute) specified user suitability criteria, while the remaining programs gave general information about whom the program would be appropriate for. All programs specified that they were designed for adult users, with 2 programs defining a specific age range for users; one being between 26 and 64 years (the Wellbeing Course) and the other being between 18 and 75 years (myCompass). In its program suitability criteria, myCompass specified that users should be able to “read English with ease.” Furthermore, 3 programs had the option to send completion reminders to users via email or text message (myCompass, OnTrack—AD, and OnTrack—Depression).

All but 2 programs provided unguided therapy. One of the guided programs provided users with free support from a trained therapist via telephone or email (the Wellbeing Course). The user could choose to receive this support weekly or could choose to contact the therapist whenever he or she wished. It was not clear whether the therapist support was optional or whether the user had to contact the therapist at some point, and an attempt to contact the program’s developers was unsuccessful in obtaining this information. The other guided program (Depression Center 4.0) included a Questions to the Expert section, where users could submit questions to be answered by a clinical psychologist. This program also contained forums that were moderated by health educators.
All programs claimed to employ CBT, an approach that helps people to identify and challenge negative thought patterns and learn practical self-help strategies [9]. In addition, 3 programs also used interpersonal therapy (e-couch by e-hub Health; Moodgym by e-hub Health; and myCompass), a talk-based, time-limited treatment approach that targets symptom resolution, increased social support, and improved interpersonal functioning [40]. Furthermore, 2 programs employed problem-solving therapy (e-couch and myCompass), a treatment approach that focuses on constructive problem-solving skills and attitudes to help individuals cope more effectively with life’s stressors [41]. Positive psychology, which focuses on one’s positive experiences and qualities rather than on situations and qualities that cause suffering, was also used by 1 program (myCompass) [42], whereas 2 programs (OnTrack—AD and OnTrack—Depression) included meditational mindfulness, an approach that uses aspects of meditation to facilitate self-regulation of attention and help users adopt an accepting outlook on their experiences [43].

Empirical Evidence

Empirical Evidence for Program Efficacy Within the General Population

An initial search through all the programs’ websites for research evidence identified 2 published articles reporting on program efficacy for depression for Moodgym [44] and myCompass [45]. A database search in PubMed, CINAHL, Cochrane Library, and Web of Science yielded 9 more published research articles investigating e-couch [46–48] and the Wellbeing Course [49–54]. The authors contacted the developers of the remaining programs to enquire about program efficacy. In response, the authors received unpublished data investigating the efficacy of 2 programs (OnTrack—AD and OnTrack—Depression; personal communication by J. Connolly, August 2017). Only the highest level of evidence for each program was reviewed according to the National Health and Medical Research Council’s evidence hierarchy [55]. For example, if an RCT was identified for a program that has not yet been published, it would not be included in the review.
program, lower level evidence (eg, a case-control study) for
that same program was not reviewed. There was, however, an
exception to this, whereby an RCT evaluating Moodgym was
reviewed despite there being a meta-analysis available for this
program, as the RCT included participants with stroke [56].
Table 1 outlines the highest level of published evidence for each
program.

Empirical Evidence for Program Efficacy After Stroke
and/or for People With Poststroke Aphasia

No studies were found that evaluated efficacy of use specifically
for stroke survivors with or without aphasia. Due to a technical
error in the research portal, 1 RCT included in Moodgym’s
meta-analysis unintendedly recruited a number of participants
who were later found to have a brain injury or stroke or who
were already receiving CBT treatment for bipolar disorder [56].
This RCT used an attention-control (e-mental health literacy
package) and reported improvements in depression in both the
intervention and attention-controlled groups but no significant
differences between groups [56]. It is unknown how many stroke
survivors participated, as they could not be differentiated from
those with brain injury or those receiving CBT for bipolar
disorder (personal communication by J. Schneider, September
2017). One of the RCTs for e-couch included participants with
a previous doctor’s diagnosis of heart disease, stroke, or
hypertension [46]. This RCT reported improvements in depressive symptoms after completing the e-couch program
[46]. A total of 15 out of 562 participants were stroke survivors,
but there were no data regarding the inclusion of people with
aphasia (personal communication by N Glozier, September
2017). These were the only studies that included participants
with known long-term health conditions. Neither of these studies
completed subgroup analysis.

Results From the General Program and
Aphasia-Specific Communicative Accessibility
Evaluation Tools

The overall scores and corresponding percentages from the
general evaluation and aphasia-specific evaluations are outlined
in Table 2. General program evaluation scores for each criterion
within the general evaluation tool and aphasia-specific
communicative accessibility evaluation tool are available in
Multimedia Appendices 2 and 3, respectively. General program
evaluation scores ranged from 26% (5/19; getselfhelp; Carol
Vivyan) to 84% (16/19; OnTrack—AD, Moodgym, and
myCompass; mean: 71% [SD 18.1]). Aphasia-specific
communicative accessibility evaluation scores ranged from 55%
(11/20; getselfhelp) to 85% (17/20; OnTrack—AD; mean: 72%
[SD 9.3]). As Moodgym was the only evidence-based program
to score at least 80% on both the general evaluation and
aphasia-specific communicative accessibility evaluation tools,
it was selected to be trialed by people with poststroke aphasia
in the next stage of the study.

Results of Accessibility Test

Participant Demographics

A total of 3 participants with a diagnosis of poststroke aphasia
(2 females, 1 male) were recruited. Participants’ demographics,
including what and how often they used a computer for pre-
and poststroke, are included in Table 3.

Observation Form

The level of independence each participant demonstrated while
completing the first module of Moodgym, as observed by the
research assistant using the observation form, is available in
Table 4.

Satisfaction Survey

Participants’ satisfaction ratings of Moodgym, as well as their
comments about the program, are provided in Table 5.
Table 1. Summary of highest level of published evidence for each program.

<table>
<thead>
<tr>
<th>Program and level of evidence</th>
<th>Control group</th>
<th>Sample size</th>
<th>Findings</th>
<th>Supports use in general population</th>
<th>Included people with stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Moodgym (e-hub health)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I [44] (meta-analysis)</td>
<td>N/A^a</td>
<td>11 studies</td>
<td>Small effect size for improving symptoms of depression. Nonsignificant effect size when adjusted for potential publication bias.</td>
<td>✓^b</td>
<td>N/A</td>
</tr>
<tr>
<td>II [56] (RCT—included in above meta-analysis)</td>
<td>AC (online mental health information package)</td>
<td>340 and 219 participants completed the PHQ-9 at 6 and 12 weeks follow-up.</td>
<td>No significant difference between Moodgym and AC in terms of psychological outcomes or service use, although improvement to subthreshold levels of depression seen in nearly half the participants in both groups at 6-week follow-up.</td>
<td>X^e</td>
<td>✓</td>
</tr>
<tr>
<td><strong>E-couch (e-hub health)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II [46] (RCT)</td>
<td>AC (online health information package)</td>
<td>487 participants completed the postintervention assessment.</td>
<td>Small but robust improvement in depression symptoms in treatment group relative to AC post intervention.</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>II [47] (RCT)</td>
<td>Control website with delayed access to e-couch</td>
<td>209 and 176 participants completed the 6 and 12-month follow-up assessment.</td>
<td>E-couch was effective relative to control at post intervention but not at 6-month follow-up.</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>II [48] (RCT)</td>
<td>Moodgym</td>
<td>549 and 336 participants completed the postintervention and follow-up assessments.</td>
<td>Significant reduction in depression symptoms at post intervention and 6-month follow-up for both e-couch’s CBT and IPT modules and both were noninferior to Moodgym.</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td><strong>myCompass (Black Dog Institute)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II [45] (RCT)</td>
<td>AC and WLC^h</td>
<td>449 and 350 participants completed the postintervention and 3-month follow-up.</td>
<td>Reduction in depression symptoms relative to both control conditions post intervention. Participants in AC group showed gradual reductions in depression symptoms during postintervention stage and scores did not differ from the myCompass group at follow-up.</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td><strong>The Wellbeing Course (MindSpot)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II [49] (RCT)</td>
<td>Mood Course^i</td>
<td>229 participants completed the 24-month follow-up assessment.</td>
<td>Consistent reductions in MDD symptoms across conditions post intervention and 24-month follow-up.</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>II [50] (RCT)</td>
<td>Wellbeing course with and without automated emails compared with WLC^k</td>
<td>219 and 199 participants completed the postintervention and 3-month follow-up assessments.</td>
<td>Reductions in symptoms of anxiety and depression relative to WLC at post intervention and 3-month follow-up.</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>II [51] (RCT)</td>
<td>WLC</td>
<td>77 participants in total, 38 of which had depression.</td>
<td>Reduced depression symptoms post intervention and maintained at 3-month follow-up.</td>
<td>✓</td>
<td>X</td>
</tr>
</tbody>
</table>

---

N/A: Not available; AC: Action Control; RCT: Randomized Controlled Trial; PHQ-9: Patient Health Questionnaire-9; CBT: Cognitive Behavioral Therapy; IPT: Interpersonal Therapy; WLC: Waitlist Control; MDD: Major Depressive Disorder.
<table>
<thead>
<tr>
<th>Program and level of evidence</th>
<th>Control group</th>
<th>Sample size</th>
<th>Findings</th>
<th>Supports use in general population</th>
<th>Included people with stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td>II [52] (RCT)</td>
<td>Social Confidence Course&lt;sup&gt;1&lt;/sup&gt;</td>
<td>172 and 170 participants completed the postintervention and 24-month follow-up assessment. 87 of these participants had depression symptoms</td>
<td>Consistent reduction in co-morbid depression&lt;sup&gt;1&lt;/sup&gt; symptoms across conditions postintervention and at 24-month follow-up.</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>II [54] (RCT)</td>
<td>The Panic Course&lt;sup&gt;1&lt;/sup&gt;</td>
<td>122 and 111 participants completed the postintervention and 24-month follow-up assessment. 38 of these participants met the diagnostic criteria for MDD.</td>
<td>Consistent reduction in co-morbid depression&lt;sup&gt;1&lt;/sup&gt; symptoms across conditions over 24-month follow-up.</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>II [53] (RCT)</td>
<td>The Worry Course&lt;sup&gt;1&lt;/sup&gt;</td>
<td>282 and 260 pts completed the postintervention and 24-month follow-up assessment. 157 participants had depression symptoms</td>
<td>Consistent reduction in co-morbid depression&lt;sup&gt;1&lt;/sup&gt; symptoms across conditions postintervention and at 3-month follow-up. Treatment group’s depression symptoms slightly improved relative to AC from 3- to 12-month follow-up.</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>OnTrack—Alcohol and Depression (Queensland University of Technology)&lt;sup&gt;m&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>OnTrack—Depression (Queensland University of Technology)&lt;sup&gt;m&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Depression Center 4.0 (Evolution Health)&lt;sup&gt;m&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Getselfhelp (Carol Vivyan)&lt;sup&gt;m&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>✓: yes.
<sup>c</sup>RCT: randomized controlled trial.
<sup>d</sup>AC: attention-control.
<sup>e</sup>Patient Health Questionnaire-9.
<sup>f</sup>X: no.
<sup>g</sup>CBT: cognitive behavioral therapy.
<sup>h</sup>IPT: interpersonal therapy.
<sup>i</sup>Developed specifically for the study.
<sup>j</sup>MDD: major depressive disorder.
<sup>k</sup>WLC: waitlist-control.
<sup>l</sup>Depression as a secondary outcome.
<sup>m</sup>No published evidence.
Table 2. Program evaluation scores and percentages.

<table>
<thead>
<tr>
<th>Program</th>
<th>General evaluation score (N=19), n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Aphasia-specific evaluation score (N=20), n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>OnTrack—Alcohol and Depression</td>
<td>16 (84)</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Moodgym</td>
<td>16 (84)</td>
<td>16 (80)</td>
</tr>
<tr>
<td>myCompass</td>
<td>16 (84)</td>
<td>13 (65)</td>
</tr>
<tr>
<td>OnTrack—Depression</td>
<td>15 (79)</td>
<td>16 (80)</td>
</tr>
<tr>
<td>Wellbeing Course (Demo version)</td>
<td>14 (74)</td>
<td>15 (75)</td>
</tr>
<tr>
<td>e-couch</td>
<td>13 (68)</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Depression Center 4.0</td>
<td>13 (68)</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Getselfhelp</td>
<td>5 (26)</td>
<td>11 (55)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentages were rounded up/down to the nearest whole number.

Table 3. Participant demographic data.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Participant 1</th>
<th>Participant 2</th>
<th>Participant 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td>77</td>
<td>57</td>
<td>46</td>
</tr>
<tr>
<td>Time since stroke</td>
<td>3 years, 2 months</td>
<td>6 years, 4 months</td>
<td>6 years, 4 months</td>
</tr>
<tr>
<td>Severity of aphasia</td>
<td>Mild</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>Highest level of education</td>
<td>University</td>
<td>University and other</td>
<td>University</td>
</tr>
</tbody>
</table>

**Previous computer use/current computer use for:**

- **Work**
  - Weekly/N/A
  - Daily/N/A
  - Daily/N/A
- **Writing letters**
  - Fortnightly/Fortnightly
  - Weekly/Never
  - Daily/Never
- **Household budgeting/financing**
  - Weekly/Weekly
  - Weekly/Never
  - Daily/Never
- **Photograph management**
  - Never/Weekly
  - Monthly/Rarely
  - Daily/Monthly
- **Home movie creation**
  - Never/ Never
  - Never/ Never
  - Monthly/Never
- **PowerPoint creation**
  - Never/Never
  - Weekly/Never
  - Weekly/Never
- **Banking**
  - Weekly/Weekly
  - Daily/Never
  - Daily/Never
- **Email**
  - Daily/Daily
  - Daily/Monthly
  - Never/Never
- **Social media**
  - Never/Weekly
  - Weekly/Fortnightly
  - Daily/Daily
- **Skype**
  - Never/Never
  - Monthly/Rarely
  - Never/Never
- **General interest/web searching**
  - Never/Weekly
  - Daily/Daily
  - Daily/Weekly
- **Shopping**
  - Never/Weekly
  - Monthly/Never
  - Daily/Never
- **Entertainment**
  - Monthly/Fortnightly
  - Weekly/Weekly
  - Daily/Daily
- **Therapy—speech, language**
  - Never/Daily
  - Never/Weekly
  - Never/Never
- **Therapy—for MH difficulties**
  - Never/Never
  - Never/Never
  - Never/Never
- **Other**
  - Nil/Nil
  - Nil/Nil
  - Nil/Nil

- **Type of computer/s currently used**
  - Desktop, tablet, smartphone
  - Tablet
  - Tablet, smartphone

- **Needs help using a computer for:**
  - Setting up, getting into programs, using the computer, turning computer off
  - Setting up
  - Setting up, getting into programs, using the computer, turning computer off

<sup>a</sup>N/A: not applicable.
Table 4. Participants’ levels of independence as assessed via the observation tool.

<table>
<thead>
<tr>
<th>Task and rating</th>
<th>Participant 1</th>
<th>Participant 2</th>
<th>Participant 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log into premade account</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enter log-in details</td>
<td>Minimally independent</td>
<td>Minimally independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Click on the log-in tab in upper right hand corner</td>
<td>Totally independent</td>
<td>Totally independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Navigate program</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access the “Feeling Module”</td>
<td>Mostly independent</td>
<td>Mostly independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Use scroll bar/arrows to view all text on the page</td>
<td>Mostly independent</td>
<td>Totally independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Use side arrows to click onto next page</td>
<td>Totally independent</td>
<td>Mostly independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Read and understand text</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read informative text</td>
<td>Mostly independent</td>
<td>Not at all independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Read and correctly follow instructions</td>
<td>Minimally independent</td>
<td>Not at all independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Complete interactive activities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Click on the image /tab/link to access indicated in-</td>
<td>Minimally independent</td>
<td>Minimally independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Complete exercises</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Select yes/no answers during tasks/quizzes</td>
<td>Mostly independent</td>
<td>Minimally independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Click on ‘submit’ to submit answers</td>
<td>Totally independent</td>
<td>Minimally Independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Answer open-ended questions via text-entry field</td>
<td>Totally independent</td>
<td>Not at all independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Finish session</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log out of Moodgym</td>
<td>Minimally independent</td>
<td>Minimally independent</td>
<td>Not at all independent</td>
</tr>
<tr>
<td>Exit out of Moodgym</td>
<td>Minimally independent</td>
<td>Totally independent</td>
<td>Minimally independent</td>
</tr>
<tr>
<td>Research assistant’s comments</td>
<td>Independently read informa-</td>
<td>All text read aloud by re-</td>
<td>All text read aloud by re-</td>
</tr>
<tr>
<td></td>
<td>tive text, but reading was</td>
<td>search assistant; difficulties</td>
<td>search assistant; mouse con-</td>
</tr>
<tr>
<td></td>
<td>slow and effortful.</td>
<td>completing yes/ no quizzes</td>
<td>trolled by research assistant</td>
</tr>
</tbody>
</table>

Research assistant’s comments: Independently read informative text, but reading was slow and effortful.
Table 5. Results of satisfaction survey.

<table>
<thead>
<tr>
<th>Question/statement in satisfaction survey</th>
<th>Participant 1</th>
<th>Participant 2</th>
<th>Participant 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Was it easy to login?</td>
<td>No—I don’t think so</td>
<td>Yes—I think so</td>
<td>Yes—I think so</td>
</tr>
<tr>
<td>2. Did Moodgym look appealing?</td>
<td>No—I don’t think so</td>
<td>Neutral</td>
<td>Neutral</td>
</tr>
<tr>
<td>3. Was the information worded in a way that was easy to understand?</td>
<td>No—I don’t think so</td>
<td>Neutral</td>
<td>No—I don’t think so</td>
</tr>
<tr>
<td>4. Were the instructions worded in a way that was easy to understand?</td>
<td>No—I don’t think so</td>
<td>Yes—I think so</td>
<td>Yes—I think so</td>
</tr>
<tr>
<td>5. Were the words and pictures clear on the screen?</td>
<td>No—I don’t think so</td>
<td>Yes—I think so</td>
<td>No—I don’t think so</td>
</tr>
<tr>
<td>6. Was the text style easy to read?</td>
<td>Neutral</td>
<td>Yes—I think so</td>
<td>Yes—I think so</td>
</tr>
<tr>
<td>7. Was the text size easy to read?</td>
<td>No—I don’t think so</td>
<td>Yes—I think so</td>
<td>Neutral</td>
</tr>
<tr>
<td>8. Was there enough white space on each page?</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Yes—I think so</td>
</tr>
<tr>
<td>9. Was it easy to find important information?</td>
<td>Neutral</td>
<td>Yes—I think so</td>
<td>Neutral</td>
</tr>
<tr>
<td>10. Did the pictures help you to understand the information?</td>
<td>No—I don’t think so</td>
<td>Yes—I think so</td>
<td>Yes—I think so</td>
</tr>
<tr>
<td>11. Was Moodgym simple to use?</td>
<td>No—definitely not</td>
<td>Neutral</td>
<td>No—I don’t think so</td>
</tr>
<tr>
<td>12. Could you use Moodgym without help?</td>
<td>No—definitely not</td>
<td>No—definitely not</td>
<td>No—definitely not</td>
</tr>
<tr>
<td>13. Moodgym looked like it was developed for someone with aphasia to use</td>
<td>No—definitely not</td>
<td>No—I don’t think so</td>
<td>No—I don’t think so</td>
</tr>
<tr>
<td>14. Did you enjoy using Moodgym?</td>
<td>No—I don’t think so</td>
<td>Yes—I think so</td>
<td>No—definitely not</td>
</tr>
<tr>
<td>15. Overall, were you satisfied with Moodgym?</td>
<td>No—I don’t think so</td>
<td>Yes—I think so</td>
<td>No—definitely not</td>
</tr>
<tr>
<td>16. Overall, was Moodgym easy to use?</td>
<td>No—I don’t think so</td>
<td>Neutral</td>
<td>No—definitely not</td>
</tr>
<tr>
<td>Comments made</td>
<td>“Very complex language”</td>
<td>“Once it was read out and explained, it was easy”</td>
<td>“Hard to understand”</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This scoping review identified 8 e-mental health programs for depression that are freely available to Australian residents. Of these, 4 programs (Moodgym, e-couch, myCompass, and the Wellbeing Course) have been shown to reduce symptoms of depression within the general population. No empirical evidence was identified that specifically supported any programs’ use for stroke survivors with or without aphasia. However, it was found that e-couch and Moodgym had been evaluated using RCT methodology that included a small number of participants with stroke. Findings from a general and an aphasia-specific evaluation indicated that Moodgym was the only evidence-based program to score at least 80% (16/19 and 16/20) on both evaluations, suggesting that it may be suitable for people with poststroke aphasia. However, when trialing Moodgym, 2 of the 3 participants with aphasia required assistance for more than half of the skills assessed on the observation form, and the other participant who demonstrated higher levels of independence still gave Moodgym low satisfaction and usability scores on the posttrial satisfaction survey. Therefore, despite fulfilling majority of the general evaluation and aphasia-specific evaluation criteria, Moodgym was still found to be unsuitable for people with poststroke aphasia. This also suggests that the aphasia-specific criteria used to initially assess communicative accessibility may not have been sensitive enough to detect suitability for people with poststroke aphasia and thus should be revised if it is to be used in any future research.

Consistent with previous findings in the literature, this study found that the programs’ content was usually generic for all users and that the programs themselves tended to be based on CBT, either alone or in combination with other approaches [28,29]. This may be explained by the fact that CBT is the most researched psychotherapy and one of the first forms of psychotherapy to be established as evidence-based [57]. Furthermore, because of its structured protocols and ability to be manualized, CBT lends itself well to self-help e-mental health platforms [58]. This study also builds on the findings of the previous scoping review on e-mental health programs for depression [28]. First, only a few programs were found to send out completion reminders via email and/or text message. This strategy has been found to increase adherence to medical treatment [59] and may be especially useful for e-mental health programs that tend to have high dropout rates [60]. Second, no program was found to have a companion app able to be purchased at an official Australian Apple or Android app store at the time of this review. Previous research investigating mobile computing technology and aphasia [33] suggests that an advantage of mobile computer apps is their ability to be adapted for people with disabilities. For example, buttons on touch screens can be customized, unlike the physical mouse and keyboard of desktop computers, and apps and touch interfaces can be changed to suit users’ vision and mobility needs, as there is no set button size [33]. This may be particularly relevant to stroke survivors, who often face upper extremity motor impairment post stroke [61]. Furthermore, mobile computer devices such as the Apple iPad may offer more accessibility options such as predictive text, switch control, and VoiceOver.
While this review did not identify any new e-mental health programs for depression released since the previous scoping review [28], it did identify new empirical evidence for some of the programs. Namely, this study identified a meta-analysis supporting the efficacy of Moodgym [44] and RCTs supporting the use of myCompass [45] and the Wellbeing Course [49,52-54] by the general population. Unfortunately, this study found that there is currently a lack of high-quality research investigating the efficacy of e-mental health programs for stroke survivors with and without aphasia. Furthermore, the studies that did include stroke participants failed to specify the presence or absence of people with poststroke aphasia within the included stroke samples. This supports recent findings that people with poststroke aphasia are often excluded or inadequately reported on as a subsample within stroke populations in mental health research [62]. As suggested by Baker and colleagues [62], it is important that mental health studies include a minimum dataset for people with poststroke aphasia included in a study (ie, report number of people with poststroke aphasia and severity and nature of communication difficulties) and conduct subgroup analyses. Failure to do so will hinder the progression of research for people with poststroke aphasia in this area. This is of particular importance as the prevalence of psychological conditions among people with stroke (with and without aphasia) is likely to continue to increase alongside an aging population [63,64] and accompanied increased incidence of stroke [65].

People with poststroke aphasia have previously been identified as being victims of digital exclusion as a result of their language deficits, age- and stroke-related changes, and lack of premorbid computer and internet skills often attributed to their generally older age [33,66]. However, consistent with previous findings [39], the results of the computer use survey indicated a high level of computer usage by the participants with aphasia before and after their stroke. This aligns with other research, which suggests that tomorrow’s elders with disabilities will generally have more access to and increased proficiency with wireless technologies than their predecessors [67]. Thus, it can be assumed that as technology continues to advance to meet the growing needs of consumers, and as the number of older adults with digital literacy increases, it is likely that less people with poststroke aphasia will face digital exclusion than in previous years [67].

The communicative accessibility of the reviewed programs for people with poststroke aphasia was initially evaluated against an aphasia-specific evaluation tool. Aphasia-specific evaluation scores ranged from 55% (11/20) to 85% (17/20), with only 3 programs scoring 80% or more (Moodgym, OnTrack—AD, and OnTrack—Depression). Hence, these findings suggest that while all programs incorporated design features consistent with published aphasia-friendly guidelines and other recommendations, the communicative accessibility of e-mental health programs could potentially be improved to render these programs more appropriate to people with poststroke aphasia. Findings indicated that many programs might be improved by greater use of visuographic supports. For instance, pictures, which directly support the text, have been found to enhance reading comprehension in people with aphasia [68,69]. For example, it was noted that Moodgym’s “yes” or “no” checkbox quizzes, which did not contain pictorial support, were particularly difficult for 1 participant with poststroke aphasia to complete. Unreliable “yes” or “no” responses is a common symptom of aphasia [70]. Therefore, such exercises could be made more aphasia-friendly by including pictorial supports such as a picture of a tick next to the “yes” option and a picture of a cross next to the “no” option for each item. It should also be noted that poststroke aphasia can differentially affect one’s language modalities (speaking, understanding, reading, and writing, etc) [71], resulting in people with poststroke aphasia having different language “profiles,” which may make it easier or harder for them to access e-mental health support. Therefore, incorporating a wider variety of media types, including videos, animation, graphics, and audio, would likely increase the accessibility of the programs to meet the differing communicative needs of people with poststroke aphasia.

As assessed via the aphasia-specific communicative accessibility evaluation tool, this study found that none of the evaluated programs had an average readability level of 5 or lower, which is the level recommended for people with aphasia [38]. As reported by the participants with aphasia, the language used in Moodgym, which had a readability of 7.9, was complex and hard to understand, and 2 participants required all text to be read aloud to them. Furthermore, prior literature has found that reliable Web-based health information is often presented at reading levels too high for the general population as it is [72-76]. Therefore, reducing the text readability level of e-mental health programs should increase their accessibility not only to people with poststroke aphasia but also to the general population as a whole.

While appropriate readability levels of written materials are important, there are other formatting characteristics that can facilitate reading comprehension in people with poststroke aphasia. These include use of large font (ie, 14-point or larger) [77], generous spacing between lines to maximize white space [77], the use of headings and bolding to make important information stand out [34], and the use of bullet points and numbers to clearly establish key points [34]. All reviewed programs were found to use headings, bolding, bullet points and numbering, although to differing degrees. However, some programs could enhance their accessibility by using more white space between lines of text (ie, 1.5 spacing) to make content appear more appealing and readable [77] and by using bolding to highlight key information [34].

Limitations and Direction for Further Research

Despite the authors’ efforts to be systematic and inclusive in their search for e-mental health programs for depression, it is possible that some programs were missed. The dynamic nature of Web content also means that the identified programs may eventually be changed or discontinued, and new programs will likely be developed in the future. Furthermore, this study excluded paid programs (n=9) and programs for which the authors were not granted research access (n=4). Inclusion of these programs may have yielded different results and thus resulted in different recommendations.

The aphasia-specific search terms used in the search strategy were informed by suggestions from clinicians and academics...
that work with people with poststroke aphasia, rather than people with poststroke aphasia themselves. Future studies investigating how people with poststroke aphasia use the internet to find e-mental health programs, and if their search terms are successful in locating the same programs identified in this review, may also be of benefit.

This small trial of people with poststroke aphasia was helpful in determining whether the highest rated e-mental health program was communicatively accessible to people with poststroke aphasia, or not. However, a larger trial of people with poststroke aphasia is paramount in determining which aspects of current e-mental health programs are most accessible, and which aspects need improvement. The use of think-aloud studies, whereby participants’ experiences of the program are captured using multimodal communication, may be one way to identify accessibility facilitators and barriers of such e-mental health programs. Furthermore, if e-mental health programs are to be redesigned or future programs developed specifically for people with poststroke aphasia, end users (ie, people with aphasia) should participate in the design and development process to ensure usability within the target population. It is acknowledged that participatory design approaches rely heavily on effective communication between the participants and designers and thus may be challenging for people with poststroke aphasia [78]. However, there are numerous examples of people with poststroke aphasia successfully partaking in participatory design studies to enhance the usability of aphasia-specific programs [19,78-82].

Conclusions

E-mental health services offer convenient and cost-effective interventions that have an ability to reach a more diverse population than traditional face-to-face psychological interventions [21]. Thus, the next decade will likely see mental health services progress toward a digital medium, which will present numerous opportunities for both clinical practice and e-mental health research [83]. It is important that people with poststroke aphasia, a population with an increased risk of developing depression, are considered in future e-mental health research. Failure to do so may mean that people with poststroke aphasia and mild to moderate depression may not be offered e-mental health treatment, or the options available to them may remain inaccessible, and therefore potentially nonbeneficial to them.
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Abstract

Background: The literature suggests that the product design of self-guided electronic health (eHealth) interventions impacts user engagement. Traditional trial settings, however, do not enable the examination of these relationships in real-world use.

Objective: This study aimed to examine whether the qualities of product design, research evidence, and publicly available data predict real-world user engagement with mobile and Web-based self-guided eHealth interventions.

Methods: This analysis included self-guided mobile and Web-based eHealth interventions available to the public—with their qualities assessed using the Enlight suite of scales. Scales included Usability, Visual Design, User Engagement, Content, Therapeutic Persuasiveness, Therapeutic Alliance, Credibility, and Research Evidence. Behavioral data on real-world usage were obtained from a panel that provides aggregated nonpersonal information on user engagement with websites and mobile apps, based on a time window of 18 months that was set between November 1, 2016 and April 30, 2018. Real-world user engagement variables included average usage time (for both mobile apps and websites) and mobile app user retention 30 days after download.

Results: The analysis included 52 mobile apps (downloads median 38,600; interquartile range [IQR] 116,000) and 32 websites (monthly unique visitors median 5689; IQR 30,038). Results point to moderate correlations between Therapeutic Persuasiveness, Therapeutic Alliance, and the 3 user engagement variables (.31≤ rs≤.51; P≤.03). Visual Design, User Engagement, and Content demonstrated similar degrees of correlation with mobile app engagement variables (.25≤ rs≤.49; P≤.04) but not with average usage time of Web-based interventions. Positive correlations were also found between the number of reviews on Google Play and average app usage time (r=.58; P<.001) and user retention after 30 days (r=.23; P=.049). Although several product quality ratings were positively correlated with research evidence, the latter was not significantly correlated with real-world user engagement. Hierarchical stepwise regression analysis revealed that either Therapeutic Persuasiveness or Therapeutic Alliance explained 15% to 26% of user engagement variance. Data on Google Play (number of reviews) explained 15% of the variance of mobile app usage time above Enlight ratings; however, publicly available data did not significantly contribute to explaining the variance of the other 2 user-engagement variables.

Conclusions: Results indicate that the qualities of product design predict real-world user engagement with eHealth interventions. The use of real-world behavioral datasets is a novel way to learn about user behaviors, creating new avenues for eHealth intervention research.

(J Med Internet Res 2018;20(12):e11491) doi:10.2196/11491
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Introduction

Background
Self-guided electronic health (eHealth) interventions have the potential to increase access to evidence-based care, while reducing the costs associated with service uptake [1,2]. The impact of these interventions, however, is limited by the ability to engage users in therapeutic activities and to support users’ adherence to the therapeutic process [3,4]. As eHealth interventions require individuals to engage with self-care outside of traditional health care settings [5-7], individuals’ engagement must compete with other events in their daily lives and fluctuating motivation to engage in effortful behavior [8]. As a result, user engagement with mobile apps and websites across the behavior change spectrum is low in the absence of human support [9].

There is a body of literature examining how intervention design may facilitate engagement and behavior change [10-14]. For example, systematic reviews have found relationships between the incorporation of therapeutic persuasiveness (ie, persuasive design and behavior change techniques) into the eHealth intervention and user adherence [15] and the intervention’s efficacy [16]. Studies have also shown that the incorporation of conversational agents within self-guided eHealth interventions impacts user engagement [17,18], suggesting that conversational agents enhance the relational factors within the program—factors that are part of the therapeutic alliance fostered between the user and the program [19-21]. Although these studies provide convincing evidence linking product design to user engagement, the understanding of these relationships is still limited by our ability to examine user engagement in the real world, while comparing large numbers of products within the same study.

Comparing a Large Number of Products
Certain methodologies enable the cost-effective comparison of a large number of interventions. The Multiphase Optimization Strategy, for example, offers a paradigm to incorporate a randomized experiment in a way that directly compares many different intervention components to identify the group of active components leading to the best outcome [22]. When it comes to product designs that are largely different in their functionalities, however, to control all the active components, the different functions would have to be available within the utilized digital platform—a process that would be highly expensive given the average development price of a single health app [23].

A novel way to compare large numbers of digital products is to utilize datasets that record user behaviors on a large number of websites and mobile apps. This approach can enable the documentation of variance in user engagement across a wide range of product designs using the same analytical framework. The big data commonly generated and stored by digital platforms can be used to learn about user behaviors in order to refine conceptual models or theories, and to understand processes related to eHealth interventions [24]. Additionally, using commonly generated data enables us to record real-world user behaviors outside of study settings that involve interactions with research staff—interactions that might impact user engagement [25,26].

Identifying the Different Quality Aspects of Product Design
To utilize commonly generated data and to understand their relationship with eHealth product design, there is also a need to identify the different aspects of product design in a reliable way. The literature suggests several approaches to evaluating eHealth product design (see the study by BinDhim et al [27] for a review). These include using a predefined list of what the app should contain, assessing the inclusion of evidence-based content, assessing the usability of predefined app functions, using consumer reviews and ratings, and utilizing criteria-based rating scales. Criteria-based rating scales rest on a heuristic evaluation approach—a method that has been broadly researched and used for assessing eHealth and technology products [28-30]. Heuristics are broad principles of product design that can be inspected by evaluators before empirical testing. The advantage of heuristic evaluation is that it enables the cost-efficient identification of design problems without the need for a predefined list of features that may exclude the users’ experience of utilizing the product [29,31,32]. Criteria-based rating scales are based on core concepts, each comprising different heuristics, which are used by trained raters to objectively examine and score the quality of eHealth programs [12,33-35]. In the absence of such clearly defined rating systems, scoring tends to be less reliable [36].

Enlight is a suite of criteria-based rating scales that was used in this study. It covers 11 different quality constructs and checklists (eg, Usability and Credibility) that were produced by trained raters. Enlight is the first suite of measures to incorporate behavior change, persuasive design, and therapeutic alliance concepts—concepts that have been found to affect a program’s therapeutic potential [15,16]. As the tool shows high inter-rater reliability scores at the construct level, it enables us to use it to examine the relationships between different aspects of product design and metrics of user engagement.

Within this context, Baumel and Yom-Tov conducted a preliminary investigation, examining the correlations between 6 quality aspects of product design and real-world user engagement with 30 Web-based programs [37]. Real-world user engagement was based on a propriatory dataset of anonymized logs from consenting users of a Microsoft Internet Explorer add-on. The quality scores were generated using Enlight [21]. In the preliminary study, it was found that product quality ratings predicted which Web-based interventions were more engaging and in particular that Therapeutic Persuasiveness was the most robust predictor of user adherence (ie, duration of use, number of unique sessions; 40≤n≤58; P≤.005) [37].

Although these findings were novel in terms of the methods applied, they were limited in several aspects. First, the dataset only included Web-based interventions, whereas the literature suggests that there has been a massive increase in mobile phone ownership and mobile health app usage in recent years [38]. Second, as the analysis was based on a small sample of interventions, the question arises as to whether the same pattern of results will be found with a larger dataset, enabling
identification of correlations with other aspects of product design. Third, the study did not incorporate important metrics that relate to research evidence, a product’s credibility, and publicly available data on user acceptance (eg, user ratings on app stores). Examining the relationship between research evidence and real-world uptake is key in light of the notion that efficacy trials largely emphasize internal validity over real-world issues, such as the technological environment, implementation, and sustainability, and thus may not provide the needed validation [26]. Furthermore, to the best of our knowledge, there has been no study linking the credibility of the source that developed the program or user ratings on app stores and real-world user engagement with eHealth programs.

This Study
The aims of this study were, therefore, to fill this gap in the literature by (1) examining whether different qualities of product design predict real-world user engagement with both mobile- and Web-based self-guided eHealth interventions; (2) exploring the associations between scale items, data, and real-world user engagement; (3) examining whether research evidence and product credibility metrics are associated with real-world user engagement; (4) examining the associations between publicly available data on program acceptance (eg, star ratings on app stores) and real-world usage and whether these data enhance the prediction of user engagement above expert ratings; and (5) establishing Enlight’s validity in predicting user engagement with eHealth interventions based on a large and independent dataset of user behaviors.

Methods
Selection of Interventions
We screened for eligibility all eHealth programs that were assessed based on Enlight suite of scales between September 2016 and December 2017—during the scale development phase and afterward as part of a nonprofit project aimed at evaluating the quality of eHealth programs [39]. The clinical aims of the selected programs were broad, spanning the behavioral health domain. These programs could be grouped into those targeting mental health (eg, depression, anxiety, and well-being) and those targeting health-related behaviors (eg, diet, physical activity, and smoking and alcohol cessation).

The sources of the eHealth programs that were screened for eligibility are presented in Table 1. A total of 84 programs were randomly selected and rated between September and December 2016, following a systematic identification process, conducted as part of Enlight tool’s development [21]. In this process, we created a list of mobile apps and Web-based programs through keyword searches in Google Play and Google search engine (this systematic process and a complete list of keywords is presented in Multimedia Appendix 1). Following the tool’s development phase, we used a similar systematic identification process—that now also included paid programs—to rate additional programs between January and December 2017. All programs found in the top 10 Web or mobile app search results (and that had not been rated before) were rated, reaching a number of additional 50 eHealth programs. Finally, 8 eHealth programs were identified based on recommendations from eHealth researchers and product developers (eg, the Digital Behavioral Health Workgroup at Northwell Health). This selection process yielded a list of 142 programs, among which, 21 programs had both mobile and Web-based versions. As the behavioral data on program usage and our inclusion criteria in this study relate separately to websites and mobile apps, we eventually screened for eligibility 71 Web-based programs and 92 mobile apps.

Inclusion and Exclusion Criteria
To be included in this analysis, interventions had to be (1) self-guided and (2) cost-free. Apps that were free to install, yet had a trial period (ie, paid with free trial) were also included; however, we examined their impact on results using a sensitivity analysis, as will be further described in the data analysis section. Exclusion criteria included (1) programs that were only trackers, as their quality ratings do not rely on the full list of product ratings covered in Enlight; (2) websites that were not focused mostly on the intervention itself (eg, websites with many blog articles that did not require user log-in)—as the data on the platform are provided in an aggregated way that does not distinguish between the website’s different Web pages; (3) apps that did not have an Android version, as the behavioral dataset did not include information on iOS apps; and (4) programs without usage data in our behavioral dataset (due to, for example, small number of users).

Measures
Enlight Quality Ratings
Enlight is a comprehensive suite of criteria-based measurements—completed by trained raters who review the eHealth program—that was developed by a multidisciplinary team through a rigorous process of content analysis, grouping, and classification of 476 identified criteria items [21,40]. The tool covers 6 different product quality domains: Usability, Visual Design, User Engagement, Content, Therapeutic Persuasiveness (ie, persuasive design and incorporation of behavior change techniques), and Therapeutic Alliance (see Multimedia Appendix 2 for a detailed description of the scales used and operational definitions of all items). Each quality domain score ranges from 1 to 5 and is based on averaging the criteria ratings produced by the raters on a Likert scale (ranging from 1 to 5). For example, Therapeutic Persuasiveness is calculated by averaging the raters’ scores of the following criteria items: call to action (eg, goal settings, prompting goals, and encouragement to complete goals), load reduction of activities (eg, set graded tasks), therapeutic rationale and pathway (eg, reasoned action and provide information about behavioral health link), rewards (eg, contingent rewards), real data-driven/adaptive content (eg, self-monitoring of behavior), ongoing feedback, and expectations and relevance.
Enlight covers 2 additional measures that were included in this analysis. Credibility consists of a checklist calculated by aggregating the scores received in each of its respective categorical items (owners’ credibility, maintenance, strong advisory support, third party endorsement, and evidence of successful implementation). The checklist differs from the product quality assessments in 2 ways: (1) most credibility items cannot be rated before product deployment (as they rely on data that are collected afterward) and (2) the criteria included in the checklist are not expected to directly impact the end users’ experience of the product’s efficacy (however, they may expose the user to acknowledged risks or benefits). We also included an evidence-based program scale (ie, research evidence) that assesses the quality of the empirical research supporting the program within the current zeitgeist on a scale from 1 (very poor) to 5 (very good) [21].

A total of 3 individuals with clinical experience (eg, clinical psychologists) and with at least 1 year experience working in the eHealth domain (eg, content writing of eHealth programs and health technology coaching) performed the ratings, with 2 of them independently rating each program. Their training included a review of Enlight items, individual ratings of 7 eHealth programs that included group-solicited feedback on ratings, and then testing the ratings based on 5 additional programs (for a detailed review, see the study by Baumel et al [21]). In this study (post-training), the Enlight quality scales exhibited excellent inter-rater reliability scores between the 2 raters (intraclass correlations=.74 to .98, median .86).

### Behavioral Data on User Engagement in the Real World

Information on user behaviors was obtained from SimilarWeb’s Pro panel data [41]. The panel provides aggregated nonpersonal information on user engagement with websites and mobile apps all over the world to enable Web and mobile app traffic research and analytics. It is based on several sources of anonymized usage data, such as that obtained from consenting users of mobile apps or browser add-ons (ie, products). A dedicated product team at SimilarWeb is responsible for building and partnering with hundreds of high-value consumer products that make up the panel. According to SimilarWeb, the products are used across diverse audiences, without cluttering the user with advertisements. Although benefiting from the products, users contribute to the panel, as they enable to document their online or mobile apps’ usage activities seamlessly and anonymously [41]. The data are not used by SimilarWeb or provided to any third parties for the purposes of marketing, advertising, or targeting any individual subjects. The data-gathering procedures comply with data privacy laws, including the way the data are collected, anonymized, stored, secured, and used. These procedures are updated regularly based on evolving data privacy legislation and requirements, such as the European Union’s General Data Protection Regulation [42].

The study was approved by University of Haifa Institutional Review Board. The measures were set to include data gathered over an 18-month period from November 1, 2016 to April 30, 2018. To examine user engagement with mobile apps, we used 2 measures retrieved from SimilarWeb Pro: (1) average app usage time (of all users) and (2) the percentage of users who downloaded the app and were still using it 30 days later. As this information is provided separately per country, we examined the country with the most app downloads. User engagement with the Web-based interventions was calculated based on average monthly visits to the website multiplied by the average visit duration.

To test the reliability of the data for the remaining websites, we calculated the Spearman correlation between Web usage time obtained from the SimilarWeb platform and the usage time calculated for websites in our previous work with Microsoft Research [37]. A strong positive correlation ($r=0.69$; $P<0.001$) was found between the 2 datasets for the 17 websites that had data on both platforms. In light of the difference between the 2 datasets (our previous work was focused only on Explorer browser users), we also examined the Spearman correlation between website global popularity ranks (ie, a rank that reflects the extent to which a website is utilized all over the world) on SimilarWeb platform and Alexa [43]—an independent source of information on user traffic. A very strong Spearman correlation was found ($n=28$; $r=0.78$; $P<0.001$). Relating to the validity of mobile app usage data, an Oath researcher [44] (RW) examined 30 randomly selected mobile apps with data on SimilarWeb and Oath’s own independent records of mobile app usage data. The researcher examined the correlation between the average number of user sessions per day in the 2 datasets, finding a very strong Spearman correlation ($n=30$; $r=0.77$; $P<0.001$). These findings suggested that there was sufficient convergent validity, which can be claimed if the correlation

### Table 1. Sources of previously rated eHealth programs that were screened for eligibility in this study.

<table>
<thead>
<tr>
<th>Source</th>
<th>eHealth programs (N=142), n (%)</th>
<th>Web-based program (N=71), n (%)</th>
<th>Mobile app (N=92), n (%)</th>
<th>Programs with 2 delivery mediums* (N=21), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systematic review: programs randomly selected and rated during Enlight’s development phase</td>
<td>84 (59.2)</td>
<td>43b (61)</td>
<td>49b (53)</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Additional programs found in the top 10 mobile or Web search results of the systematic identification process</td>
<td>50 (35.2)</td>
<td>25 (35)</td>
<td>38 (41)</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Additional programs that were identified based on personal recommendations</td>
<td>8 (5.6)</td>
<td>3 (4)</td>
<td>5 (5.4)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

*aThe 2 delivery mediums are (1) Web-based programs and (2) mobile apps.

bIn the original study, we examined 42 mobile apps and 42 Web-based programs. Eventually, 7 websites and 1 mobile app had a similar version in the other delivery medium (mobile or website).
coefficient is above .50, although a value above .70 is usually recommended [45].

Finally, we documented publicly available data that relate to a program’s acceptability. The reported number of installs, average star ratings, and number of reviews were obtained from the Google Play store. Websites’ total monthly visits were obtained from the publicly available version of SimilarWeb.

**Data Analysis**

Medians and interquartile ranges (IQRs) were used to present the distribution of the variables. Pearson correlations were used to examine the relationships between the continuous variables. As Pearson correlations and linear regressions assume a normal distribution of the variables, we examined the skewness and kurtosis of the variables within acceptable limits of ±2 and performed a logarithmic transformation (base 10) of these variables [46,47]. This transformation was eventually applied to the following variables: Credibility, Research Evidence, number of reviews on Google Play, mobile app usage time, and website’s total monthly visits.

A sensitivity analysis was conducted to examine whether the pattern of correlations found differed depending on (1) the clinical aim of the intervention (ie, mental health or health-related behaviors) and (2) whether paid programs with a free trial were included or excluded. The differences between correlations of these groups were calculated using Fisher Z-transformation. Independent sample t tests with Bonferroni correction were performed to examine the difference between categorical items on the behavioral measures.

Finally, a series of hierarchical stepwise linear regressions was applied to examine the ability to predict user engagement in the real world independent of empirical testing. In the first step, we examined the percentage of variance explained by Enlight quality ratings. In the second step, we examined whether empirical data on real-world usage that were available at no cost (eg, Google Play for mobile apps: number of downloads, star reviews, and number of reviews; SimilarWeb for websites: monthly visits) significantly increased the explained variance. In each of these steps, a stepwise approach was applied to avoid adding predicting variables that did not contribute significantly to the overall model.

**Results**

The analysis included user behavior data involving 52 mobile apps and 32 websites (see Figure 1 for the flow diagram of program selection and Multimedia Appendix 3 for a full list of included programs). Overall, 9 programs had usage data for both Web- and mobile-app versions, reaching a total of 75 different programs with data. Within the 18-month time window of the analysis, the 52 mobile apps had a median of 38,600 downloads (IQR 116,000), and the 32 Web-based interventions had a median of 5689 monthly unique visitors (IQR 30,038).

The median monthly usage time was 5.11 min (IQR 20.51) for mobile apps and 9.0 min (IQR 7.37) for websites. The medians and IQRs of Enlight product quality ratings were as follows: Usability median 3.66 (IQR 1.66); Visual Design median 3.00 (IQR 1.00); User Engagement median 3.20 (IQR 1.10); Content median 3.50 (IQR 1.00); Therapeutic Persuasiveness median 2.71 (IQR 1.00); and Therapeutic Alliance median 2.66 (IQR 1.33).

Pearson correlations between Enlight product quality ratings, Credibility, and Research Evidence are presented in Table 2. User Engagement, Content, Therapeutic Persuasiveness, and Therapeutic Alliance were positively correlated with Credibility (.265≤r≤.51, P≤.01) and Research Evidence (.21≤r≤.39, P≤.04). That is, the interventions with higher scores in these quality domains had higher Credibility and Research Evidence ratings.

Pearson correlations between Enlight quality ratings and items, Credibility and Research Evidence, publicly available data on program acceptance, and the 3 behavioral variables are presented in Table 3. Results point to moderate positive correlations between Therapeutic Persuasiveness, Therapeutic Alliance, and the 3 behavioral variables (.31≤r≤.51, P≤.03). Design Visual, User Engagement, and Content had a similar degree of correlations with the user engagement variables of mobile apps (.25≤r≤.49, P≤.04), but not Web-based interventions.

Altogether, a similar pattern of results was found between the criteria items of domains with significant correlations and the respective behavioral variables. It is worth noting that 3 criteria items of the Therapeutic Persuasiveness domain—rewards, data-driven/adaptive, and ongoing feedback—showed significant correlations with mobile app user retention after 30 days; however, these items did not correlate significantly with mobile app usage time. In terms of the Enlight checklists, a program’s Credibility had positive correlations with the usage time of apps (r=.34; P=.006) and websites (r=.30; P=.04), but no significant correlations were found between Research Evidence and the 3 behavioral variables. Finally, results point to positive correlations between the number of reviews on Google Play and average app usage time (r=.58; P<.001) and user retention after 30 days (r=.23; P=.049). The number of installs and average star reviews had significant positive correlations with mobile app usage time (r=.25 and .36, respectively; P=.04 and .005, respectively).

As the Credibility checklist covers different independent categorized items, a series of independent sample t tests with Bonferroni correction was performed to examine the difference between Credibility items (Owners’ Credibility, Maintenance, Strong Advisory Support, Evidence of Successful Implementation) in terms of the usage time of mobile and Web-based interventions. (Third Party Endorsement was not included in this test as a relevant party had endorsed only a few programs.) A significant difference was found in the average usage time of mobile apps, favoring programs that had Evidence of Successful Implementation (ie, a high number of downloads or positive reviews) t90=3.88, P<.001, Cohen d=1.07, and in maintenance, favoring programs that had been updated within the previous 6 months, t50=2.63, P=.28, Cohen d=0.73. As both variables relied on the data documented on Google Play, we added them in the second step of the regression analysis described below.
**Figure 1.** Flow diagram of program selection.

**Table 2.** Pearson correlations between Enlight product quality ratings, Credibility, and Research Evidence metrics (n=75).

<table>
<thead>
<tr>
<th>Scale</th>
<th>Credibility</th>
<th>Research evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r (^a)</td>
<td>P value</td>
</tr>
<tr>
<td>Usability</td>
<td>.02</td>
<td>.45</td>
</tr>
<tr>
<td>Visual Design</td>
<td>.08</td>
<td>.24</td>
</tr>
<tr>
<td>User Engagement</td>
<td>(.39^b)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Content</td>
<td>(.51^b)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Therapeutic Persuasiveness</td>
<td>(.26^b)</td>
<td>.01</td>
</tr>
<tr>
<td>Therapeutic Alliance</td>
<td>(.39^b)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Using Fisher Z-transformation, no significant differences in Pearson correlation values were found between programs targeting mental health (n=51) and those targeting health-related behaviors (n=24).

\(^b\)Indicates significant correlations.
Table 3. Pearson correlations between Enlight scales, publicly available data on program acceptance, and real-world user engagement with eHealth interventions.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Mobile app interventions (n=52)</th>
<th>Web interventions (n=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Usage time</td>
<td>User 30-day retention</td>
</tr>
<tr>
<td>Usability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>.15</td>
<td>.14</td>
</tr>
<tr>
<td>Learnability</td>
<td>.21</td>
<td>.07</td>
</tr>
<tr>
<td>Navigation</td>
<td>.07</td>
<td>.31</td>
</tr>
<tr>
<td>Visual Design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aesthetics</td>
<td>.31^b</td>
<td>.01</td>
</tr>
<tr>
<td>Layout</td>
<td>.28^b</td>
<td>.02</td>
</tr>
<tr>
<td>Size</td>
<td>.32^b</td>
<td>.01</td>
</tr>
<tr>
<td>User Engagement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Captivating</td>
<td>.49^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Content presentation</td>
<td>.51^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interactive</td>
<td>.53^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not irritating</td>
<td>.13</td>
<td>.19</td>
</tr>
<tr>
<td>Targeted/tailored/personalized</td>
<td>.41^b</td>
<td>.001</td>
</tr>
<tr>
<td>Content</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evidence-based content</td>
<td>.45^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Information provision quality</td>
<td>.43^b</td>
<td>.001</td>
</tr>
<tr>
<td>Complete and concise</td>
<td>.35^b</td>
<td>.006</td>
</tr>
<tr>
<td>Clarity about program’s purpose</td>
<td>.39^b</td>
<td>.002</td>
</tr>
<tr>
<td>Therapeutic Persuasiveness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call to action</td>
<td>.36^b</td>
<td>.004</td>
</tr>
<tr>
<td>Load reduction of activities</td>
<td>.34^b</td>
<td>.007</td>
</tr>
<tr>
<td>Therapeutic rationale/pathway</td>
<td>.44^b</td>
<td>.001</td>
</tr>
<tr>
<td>Rewards</td>
<td>.47^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Data-driven/adaptive</td>
<td>.14</td>
<td>.16</td>
</tr>
<tr>
<td>Ongoing feedback</td>
<td>.14</td>
<td>.16</td>
</tr>
<tr>
<td>Expectations and relevance</td>
<td>.31^b</td>
<td>.01</td>
</tr>
<tr>
<td>Therapeutic Alliance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic acceptance and support</td>
<td>.51^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Positive therapeutic expectations</td>
<td>.45^b</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Relatability</td>
<td>.40^b</td>
<td>.002</td>
</tr>
<tr>
<td>Enlight postempirical measures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credibility</td>
<td>.34^b</td>
<td>.006</td>
</tr>
<tr>
<td>Research evidence</td>
<td>.08</td>
<td>.28</td>
</tr>
</tbody>
</table>
Table 4. Hierarchical stepwise regressions for predictors of user engagement with self-guided mobile and Web-based interventions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>B^a</th>
<th>SE B</th>
<th>Beta</th>
<th>P value</th>
<th>R^2 change</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobile app usage time (n=52)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapeutic Alliance</td>
<td>.47</td>
<td>.11</td>
<td>.51</td>
<td>&lt;.001</td>
<td>.26</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapeutic Alliance</td>
<td>.29</td>
<td>.11</td>
<td>.31</td>
<td>.02</td>
<td>.15</td>
<td>.001</td>
</tr>
<tr>
<td>Number of reviews</td>
<td>.29</td>
<td>.08</td>
<td>.44</td>
<td>.001</td>
<td>N/A ( ^b )</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Mobile app 30-day retention (n=52)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapeutic Persuasiveness</td>
<td>.01</td>
<td>.01</td>
<td>.39</td>
<td>.004</td>
<td>.15</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Step 2( ^c )</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Web intervention total usage time (n=32)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapeutic Alliance</td>
<td>2.87</td>
<td>1.34</td>
<td>.36</td>
<td>.04</td>
<td>.13</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Step 2( ^c )</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\( ^a \)B: unstandardized regression coefficient.

\( ^b \)N/A: not applicable.

\( ^c \)No new variables were entered into the equation.

Table 4 presents the hierarchical stepwise regressions performed to examine the predictors and percentages of real-world user engagement variance that were explained by Enlight product quality ratings and whether publicly available data on program acceptance added to the explained variance. The analysis showed that the variance of user engagement explained by Enlight ratings ranged between 13% and 26%. In each of the first steps, following the entrance of one Enlight quality rating—either Therapeutic Persuasiveness or Therapeutic Alliance—no other metric was found to significantly contribute to the model. The analysis also showed that publicly available data (number of reviews) explained 15% of the variance of mobile app usage time above Enlight ratings; publicly available data did not significantly explain the variance of mobile app user retention or Web-based intervention usage time.

**Discussion**

**Principal Findings**

This study presents novel findings about the relationship between product design and user engagement with self-guided eHealth interventions in the real world. We found that product quality in terms of Visual Design, User Engagement, Content, Therapeutic Persuasiveness, and Therapeutic Alliance was positively correlated with real-world usage of mobile apps. Therapeutic Persuasiveness and Therapeutic Alliance were also
positively correlated with real-world usage of Web-based programs. Similar to previous findings, Visual Design, User Engagement, and Content were not found to have a significant correlation with usage time of Web-based interventions [37]. Although the domains’ criteria items had similar patterns of correlation with the behavioral variables, 3 Therapeutic Persuasiveness items—rewards, data-driven/adaptive, and ongoing feedback —showed significant correlations with mobile app user retention after 30 days but no significant correlations with mobile app usage time. It might be that these variables, which examine the ongoing reciprocal interaction between the software and the user, are sensitive to the time window of use rather than to the accumulated usage time. However, future research should first be conducted to examine whether this pattern of results is replicated.

Congruent with our previous examination [37], Usability was not associated with the behavioral variables of user engagement. It is important to note that as our analysis was based on between-program evaluation, it does not mean that improving program’s usability will not enhance user engagement with the program. Alternatively, we suggest that using the Usability score to compare different programs might not capture which programs are more engaging to users. Therefore, Usability should be considered to be a barrier rather than a facilitator of user engagement. A future direction could be to define ranges—in terms of Usability scores—that identify the point at which a program is usable enough to be evaluated based on other metrics.

Our analysis of Google Play data revealed positive correlations between the number of reviews, mobile app usage time, and user retention; number of installs and average star reviews were also positively correlated with mobile app usage time. These findings present a link between data available to the public on app stores and an app’s overall tendency to engage users. Regression results, however, suggested that these data do not always enhance our understanding of user engagement after accounting for the quality of product design—which could be determined before real-world use of the program. Hence, it could be informative to examine how expert-based rating tools such as Enlight can be used by developers during a program’s development phase to guide the process of product design before empirical testing.

Our analysis also showed that programs with better design quality had better research evidence. At the same time, research evidence did not predict user engagement in real-world use. This finding is congruent with Fleming et al’s study that examined published reports on the real-world uptake of eHealth programs [50]. The researchers found that indications of completion or sustained use (ie, completion of all modules or the last assessment or continuing to use apps after 6 weeks or more) varied from 0.5% to 28.6%, concluding that actual usage may vary from that reported in trials. Accordingly, our analysis implies that when research evidence supports a certain program, it does not necessarily mean that users will engage with the program in the real world. It is important to note that there may be many reasons for what could be referred to as “trial versus real-world gap,” including the impact of the study setting on user engagement [25] and populations being targeted for the study that differ from those using the program in the real world [26]. Future research should to be conducted to empirically examine this phenomenon and the factors influencing it.

It is also important to note that the analysis did not reveal an association between the Credibility items—developer’s credibility (eg, academic institute) and strong advisory support group—and user engagement variables. One reason that could explain this finding is the high costs associated with app development [23], which may create barriers for teams that are more focused on answering academic research questions based on grant funding. However, this explanation should be further examined to draw firm conclusions.

Finally, from a methodological perspective, the notion that stands behind the development of criteria-based rating tools is that in the absence of proper training, proper expertise, and proper use of developed scales, inter-rater agreement will be low, and therefore, the examination will not be reliable. For example, in a study to examine inter-rater reliability of mobile health (mHealth) app rating measures, Powell et al gathered a panel of 6 reviewers to review the top 10 depression apps and top 10 smoking cessation apps from the Apple iTunes App Store and evaluate them based on several measures. The authors found a wide variation in the inter-rater reliability of measures, with some measures being more robust across categories of apps than others [36]. In recent years, several studies have demonstrated that it is feasible to achieve sufficient inter-rater reliability with criteria-based rating scales by using trained raters [35,51]. To perform the ratings for this study and previous evaluations using the Enlight tool, raters had to complete a certain level of training to provide reliable ratings. This notion has been acknowledged for decades within the psychological assessment field ([52,53]; George et al, unpublished data, 1985) we hope that as the eHealth evaluation field moves forward, more attention will be paid to the proper use of methods to train and examine evaluators’ work.

Limitations
This study has several limitations. First, the findings are not based on an experimental procedure that compared different designs of the same intervention. However, it would not be possible to utilize an experimental procedure to compare many aspects of product design at the same time. Consequently, if an association is not found between a quality domain and program usage, it does not mean that improving the program in this domain will not influence usage. Instead, it means that when comparing different programs, some aspects of quality are more important than others in predicting usage time. Second, this study examined user engagement, which is not the same as efficacy. Data suggest that there is a strong relationship between engagement and efficacy [54-56]; however, more does not always equal better [57]. A future research direction would be to measure efficacy using a large sample of programs “in the real world” and to examine the correlations between product design and efficacy. This testing should take into account fundamental questions related to participant consent and how to measure intervention outcomes.
Conclusions

Results indicate that Enlight is a valid tool for predicting real-world user engagement with eHealth interventions, based on expert evaluations that were conducted before empirical testing with end users. The link between expert reviews and user behaviors in the real world supports the importance of rating tools that may enable trained experts to (1) guide the design of evidence-based interventions before testing with end users and (2) provide important details about the product’s potential to enable end users to make educated decisions when searching for self-guided interventions. Such details are presented in MindTools.io [39], a nonprofit website that publishes in-depth app reviews using Enlight rating scales. Finally, the use of real-world behavioral datasets, which are garnered from a massive number of users, is a novel way to learn about user behaviors, creating new avenues of research and advancing our understanding of eHealth interventions. More studies are needed to shed light on the relationships between real-world uptake and data that emerge from other sources of information.

Acknowledgments

AB and JMK’s work on eHealth rating scales and the development of MindTools.io is supported by the Donald & Barbara Zucker Family Foundation. The authors would like to thank Dr Ran Wolff for his support in examining the validity of the behavioral user panel they were using.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Description of the systematic identification process.

[PDF File (Adobe PDF File), 60KB - jmir_v20i12e11491_app1.pdf]

Multimedia Appendix 2

Description of scales and scale items.

[PDF File (Adobe PDF File), 144KB - jmir_v20i12e11491_app2.pdf]

Multimedia Appendix 3

Included programs.

[PDF File (Adobe PDF File), 62KB - jmir_v20i12e11491_app3.pdf]

References


39. MindTools.io. URL: [accessed 2018-06-18] [WebCite Cache ID 70Pg0KTX]
41. SimilarWeb. URL: [accessed 2018-06-18] [WebCite Cache ID 70GZ6eAt]
42. European Commission. Data protection: Rules for the protection of personal data inside and outside the EU URL: [Medline: 10391925]
43. SimilarWeb. URL: [accessed 2018-01-04] [WebCite Cache ID 6nGSLql6]
44. Oath. URL: [accessed 2018-10-14] [WebCite Cache ID 73A1knb5]
Efficacy of a Parent-Based, Indicated Prevention for Anorexia Nervosa: Randomized Controlled Trial

Corinna Jacobi1, PhD; Kristian Hütter1, Dipl Psych; Ulrike Völker2, PhD; Katharina Möbius3, Dipl Psych; Robert Richter4, Dipl Psych; Mickey Trockel5, MD; Megan Jones Bell6, PhD; James Lock5, MD; C Barr Taylor5, MD

1Klinische Psychologie & E-Mental Health, Institut für Klinische Psychologie und Psychotherapie, Universität Dresden, Dresden, Germany
2Klinik für Psychiatrie und Psychotherapie, Städtisches Klinikum Görlitz, Görlitz, Germany
3Klinik für Psychosomatische Medizin und Psychotherapie, Städtisches Klinikum Görlitz, Görlitz, Germany
4Sächsische Bildungsagentur, Regionalstelle Leipzig, Leipzig, Germany
5Department of Psychiatry, Stanford University School of Medicine, Stanford, CA, United States
6Headspace, Santa Monica, CA, United States

Corresponding Author:
Corinna Jacobi, PhD
Klinische Psychologie & E-Mental Health
Institut für Klinische Psychologie und Psychotherapie
Universität Dresden
Chemnitzer Strasse 46
Dresden, 01187
Germany
Phone: 49 35146338576
Fax: 49 351463372
Email: corinna.jacobi@tu-dresden.de

Abstract

Background: Web-based preventive interventions can reduce risk and incidence of bulimia and binge eating disorders among young high-risk women. However, their specific effects on core symptoms of anorexia nervosa (AN) are rather weak.

Objective: The primary objective of this study was to evaluate the efficacy of an indicated, parent-based, Web-based preventive program Eltern als Therapeuten (E@T) in reducing risk factors and symptoms of AN.

Methods: Girls aged between 11 and 17 years were screened by selected risk factors and early symptoms of AN. At-risk families were then randomized to E@T or an assessment-only control condition. Assessments took place at pre- and postintervention (6 weeks later) and at 6- and 12-month follow-up (FU).

Results: A total of 12,377 screening questionnaires were handed out in 86 German schools, and 3941 including consent returned. Overall, 477 (447/3941, 12.10%) girls were identified as at risk for AN and 256 of those could be contacted. In all, 66 families (66/256, 25.8% of those contacted) were randomized to the E@T or a wait-list control condition, 43 (43/66, 65%) participated in postassessments, and 27 (27/66, 41%) in 12-month FUs. Due to low participation and high dropout rates of parents, recruitment was terminated prematurely. At 12-month FU, girls’ expected body weight (EBW) percentage was significantly greater for intervention participants compared with control participants (group by time interaction beta=21.0 [CI 5.81 to 36.13], P=.007; group by time squared interaction beta=−15.5 [CI −26.6 to −4.49], P=.007; estimated Cohen d=0.42). No other significant effects were found on risk factors and attitudes of disturbed eating.

Conclusions: Despite a significant increase in girls’ EBW percentage, parental participation and adherence to the intervention were low. Overall, parent-based, indicated prevention for children at risk for AN does not seem very promising, although it might be useful for parents who engage in the intervention.


(J Med Internet Res 2018;20(12):e296) doi:10.2196/jmir.9464
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Introduction

Background
Anorexia nervosa (AN) is a serious condition with a prevalence estimated between 0.3% and 0.7% among adolescent females based on Diagnostic and Statistical Manual of Mental Disorders-Fourth Edition (DSM-IV) criteria [1-4]. AN can be accompanied by severe medical complications, including significant growth retardation, pubertal delay or interruption, and peak bone mass reduction [5,6]. Furthermore, the mortality rates associated with AN are significantly elevated when compared with standard population norms [7]. Approximately 60% of all eating disorder patients have a lifetime affective disorder [8], 35% of AN patients also suffer from obsessive-compulsive disorder, and there is a moderate overlap of AN and avoidant personality disorder. Furthermore, physical and psychological functioning and distress can be as severe in adolescents with AN regardless of presenting weight [9]. In addition, AN is associated with increased health care utilization and health care costs [10-12]. Krauth et al [12] reported yearly overall costs for AN of €195.4 million in Germany (€64.9 million through hospitalization, convalescence benefits, and rehabilitation as well as €130.5 million indirect costs through inability to work and premature death).

Given the seriousness of the disorder, the poor prognosis, and the associated burden and costs, early preventive interventions are of crucial importance. If these interventions target modifiable and potent risk factors, this could reduce both the onset of the disorder or mitigate core symptoms of the disorder before the onset. A few longitudinally assessed risk factors for eating disorders have been identified [13,14], but not all are suitable for preventive approaches, for example, pre- and perinatal risk factors have been confirmed in several studies but are not modifiable, and early childhood health and eating problems have also been confirmed in several studies but would not be suitable targets of preventive interventions for older children or young adults.

The factors weight and shape concerns and dieting, on the other hand, represent the most potent, modifiable, and confirmed risk factors for eating disorders in general. However, these factors are not specific for distinct eating disorder diagnoses, such as AN. In addition to these longitudinally assessed risk factors, a number of probable (retrospectively assessed) risk factors were found. At the start of the study, perfectionism and obsessive-compulsive symptoms seemed to be the best candidates as they both were modifiable and showed some specificity for AN [13-15].

Prior Work
Several previous reviews and meta-analyses suggest that preventive interventions for eating disorders (ED) in general reduce risk factors for, symptoms of, and—in few cases—even onset of mostly bulimic or binge eating-type ED [16-21]. Prevention programs reviewed in these analyses include the whole range of interventions from universal to indicated programs, school-based versus individually based, and are directed at age ranges from younger children to young adults. Effect sizes of the core risk factor outcomes range from low to high depending on the selection criteria applied and included samples, data analysis, and consideration of sensitivity analyses.

Although most of these meta-analyses included technology or Web-based interventions to some degree, 2 explicitly addressed effects of technology- or Web-based interventions only [16,20] with slightly different results. Beintner et al [16] conducted a cross-cultural comparison of 10 randomized controlled trials using the Web-based prevention program Student Bodies and found small to medium mean post and follow-up (FU) effects on drive for thinness, negative body image, and weight concerns. Loucas et al [20] found overall small post and FU effects on drive for thinness, weight and shape concern, and dietary restraint in 8 of the 13 Web-based prevention trials, including the Student Bodies intervention, and small or inconclusive effects for interventions in the remaining studies.

However, in the absence of confirmed risk factors for specific ED diagnoses, preventive interventions in general are usually not specifically directed at individuals at risk for specific ED diagnoses, such as AN but rather ED in general. This lack of diagnostic specificity of interventions is even more evident when only targeted interventions for individuals at risk are considered or moderators for intervention types are analyzed [18]. Participants in these studies are usually selected based on nonspecific risk factors for ED such as weight concerns, dieting, or body dissatisfaction. Early symptoms of specific ED categories (eg, subthreshold binge eating, compensatory behaviors, and body mass index [BMI]) are rarely used for selection. On the basis of the studies included in 1 meta-analysis [18], the mean BMI of young adult participants in these interventions was 23.3, and selection criteria did not include low BMI to determine risk status. It therefore seems likely that individuals at higher risk for AN were not reached by these interventions, and tailored preventive interventions for these individuals need to be developed.

Current treatment approaches for adults with AN have shown only limited effects [22], but there is considerable evidence supporting the effectiveness of family-oriented treatments [23-25] for adolescents. Family-based treatment (FBT [26]) has also been recommended by the American Psychiatric Association (APA [27]) and the National Institute for Health and Care Excellence (NICE) guidelines [28] as first-line treatment for adolescents with AN. A preventive approach, targeting risk factors and early symptoms for AN combined with elements of FBT, could therefore be beneficial in preventing the onset of the disorder in high-risk adolescents.

Thus, as part of a pilot study for a subsequent randomized controlled trial, we developed a family-based intervention called Parents Act Now targeting individuals at risk for AN. The 6-week intervention was directed at parents, originally developed in the United States, and subsequently translated into German.
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amennorhoea, excessive exercise, and a family history of an eating disorder. To be included, criterion B was mandatory and either criterion A or C (or both) was additionally required. In a previous study [15], the overall prevalence of the combination of these factors in a sample of 1562 adolescent girls was 10.8% and it increased from 9.5% to 16.5% between ages 11 and 16 years. Exclusion criteria were the presence of a full-syndrome eating disorder in the past 6 months, current major depression, current substance abuse or dependence, and suicidal ideation.

Procedures
We asked the authorities of the school district of Saxony, Germany, for permission to conduct screenings in all high schools and secondary high schools throughout Saxony. Following their consent, 170 schools were individually invited to participate. Recruitment was completed in 86 schools (34 high schools and 52 secondary high schools) and followed a 2-step procedure. First, high-risk girls were identified through screens in participating schools after a short introduction of the study in class provided by trained research assistants. Questionnaires, including screening questions to be filled out by the children and few questions to be filled out by parents (daughters’ current weight, height, and weight loss in the past 6 months, family history of eating disorders, internet access, and willingness to participate in an internet prevention program), were completed at home, and consent forms and questionnaires were collected approximately 1 week later in schools. If children screened positive, parents and children were invited for face-to-face baseline assessments. During these assessments, we conducted separate interviews with parents and children to assess children’s eating and general pathology, to exclude ED diagnoses, and to obtain parental demographic information (education level, occupation, marital status, daughter’s number and age of siblings, and daughter’s type of school and current grade). Because the results of the pilot study suggested some problems with parental motivation, we included a manual-based motivational assessment and enhancement module (adapted from motivational interviewing) to guide interviewers’ feedback to this first assessment. Children also filled out a number of self-report questionnaires. Children’s height was measured to the nearest millimeter using a calibrated stadiometer and weight was measured to the nearest 0.1 kg using a digital scale. Interview results were directly entered into a database (MACRO), which also contained algorithms to determine probable ED and other diagnoses and conduct randomization. Following separate interviews, 1 interviewer provided detailed verbal feedback on the daughter’s risk factor status, eating disorder, and general pathology to parents and the daughter together and discussed inconsistent results from both interviews with them. Interviews were conducted by experienced graduate students and by research assistants who had received intensive training before conducting the interviews. To improve and maintain interview quality, all interviews were recorded and interviewers received verbal feedback on the recordings by an experienced graduate student. In a second step, parents of eligible children were randomly assigned to the E@T intervention or the assessment-only control group.

Design
We conducted a randomized controlled trial including parents and their daughters recruited from schools in Saxony, Germany. Eligible participants were randomized either to E@T or a wait-list control group. Assessments took place before randomization (at baseline, T1), at postintervention (6 weeks after baseline, T2), and at 6- and 12-month FU (8 [T3] and 14 [T4] months after baseline). Baseline, postintervention, and FU assessments were—with few exceptions—conducted in face-to-face settings. Both parental and child consents were required.

Participants
To be included in the study, girls had to be aged between 11 and 17 years and fulfill criteria of being at risk for AN based on the screening results. We defined at risk as a combination of factors selected from the following 3 categories [15]: (1) A: established risk factors for AN as high weight and shape concerns and drive for thinness (defined by either scoring ≥42 on the Weight Concerns Scale [30,31] or ≥24.1 on the Eating Disorder Inventory (EDI-2) subscale Drive for Thinness [32]), (2) B: early symptoms of AN indicated by low weight (defined as <90% EBW; Centers for Disease Control and Prevention, 2001) or significant weight loss (5% in the past 6 months), and (3) C: the presence of 1 out of the 4 probable risk factors, for example, high levels of perfectionism defined by scoring ≥78.0 on the Frost Multidimensional Perfectionism Scale [33],...
The study was approved by the local human subjects’ committee (#EK172052010). Due to an oversight, the trial registration was delayed while participant recruitment had already started, following adaptations made to the intervention itself and the planned procedures. Participant recruitment and post and FU assessments took place between October 2010 and May 2014.

**Intervention Eltern als Therapeuten (E@T)**

The parental intervention is based on the first phase of the family-based treatment for AN by Lock [26], the parent guide by Lock and Le Grange [34], and an internet-based intervention to prevent eating disorders for adolescents [35]. The intervention E@T consists of a 6-session Web-based program for parents accessible over the course of 6 weeks and moderated by eating disorder experts (graduate-level clinical psychologists in training under supervision). The intervention also includes a moderated Web-based discussion group for parents, weekly monitoring journals related to their daughter’s weight, eating and exercise with feedback provided by moderators, videos, and 2 phone calls to enable individualized feedback on the daughter’s problems with eating, weight and shape concerns, and referral to other resources if necessary. Adolescents received a brief handout describing the purpose of the study written for a general audience in clear, lay terms, at a 6-grade reading level. A more detailed description of the intervention is summarized in a previous report [29].

**Measures**

**Screening**

The screening questionnaire consisted of 61 questions covering established risk factors, possible risk factors, and early symptoms of AN: weight and shape concerns based on the Weight Concerns Scale (WCS), a 5-item self-report screening questionnaire to identify students at risk for developing an ED [31]. Previous studies have shown that 10% of girls in the highest quartile of the WCS subsequently develop a subthreshold or full-syndrome ED. The German validation of the WCS [30] has a high test-retest reliability (r=.95).

In addition, drive for thinness was based on the respective 7-item subscale of the EDI-2 [32,36], self-reported height and weight, weight loss, and the presence of an ED in the past 6 months; perfectionism was based on the Frost Multidimensional Perfectionism Scale (MPS-F) [33,37]. The EDI-2 drive for thinness subscale has been shown to have high internal consistency (Cronbach alpha=.88). The MPS-F consists of 35 items covering 6 subscales (with 4 to 9 items each). The internal consistency for the subscales (Cronbach alpha) varies between .70 and .90 [33]. Questions related to the presence of secondary amenorrhea, excessive exercise, and family history of an ED in at least one family member were also included in the screen. Secondary amenorrhea was assessed by asking whether girls’ menses had already started and, if so, whether they had missed menses in the past 3 months and if they took contraceptive medication. Amenorrhea was coded yes if menses had started but had been missed in the past 3 months or if menses had started but the use of contraceptives was endorsed. To endorse excessive exercise, girls had to indicate that they exercised in the past 4 weeks to lose weight, to influence body shape or body fat, to burn more calories, and to receive an average score of 3 (sometimes) or lower on a 1 (always) to 5 (never) scale asking if they were afraid of becoming upset or if they were feeling guilty when they had to skip exercise and if they exercised in spite of being sick or injured. These 4 questions were based on the Eating Disorder Examination (EDE) interview [38-40]. Parental history of ED was obtained from both girls and parents based on questions from the risk factor interview by Fairburn et al [41].

The primary outcomes were weight normalization (defined by change in EBW percentage, objectively measured) and other core AN symptoms, such as daughters’ self-reported weight and shape concerns (assessed by the WCS), restraint, and frequency of driven exercise based on the EDE twelfth Edition [38-40]. The EDE is a semistructured interview that measures ED psychopathology on the 4 subscales: restraint (5 items), eating concern (5 items), weight concern (5 items), and shape concern (8 items), which can be aggregated to a total score and also generates ED diagnoses based on DSM-IV (text revision) criteria. The internal consistency (Cronbach alpha) varies between .73 and .86 for the subscales and is .93 for the total score. Secondary outcomes were EDE weight concern, EDE shape concern, EDE eating concern, EDI-2 drive for thinness, and EDI-2 body dissatisfaction. The latter EDI-2 subscale also has an internal consistency of .88.

Furthermore, the Schedule for Affective Disorders and Schizophrenia for School-Age Children [42] was used to assess present and past episodes of psychopathology based on DSM-IV Axis I criteria [43] in girls. At baseline, parents completed the Parent Motivation Inventory (PMI; [44]) to assess their motivation and confidence to address their daughter’s eating problem. The PMI is a 25-item scale with a high internal consistency of .96 (Cronbach alpha) [44].

At postintervention and 6- and 12-month FU, only the EDE interview was conducted with parents on the daughter, and with daughters themselves; in addition, daughters’ height and weight were measured and daughters filled out the WCS and EDI-2 subscales drive for thinness, bulimia, and body dissatisfaction and answered questions regarding treatment utilization. Whenever possible, subjective reasons for parents declining participation in the study after initial contact and feedback on daughters’ risk status were assessed qualitatively.

We assessed adherence to the intervention by mean number of sessions opened and overall percentage of program pages opened. These data were retrieved from the program log files.

**Randomization and Masking**

The randomization algorithm, which was integrated into the database MACRO, was provided by the independent Centre for Clinical Trials (Koordinierungszentrum für Klinische Studien) at TU Dresden. Children were stratified by age and EBW percentage and randomized in a ratio of 1:1 to E@T or the waiting list control condition after parents had given informed consent. Parents and psychologists involved in the evaluation of the E@T program could not be masked to intervention allocation. Assessors who conducted T1 to T4 diagnostic assessments could not be blinded to the intervention condition.
but were neither involved in the moderation of the intervention nor in final data analyses.

**Statistical Analyses**

The initial study sample size estimate was based on a power calculation for a single end-point group comparison at 12 months. Therefore, the sample size calculation was based on a 2-tailed t test for independent samples. For this calculation, the estimated between-group effect size at 12-month FU was \( d = 0.5 \) between the intervention and the control group for the primary outcomes: EBW percentage and other core AN symptoms. Using these parameters, the estimated sample size needed to achieve 80% power was 64 participants per group (or a total of 128 subjects). Considering a combined noncompliance and loss to FU rate of 30%, an estimated 91 participants per group would have been required to attain an adequate sample size for this study. We subsequently employed a mixed-effects model approach to assess all group differences over time. Mixed-effects models use all available data points when participants are lost to FU. This approach is likely to render higher statistical power than a t test used to assess group differences at a single time point. Therefore, the a priori power analysis conducted for this study (based on an independent samples t test) may have overestimated the sample size needed for this study.

All analyses were conducted as intention-to-treat (ITT) analyses including all randomized participants. Differences between the intervention and the control group on primary outcomes (EBW percentage, weight and shape concerns, EDE restraint, and driven exercise) as well as secondary outcomes were tested using mixed-effects models to account for the nested data structure of 4 observations across time within individual participants [45]. Total observation time was set at 1.0. Each measurement time point was set at its corresponding fraction of 1.0. This 0 to 1 time variable was then multiplied by itself to create a variable for time squared, which enables specification of quadratic regression models assessing intervention effects on change and on rate of change in outcome variables. A group by time interaction term was specified as to estimate the effect of the intervention. A group by time squared interaction term was also specified to estimate the effect of intervention on rate of change using a quadratic regression model. Cohen \( d \) was calculated by dividing the mixed-effects model derived intervention effect estimate by the pooled SD of the particular measure at baseline.

Differences on screening variables between participating and nonparticipating parents and children were analyzed using 2-tailed t test for continuous screening variables and chi-square test for dichotomous variables. These exploratory analyses were not corrected for multiple comparisons.

All analyses were performed using the software programs SPSS 22 (Statistical Package for the Social Sciences) and HLM7 (Hierarchical Linear and Nonlinear Modeling).

**Results**

**Recruitment**

Between October 2010 and December 2012, a total of 12,377 screening questionnaires were handed out in schools, 4416 (4416/12,337, 35.79%) returned and 3941 (3941/12,377, 31.84%) included consent. At baseline, 99 interviews were conducted with parents and screen-positive children. In total, 33 families could not be enrolled because they did not fulfill inclusion criteria any more during these assessments (mostly because children’s EBW percentage was in the normal range when measured objectively) or refused randomization. Finally, 66 families were randomized, 32 to the E@T intervention and 34 to the control condition. At 12-month FU, the dropout rate in the E@T condition was 65.6% and in the control condition was 52.9%, and they were not significantly different. Figure 1 presents a Consolidated Standards of Reporting Trials flow diagram.

Due to a much lower response rate of parents of girls screened for risk status and the high rate of parents of at-risk girls not willing to participate, it would have taken at least twice as long to recruit the originally planned sample size. The funding of the study was therefore stopped before the originally planned sample size had been achieved, but FUs of all randomized parents were still included.

**Sample**

Of participants with informed consent, 12.10% (477/3941) met predefined criteria for at risk. Overall, 47.8% of the sample fulfilled the combination of criteria A (high WCS or EDI drive for thinness), B (low weight or significant weight loss), and C (high levels of perfectionism, amenorrhea, excessive exercise, or a family history of an ED); 28.4% fulfilled the combination of criteria B and C; and 23.9% fulfilled the combination of criteria A and B. Regarding criterion B, 47% of the sample endorsed low body weight and 53% of the sample endorsed significant weight loss in the past 6 months.

Table 1 presents baseline characteristics of the sample. Included girls were on average about 14 years old, and the average EBW percentage was in the normal range. Overall, girls showed only few ED symptoms in the 4 weeks before baseline. Current or past comorbid major depressive disorder, separation anxiety disorder, social phobia, and specific phobia were also low.
Table 1. Sample characteristics of all randomized children at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>E@T(^a) (N=32)</th>
<th>Control group (N=34)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)(^b)</td>
<td>13.8 (1.5)</td>
<td>13.7 (1.6)</td>
</tr>
<tr>
<td>Percentage of expected body weight, mean (SD)(^b)</td>
<td>98.8 (12.3)</td>
<td>99.1 (13.4)</td>
</tr>
<tr>
<td>Objective binge episodes (past month), mean (SD)(^b)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Subjective binge episodes (past month), mean (SD)(^b)</td>
<td>0.8 (4.4)</td>
<td>0.1 (0.3)</td>
</tr>
<tr>
<td>Fasting (days past month), mean (SD)(^b)</td>
<td>0.1 (0.3)</td>
<td>0.3 (1.2)</td>
</tr>
<tr>
<td>Vomiting (episodes past month), mean (SD)(^b)</td>
<td>0 (0)</td>
<td>0.3 (1.7)</td>
</tr>
<tr>
<td>Laxative use (episodes past month), mean (SD)(^b)</td>
<td>0 (0)</td>
<td>0.1 (0.5)</td>
</tr>
<tr>
<td>Excessive exercise (days past month), mean (SD)(^b)</td>
<td>4.7 (8.6)</td>
<td>5.1 (9.1)</td>
</tr>
</tbody>
</table>

Comorbidity, n (%)

<table>
<thead>
<tr>
<th></th>
<th>E@T(^a) (N=32)</th>
<th>Control group (N=34)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation anxiety disorder</td>
<td>0 (0)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>History of major depression</td>
<td>2 (6)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Social phobia</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Specific phobia</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)E@T: Eltern als Therapeuten.
\(^b\)According to the Eating Disorder Examination [38-40].
\(^c\)According to Schedule for Affective Disorders and Schizophrenia for School-Age Children [42].

Screening Differences Between Participating and Nonparticipating Parents and Children

We found no significant differences in the frequencies of endorsing screening criteria A and C between parents who participated in the study and those who refused to participate. However, children of participating parents endorsed significantly more of all 3 screening criteria (52.1% vs 37.2%; \(P=.02\)) and showed significantly higher levels of weight concerns (WCS; mean= 47.9 vs mean=40.5; \(P=.03\)) compared with children of nonparticipating parents. This might be indicative of higher levels of impairment of children of participating parents. In addition, when parent-reported and daughters’ self-reported weight loss was compared, the discrepancy between the 2 estimates was significantly smaller for nonparticipating parents compared with participating parents (1.2 vs 2.15 kg; \(P=.03\)).
Intervention Adherence and Acceptance

On average, intervention group parents opened 28% of program pages (median 16%), 2.7 of 6 sessions (median 2.0), and logged on to the program 3.4 times (median 3.0; range 0–11). In total, 29% of randomized parents never logged on to the program at all and only 16% opened more than 75% of program pages. However, participating intervention group parents overall rated the program quite favorably as good (mean=2.2; SD=0.94; range=1–5; scale from 1 [very good] to 6 [very poor]), rated the program content and group moderation on average between good and very good (means 1.8 and 1.7, respectively), and reported they would very much recommend the program to other parents of at-risk children (mean=3.60; SD=0.74; range=2–4; scale scores from 1 [not at all] to 4 [very much]).

Primary and Secondary Outcomes

Results of ITT analyses of primary and secondary outcomes based on daughters’ self-report are summarized in Table 2. Of the primary outcomes, only 1 significant difference between the intervention and the control group was found: between preintervention and 12-month FU, girls of the intervention group gained significantly more and faster weight as indicated by change in percentage of EBW compared with girls in the control group. There was a significant time-squared by group interaction change in percentage of EBW compared with girls in the control group. There was a significant time-squared by group interaction indicating the effect of intervention on EBW percentage was curvilinear. The greatest effect of intervention on EBW percentage occurred early during the observation period. The total effect of intervention on EBW percentage can be estimated by adding the estimated group by time interaction effect with total effect of intervention on EBW percentage can be estimated percentage occurred early during the observation period. The curvilinear. The greatest effect of intervention on EBW

Table 2. Intervention effects on outcome variables estimated with mixed-effects models.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Group*time (95% CI)</th>
<th>t ratio</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of expected body weight</td>
<td>21.0 (5.81 to 36.13)</td>
<td>2.76</td>
<td>.007</td>
<td>0.42a</td>
</tr>
<tr>
<td>Group*time squared effect</td>
<td>−15.5 (−26.6 to −4.49)</td>
<td>−2.81</td>
<td>.007</td>
<td>0.42a</td>
</tr>
<tr>
<td>Excessive exercise</td>
<td>0.82 (−3.97 to 5.62)</td>
<td>0.34</td>
<td>.73</td>
<td>0.09</td>
</tr>
<tr>
<td>Weight Concerns Scale</td>
<td>2.02 (−8.03 to 12.08)</td>
<td>0.40</td>
<td>.69</td>
<td>0.08</td>
</tr>
<tr>
<td>EDI-2b bulimia</td>
<td>2.32 (−1.95 to 6.61)</td>
<td>1.09</td>
<td>.28</td>
<td>0.29</td>
</tr>
<tr>
<td>EDI-2 drive for thinness</td>
<td>1.86 (−1.05 to 4.77)</td>
<td>1.28</td>
<td>.21</td>
<td>0.27</td>
</tr>
<tr>
<td>EDI-2 body dissatisfaction</td>
<td>2.77 (−0.36 to 5.89)</td>
<td>1.76</td>
<td>.08</td>
<td>0.34</td>
</tr>
<tr>
<td>EDEc total score</td>
<td>0.04 (−0.41 to 0.5)</td>
<td>0.19</td>
<td>.85</td>
<td>0.04</td>
</tr>
<tr>
<td>EDE dietary restraint</td>
<td>−0.04 (−0.63 to 0.55)</td>
<td>−0.13</td>
<td>.90</td>
<td>−0.03</td>
</tr>
<tr>
<td>EDE eating concern</td>
<td>0.12 (−0.53 to 0.77)</td>
<td>0.38</td>
<td>.71</td>
<td>0.13</td>
</tr>
<tr>
<td>EDE weight concern</td>
<td>0.03 (−0.72 to 0.77)</td>
<td>0.07</td>
<td>.94</td>
<td>0.02</td>
</tr>
<tr>
<td>EDE shape concern</td>
<td>−0.03 (−0.73 to 0.67)</td>
<td>−0.09</td>
<td>.93</td>
<td>−0.02</td>
</tr>
</tbody>
</table>

a Estimated Cohen d for percentage of expected body weight is the sum of the standardized effects for group by time plus group by time squared.

b EDI-2: Eating Disorder Inventory.

c EDE: Eating Disorder Examination.
Discussion

Principal Findings

The objective of this study was to evaluate the efficacy of a parent-based, targeted preventive intervention for children and adolescents at risk for AN compared with an assessment-only control group. The intervention was specifically developed to target early symptoms and potential risk factors for AN that distinguish E@T from other preventive interventions for ED. It also incorporated elements from the current most promising treatment approach for adolescents with AN, that is, family-based treatment. This trial was preceded by a pilot study with overall encouraging results conducted in both the United States and Germany. We found that—over the course of the study and at the 12-month FU and based on ITT analyses—at-risk girls, whose parents had participated in E@T, gained significantly more and faster weight based on change in percentage of EBW compared with girls in the control group. Although the effect size of this change is in the small to medium range, previous Web-based prevention trials for ED in general usually do not find differences in BMI [17,46,47]. In addition, low weight was one of the risk factors or early symptoms we hoped to change through the intervention. However, these results must be considered in the context that few parents were willing to enroll and engage in the study and no other significant effects on primary or secondary outcomes were found in the ITT analyses. In interpreting the results, it is also important to note that means of outcome measures included in the screening (ie, WCS and EDI drive for thinness) dropped between screening and preintervention assessment. Furthermore, ED and weight-related measures improved in participants of both groups with overall encouraging results conducted in both the United States and Germany. We found that—over the course of the study and at the 12-month FU and based on ITT analyses—at-risk girls, whose parents had participated in E@T, gained significantly more and faster weight based on change in percentage of EBW compared with girls in the control group. Although the effect size of this change is in the small to medium range, previous Web-based prevention trials for ED in general usually do not find differences in BMI [17,46,47]. In addition, low weight was one of the risk factors or early symptoms we hoped to change through the intervention. However, these results must be considered in the context that few parents were willing to enroll and engage in the study and no other significant effects on primary or secondary outcomes were found in the ITT analyses. In interpreting the results, it is also important to note that means of outcome measures included in the screening (ie, WCS and EDI drive for thinness) dropped between screening and preintervention assessment. Furthermore, ED and weight-related measures improved in participants of both groups who completed postintervention and FU measures, which limit the potential to see differences. The reasons for the improvement in the control groups are not known but might be indicative of regression to the mean effects. Participants underwent detailed ED interviews after initial screening over the course of more than a year, which in itself may have raised awareness for risk factors and symptoms in parents and may have contributed to improvements in both groups.

Limitations

The results of this study need to be discussed in the context of the following limitations: (1) small sample size because of low screening completion rates possibly resulting in too little power to establish efficacy; (2) low rates of eligible participants agreeing to participate; (3) low parental engagement in the intervention; and (4) high dropout rates, which again may have affected power, randomization and, thus, also conclusions drawn from the analysis. Parents’ (low) willingness to partake in a Web-based intervention aimed at reducing their daughter’s risk of AN was the kernel of this study and warrants further exploration. Of screens distributed in schools, 35.7% were returned. At the beginning of recruitment, this rate was 20% but was increased by a number of strategies (eg, letter of recommendation of school authorities directed at individual schools, increasing awareness for the study by increased press releases, and offering incentives to girls). Furthermore, even for girls identified as being at risk, parental willingness to participate in the study was low. Only about half of identified families provided contact information, and of those contacted, only about 16% could be randomized. Although parents receiving the intervention, on average, rated the program favorably, they accessed less than a third of all program pages and less than half of the sessions. Using a standardized measure of engagement might have provided information to explain this discrepancy. Adherence is a well-known problem for Web-based interventions in general [48]. However, compared with targeted preventive interventions for ED, in which adherence usually ranges between 50% and 80% [49], adherence to E@T was clearly lower. Along with low engagement rates in the intervention, the study was also characterized by high dropout rates, that is, over 50% in the control group and 65.6% in the intervention group. These rates exceed dropout rates of both targeted intervention trials for ED in general [46,47] and of those reported for family-based treatment trials for AN, which average between 15% and 25% [50-52].

Comparison With Prior Work

In the absence of specific, parent-based prevention trials for girls at risk for AN, we can only compare our results with more general, parent-based preventive studies. For example, compared with parents referred to outpatient treatment for child conduct problems in the validation sample of the PMI [44], parental motivation in this preventive trial was much lower. As included children had not already developed a mental health problem affecting treatment, parents may have been more reluctant to engage in the intervention. In our pilot study [29], we also found...

Table 3. Parent-reported reasons for declining participation (N=137 parents; multiple answers possible).

<table>
<thead>
<tr>
<th>Parent-reported reasons for declining participation</th>
<th>Endorsements, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do not see risk factors and symptoms as problematic</td>
<td>89</td>
</tr>
<tr>
<td>Pediatrician does not see a problem or does not recommend study participation</td>
<td>18</td>
</tr>
<tr>
<td>Lack of time</td>
<td>16</td>
</tr>
<tr>
<td>Interview canceled, not attended, no response, or no reason given</td>
<td>30</td>
</tr>
<tr>
<td>Daughter declines participation</td>
<td>13</td>
</tr>
<tr>
<td>Change in risk status since screening (weight gain, exercise, and family history of eating disorder)</td>
<td>15</td>
</tr>
<tr>
<td>Too many other problems</td>
<td>5</td>
</tr>
<tr>
<td>Afraid to raise awareness for eating disorder problems</td>
<td>5</td>
</tr>
<tr>
<td>Currently in treatment for eating disorder or other mental health problem</td>
<td>3</td>
</tr>
</tbody>
</table>
a positive correlation between daughter’s risk status and parental engagement: at the US site, parents of children who already met criteria for AN showed higher levels of engagement with the intervention than those of children at risk for AN. A recent review of interventions involving parents that aim to prevent body dissatisfaction or eating disorders [53] identified 20 studies, 12 of which presented data on the effects of involving parents in prevention programs. A quarter of these studies revealed significant problems with parental recruitment and motivation, despite daughters being screened at-risk [29,54,55]. Although Hart et al [53] concluded that preventive interventions involving parents may have some benefit, they also expressed concern over the finding that measuring and communicating a child’s at-risk status does not appear to improve parent engagement with prevention programs.

On the other hand, even with pediatric long-term medical conditions, such as asthma, cystic fibrosis, HIV, diabetes [56], or life-threatening conditions requiring pediatric organ transplantation [57], parents’ and caregivers’ nonadherence to prescribed treatments is reported to be a common problem. Low adherence or denial may therefore represent a more general problem of parents when confronted with chronic or potentially threatening health conditions of their child.

Given the low parental engagement, participation, and completion rates, this sample is likely to be biased toward parents who are more willing to respond to a perceived risk for AN in their daughter (eg, higher motivated parents or parents more willing to acknowledge these risks). Thus, the observed intervention effect on percentage of EBW likely applies to this group of parents. This interpretation is supported in part by the reasons parents gave for unwillingness to participate that we gathered from parents that could be contacted. The majority of these parents did not consider the identified risk factors and early symptoms in their daughters as severe enough to get engaged or do so despite their daughter’s refusal to participate. As included children were, on average, at the time of the preintervention assessment not markedly underweight, parents of these normal-weight children fulfilling the weight loss criterion may have not perceived other risk factors, such as increased weight concerns, as problematic.

The comparison of parents willing to participate and those refusing to participate, on the other hand, shows that daughters of participating parents had even higher levels of ED-related impairment and parents unwilling to participate may underestimate their daughters’ weight loss. Thus, although parents of daughters with higher levels of ED risk factors and symptoms were more willing to participate in the study, symptoms of AN may have needed to be even more pronounced for most parents to engage at all or to engage more consistently in a preventive intervention. Alternatively, given the insidious course AN onset can take, parents may have needed more time and further evidence to realize and accept these risk factors and symptoms to motivate their engagement.

A recent systematic review [58] suggested 6 categories of reasons for parents’ and caregivers’ nonadherence to prescribed treatments in pediatric long-term medical conditions, including concerns or fears of the condition or the recommended treatment, difficulty following the treatment regimen, children’s resistance to treatment, perceived threats and strains to family relationships, parental priorities to preserve normal life, and (negative) input from and relationship with health professionals. Some of these reasons may explain parents’ low engagement and adherence in this study. Future studies, therefore, should address these potential barriers to engagement and parental level of readiness to engage more explicitly.

Conclusions

In conclusion, the intervention showed small effects on only 1 outcome, and given the few parents who were willing to enroll and engage in the study, the intervention does not have the potential for wide-scale acceptance as we hoped for. It may be more beneficial for parents willing to face their daughter’s initial problems, when these have become more pronounced or as the first step for parents of children with full syndrome AN before getting engaged in outpatient or inpatient treatment. However, this will need to be demonstrated in subsequent studies. The parent-based intervention did show some promise for the subsample of children of parents willing to engage in the assessments and in the intervention, even when only administered in a relatively small dose. Together with detailed interviews and feedback on ED risk factors and symptoms, children at risk may benefit from the intervention. Next steps in developing a population-based intervention targeting parents with children at risk for AN would be to (1) consider reasons why parents did not find the identified risk factors compelling, (2) develop better and more effective ways to convey information about risk factors, and (3) identify strategies to resolve parents’ concerns with engagement. Preventive interventions for ED may generally need to educate parents more explicitly about the potential dangers of early signs of disordered eating, such as dieting or weight loss in a child. Finally, a strategy for making the intervention more readily accessible is needed; although we had hoped to offer the original intervention as part of the curriculum in the participating schools, we were ultimately not allowed to do so. By offering the program in a systematic normative manner to parents in the school setting, potential avoidance and stigma, which likely interfered with engagement in the intervention, might be reduced.
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Abstract

Background: Cognitive behavioral therapy (CBT) is the first-line treatment for adults with obsessive-compulsive disorder (OCD), panic disorder (PD), and social anxiety disorder (SAD). Patients in rural areas can access CBT via the internet. The effectiveness of internet-delivered cognitive behavioral therapy (ICBT) has been consistently shown, but no clinical studies have demonstrated the feasibility of ICBT with real-time therapist support via videoconference for OCD, PD, and SAD at the same time.

Objectives: This study aimed to evaluate the feasibility of videoconference-delivered CBT for patients with OCD, PD, or SAD.

Methods: A total of 30 Japanese participants (mean age 35.4 years, SD 9.2) with OCD, SAD, or PD received 16 sessions of individualized videoconference-delivered CBT with real-time support of a therapist, using tablet personal computer (Apple iPad Mini 2). Treatment involved individualized CBT formulations specific to the presenting diagnosis; all sessions were provided by the same therapist. The primary outcomes were reduction in symptomatology, using the Yale-Brown obsessive-compulsive scale (Y-BOCS) for OCD, Panic Disorder Severity Scale (PDSS) for PD, and Liebowitz Social Anxiety Scale (LSAS) for SAD. The secondary outcomes included the EuroQol-5 Dimension (EQ-5D) for Quality of Life, the Patient Health Questionnaire (PHQ-9) for depression, the Generalized Anxiety Disorder (GAD-7) questionnaire for anxiety, and Working Alliance Inventory-Short Form (WAI-SF). All primary outcomes were assessed at baseline and at weeks 1 (baseline), 8 (midintervention), and 16 (postintervention) face-to-face during therapy. The occurrence of adverse events was observed after each session. For the primary
analysis comparing between pre- and posttreatments, the participants’ points and 95% CIs were estimated by the paired t tests with the change between pre- and posttreatment.

**Results:** A significant reduction in symptom of obsession-compulsion (Y-BOCS=6.2; Cohen d=0.74; 95% CI −9.4 to −3.0, \(P<.002\)), panic (PDSS=5.6; Cohen d=0.89; 95% CI −9.83 to −1.37, \(P=.02\)), social anxiety (LSAS=33.6; Cohen d=1.10; 95% CI −59.62 to −7.49, \(P=.02\)) were observed. In addition, depression (PHQ-9=1.72; Cohen d=0.27; 95% CI −3.26 to −0.19, \(P=.03\)) and general anxiety (GAD-7=3.03; Cohen d=0.61; 95% CI −4.57 to −1.49, \(P<.001\)) were significantly improved. Although there were no significant changes at 16 weeks from baseline in EQ-5D (0.0336; Cohen d=−0.202; 95% CI −0.0198 to 0.00869; \(P=.21\)), there were high therapeutic alliance (ie, WAI-SF) scores (from 68.0 to 73.7) throughout treatment, which significantly increased (4.14; 95% CI 1.24 to 7.04; \(P=.007\)). Of the participants, 86% (25/29) were satisfied with videoconference-delivered CBT; and 83% (24/29) preferred videoconference-delivered CBT to face-to-face CBT. An adverse event occurred to a patient with SAD; the incidence was 3% (1/30).

**Conclusions:** Videoconference-delivered CBT for patients with OCD, SAD, and SAD may be feasible and acceptable.
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**Introduction**

**Background**

Obsessive-compulsive disorder (OCD), panic disorder (PD), and social anxiety disorder (SAD) are the most common mental disorders and incur a huge burden throughout the lifespan [1-4]. Cognitive behavioral therapy (CBT) has been found to be effective in treating all of the 3 disorders [5-16]. Although CBT is an effective treatment, it is difficult for all patients to receive CBT because of problems of access to treatment such as expensive specialized medical treatment, lack of therapists, and uneven urban distribution. Known as telemental health, a new therapeutic approach, born out of technological innovation after the internet revolution, has solved these problems. A patient can now receive treatment from remote distance via the internet, regardless of physical or psychological barriers such as time, distance, and stigma from remote distance by the internet [17,18]. For example, in internet-delivered CBT (ICBT), users can receive their programmed treatment at any time, 24 hours a day. In addition, the therapist’s involvement with the patient can be reduced, optimizing treatment costs. Furthermore, a therapist guide can be employed via remote treatment, by using videoconference in real time, without compromising linguistic and nonverbal communication in real time with the patient as much as possible.

ICBT has been shown to be effective for OCD, PD, and SAD from several randomized controlled trials [19-35]. A recent systematic review and meta-analyses using 20 studies comparing ICBTs and face-to-face CBTs showed that ICBT and face-to-face treatment produced equivalent overall effects [36]. Target diseases in this meta-analysis included SAD, PD, and depression. In the other meta-analyses, comparing the effectiveness of ICBT and face-to-face CBT with anxiety disorders including OCD (defined according to the Diagnostic and Statistical Manual of Mental Disorder III [37], III-R [38], IV [39], and IV-TR or the International Classification of Diseases 9 or 10 [40-42]), there were no clear differences between them [43]. ICBT can be roughly divided into the 3 categories depending on how the therapist participates in the program [44]: programs with no therapist assistance [45]; programs with assistance, where the therapists assistance is minimal [46]; and live conversations on the internet, where the therapist is fully involved using videoconference [47,48]. Although the effectiveness of ICBT has been suggested, there is little knowledge about ICBT including videoconference. In telemental health, which is an important theme when considering the optimization of social resources, the effectiveness of ICBT should be examined based on the therapist’s degree of involvement. In this study, we examined the feasibility of ICBT with real-time videoconference, where the therapists were fully involved in treatment.

**Videoconference-Delivered Cognitive Behavioral Therapy**

In videoconference-delivered CBT, the therapist and patient use video and audio links to have a therapeutic conversation, as in face-to-face CBT, which includes nonverbal information such as expressions, body language, voice volume, and tone. Therefore, among the ICBT options, this allows the patient and the therapist to have the strongest therapeutic relevance. In a situation where real-time communication with the patient is important, it is considered to be a powerful approach; for example, when the therapist can enhance motivation through role playing by performing internal sensory exposure in front of a patient with serious panic PD.

Mental health services for remote populations via videoconferences have yielded high satisfaction [17,49-52]. A systematic review of videoconference-delivered CBT trials, using 20 controlled studies, uncontrolled studies, case series, and case studies for anxiety disorders including posttraumatic stress disorder (PTSD) using the criteria of the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV-TR), suggested a medium to large effect size [53]. At the same time, there were no clinical studies about videoconference-delivered CBT for all of OCD, PD, and SAD. Comorbidity has often been seen between OCD, PD, and SAD [54]; clinical trials of CBT with additional remote systems to determine...
videoconference-delivered CBT adaptation to normal clinical scenes are thus meaningful. A randomized controlled trial compared OCD using professional videoconferencing equipment (n=10) with self-help (n=10) and wait-list (n=10) controls [51]. The results indicated large effect sizes (Cohen $d=2.1-2.5$); in addition, 60% (6/10) of participants in the videoconferencing condition achieved clinically significant changes at posttreatment and 50% (5/10) did so at a 3-month follow-up. Another controlled trial compared manualized CBT for PD and agoraphobia by videoconference (n=11) with in-person CBT (n=10) [52]. The results indicated no significant difference between the conditions, but 81% (9/11) of participants in the videoconferencing condition were panic-free at posttreatment and 91% (10/11) at a 9-month follow-up; this indicated a very large effect size for all panic and agoraphobia symptoms. An uncontrolled trial, using 24 participants with SAD, applied acceptance-based behavioral therapy via videoconference [50] and found that 54% (13/24) of participants did not meet DSM-IV-TR criteria for SAD at posttreatment. Large effect sizes for all social anxiety symptoms (Cohen $d=1.23-1.91$) were obtained at post-therapy and at a 3-month follow-up. In addition, it is known that videoconference-delivered therapy can develop a similarly strong therapeutic alliance with psychotherapy clients as in-person therapy [49,55].

Nevertheless, during this trial, the only national university hospital with a CBT specialized outpatient in Japan was at our facility alone, the Chiba University; most patients do not have access to this treatment. For patients in Japan to receive CBT via the internet, it was necessary to examine the feasibility of videoconference-delivered CBT.

**Objective of This Study**

Previous studies have consistently demonstrated the effectiveness of videoconference-delivered CBT, but they have small samples sizes and were conducted in Western countries. Therefore, this pilot study utilized an open trial to examine the feasibility and preliminary effectiveness of in-home CBT via videoconference for Japanese adults with OCD [49], PD, and SAD. It was hypothesized that videoconference-delivered CBT would be effective to reduce the symptomatology for each disorder from pre- to posttreatment and acceptable to Japanese participants.

**Methods**

**Study Design**

This study was conducted as a single-arm, open trial at the academic outpatient clinic of the Cognitive Behavioral Therapy Center of Chiba University Hospital between March 2017 and March 2018. Since this trial was the first to employ an individual videoconference-delivered CBT intervention design against OCD, PD and SAD in Japan, a single-arm trial examining baseline predictors rather than effectiveness was considered to be an appropriate design [56].

**Ethics and Dissemination**

This trial was approved by the Institutional Review Board of Chiba University Hospital (reference number: G28038). The clinical trial registration number was UMIN000026609. If an individual wished to participate in the trial, they had to contact the study trial office, where they were informed about the study objectives and asked to confirm whether they were willing to participate. Furthermore, they were assured absolute anonymity. They had to fill out an informed consent form for participation in this study. All participants were informed that they could continue receiving conventional drug treatments from their primary doctors. We practiced videoconferencing twice with participants.

**Participants and Eligibility Criteria**

The study participants were recruited through posters and leaflets placed at medical institutions in Chiba Prefecture, through the official Web-based advertisements at the Cognitive Behavioral Therapy Center of Chiba University Hospital and by referrals from their primary care doctors or psychiatrists. After email or telephone screening through Web-based app, the participants visited our center and were diagnosed with OCD, SAD, or PD using the Mini-International Neuropsychiatric Interview [57,58].

Inclusion criteria for this study included informed consent to participate in the study; having a primary diagnosis of OCD, PD, or SAD; aged between 19 and 65 years, and having access to the internet at home. Comorbid mental disorders—including major depressive disorder, other anxiety disorders, and eating disorders—were permitted if they were clearly secondary, considering that this trial should reflect routine clinical practice. The exclusion criteria were organic brain damage, dementia, psychotic disorders, serious drug dependence, recurrent suicidal and antisocial behaviors, and severe somatic conditions. Participants, who used psychotropic drugs, including selective serotonin reuptake inhibitors and benzodiazepines, were asked to report all of changes regarding pharmacotherapy during the study period.

**Intervention**

The participants entered a Web conference room by clicking a URL in an email sent from their therapists. The intervention was conducted at a 50-min session once a week for 16 weeks. The modules were derived from previous studies on in-person CBT for OCD [59], PD [60], and SAD [61] in Japan and included psychoeducation, exposure exercises, behavioral experiments, and homework assignments.

**Therapists and Therapy Quality Control**

Videoconference-delivered CBT was delivered by 12 therapists, who were experienced in face-to-face CBT for patients with OCD, PD, and/or SAD (including 7 clinical psychologists, 2 psychiatric social workers, 1 nurse, 1 psychiatric pharmacist, and 1 psychiatrist). Therapists were trained in CBT programs for patients with OCD, PD, and SAD and attended weekly group-supervision sessions with other therapists as well as undergoing individual supervision by a senior supervisor. All therapists had completed a CBT training course (Chiba Improving Access to Psychological Therapies project: Chiba-IAPT) [62]. Of the therapists, 6 were female, with an average age of 43.5 years (SD 7.5) and an average of 2.2 years of clinical experience (SD 6.4) at the beginning of the study. Senior supervisors assessed the quality of the videoconference-delivered CBT sessions using the Cognitive Behavioral Therapy Rating Scale. The results indicated that the videoconference-delivered therapy was feasible and acceptable to Japanese participants.
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Therapy Scale-Revised [63,64], a revision of the Cognitive Therapy Scale designed by Young and Beck (unpublished data [65,66]).

**Visual Aids**

The use of visual aids facilitates the learning process by enhancing motivation and understanding of complex matters [67]. Therefore, visual aids were used in each program to enhance the participants’ understanding. The visual aids consisted of several slides including key concepts of CBT. The therapists conducted CBT sessions with the visual aids by using the screen-sharing function of the videoconference software, sending them to the participants as password-protected homework slides by email after each session.

**Hardware**

The therapists used 2 Surface Pro 2 computers—2-in-1 detachable produced by Microsoft, running Windows 10 Pro (Microsoft Corporation, US). The display size was 10.6 inches and a resolution of 1920×1080 pixels. Each participant was lent an iPad Mini 2 (Apple Inc, US) with a 7.9-inch display and a 2048×1536-pixel resolution.

**Software for Videoconference**

A total of 3 licenses for videoconference software (Cisco WebEx, Milpitas, CA, USA) were used in this trial. This system has been awarded ISO27001 certification (regarding handling of information security) and SSAE16 (Statement of Standards for Attestation Engagements No. 16: former SAS 70) compliance certification (issued by a third party). It also complies with the United States Health Insurance Portability and Accountability Act. WebEx’s use of a switching network along with a 128-bit Secure Sockets Layer encryption and public key infrastructure is regarded by the Japan Ministry of Health, Labor and Welfare to have solved the problem of safety, as reported in their “Guidelines on Safety Management of Medical Information System Version 4.3” in March 2016 [68]. Since the stability and safety of the software are excellent and it sufficiently protects personal information, we judged WebEx to be sufficiently reliable for this study.

**Measures of Primary Outcomes**

The most commonly used scales to measure symptoms of each disorder were used as follows: the Yale-Brown Obsessive-Compulsive Scale (Y-BOCS) for OCD symptoms [69,70], the Panic Disorder Severity Scale (PDSS) for PD symptoms [71,72], and the Liebowitz Social Anxiety Scale (LSAS) for SAD symptoms [73,74].

To calculate responsiveness to treatment and the remission rate after the intervention, the criteria of the previous studies regarding the severity rating scale of each disorder was used [62,64,65]. For OCD, treatment response was defined as a 35% or greater reduction in the total Y-BOCS score, and remission was defined as a final Y-BOCS score of ≤14 [75]. For PD, treatment response was defined as a 40% or greater reduction in total PDSS score, and remission was defined as a final PDSS score of ≤5 [76]. For SAD, treatment response was defined as a 31% or greater reduction in total LSAS score, and remission was defined as a final LSAS score of ≤36 [73].

**Measures of Secondary Outcomes**

We used the EuroQol-5 Dimension (EQ-5D) to measure health-related quality of life [77,78]. This trial measured the psychological bond between therapist and participant using the Working Alliance Inventory-Short Form (WAI-SF) [79], depressive symptoms using the Patient Health Questionnaire-9 (PHQ-9) [80,81], and generalized anxiety symptoms using the Generalized Anxiety Disorder-7 (GAD-7) [82,83]. The definition of the response in PHQ-9 and GAD-7 was defined as a 50% reduction in total score. We used 7-point Likert scale format to measure participants’ satisfaction about videoconference-delivered CBT as follows: “Very dissatisfied,” “Dissatisfied,” “Slightly dissatisfied,” “Neutral,” “Slightly satisfied,” “Satisfied,” and “Very satisfied.” In addition, the participants were asked about preference of videoconference-delivered CBT or face-to-face CBT as follows: “If you could choose in the future, would you wish to receive treatment with either face-to-face or videoconference CBT?” Participants answered using a 7-point Likert scale as follows: “Clearly prefer face-to-face,” “Prefer face-to-face,” “Slightly prefer face-to-face,” “Neutral,” “Slightly prefer videoconference-delivered CBT,” “Prefer videoconference-delivered CBT,” and “Clearly prefer videoconference-delivered CBT.”

**Data Setting and Locations**

Participant and therapists used the Numbers app for iOS to run the digital questionnaires, and the therapist asked each participant to answer them by themselves on the tablet PC at weeks 1, 8, and 16. Each participant sent an email with the completed questionnaires of all primary outcomes (Y-BOCS, PDSS, and LSAS) and part of secondary outcomes (EQ-5D, PHQ-9, and GAD-7) to their therapist before each session and sent an email with the completed questionnaires of the secondary outcomes (WAI-SF and satisfaction/preference) attached after session. The therapist checked outcomes and evaluated the symptoms during the session, collaborating with the participant. The collected data were registered to the server of DATATRAK ONE (DATATRAK International Inc, US) as Web case registration system by the lead author and managed by the data management office of Chiba University. This study adhered to the CONSORT-EHEALTH guidelines for improving and standardizing the report of Web-based and mobile health interventions [84].

**Adverse Events**

To confirm the occurrence of adverse events after intervention, the therapist asked the patient about their physical and mental condition at the end of each session and instructed all participants to report all adverse events by email.

**Statistical Analysis**

Statistical analysis and reporting of this trial were conducted in accordance with the CONSORT-EHEALTH guidelines [84]. All statistical analyses were described in the statistical analysis plan, which was fixed before the database lock. All efficacy analyses were primarily based on the full analysis set, which included all patients who had received at least one session of the videoconference-delivered CBT treatment. For baseline
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variables, summary statistics were constructed, employing frequencies and proportions for categorical data and means and SDs for continuous variables. Baseline variables were compared using the Fisher exact test for categorical outcomes and the unpaired t test for continuous variables. For the primary analysis comparing between pre- and posttreatments, the points and their 95% CIs were estimated by the paired t tests with the change at week 16 from baseline in EQ-5D index scores for all of the patients in Y-BOCS for OCD, PDSS for PD, and in LSAS for SAD. For comparison among the 3 disorders, a one-way analysis of variance was used. Analyses of secondary outcomes were performed in the same manner as the primary analysis.

In addition, we calculated Cohen’s d pre-post effect sizes by calculating the mean differences between pre- and posttreatments, dividing by the pooled SDs. We also adopted the criteria that a Cohen’s d of >0.20 was a small effect, that of >0.50 was a medium effect, and that of >0.80 was a large effect [85]. All P values were two-sided; a value of P<.05 was considered statistically significant. Statistical analyses were performed using SAS software version 9.4 (SAS Institute, Cary, North Carolina, USA) and the R statistical program version 2.13 (The R Foundation, Vienna, Austria).

Results

Recruitment

Figure 1 shows the participant flow. A total of 37 patients applied to participate through our website. After email or telephone screening, 6 patients were excluded; 1 did not meet one of the inclusion criteria due to epilepsy and 5 declined to participate because of long distance to our hospital. After the screening, 31 attended the face-to-face baseline assessment, and one did not meet one of the inclusion criteria due to high risk of suicide. Finally, 30 patients were enrolled to the study.

Attrition

Of the participants eligible to take part in the study, 1 SAD participant with major depressive disorder dropped out after 9 sessions because of worsening of his depressive state. The remaining 97% (29/30) completed the full course of videoconference-delivered CBT. All data at point each assessment (screening, session 1, session 8, and session 16) were statistically analyzed.

Clinical and Demographic Characteristics

The sample included 30 participants (6 males and 24 females), aged 20 to 54 years (mean 35.4 years, SD 9.2), education 10 to 19 years (mean 14.8 years, SD 2.1). Apart from primary diagnoses, a summary of the participants’ demographic and diagnostic information is presented in Table 1. Moreover, 15 participants continued to receive pharmacotherapy during the trial (4 fluvoxamine, 2 escitalopram, 1 sertraline, 1 paroxetine hydrochloride, 1 duloxetine, 1 mirtazapine, 1 trazodone, 1 ethyl loflazepate, 1 alprazolam, and 1 clonazepam).

Primary Outcomes

There were significant reductions for each symptoms of obsession-compulsion (Y-BOCS=−6.2; Cohen’s d=0.74; 95% CI −9.4 to −3.0; P=.002), panic (PDSS=−5.6; Cohen’s d=0.89; 95% CI −9.83 to −1.37; P=.02), and social anxiety (LSAS=−33.3; Cohen’s d=1.10; 95% CI −59.62 to −7.49; P=.02). Of the participants with OCD, 20% (2/10) showed a treatment response, whereas 40% (4/10) went into remission [75]. Of the participants with PD, 60% (6/10) showed a treatment response and 50% (5/10) went into remission [76]. Of the participants with SAD, 44% (4/9) showed a treatment response and 22% (2/9) went into remission [73].

Secondary Outcomes

Figure 2 shows the change in the primary outcomes. Table 2 shows the mean change in the EQ-5D scores, at 16 sessions from baseline. The adjusted mean changes of the EQ-5D for all of the 3 disorders was 0.0336 (95% Cl −0.0198 to 0.0869; P=.21), which showed that it was not significant and showed a small effect size (Cohen’s d=−0.202).

Figure 3 also shows the change in the secondary outcomes. The mean changes in the PHQ-9 and GAD-7 scores reflected significant decreases in total participants for the 3 disorders (Table 3). The mean change in the WAI-SF reflected a significant increase for the total sample. Table 4 shows participants’ satisfaction with and preferences for videoconference-delivered CBT. As the ratings “very satisfied” and “satisfied” were combined, the majority of participants (86%, 25/29) reported being satisfied with videoconference-delivered CBT. In that case, the ratings “slightly prefer videoconference-delivered CBT,” “prefer videoconference-delivered CBT,” and “clearly prefer videoconference-delivered CBT” were combined; 83% (24/29) of the participants preferred videoconference-delivered CBT to face-to-face CBT. Conversely, 7% (2/29) of them preferred face-to-face CBT to videoconference-delivered CBT.
Figure 1. Participant flow.

Table 1. Clinical and demographic characteristics of participants (N=30).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All</th>
<th>OCD&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PD&lt;sup&gt;b&lt;/sup&gt;</th>
<th>SAD&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>35.4 (9.2)</td>
<td>37.7 (6.9)</td>
<td>38.8 (9.8)</td>
<td>29.7 (8.6)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (20)</td>
<td>2 (6)</td>
<td>0 (0)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Female</td>
<td>24 (80)</td>
<td>8 (27)</td>
<td>10 (33)</td>
<td>6 (20)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td>11 (36)</td>
<td>5 (17)</td>
<td>2 (6)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Combined pharmacotherapy, n (%)</td>
<td>15 (50)</td>
<td>6 (20)</td>
<td>5 (17)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Videophone use experience, n (%)</td>
<td>15 (50)</td>
<td>4 (13)</td>
<td>6 (20)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Comorbid disorders, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>5 (17)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Panic/agoraphobia</td>
<td>2 (6)</td>
<td>2 (6)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>PTSD&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1 (3)</td>
<td>N/A</td>
<td>1 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>1 (3)</td>
<td>N/A</td>
<td>N/A</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Bulimia nervosa</td>
<td>1 (3)</td>
<td>N/A</td>
<td>N/A</td>
<td>1 (3)</td>
</tr>
<tr>
<td>GAD&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3 (10)</td>
<td>2 (6)</td>
<td>N/A</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>OCD: obsessive-compulsive disorder.<br><sup>b</sup>PD: panic disorder.<br><sup>c</sup>SAD: social anxiety disorder.<br><sup>d</sup>N/A: not applicable.<br><sup>e</sup>PTSD: posttraumatic stress disorder.<br><sup>f</sup>GAD: generalized anxiety disorder.
Figure 2. Change of primary outcomes. LSAS: Liebowitz Social Anxiety Scale; PDSS: Panic Disorder Severity Scale; Y-BCOS: Yale-Brown Obsessive-Compulsive Scale.

Table 2. Mean change in EuroQol-5 Dimension score.

<table>
<thead>
<tr>
<th>Disorder</th>
<th>Mean change (95% CI)</th>
<th>P value (paired t test)</th>
<th>P value (F test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All (n=29)</td>
<td>0.0336 (~0.0198 to 0.0869)</td>
<td>.21</td>
<td>N/A³</td>
</tr>
<tr>
<td>OCDb (n=10)</td>
<td>0.0488 (~0.0577 to 0.1553)</td>
<td>.33</td>
<td>.91</td>
</tr>
<tr>
<td>PDb (n=10)</td>
<td>0.0305 (~0.0393 to 0.1003)</td>
<td>.35</td>
<td>.91</td>
</tr>
<tr>
<td>SADd (n=9)</td>
<td>0.0201 (~0.1188 to 0.1591)</td>
<td>.75</td>
<td>.91</td>
</tr>
</tbody>
</table>

³N/A: not applicable.
bOCD: obsessive-compulsive disorder.
cPD: panic disorder.
dSAD: social anxiety disorder.
Figure 3. Change of secondary outcomes. EQ-5D-5L: EuroQol-5 Dimension; GAD-7: Generalized Anxiety Disorder-7; PHQ-9: Patient Health Questionnaire-9; WAI-SF: Working Alliance Inventory-Short Form.
### Table 3. Mean changes in secondary outcomes.

<table>
<thead>
<tr>
<th>Measures and Disorder</th>
<th>Mean change, ( t ) value (95% CI)</th>
<th>( P ) value (paired ( t ) test)</th>
<th>( P ) value (( F ) test)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHQ-9</strong>^a^</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (n=29)</td>
<td>-1.72 (−3.26 to −0.19)</td>
<td>.03</td>
<td>N/A^b^</td>
</tr>
<tr>
<td>OCD^c^ (n=10)</td>
<td>-1.70 (−4.52 to 1.12)</td>
<td>.21</td>
<td>.27</td>
</tr>
<tr>
<td>PD^d^ (n=10)</td>
<td>-0.30 (−1.65 to 1.05)</td>
<td>.63</td>
<td>.27</td>
</tr>
<tr>
<td>SAD^e^ (n=9)</td>
<td>-3.33 (−7.56 to 0.89)</td>
<td>.11</td>
<td>.27</td>
</tr>
<tr>
<td><strong>GAD-7</strong>^f^</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (n=29)</td>
<td>-3.03 (−4.57 to −1.49)</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
<tr>
<td>OCD (n=10)</td>
<td>-.50 (−6.37 to −0.63)</td>
<td>.002</td>
<td>.68</td>
</tr>
<tr>
<td>PD (n=10)</td>
<td>-2.10 (−3.43 to 0.77)</td>
<td>.006</td>
<td>.68</td>
</tr>
<tr>
<td>SAD (n=9)</td>
<td>-3.56 (−8.02 to 0.91)</td>
<td>.10</td>
<td>.68</td>
</tr>
<tr>
<td><strong>WAI-SF</strong>^g^</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (n=29)</td>
<td>4.14 (1.24 to 7.04)</td>
<td>.007</td>
<td>N/A</td>
</tr>
<tr>
<td>OCD (n=10)</td>
<td>3.00 (−1.77 to 7.77)</td>
<td>.19</td>
<td>.85</td>
</tr>
<tr>
<td>PD (n=10)</td>
<td>4.80 (−0.42 to 10.02)</td>
<td>.07</td>
<td>.85</td>
</tr>
<tr>
<td>SAD (n=9)</td>
<td>4.67 (−2.66 to 11.99)</td>
<td>.18</td>
<td>.85</td>
</tr>
</tbody>
</table>

^aPHQ-9: Patient Health Questionnaire-9.
^bN/A: not applicable.
^cOCD: obsessive-compulsive disorder.
^dPD: panic disorder.
^eSAD: social anxiety disorder.
^fGAD-7: Generalized Anxiety Disorder-7.
^gWAI-SF: Working Alliance Inventory-Short Form.

### Table 4. Satisfaction and preference.

<table>
<thead>
<tr>
<th>Answer options</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
</tr>
<tr>
<td>Very dissatisfied</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Slightly dissatisfied</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Neutral</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Slightly satisfied</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>9 (31)</td>
</tr>
<tr>
<td>Very satisfied</td>
<td>16 (55)</td>
</tr>
<tr>
<td><strong>Preference</strong></td>
<td></td>
</tr>
<tr>
<td>Clearly prefer face-to-face</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Prefer face-to-face</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Slightly prefer face-to-face</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Neutral</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Slightly prefer videoconference-delivered CBT^a^</td>
<td>10 (34)</td>
</tr>
<tr>
<td>Prefer videoconference-delivered CBT</td>
<td>6 (21)</td>
</tr>
<tr>
<td>Clearly prefer videoconference-delivered CBT</td>
<td>8 (28)</td>
</tr>
</tbody>
</table>

^aCBT: cognitive behavioral therapy.
Adverse Events

A total of 3 patients reported adverse events, including depression relapse, headache, and feeling of exhaustion. The depressive symptoms of 1 SAD patient with depressive disorder worsened between the ninth and tenth sessions, when he was travelling with his friend. We identified this as a serious adverse event at the tenth session. He wanted to decline continuing with videoconference-delivered CBT and dropped out of the trial at that time. At 6 months after he received pharmacotherapy from his psychiatrist, he recovered the depressive episode. In addition, 1 PD participant reported a headache at the fourth session but recovered in the same day. Furthermore, 1 OCD patient reported a feeling of exhaustion after the 4th session but recovered in the same day.

Discussion

Principal Findings

This study examined the feasibility of videoconference-delivered CBT in adult patients with mild to severe OCD, PD, and SAD. Interventions based on CBT were conducted for each group divided by primary diagnosis, and examination of symptom improvement and acceptance of patients was conducted before and after the intervention. We use different criteria for each disease looking at the rate of responders to treatment (defined as a 35% reduction in Y-BOCS obsessive-compulsive symptoms, a 40% reduction in PDSS panic symptoms, and a 31% reduction in LSAS social anxiety symptoms); patients’ satisfaction were also confirmed by using therapeutic alliance and patients’ treatment acceptance. Improvement of the symptoms was confirmed in 3 disorders; it was found that the therapeutic alliance was achieved at a high level, and patients’ satisfaction was extremely high. Therefore, this study showed the feasibility of ICBT with real-time support of therapists to Japanese patients except for depression [86].

Feasibility of Videoconference-Delivered Cognitive Behavioral Therapy

Regarding the other primary outcomes, the calculated Cohen $d$ for pre- to posttreatment were 0.74 for the Y-BOCS, 0.89 for the PDSS, and 1.10 for the LSAS. The Cohen $d$ scores were classified as medium and large. Though it is difficult to compare these studies because the characteristics of the patients and/or the methods were different, these results seem similar to those of our face-to-face CBT studies [59-61]. These medium and large effect sizes were also found in the previous studies of videoconference-delivered CBT (Cohen $d=1.4-2.5$) [50-52]. A previous videoconference-delivered CBT study for OCD reported that the treatment response rate was 60% (6/10). According to a systematic review about face-to-face CBT studies conducted between 2000 and 2014, the response rates were 43.3% for OCD, 53.2% for PD, and 45.3% for SAD [87]. The response rates in this study were 20% (2/10) for OCD, 60% (6/10) for PD, and 44% (4/9) for SAD. Previous videoconference-delivered CBT studies reported that the remission rate for PD was 81% (9/11) [52] and that for SAD was 54% (13/24) [50]. The remission rates in our studies were 40% (4/10) for OCD, 50% (5/10) for PD, and 22% (2/9) for SAD. Although comparisons of these results must be done with caution, the response and remission rates of this study were comparable with those in the previous studies of in-person CBT and videoconference-delivered CBT. In the future, it will be necessary to verify the effectiveness of our videoconference-delivered CBT through a randomized controlled trial or noninferiority trial in comparison with face-to-face CBT or videoconference-delivered CBT with different methodology.

There was no significant change ($P=.21$) in the EQ-5D scores for all of the 3 disorders, the calculated Cohen $d$ from pre- to posttreatment was $-0.202$ and classified as small. In addition, there were no significant differences in changes of the EQ-5D score among the 3 disorder groups ($P=.91$). As described by the previous reports [88], our findings suggested that the EQ-5D was responsive in videoconference-delivered CBT for OCD, PD, and SAD.

For the PHQ-9, a significant reduction between pre- and posttreatment was observed for the entire sample ($P=.03$) There were no significant differences in the PHQ-9 changes among the 3 disorders ($P=.27$). The effect size for the 3 disorders was small (Cohen $d=0.27$). After dividing each disorder, the effect sizes ranged from small to medium (OCD: Cohen $d=0.23$; PD: Cohen $d=0.07$; SAD: Cohen $d=0.64$). As for the GAD-7, a significant reduction pre- and posttreatment was observed for the entire sample ($P<.001$). Although the change reflected a medium effect size for the entire sample (Cohen $d=0.61$), all were medium for each disorder (OCD: Cohen $d=0.75$; PD: Cohen $d=0.79$; SAD: Cohen $d=0.67$). There were significant differences in changes between the OCD and PD groups (OCD: $P=.002$; PD: $P=.006$; SAD: $P=.10$) at week 16. A previous study reported a response rate in GAD-7 of 50.9% following a computerized CBT program, for 1062 adults who had GAD-7 scores of 10 or more at baseline [89] including 75 patients with GAD, 47 with PD, 40 with SAD, and 18 with PTSD. In this study, the treatment response rate for the GAD-7 was 45% (13/29). The response rates of PHQ-9 and GAD-7 in this study were similar to those in a prior study [89]. Taken together, our results suggest that videoconference-delivered CBT for OCD, PD, and SAD might secondarily ameliorate symptoms for generalized anxiety and depression.

More than half of the participants (55%, 16/29) who completed the videoconference-delivered CBT reported the highest level of satisfaction ("very satisfied") with treatment via videoconferencing, whereas 31% (9/29) reported that they were "satisfied" (the second highest level). In other words, 86% (25/29) of participants reported being satisfied with videoconference-delivered CBT. These results are consistent with those of previous studies [50,90]. Furthermore, 83% (24/29) of the participants preferred videoconference-delivered CBT to face-to-face CBT. Conversely, 7% (2/29) preferred face to face CBT to videoconference-delivered CBT. Taken together, these results indicated that videoconference-delivered CBT was generally accepted by Japanese participants with OCD and anxiety disorders.

The therapeutic alliance indicated by the total scores of WAI-SF significantly improved throughout the treatment, from 68.9 (SD 12.3) at week 1 to 77.9 (SD 7.7) at week 16 ($P=.007$). The mean
scores of the WAI-SF items were 5.7 (SD 0.97) at pretreatment, 6.1 (SD 0.95) at midtreatment, and 6.5 (SD 0.63) at posttreatment. These results were comparable with those of a previous study on videoconference-delivered CBT, where the WAI-SF scores increased from 5.22 (SD 0.42) to 5.60 (SD 0.90) in patients with SAD [50] and were 5.80 (SD 0.90) in patients with OCD [51]. Furthermore, these therapeutic alliance scores were comparable with those in a previous study on in-person CBT, where the WAI-SF scores increased from 5.78 (SD 0.94) to 5.93 (SD 0.90) in patients with PD and from 5.32 (SD 0.87) to 5.57 (SD 0.85) in patients with SAD [90]. Considering that lower alliance is known to be associated with dropout [90], the high alliance scores in this study can explain low dropout rate (3%, 1/30).

The dropout rate of this study was 3% (1/30), as 97% (29/30) completed the videoconference-delivered CBT treatment. Dividing the 3 disorders, the dropout rate of 10% (1/10) of participants with SAD was comparable with that of a previous study of videoconference-delivered CBT (17%, 4/24) [50] as well as a previous meta-analysis of 587 studies of in-person CBT between 1990 and 2010 (18%) [91]. The dropout rate of 0% for OCD was comparable with that of a previous study of videoconference-delivered CBT (0%, 0/10) [51] as well as the results of a meta-analysis of studies on in-person CBT published between 1993 and 2014 (15%) [92]. The dropout rate of 0% for PD was similarly comparable with a previous study on videoconference-delivered CBT (0%, 0/11) [52] as well as a meta-analysis of in-person CBT studies published between 1993 and 2002 (12.7%) [93].

Limitations
This study has some limitations, including its small sample size, lack of a control group, unstandardized outcomes (satisfaction/preference of videoconference-delivered CBT), and long-term follow-up. Without a placebo control group and pharmacotherapy group, it remains unknown whether the observed improvements in symptom severity were merely the natural course, a result of the drug, or the effect of the intervention. Future studies should employ psychological placebo conditions and pharmacotherapy conditions. Thus, a 3-armed randomized controlled trial comparing pill placebo as the control group, videoconference-delivered CBT patients on antidepressants, and videoconference-delivered CBT patients who are drug-free should be designed and performed. We have been conducting a randomized controlled trial that includes the pharmacotherapy condition to provide greater insight into this CBT for PD since December 2016. In addition, we intend to conduct similar trials for OCD and SAD in the near future.

Conclusions
This study demonstrated the feasibility of CBT with real-time support by the therapist to remotely treat adult patients with symptoms of obsessive-compulsion or anxiety, examining the reduction in symptoms before and after the intervention, and patient acceptance. As it was found that the mutual relationship between therapists and patients can be built on a high level by patients and that patients felt satisfaction about remote treatment with real-time therapist support via videoconference, we believe that videoconference-delivered CBT can be easily implemented on a larger scale in present Japan where the internet is easily accessible. Future research should aim at increasing the reach of intervention and determining whether the intervention is indeed more approachable to people who are young patients or those with a low socioeconomic status. Related to this matter, because a patient’s understanding level and information communication skills probably influence the effectiveness of remote treatment, future studies should be made on designs that consider the contents of support of the therapist beyond the absence or presence of guides.
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Abstract

Background: Web-based interventions that provide personalized physical activity advice have demonstrated good effectiveness but rely on self-reported measures of physical activity, which are prone to overreporting, potentially reducing the accuracy and effectiveness of the advice provided.

Objective: This study aimed to examine whether the effectiveness of a Web-based computer-tailored intervention could be improved by integrating Fitbit activity trackers.

Methods: Participants received the 3-month TaylorActive intervention, which included 8 modules of theory-based, personally tailored physical activity advice and action planning. Participants were randomized to receive the same intervention either with or without Fitbit tracker integration. All intervention materials were delivered on the Web, and there was no face-to-face contact at any time point. Changes in physical activity (Active Australia Survey), sitting time (Workforce Sitting Questionnaire), and body mass index (BMI) were assessed 1 and 3 months post baseline. Advice acceptability, website usability, and module completion were also assessed.

Results: A total of 243 Australian adults participated. Linear mixed model analyses showed a significant increase in total weekly physical activity (adjusted mean increase=163.2; 95% CI 52.0-274.5; P=.004) and moderate-to-vigorous physical activity (adjusted mean increase=78.6; 95% CI 24.4-131.9; P=.004) in the Fitbit group compared with the non-Fitbit group at the 3-month follow-up. The sitting time and BMI decreased more in the Fitbit group, but no significant group × time interaction effects were found. The physical activity advice acceptability and the website usability were consistently rated higher by participants in the Fitbit group. Non-Fitbit group participants completed 2.9 (SD 2.5) modules, and Fitbit group participants completed 4.4 (SD 3.1) modules.

Conclusions: Integrating physical activity trackers into a Web-based computer-tailored intervention significantly increased intervention effectiveness.

Introduction

Background

Regular physical activity is recommended to reduce the risk of developing chronic disease (eg, diabetes, cardiovascular disease, and cancer), mental health problems, mortality, and morbidity [1,2]. Unfortunately, in Australia, and in most other developed and developing nations, the majority of the population is not meeting the physical activity recommendations [1,3]. This causes a large burden of disease, reduced quality of life, and high health care costs [2,4]. As such, the search for cost-effective interventions that can effectively increase physical activity levels in large populations is ongoing [5].

In this regard, Web-based computer-tailored interventions have demonstrated promising outcomes. Computer-tailored interventions aim to mimic face-to-face interactions with health professionals and provide highly detailed and personally relevant behavior change information [6,7]. However, unlike face-to-face experience, they have a wide reach with access to unlimited numbers of Web users at low cost [6,7]. Personalized physical activity advice is provided after participants complete 1 or more Web-based surveys. On the basis of participant responses and using IF-THEN algorithms (eg, IF not meeting activity guideline, THEN provide advice to increase activity levels), relevant feedback is selected from a large database with all possible response options [8]. Although a systematic review found that 80% of studies that provided Web-based personalized physical activity advice reported positive results at 3 months, the effect sizes were relatively small and less than half of the studies (47%) found significant effects 6 months after starting the study, meaning that intervention effects are not maintained [6].

As such, there is scope to improve the effectiveness of computer-tailored interventions. An important limitation is that they depend on Web-based self-report physical activity measures to generate personalized advice. It is well known that many people overestimate their self-reported activity levels by a large margin [9]. For example, an Australian study showed that 24% of the general population (and up to 58% in certain subgroups) overreported their activity levels [9]. Inaccurate self-reported physical activity can lead to participants being provided with incorrect advice [10]. For example, because of overreporting, someone might receive the message that they are meeting the activity guidelines and do not need to become more active, when this is actually not the case. When this happens, the intervention is not providing accurate and credible advice to participants and will, therefore, not be as effective as it could be [10,11]. Therefore, new techniques to increase the effectiveness of computer-tailored interventions are needed.

The proliferation of sophisticated activity trackers (eg, Fitbit) provides a unique opportunity to improve the effectiveness of computer-tailored interventions. These advanced activity trackers can measure steps, heart rate, energy expenditure, sleep, sedentary behavior, and physical activity intensity (ie, light, moderate, or vigorous intensity) [12]. Furthermore, they allow for automated data uploads to websites or apps via a wireless connection. As such, these activity trackers can objectively and accurately assess physical activity through continuous monitoring [13]. The data generated by these activity trackers can then conveniently and seamlessly be integrated into computer-tailored advice without the burden of repeated Web-based surveys, thus increasing the potential for providing computer-tailored advice that is more credible and effective when compared with using less reliable self-reports [11]. Moreover, replacing the Web-based surveys by activity trackers may lead to greater intervention adherence, as participants in previous computer-tailored studies have systematically reported that there are too many questions that need to be answered before they receive their personalized advice [14,15].

Objectives

Therefore, the objective of this 2-group randomized trial was to examine whether a Web-based computer-tailored intervention using Fitbit activity trackers to generate personalized feedback is more effective in increasing physical activity and engaging participants compared with a computer-tailored intervention using traditional self-reports.

Methods

Procedures and Participants

Participants were recruited across Australia using random digit dialing (conducted by the Population Research Lab at Central Queensland University [CQUniversity]), Facebook advertisements, flyers, posters, word-of-mouth, and email lists (ie, people who signed up to the Web-based 10,000 Steps program [only those who had not used the program for at least 12 months were invited], CQUniversity alumni). Those interested were directed to a landing page on the intervention website to complete a screening tool that determined eligibility. Eligible participants were aged 18 years or above, living in Australia, had a smartphone and computer with internet access, scored 2 or more out of 5 on the Internet Self-Confidence Scale [16], able to speak and read English, had a body mass index (BMI) between 25 and 40, engaged in less than 150 min per week of moderate-to-vigorous physical activity [17,18], had no prior experience in using an activity tracker, had not participated in a physical activity intervention within the last 12 months, and were able to safely increase physical activity assessed through the physical activity readiness questionnaire (PAR-Q) [19]. Those not meeting PAR-Q standards were instructed to obtain medical clearance before participation was allowed.

After completing the Web-based screening tool, eligible participants completed Web-based baseline surveys (see Measures section below). After completing baseline assessments, participants were randomized into 1 of the 2 groups in a ratio
of 1:1 using a random list generator and provided with access to the TaylorActive intervention (see Intervention section below). All participants received access to the TaylorActive intervention; however, only 1 group (the Fitbit group) received a Fitbit activity tracker to monitor physical activity objectively, and the other group (the Non-Fitbit group) did not. In the Fitbit group, participants were posted a Fitbit Flex, along with instructions on how to use it and sync data from the Fitbit to the TaylorActive website. They only received access to the TaylorActive intervention 7 days following receipt of the Fitbit, so that it could collect physical activity data that could then be immediately synced with the TaylorActive website upon first use. Access was not delayed in the non-Fitbit group, as participants were able to self-report the last week of activity immediately. Follow-up measures were assessed 1 and 3 months post baseline. Participants in both groups received up to 3 reminder emails and 2 phone calls/text messages when they did not complete the surveys within the desired time frame. There was no face-to-face contact with participants throughout the entire duration of this study; all procedures were Web-based, via phone or postal mail. Participants who complied with all study procedures received an Aus $50 incentive for their participation; those in the Fitbit group were able to decline the incentive in exchange for keeping the Fitbit they received (they were only informed about this option at the end of the study).

All participants provided informed consent, ethical approval was obtained from the CQUiversity Human Ethics Committee (H1608-227), and the trial was registered at the Australian New Zealand Clinical Trials Registry (ACTRN12616001555448). All data were collected and analyzed in 2016 and 2017.

### Intervention

Participants in both groups received access to a computer-tailored physical activity intervention named TaylorActive [20]. The behavior change content of this intervention was developed in line with the theory of planned behavior [21], self-determination theory [22], and social cognitive theory [23]. Specifically, content was focused on enhancing intrinsic motivation, self-efficacy, and intentions for increasing activity levels. In addition, training was provided on self-regulatory strategies to enhance the enactment of intentions into behavior through effective goal-setting, action planning, use of social support, overcoming barriers, problem solving, decision making, relapse prevention, and self-monitoring [21-23].

On the basis of short Web-based surveys, participants in both groups were provided with behavior change content across 8 modules of personal physical activity advice delivered over a 3-month period. The first 4 modules were delivered weekly; the next 4 modules were delivered every 14 days. The 8 modules were organized in a set order and the next module could only be accessed when the previous module was completed. All modules were released at a set time point based on participants’ study start date. If participants did not access newly available modules, they received up to 3 reminder emails. To generate the personalized module content in the non-Fitbit group, participants were asked questions about how active they have been the previous week in conjunction with questions relating to individual, social, environmental, and theory-based correlates of physical activity behavior. On the basis of the answers of participants, and through applying IF-THEN algorithms, personally relevant physical activity content was automatically selected from a database. In the first session, participants were asked to select their preference of 1 of 5 motivations to be physically active: (1) to improve or maintain good health, (2) to increase fitness, (3) to increase strength, (4) to lose weight, or (5) to feel better (improve mood and/or reduce stress). The feedback and physical activity goals were tailored according to participants’ preferred motivation.

The only difference between groups was the way in which physical activity was assessed to provide personalized advice for the 8 modules. In the non-Fitbit group, participants completed an adapted version of the Godin-Shephard Leisure-time Exercise Questionnaire at the start of each module [24]. In the Fitbit group, physical activity was assessed using a Fitbit Flex (this device does not have a display other than 5 tiny LEDs; 1 LED illuminates for every 2000 steps taken; this device does not nudge or buzz or beep when participants have not been active for a while). Participants only needed to click 1 button on the TaylorActive website at the start of each module to import physical activity data collected using the Fitbit. The physical activity advice was structured in the same way for both groups, as equivalent variables were extracted from both assessment methods (light, moderate, vigorous, and total physical activity).

Participants in both groups also had access to a Library with generic educational information about physical activity; a total of 19 brief articles were available about different aspects of physical activity and what to do to increase physical activity levels (eg, “Are you physically fit?,” “Getting motivated,” and “Making time to be active”). Finally, participants in both groups were encouraged to complete an action plan at the end of each module [20]. Action plans are self-regulation strategies in the form of setting up a detailed plan that can lead to better goal attainment and help in behavior modification [25]. Practically, it meant that participants were asked very specific questions on how they would meet their activity goals: what activity they would do, where they would do it, when they would do it, how often they would do it, how long will each activity session be, and with whom they would do it. At the start of creating an action plan, participants were asked to set long-, medium-, and short-term goals to reach their physical activity objectives.

More in-depth details about this intervention can be found in the protocol paper for a different trial, only the “Intervention” section (starting on page 3) from that paper is relevant for the study described here [20]. As outlined in this protocol paper, there are in fact 2 versions of the TaylorActive intervention, 1 version in which all personalized feedback is provided as text on a webpage and the other version where feedback is delivered through personalized videos. As the main TaylorActive trial is still ongoing, it was unknown at the time of this study which version was more effective. As such, participants in this study were equally randomized to text and video versions. Any effects caused from these different versions were controlled for in the statistical analysis. Discussing the impact of the different versions of the TaylorActive intervention is outside the scope of this paper.
**Measures**

Basic demographic factors were assessed: sex, age, years of education, income (≤Aus $51,999; Aus $52,000-Aus $99,999; ≥Aus $100,000; don’t know or no response), employment status (full-time, part-time or casual, unemployed), height (centimeters), and weight (kilograms). Height and weight measures were used to calculate BMI of participants.

The 8-item *Active Australia Survey* was used to measure changes in physical activity (please note: the Godin-Shephard Leisure-time Exercise Questionnaire was only used to provide participants in the non-Fitbit group with personalized activity advice; it was not used to assess study outcomes). This survey assesses frequency and duration of walking for transport, walking for recreation, moderate intensity physical activity, and vigorous intensity physical activity [26]. Total physical activity was calculated by summing the time spent in walking, moderate activity, and vigorous activity (weighted by 2) according to specified scoring guidelines [26]. Moderate-to-vigorous physical activity was also calculated and did not include the time spent walking. The Active Australia Survey has acceptable test-retest reliability (intraclass coefficient=.64) and validity (r=.61) in the Australian adult population and has been documented as a useful evaluative tool for detecting intervention-related change in physical activity [27,28].

Sitting time was measured using the 10-item *Workforce Sitting Questionnaire* [29]. Participants reported time (hours or minutes) spent sitting on usual working and nonworking days in relation to work, transport, television use, computer use, and other leisure time sitting. One question also assessed the number of days participants usually work in a week. Total sitting time was defined as the sum of sitting time in all domains for all days. This questionnaire has demonstrated adequate test-retest reliability and validity [29].

The acceptability of the physical activity advice, website usability, and Fitbit use were also assessed [14]. These questions were based on previously published work where advice acceptability of similar interventions was assessed [14]. Finally, module completion was tracked objectively through the intervention website.

**Statistics**

Analyses were conducted using SPSS version 24. Descriptive statistics of participants’ demographics, total physical activity, moderate-to-vigorous physical activity, total sitting time, and BMI at baseline are presented. Group (Fitbit and non-Fitbit) comparisons were conducted using *t* tests for continuous variables and chi-square analyses for categorical variables. To test for a group (Fitbit or non-Fitbit) by time (baseline, 1 month, and 3 months) interaction on total weekly physical activity, a linear mixed model analysis was conducted. In total, 3 more separate linear mixed model analyses were conducted to test a group by time interaction effects on moderate-to-vigorous physical activity, sitting time, and BMI. All linear mixed model analyses applied restricted maximum likelihood estimation to reduce risk of bias from missing data [30]. All linear mixed model analyses were adjusted for age, sex, education, employment, income, version of the *Taylor Active* intervention (video or text), and BMI (with exception of the model what was examining BMI itself). The non-Fitbit group was the reference variable for group, and baseline was the reference variable for time.

**Results**

A total of 243 participants were randomized (see Figure 1 for participant flow). The majority of participants were female (182/243, 74.9%), employed full-time (129/243, 53.1%), and earned a yearly income over Aus $51,000 (179/243, 61.0%). The average age, BMI, and years of education were 51.5, 31.2, and 14.8, respectively. At baseline, participants engaged in 106.8 min per week of total physical activity and 36.6 min per week of moderate-to-vigorous physical activity; average daily sitting time was 10 hours a day. There were no between-group differences at baseline. Significantly more participants in the non-Fitbit group did not complete assessments at 1 month (57% vs 35%; χ²=12.5; *P*<.001) and at 3 months (63% vs 36%; χ²=17.4; *P*<.001) compared with the Fitbit group. Participant characteristics are reported in Table 1.

There were significant time effects at 1 and 3 months for both groups for total physical activity and also a significant time by group interaction at 3 months (adjusted mean difference=163.2 min; 95% CI 240.0-274.5; *P*=.004) though not at 1 month (see Table 2 and Figure 2). Total physical activity increased 119.3 min per week in the non-Fitbit group and 284.9 min per week in the Fitbit group at 3 months. Similarly, significant time effects were observed at 1 and 3 months for moderate-to-vigorous physical activity as well as a significant time by group interaction at 3 months (adjusted mean difference=78.6 min; 95% CI 24.4-131.9; *P*=.004) but again not at 1 month. Total moderate-to-vigorous physical activity increased 38.3 min per week in the non-Fitbit group and 117.2 min per week in the Fitbit group at 3 months. Although there was a significant time effect for sitting time in the Fitbit group at 3 months, no other statistically significant time effects or interaction effects were found. Sitting was, on average, reduced by 56 min per day in the non-Fitbit group and 117 min per day in the Fitbit group at 3 months. For BMI, significant time effects were found at both time points for the non-Fitbit group but only at 3 months for the Fitbit group; no interaction effects were observed. BMI was reduced by 1.07 in the non-Fitbit group and 1.54 in the Fitbit group.
Figure 1. Participant flowchart. CQU: Central Queensland University, PAR-Q: physical activity readiness questionnaire, BMI: body mass index.
Table 1. Baseline participant characteristics as well as physical activity, moderate-to-vigorous physical activity, sitting time, and body mass index at all time points.

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>All participants (N=243)</th>
<th>Non-Fitbit (n=122)</th>
<th>Fitbit (n=121)</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>61 (25.1)</td>
<td>29 (23.8)</td>
<td>32 (26.4)</td>
<td>.63</td>
</tr>
<tr>
<td>Female</td>
<td>182 (74.9)</td>
<td>93 (76.2)</td>
<td>89 (73.6)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>51.5 (11.1)</td>
<td>51.5 (10.6)</td>
<td>51.6 (11.6)</td>
<td>.94</td>
</tr>
<tr>
<td>Non-Fitbit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All participants (N=243)</td>
<td>14.8 (3.4)</td>
<td>14.4 (3.0)</td>
<td>15.1 (3.7)</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>129 (53.1)</td>
<td>67 (54.9)</td>
<td>62 (51.2)</td>
<td>.33</td>
</tr>
<tr>
<td>Part-time or casual</td>
<td>54 (22.2)</td>
<td>30 (24.6)</td>
<td>24 (19.8)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>60 (24.7)</td>
<td>25 (20.5)</td>
<td>35 (29.0)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤Aus $51,999</td>
<td>64 (26.3)</td>
<td>33 (27.0)</td>
<td>31 (25.6)</td>
<td>.14</td>
</tr>
<tr>
<td>Aus $52,000-Aus $99,999</td>
<td>81 (33.3)</td>
<td>46 (37.7)</td>
<td>35 (28.9)</td>
<td>—</td>
</tr>
<tr>
<td>≥Aus $100,000</td>
<td>67 (27.6)</td>
<td>33 (27.0)</td>
<td>34 (28.1)</td>
<td>—</td>
</tr>
<tr>
<td>Don’t know or no response</td>
<td>31 (12.8)</td>
<td>10 (8.2)</td>
<td>21 (17.4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Recruitment source, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10,000 steps database</td>
<td>79 (32.5)</td>
<td>41 (33.6)</td>
<td>38 (31.4)</td>
<td>.54</td>
</tr>
<tr>
<td>Population research lab</td>
<td>79 (32.5)</td>
<td>41 (33.6)</td>
<td>38 (31.4)</td>
<td>—</td>
</tr>
<tr>
<td>Facebook ads</td>
<td>28 (11.5)</td>
<td>16 (13.1)</td>
<td>12 (9.9)</td>
<td>—</td>
</tr>
<tr>
<td>Central Queensland University alumni database</td>
<td>17 (7.0)</td>
<td>6 (4.9)</td>
<td>11 (9.1)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>40 (16.4)</td>
<td>18 (14.8)</td>
<td>22 (18.1)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Body mass index, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At baseline</td>
<td>31.2 (4.5)</td>
<td>31.1 (4.7)</td>
<td>31.4 (4.4)</td>
<td>.63</td>
</tr>
<tr>
<td>At 1 month</td>
<td>30.6 (4.3)</td>
<td>30.4 (4.5)</td>
<td>30.7 (4.2)</td>
<td>—</td>
</tr>
<tr>
<td>At 3 months</td>
<td>30.0 (4.5)</td>
<td>30.1 (4.6)</td>
<td>29.9 (4.4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Total physical activity in minutes per week, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At baseline</td>
<td>106.8 (147.4)</td>
<td>110.7 (150.7)</td>
<td>102.8 (144.4)</td>
<td>.67</td>
</tr>
<tr>
<td>At 1 month</td>
<td>300.1 (306.4)</td>
<td>250.2 (293.4)</td>
<td>333.0 (312.1)</td>
<td>—</td>
</tr>
<tr>
<td>At 3 months</td>
<td>329.2 (324.0)</td>
<td>230.0 (164.1)</td>
<td>387.7 (377.7)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Moderate-to-vigorous physical activity in minutes per week, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At baseline</td>
<td>36.6 (76.5)</td>
<td>41.5 (80.4)</td>
<td>31.6 (72.4)</td>
<td>.31</td>
</tr>
<tr>
<td>At 1 month</td>
<td>109.3 (164.8)</td>
<td>87.3 (146.5)</td>
<td>123.8 (175.2)</td>
<td>—</td>
</tr>
<tr>
<td>At 3 months</td>
<td>123.2 (154.3)</td>
<td>79.8 (77.1)</td>
<td>148.8 (181.1)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Total sitting time in hours per day, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At baseline</td>
<td>10.0 (3.6)</td>
<td>10.1 (3.3)</td>
<td>9.9 (3.8)</td>
<td>.59</td>
</tr>
<tr>
<td>At 1 month</td>
<td>9.3 (3.7)</td>
<td>9.2 (3.5)</td>
<td>9.3 (3.9)</td>
<td>—</td>
</tr>
<tr>
<td>At 3 months</td>
<td>8.6 (4.2)</td>
<td>9.2 (3.6)</td>
<td>8.2 (4.5)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)The P values reported are the outcomes of t tests (continuous variables) or chi-square tests (categorical variables) and only relate to comparing Fitbit and non-Fitbit groups at baseline (hence, no P values are reported for 1- and 3-month outcomes).

\(^b\)Not applicable.
Table 2. Linear mixed models analysis comparing change in total physical activity, moderate-to-vigorous physical activity, sitting time, and body mass index between Fitbit and non-Fitbit groups at 1 and 3 months adjusted for baseline levels.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Time-effects</th>
<th>Non-Fitbit group</th>
<th>Fitbit group</th>
<th>Time by group interaction-effects (reference=Non-Fitbit group)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Adjusted mean difference (95% CI)</td>
<td>P value</td>
<td>Adjusted mean difference (95% CI)</td>
</tr>
<tr>
<td><strong>Total physical activity (weekly minutes)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>222.93 (154.98 to 290.87)</td>
<td>&lt;.001</td>
<td>152.00 (80.04 to 223.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 months</td>
<td>270.12 (188.86 to 351.36)</td>
<td>&lt;.001</td>
<td>110.24 (56.39 to 164.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Moderate-to-vigorous physical activity (weekly minutes)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>89.59 (50.64 to 128.53)</td>
<td>&lt;.001</td>
<td>50.90 (19.21 to 82.60)</td>
<td>.002</td>
</tr>
<tr>
<td>3 months</td>
<td>110.46 (72.38 to 148.54)</td>
<td>&lt;.001</td>
<td>31.13 (5.02 to 57.24)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Sitting (daily minutes)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>−34.33 (−88.61 to 19.94)</td>
<td>.21</td>
<td>−40.20 (−99.38 to 18.98)</td>
<td>.18</td>
</tr>
<tr>
<td>3 months</td>
<td>−103.72 (−156.68 to −50.75)</td>
<td>&lt;.001</td>
<td>−31.90 (−83.32 to 19.51)</td>
<td>.22</td>
</tr>
<tr>
<td><strong>Body mass index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>−0.20 (−0.41 to 0.01)</td>
<td>.06</td>
<td>−0.44 (−0.72 to −0.16)</td>
<td>.002</td>
</tr>
<tr>
<td>3 months</td>
<td>−0.72 (−1.04 to 0.40)</td>
<td>&lt;.001</td>
<td>−0.62 (−1.03 to 0.21)</td>
<td>.004</td>
</tr>
</tbody>
</table>

*a*Linear mixed models included all participants at all time points, as such N=243 for all analyses. Analyses were adjusted for age, gender, education, employment status, income, body mass index (BMI; the BMI model was not adjusted for BMI), and video or text advice. The reference variable for time was the baseline measure, and the reference variable for group was the non-Fitbit group.

Figure 2. Total physical activity and moderate-to-vigorous physical activity at baseline, 1 month and 3 months.

Table 3 presents outcomes on user acceptability of the advice, intervention website, and Fitbit. Both the physical activity advice acceptability and the website usability were consistently rated higher (though not always significantly higher) by participants in the Fitbit group. In terms of advice acceptability, significant differences were found for the questions *there were too many questions to access the advice, the advice taught me something new about my physical activity, and I shared the advice with others.* In terms of website usability, significant differences were found for the questions *I want to continue to use the website, the website is easy to use, and I used the website once per week or more.* The Fitbit group also indicated the use of the Fitbit itself was favorable and augmented the personal advice delivered through the website. For example, participants indicated *(agreed or strongly agreed)* that the value of the tailored advice was increased (74.4%), that the advice was more credible (67.9%), and more personally relevant (76.9%). The majority of participants (85.9%) thought it was easy to sync Fitbit data with the TaylorActive website.

Figure 3 demonstrates how much exposure participants had to the intervention content. A higher percentage of participants in the Fitbit group completed each module except the first one. Double the proportion of participants completed the final module in the Fitbit group compared with the non-Fitbit group (27.3% vs 13.9%). On average, non-Fitbit group participants completed 2.9 (SD 2.5) modules and Fitbit group participants completed 4.4 (SD 3.1) modules.
Table 3. Physical activity intervention acceptability, website use, and Fitbit use.

<table>
<thead>
<tr>
<th>Acceptability and usability questions</th>
<th>Non-Fitbit (n=46)</th>
<th>Fitbit (n=78)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advice acceptability (% agreed or agreed strongly)&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did you view all the advice</td>
<td>45.7</td>
<td>70.5</td>
<td>.16</td>
</tr>
<tr>
<td>There were too many questions to access the advice</td>
<td>30.5</td>
<td>16.7</td>
<td>.02</td>
</tr>
<tr>
<td>I changed my opinion about being active</td>
<td>28.3</td>
<td>46.1</td>
<td>.15</td>
</tr>
<tr>
<td>The tailored advice was credible</td>
<td>80.7</td>
<td>87.0</td>
<td>.36</td>
</tr>
<tr>
<td>The advice taught me something new about my physical activity</td>
<td>41.3</td>
<td>65.4</td>
<td>.03</td>
</tr>
<tr>
<td>Too much advice was provided per module</td>
<td>15.2</td>
<td>12.8</td>
<td>.44</td>
</tr>
<tr>
<td>The tailored advice helped me reach my goals</td>
<td>41.3</td>
<td>51.3</td>
<td>.74</td>
</tr>
<tr>
<td>I shared the advice with others</td>
<td>2.2</td>
<td>19.2</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Website usability (% agreed or agreed strongly)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I want to continue to use the website</td>
<td>48.1</td>
<td>81.0</td>
<td>.003</td>
</tr>
<tr>
<td>The website is easy to use</td>
<td>67.3</td>
<td>82.3</td>
<td>.02</td>
</tr>
<tr>
<td>I like the presentation of the website (layout, colors)</td>
<td>57.7</td>
<td>68.3</td>
<td>.48</td>
</tr>
<tr>
<td>I used the website once per week or more</td>
<td>50.0</td>
<td>71.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Fitbit usability&lt;sup&gt;c&lt;/sup&gt; (% agreed or agreed strongly)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Fitbit improves the value of the tailored advice</td>
<td>—</td>
<td>74.4</td>
<td>—</td>
</tr>
<tr>
<td>The Fitbit improves the credibility of the tailored advice</td>
<td>—</td>
<td>67.9</td>
<td>—</td>
</tr>
<tr>
<td>The Fitbit improves the personal relevance of the tailored advice</td>
<td>—</td>
<td>76.9</td>
<td>—</td>
</tr>
<tr>
<td>The Fitbit improves the user-friendliness of the tailored advice</td>
<td>—</td>
<td>69.3</td>
<td>—</td>
</tr>
<tr>
<td>It was easy to sync data between Fitbit and the intervention website</td>
<td>—</td>
<td>85.9</td>
<td>—</td>
</tr>
<tr>
<td>I wore the Fitbit every day during the study</td>
<td>—</td>
<td>73.1</td>
<td>—</td>
</tr>
<tr>
<td>The Fitbit helps me to increase my physical activity</td>
<td>—</td>
<td>83.5</td>
<td>—</td>
</tr>
<tr>
<td>I would like to continue using the Fitbit</td>
<td>—</td>
<td>91.2</td>
<td>—</td>
</tr>
<tr>
<td>The Fitbit is easy to use</td>
<td>—</td>
<td>96.2</td>
<td>—</td>
</tr>
<tr>
<td>The Fitbit is comfortable to wear</td>
<td>—</td>
<td>83.5</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>The P values reported are the outcomes of t tests.

<sup>b</sup>All questions were scored on a 5-point Likert scale, only the sum of participants who Agreed or Strongly Agreed with each statement is presented in the table.

<sup>c</sup>Only participants in the Fitbit group were asked questions about Fitbit use.

<sup>d</sup>Not applicable.
Main Outcomes

The main aim of this study was to examine whether integrating a Fitbit activity tracker into a computer-tailored physical activity intervention increased the effectiveness of the intervention. The study findings clearly support the integration of activity trackers into a Web-based physical activity intervention that provides participants with personalized advice. Total physical activity increased more than twice as much in the Fitbit group, compared with the non-Fitbit group, and moderate-to-vigorous physical activity increased nearly 3 times as much at 3 months. The lack of significant interaction effects at 1 month may be explained by participants not having received all intervention content at this stage. These findings indicate that it takes some time to change behavior, and physical activity levels were still increasing at that point in time (see Figure 2).

To date, only a few other studies have examined the use of activity trackers (ie, mostly traditional pedometers) in combination with computer-tailored advice [10,11,31]. However, none of these trials directly compared the effectiveness of a computer-tailored intervention with and without activity trackers. For example, Compernolle et al [11] demonstrated the effectiveness of step-based computer-tailored advice that used pedometers but compared this with a no intervention control group. Another study by De Cocker et al [10] compared pedometer-based computer-tailored advice with a pedometer-only group; although the group that also received the tailored advice intervention increased their activity somewhat more than the pedometer-only group, the difference was not significant. Finally, Slootmaker et al [31,32] compared activity tracker–based physical activity advice with a usual care control group and did not see improvements in physical activity in either groups. Although innovative at the time (before the proliferation of smartphones), this study may have been ahead of its time, and the acceptability and user-friendliness of the technology may have been low. The use of smartphones and advanced activity trackers is now commonplace, and the technology is generally well designed and accepted, which may explain the better results in our study. This is confirmed by the strong acceptability outcomes observed in this study. All components of the intervention (advice acceptability, website usability, and Fitbit usability) were rated more highly in the Fitbit group compared with the non-Fitbit group. Remarkably, even the design of the intervention was rated higher in the Fitbit group, despite being identical across groups. The syncing of Fitbit data also received high ratings, despite first having to sync data with the Fitbit platform (this can happen automatically depending on app and phone settings) before being able to sync with the computer-tailored intervention. The impact of the Fitbit integration is also demonstrated in terms of module completion, with twice as many participants completing all computer-tailored modules in the Fitbit group.

Although the intervention did not focus on reducing sitting time (nor did the Fitbit buzz as a prompt for prolonged sitting), substantial reductions in sitting time were observed; a significant time effect at 3 months was found for the Fitbit group, which
Reduced sitting by almost 12 hours per week. Many other physical activity interventions have also examined the impact on sitting time [11,33,34], and most of these studies show little to no effects on sitting time. Similarly, although the overall intervention did not focus on reducing weight nor included a diet component, substantial BMI reductions were found, with significant time effects in both groups. However, weight loss was the most popular motivation among participants for becoming more active, and a large proportion of participants did select this option (37.1%, data not reported in the Results section). For these participants only, the personalized physical activity advice they received incorporated a weight loss focus though recommending higher activity levels (no dietary advice was provided). Nevertheless, this finding is remarkable as weight loss interventions without a dietary component are often not very effective [35,36].

Strengths and Limitations
Despite the significant findings and the novelty of the study, several study limitations should be noted; as such, the study findings should be interpreted with some caution. First, the study did not have a control group or a tracker-only group; it is possible that outcomes in the Fitbit group are because of the Fitbit itself, and not because of the combined intervention. A more robust study design (including a Fitbit-only group) is needed to clarify this and disentangle these effects. On the other hand, higher website usability and acceptability in the Fitbit group suggests the computer-tailored website was genuinely contributing to the increase in physical activity, as participants could have chosen to only use the Fitbit and ignore the computer-tailored website, but rather they used it more than participants who did not receive a Fitbit. Second, the intervention groups were small and dropout was high. However, the posthoc power calculations demonstrated sufficient power to detect significant between-group differences for total physical activity (89.3%) and moderate-to-vigorous physical activity (83.7%) at the 3-month time point. The total lack of face-to-face interaction with participants (thus, low accountability), may have contributed to the high levels of dropout [37,38]. High dropout rates are common in Web-based interventions [39,40]. It was nevertheless interesting to observe that just providing participants with a Fitbit significantly increased retention. Many intervention studies have found higher dropout in intervention groups (or higher intensity intervention groups) compared with control groups because of the additional burden of actively participating and trying to improve health behavior [15]; this did not apply to our study. Third, although the Fitbit objectively assessed physical activity, we were not able to use Fitbit data to assess change over time as only 1 intervention group was provided with a Fitbit. Budgetary constraints meant we had to rely on a self-report measure to assess change over time, and although the Active Australia Survey has demonstrated it can detect change over time [28], the findings should be interpreted with caution. As the introduction points out, self-report physical activity measures are prone to overreporting [9]; however, in theory, the measurement error should be consistent across groups, so it is likely that the difference between groups is real, but the magnitude of the outcomes is less certain. Fourth, there was no longer-term follow-up to assess changes in behavioral outcomes. The 3-month assessment was immediately after the end of the intervention delivery, so behavior change maintenance effects and differences between groups could not be tested. Maintenance of physical activity improvements has been very difficult to achieve, with the majority of studies showing declines in activity levels after the intervention has finished [41,42]. Finally, although the accuracy and validity of commercial consumer-level activity trackers are high, there is room for improvement [12]. As such, in a small number of participants, the personalized advice generated using Fitbits may still have been somewhat inaccurate and indicated they were meeting guidelines when they were not in reality. Therefore, manufacturers are encouraged to continue to improve the quality of the devices, and researchers are encouraged to continue to assess their accuracy in validity studies.

Conclusions
In conclusion, integrating physical activity trackers into a Web-based computer-tailored intervention significantly increased intervention effectiveness in overweight or obese participants. Due to the technology-based nature of this intervention, it is possible to reach a large number of people at an acceptable cost and improve their physical activity behavior. As such, the potential of combining advanced activity trackers with sophisticated computer-tailored interventions is large. However, given the study limitations, follow-up studies with more robust designs (objective outcome measures and longer-term follow-up including control and tracker-only groups) are needed to confirm these outcomes.
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Abstract

Background: Construction work frequently involves heavy physical work, and a reduction of the physical workload should have high priority. Technological development has made it possible to obtain field measurements with surface electromyography (sEMG), kinematics measured with inertial measurement units (IMUs), and video recordings. However, no studies have used these methods simultaneously to detect situations with excessive physical workload (events) during a working day. Thus, knowledge about these specific events may combat work-related risk factors. Participatory ergonomics (PE) has shown promising results, but whether it can be used as a tool to reduce the physical workload during construction work remains unknown.

Objective: This cluster randomized controlled trial investigated whether a PE intervention with technical measurements consisting of IMUs, sEMG, heart rate monitoring, and video recordings of physical workload could reduce the number of events with excessive physical workload during a working day. Furthermore, other outcomes were obtained from questionnaires.

Methods: A total of 80 male full-time construction workers (aged 19 to 67 years) were randomized at the cluster level (gang) to a PE intervention consisting of 3 workshops (7 gangs and 32 workers) or to a control group (8 gangs and 48 workers). The physical workload was recorded by technical measurements, that is, IMUs, sEMG, heart rate monitoring, and video recordings during a full working day at baseline and 3 and 6 months’ follow-up. On the basis of the technical measurements, a custom-made computer program detected the situations (events) where the construction workers were exposed to excessive physical workload and used in the intervention. Differences in the number of events from baseline to follow-up between intervention and control were evaluated using linear mixed models (intention-to-treat), with individual nested in cluster as a random factor. Furthermore, questionnaires were filled out on test days.

Results: The results of the primary outcome showed no change in the number of events with excessive physical workload. However, compared with the control group, the other outcomes showed decreased general fatigue after a typical working day (P=.001) and increased influence on own work (P=.04).

Conclusions: This PE intervention with technical measurements did not reduce the number of events with excessive physical workload during construction work. However, the intervention led to decreased general fatigue and increased influence on own work.

Trial Registration: ClinicalTrials.gov NCT02498197; https://clinicaltrials.gov/ct2/show/NCT02498197 (Archived by WebCite at http://www.webcitation.org/74SZ3DIWS)

(J Med Internet Res 2018;20(12):e10272) doi:10.2196/10272}
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Introduction

Background

Work-related musculoskeletal disorders (WMSDs) such as low back pain and shoulder pain constitute a substantial problem for individuals, workplaces, and societies [1-3]. At the individual level, WMSDs increase risk of poor health, sick leave, and premature exit from the labor market [1,4,5]. For workplaces, workers with WMSDs have lower workability and are more likely to have long-term sickness absence [6,7]. For the societies, WMSDs lead to substantial expenses regarding treatment, lost production, and sickness absence [1,8]. Heavy physical work is a known risk factor for developing WMSDs [9,10]. In particular, heavy lifting, pushing or pulling, and working in awkward postures have been associated with low back pain [11] and sickness absence [4,12,13]. Construction work consists of a high degree of heavy physical work [14,15]. Consequently, a reduction of the physical workload to promote sustainable working careers [16] in construction work should have high priority. Moreover, a systematic review highlighted an urgent need for interventions focusing on reducing WMSDs in construction workers [17]. In addition, most field studies in the construction industry are based on self-reported measurements [17]. Hence, a more technical approach may enable objective evaluation of the loading and provide better grounds for targeted and effective interventions.

Technical Measurements

Technological development has made it possible to obtain field measurements with surface electromyography (sEMG) [18,19], kinematics measured with inertial measurement units (IMU) [20-23], or a combination [24]. However, no studies have used sEMG, IMU, and video recordings obtained simultaneously to detect events with excessive physical workload (events) during a working day. Thus, knowledge about these specific events may be an important tool for engaging workers to combat work-related risk factors.

Participatory Ergonomics

In participatory ergonomics (PE), the workers are involved in the decision processes. Systematic reviews have reported that PE has positive effects on musculoskeletal symptoms [25] and thereby may lead to increased productivity and reduced occupational risk factors [26]. Furthermore, a systematic review has shown that participatory responsibility concerning the identification of risk factors, development of solutions, and implementation is important to succeed in the participatory process [27]. Nevertheless, the evidence for preventing neck-shoulder and low back pain through ergonomics interventions is questionable because the number of randomized controlled trials are limited [28].

Objectives

This cluster randomized controlled trial investigated whether a PE intervention with technical measurements could reduce the number of events with excessive physical workload during a working day in the construction industry. We hypothesized that the PE intervention involving both managers and workers would lead to a reduction in the number of events of excessive physical workload.

Methods

Study Design

This study was a 2-armed, parallel group, single-blinded, cluster randomized controlled trial with allocation concealment performed at construction sites across Denmark from May 2016 to June 2017. Clusters were defined as construction gangs. The organization of construction work, that is, working in construction gangs, was the reason for choosing a cluster design. The intervention consisted of 3 workshops based on individual technical measurements of excessive physical workload. The technical measurements to detect excessive physical workload have previously been validated in controlled laboratory settings [29] and were conducted at baseline and 3 and 6 months’ follow-up.

Ethics

According to the Helsinki declaration, participants received written and oral information about the purpose and content of the study before signing the informed consent form. The study was approved by the local ethical committee of Frederiksberg and Copenhagen (H-3-2010-062) and registered with the Danish Data Protection Agency (215-57-0074) and ClinicalTrials.gov (NCT02498197). The reporting followed the CONSORT statements for cluster randomized trials [30] and CONSORT eHealth [31] (Multimedia Appendix 1). Design of the effect evaluation and process evaluation have previously been reported [32,33]. This study reports data solely from the effect evaluation.

Participants

The inclusion criterion was full-time construction work. The exclusion criteria were life-threatening diseases and hypertension >160/100 mmHg. A total of 9 participants were excluded before the baseline test. Moreover, 80 participants (15 clusters (gangs)) met the inclusion criteria and completed the baseline test. The flow of participant enrollment is illustrated in Figure 1.

Randomization and Blinding

The randomization was performed by a researcher who was not involved in data collection (LLA). Block randomization of the construction gangs was chosen for practical reasons and was performed continuously as the baseline tests were completed. The researchers performing the data collection were not aware of the block size or group allocation. Blinding of participants is not possible in behavioral interventions. The data analyst and the statisticians were blinded to group allocation.
Figure 1. Participant’s recruitment flowchart. TrpR: trapezius right; TrpL: trapezius left; ESR: erector spinae right; ESL: erector spinae left; IMU SH: inertial measurement unit, shank.
**Intervention**

The intervention was carried out at gang level and consisted of workshops or reading handouts for the intervention group and control group, respectively.

**Intervention Group**

The workshops were organized in a 3-phase structure inspired by an action research approach [34]. The programs aimed to create possibilities for change by enabling engagement between the technical measurements and the participants. The first workshop was designed with main inspiration from the *future workshop*; a type of workshop that usually consists of 3 phases: (1) critique, (2) utopia, and (3) realization [35]. In our design, the critique phase was replaced by an introduction of the video recordings of the participants’ own work and a description of the physical workload measured in relation to each video recording. Subsequently, the participants decided which work situations should be modified during the intervention. In the *utopian phase*, the participants discussed in groups each selected work situation. The participants were to discuss and describe how the selected work process could be carried out in the best of all worlds with minimal physical exertion. In this phase, the participants were instructed not to take any barriers into account to facilitate creative resourcefulness. In the *realization phase*, the participants were asked to consider possibilities and barriers to reach the utopias. Furthermore, a plan of action was written.

In the second workshop, the participants were asked to recapture the focal points of the first workshop and to describe the progress concerning each of the selected topics in the first workshop. Then, they were encouraged to describe the barriers they had encountered in the process of reaching the goals of changing the working situations. Following this, the researchers described the current knowledge on organizational and social practices about WMSDs in the construction industry. The purpose of this was to nudge the participants to increased creativity and to challenge potentially frozen conceptions of how work should be done. Finally, the participants were encouraged to come up with further ideas on how to work toward the utopias or to aim for new utopias if they had reached their initial goals.

The third workshop had the purpose of anchoring initiatives. The researchers initially asked the participants to describe the status of the goals set earlier in the project. Then, the participants were invited to discuss whether the organization would be able to implement the initiatives of the project into long-term working practice and to come up with ideas for initiatives that could help secure this long-term anchorage.

**Control Group**

The control group received handouts about WMSDs [36] and lifting guidelines from The Danish Working Environment Authority [37]. These handouts described the association between WMSDs and the impact on working life, regulations for the prevention of WMSDs, and which precautions should be taken to limit WMDSS [36]. Furthermore, the handouts described the regulations for lifting, pushing and pulling, and the risk of injuries [37].

**Technical Measurements**

At baseline and 3 and 6 months’ follow-up, the participants were equipped with sEMG, IMU, cameras, and heart rate monitors. The sEMG, IMU, and camera were synchronized [29], whereas the heart rate monitor was used to estimate the overall activity level during the working day.

The procedure for placement of sEMG electrodes is described elsewhere [29,32,38]. In short, sEMG electrodes (Blue Sensor N-00-S/25, Ambu A/S, Ballerup, Denmark) were placed bilaterally over the erector spinae and the upper trapezius muscles [39] according to the Surface Electromyography for the Non-Invasive Assessment of Muscles (SENIAM) recommendations [40]. A reference electrode was placed over the C7 vertebra. The sEMG signals were amplified 19.5 times using a 24-bit portable data-logger (Nexus10, Mind Media, Herten, Netherlands) and sampled at 1024 Hz.

IMU including triaxial accelerometer and gyroscopes (ActiGraph GT9X Link, ActiGraph, Pensacola, United States) were positioned on the upper back at T1-T2 level [41] and the thighs. The latter was used for obtaining the number of steps per day [42]. When positioned, the IMUs were calibrated in a standing neutral position (N-pose) for 15 seconds. Kinematics data were sampled at 100 Hz.

A body-worn video camera with a resolution of 848x480/30F (Reveal Media, RS2-X2L, Hampton Wick, Surrey, United Kingdom) was placed around the chest and recorded the area in front of the participant.

For heart rate monitoring electrodes (Ø: 68 mm; Blue Sensor VL-00-S/25, Ambu A/S, Ballerup, Denmark) were positioned just below the apex of the sternum and laterally under the left pectoralis major muscle [43,44], before connecting to the heart rate monitor (Actiheart, CamNtech Ltd, Cambridge, United Kingdom). Heart rate was sampled at 128 Hz and interpolated with a resolution of +/-1 ms.

The data from the IMU, sEMG, and cameras were synchronized using a custom-made device and a MatLab (2013a) program. A 2 mV trigger signal was sent to the EMG logger. At the same time, the IMUs were turned 95 degrees using a rotary solenoid (GDAX 050 X20 B71 24V, 100% ED). The synchronization with the cameras was obtained by having the cameras record a custom-made flashing device that flashed at the same time as the signal was sent to the sEMG logger box and the rotary solenoid. The synchronization was made before the equipment was positioned on the participant and repeated after the working day [29].

**Test Protocol**

The test protocol consisted of (1) maximal voluntary contractions (MVCs) for the lower back and shoulders, (2) reference lifting, and (3) calibration of the IMUs.

The MVCs for the upper trapezius was performed with a strap around the wrist in a standing position with 90-degree bilateral shoulder abduction. The participants performed maximal bilateral shoulder abduction. For the MVCs for the erector spinae, the participants were fixed with a strap around the shoulders with a slight flexion in their back leaning toward a
pillow at the height of the anterior iliac spine on the hip. The participants performed 3 repetitions for each MVC with a 30 seconds rest period between the trials. The participants ramped up the force to maximum in 2 to 3 seconds and held it for 3 seconds. The participants performed 10 reference lifts from floor to table (73 cm high) with a 20 kg box (width: 56 cm, length: 34 cm, and height: 20 cm) using a forearm horizontal distance. From a starting standing position, the participants descended without load and lifted the box from the floor onto the table. After a pause of 2 seconds, they lifted the box to the floor and returned to starting position. Following a break of 2 seconds, the lifting cycle was repeated. The IMUs were calibrated by having the participants standing in a neutral position (N-pose) for 15 seconds. After these preliminary steps, the participants started their planned work and the attached equipment continuously captured data.

**Data Analysis—Event Detection**

The analyses for detecting the events are described in detail elsewhere [29]. In short, the sEMG segments corresponding to the references lifts and the MVC trials were extracted. For each of the MVC trials, the sEMG root mean square (RMS) was calculated over 500 ms epochs with 20% overlap between successive epochs. Then the maximum of calculated RMS across the epochs was found, and out of the 3 MVC trials, the highest RMS value was considered as the maximum voluntary electrical activity. Similarly, the 90th percentile of calculated RMS during the reference lift was considered as the reference threshold. Subsequently, the recorded signals during the working time were analyzed over 10-second nonoverlapping epochs. Similar to what is described above, in each epoch, the 90th percentile of the calculated EMG RMS was derived, and the extent of forward and sideways inclination of the IMU concerning the N-pose position was calculated [45]. During the working time, each of the 10-second epochs were labeled an event if the calculated sEMG amplitude was higher than the event threshold (either the average of the reference lifts in the morning and afternoon or 50% of the average MVC [46] in the morning and afternoon) for at least two of the muscles. Furthermore, for the erector spinae muscle on both sides, the event threshold was linearly decayed based on the calculated forward and sideways inclination such that the threshold would be reduced to its half at 90 degrees forward or 30 degrees sideways inclinations and it would be fixed beyond that level of inclination. The minimum of the modified threshold for the forward and sideways inclination was utilized as the modified threshold. If any of the calculated sEMG RMS over the 10-second epochs for the erector spinae on both sides was greater than the modified threshold, the 10-second epoch was labeled as an event as well. Furthermore, as exploratory analyses, the number of events was calculated based on a higher reference value of 150% of the sEMG from the reference lifts and 50% of the sEMG from MVCs. The criteria for events from the analyses were that at least two muscles should exceed the limit.

**Outcomes**

**Primary Outcome**

The primary outcome was defined as the change in the number of events with excessive physical workload from baseline to follow-up. The reference lift of 20 kg used for normalization purposes was a deviation from the protocol study [32] as we planned to use 30 kg. However, because 30 kg exceeds the acceptable lifting limit of The Danish Working Environment Authority, we chose to decrease the load.

**Other Outcomes**

Other outcomes were obtained from previously established and validated questionnaires and included physical (Borg category ratio 10 scale [47,48]), psychosocial, and organizational conditions (AH2012 and COPSOQ) [49-51]. Furthermore, the pain intensity in the last week (WAS-scale) [32] was enquired.

**Sample Size**

The sample size was calculated based on the observed changes in the level of muscular activity during a working day in different occupational groups with pronounced lifting [19]. The power calculation showed that 17 participants in each group were needed to demonstrate a reduction of 20% in normalized sEMG assuming an SD of approximately 20% in normalized sEMG between individuals and a type 1 risk of 5% and power of 80%. Due to the cluster design and including an inflation factor of 1.5, 26 participants were required in each group [32]. For generalizability and risk of dropouts, we aimed to recruit 10 construction gangs of 3 to 5 individuals in each group, that is, a total of 80 participants.

**Statistics**

*t* tests assessed possible group differences at baseline. The difference from baseline to follow-up between the intervention and control groups was evaluated using a linear mixed model. The number of events was log-transformed because the residuals were not normally distributed. Factors included in the model were group (intervention and control), time (baseline, first follow-up, and second follow-up), and group-by-time interaction. The analysis was adjusted for the baseline value of the outcome, age, gender, duration of measuring time, mean heart rate, number of steps, and muscle strength. Individual nested in cluster was included as a random factor. Analyses were performed using SAS statistical software (Proc Mixed, SAS version 9.4) according to the intention-to-treat principle, including all participants (n=80) regardless of loss to follow-up. The estimation method was restricted maximum likelihood with degrees of freedom based on the Kenward-Roger approximation. *P* levels ≤.05 were accepted as statistically significant. Outcomes are reported as within- and between-group least square mean differences with 95% CIs. Furthermore, Fischer exact test was used to test for differences in questions with categorical response variables.

**Results**

**Participant Characteristics**

Table 1 shows the baseline characteristics of the participants. Age was higher in the control group compared with the intervention group (*P*=.02), which was controlled for in the statistics by including age as a covariate. At the first follow-up test, 12 participants dropped out, and 4 participants did not show
up for the test. At the second follow-up test, 12 participants dropped out, and 14 participants did not show up for the test. Hence, 42 participants completed the study (Figure 1). All dropouts were included in analyses.

Primary Outcome
The results showed no group-by-time interaction effect ($P=.75$) and ($P=.51$) for the number of events obtained using technical equipment in the unadjusted and adjusted analysis, respectively (Table 2). The results show a within-group difference (time effect) in the number of events from baseline to the first follow-up test (unadjusted, $P=.002$ and adjusted $P=.05$ and (unadjusted $P<.001$ and adjusted $P<.001$) for the intervention and control group, respectively. Furthermore, a within-group difference was observed from baseline to second follow-up in the unadjusted analysis for the intervention and control group ($P<.01$ and $P<.001$), respectively. The exploratory analyses confirmed the results of the primary outcome, that is, no significant group-by-time interaction (Table 2).

The analyses of heart rate and step count showed no group-by-time interaction or within-group difference. However a between-group difference was observed at baseline, first and second follow-up, and at baseline for heart rate ($P<.001$, $P=.049$, and $P=.003$, respectively). This between-group difference was also observed for the step count at baseline ($P=.004$) but not at the follow-ups. The mean heart rate was 100 (95% CI 96 to 104), 101 (95% CI 97 to 105), and 100 (95% CI 96 to 105) and 91 (95% CI 88 to 95), 95 (95% CI 92 to 99), and 91 (95% CI 87 to 95) bpm for the intervention and control group at baseline, first follow-up, and second follow-up, respectively. The mean number of steps adjusted for length of the working day were 5952 (95% CI 5517 to 6387), 5479 (95% CI 5023 to 5934), and 5980 (95% CI 5372 to 6588) and 5133 (95% CI 4791 to 5475), 5340 (95% CI 4958 to 5722), and 5320 (95% CI 4852 to 5788) steps per day for the intervention and control group at baseline, first follow-up, and second follow-up, respectively.

Other Outcomes
The results from the other outcomes are presented in Tables 3 and 4. In the intervention group, the results showed a within-group decrease in general fatigue after a typical working day ($P=.001$; Table 3) from baseline to second follow-up and in influence on own work from baseline to first follow-up ($P=.04$; Table 3). The remainder of the other outcomes showed no effect from the intervention (Tables 3 and 4).

Adverse Events
No adverse events were reported.
Table 1. Basic characteristics of the participants in the study.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants, n (all males)</td>
<td>32</td>
<td>48</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>34.2± (12.5)</td>
<td>41.2± (12.5)</td>
</tr>
<tr>
<td>Height in centimeters, mean (SD)</td>
<td>180.0 (6.2)</td>
<td>180.1 (7.2)</td>
</tr>
<tr>
<td>Weight in kilograms, mean (SD)</td>
<td>85.0 (12.2)</td>
<td>86.4 (14.6)</td>
</tr>
<tr>
<td>Weekly working hours, mean (SD)</td>
<td>39.1 (4.8)</td>
<td>38.1 (2.5)</td>
</tr>
<tr>
<td>Gang size, mean (SD)</td>
<td>4.5 (1.5)</td>
<td>6.0 (2.3)</td>
</tr>
<tr>
<td>Smokers, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15 (47)</td>
<td>17 (36)</td>
</tr>
<tr>
<td>No</td>
<td>17 (53)</td>
<td>31 (64)</td>
</tr>
<tr>
<td>Current position, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concrete workers</td>
<td>25 (78)</td>
<td>27 (56)</td>
</tr>
<tr>
<td>Bricklayers</td>
<td>5 (16)</td>
<td>19 (40)</td>
</tr>
<tr>
<td>Others (eg, bricklayer’s assistant)</td>
<td>2 (6)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Term of employment, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hourly paid</td>
<td>13 (41)</td>
<td>35 (73)</td>
</tr>
<tr>
<td>Monthly paid</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Paid according to performance</td>
<td>18 (56)</td>
<td>13 (27)</td>
</tr>
<tr>
<td>Experience in construction, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;3 years</td>
<td>4 (12)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>4-10 years</td>
<td>14 (44)</td>
<td>13 (27)</td>
</tr>
<tr>
<td>&gt;11 years</td>
<td>14 (44)</td>
<td>31 (65)</td>
</tr>
<tr>
<td>How often can you take it easy and still reach your working tasks?, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>0 (0)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Often</td>
<td>6 (19)</td>
<td>11 (23)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>16 (50)</td>
<td>23 (48)</td>
</tr>
<tr>
<td>Rarely</td>
<td>9 (28)</td>
<td>12 (25)</td>
</tr>
<tr>
<td>Never</td>
<td>1 (3)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>How exhausting do you find your regular work? (Borg CR10b), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light (0-2.5)</td>
<td>1 (3)</td>
<td>6 (12.5)</td>
</tr>
<tr>
<td>Moderate (3-5)</td>
<td>16 (50)</td>
<td>36 (75)</td>
</tr>
<tr>
<td>Hard (6-10)</td>
<td>15 (47)</td>
<td>6 (12.5)</td>
</tr>
<tr>
<td>How often do you feel pain in your body? n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>10 (31)</td>
<td>16 (33)</td>
</tr>
<tr>
<td>A few times a week</td>
<td>10 (31)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>A few times a month</td>
<td>8 (25)</td>
<td>18 (38)</td>
</tr>
<tr>
<td>Maximum a few times a year</td>
<td>4 (13)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Never</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Degree of difficulty in the low back within the last week (0-10 VAS), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-3</td>
<td>13 (42)</td>
<td>24 (52)</td>
</tr>
<tr>
<td>4-6</td>
<td>10 (32)</td>
<td>15 (33)</td>
</tr>
<tr>
<td>7-10</td>
<td>8 (26)</td>
<td>7 (15)</td>
</tr>
</tbody>
</table>
### Characteristics

#### Degree of difficulty in the upper back within the last week (0-10 VAS<sup>c</sup>), n (%)

<table>
<thead>
<tr>
<th></th>
<th>Intervention</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-3</td>
<td>19 (61)</td>
<td>35 (76)</td>
</tr>
<tr>
<td>4-6</td>
<td>8 (26)</td>
<td>9 (20)</td>
</tr>
<tr>
<td>7-10</td>
<td>4 (13)</td>
<td>2 (4)</td>
</tr>
</tbody>
</table>

#### Degree of difficulty in the shoulders within the last week (0-10 VAS<sup>c</sup>), n (%)

<table>
<thead>
<tr>
<th></th>
<th>Intervention</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-3</td>
<td>23 (74)</td>
<td>32 (70)</td>
</tr>
<tr>
<td>4-6</td>
<td>6 (19)</td>
<td>11 (24)</td>
</tr>
<tr>
<td>7-10</td>
<td>2 (6)</td>
<td>3 (6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Difference between groups at baseline, *P* = .02.

<sup>b</sup>Borg CR10: Borg category ratio 10 scale.

<sup>c</sup>VAS: visual analog scale.

### Table 2. Results of the primary outcome (change from baseline to follow-up in events with excessive physical workload during a working day) from the mixed-model analysis.

<table>
<thead>
<tr>
<th>Group and outcome</th>
<th>Within-group difference</th>
<th>Between-group difference at follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>First follow-up</td>
</tr>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100% sEMG&lt;sup&gt;a&lt;/sup&gt; from reference lifts-unadjusted (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>5.2 (5 to 5.5)</td>
<td>5.8 (5.5 to 6.1)</td>
</tr>
<tr>
<td>Control</td>
<td>5.1 (4.9 to 5.3)</td>
<td>5.9 (5.6 to 6.1)</td>
</tr>
<tr>
<td>100% sEMG from reference lifts-adjusted (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>5.4 (5.1 to 5.7)</td>
<td>5.8 (5.5 to 6.1)</td>
</tr>
<tr>
<td>Control</td>
<td>5.1 (4.9 to 5.4)</td>
<td>5.8 (5.6 to 6.1)</td>
</tr>
<tr>
<td><strong>Explorative analysis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150% sEMG from reference lifts (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>3.8 (3.5 to 4.2)</td>
<td>4.3 (3.9 to 4.8)</td>
</tr>
<tr>
<td>Control</td>
<td>3.6 (3.2 to 3.9)</td>
<td>4.0 (3.6 to 4.4)</td>
</tr>
<tr>
<td>50% sEMG from MVCs&lt;sup&gt;c&lt;/sup&gt; (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>4.2 (3.7 to 4.8)</td>
<td>4.2 (3.6 to 4.9)</td>
</tr>
<tr>
<td>Control</td>
<td>4.0 (3.5 to 4.4)</td>
<td>4.0 (3.4 to 4.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>sEMG: surface electromyography.

<sup>b</sup>Not applicable.

<sup>c</sup>MVCs: maximal voluntary contraction.
Table 3. Results from the other outcome.

<table>
<thead>
<tr>
<th>Group and scale</th>
<th>Baseline</th>
<th>First follow-up</th>
<th>Second follow-up</th>
<th>Between-group difference at follow-up</th>
<th>Time effect, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>First follow-up</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Second follow-up</td>
<td></td>
</tr>
<tr>
<td><strong>Heaviest lift last week, 0-10 scale (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>6.7 (6.1 to 7.2)</td>
<td>6.8 (6.2 to 7.4)</td>
<td>6 (5.3 to 6.7)</td>
<td>0.2 (0.6 to 0.1)</td>
<td>–0.1 (–1 to 0.8)</td>
</tr>
<tr>
<td>Control</td>
<td>6.2 (5.7 to 6.6)</td>
<td>6.5 (6 to 7)</td>
<td>6.1 (5.5 to 6.6)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td><strong>General fatigue after a typical working day, 5-point scale (not tired, a little tired, tired, very tired, and exhausted) converted to 0-100 (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>41.1 (37.2 to 45)</td>
<td>40.8 (36.6 to 45)</td>
<td>35.6 (31 to 40.3)</td>
<td>–6.1 (–11.7 to –0.5)</td>
<td>–11.2 (–17.4 to –5)</td>
</tr>
<tr>
<td>Control</td>
<td>39.4 (36.2 to 42.5)</td>
<td>46.9 (43.4 to 50.4)</td>
<td>46.8 (42.9 to 50.7)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td><strong>How physically strenuous do you usually perceive your current work?, Borg CR10 scale (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>4.8 (4.2 to 5.3)</td>
<td>4.4 (3.9 to 5)</td>
<td>4.4 (4.4 to 5.7)</td>
<td>–0.4 (–1.1 to 0.4)</td>
<td>0.5 (0.3 to 1.4)</td>
</tr>
<tr>
<td>Control</td>
<td>4.3 (3.9 to 4.8)</td>
<td>4.8 (4.3 to 5.3)</td>
<td>4.5 (3.9 to 5)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td><strong>How much influence do you have on your work, 5-point scale (very much, much, some, little, very little) converted to 0-100 (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>59.6 (56.6 to 62.5)</td>
<td>60.4 (57.3 to 63.6)</td>
<td>58.9 (55.4 to 62.5)</td>
<td>5.6 (1.5 to 9.8)</td>
<td>–0.1 (–4.8 to 4.6)</td>
</tr>
<tr>
<td>Control</td>
<td>60.3 (58 to 62.7)</td>
<td>54.8 (52.2 to 57.4)</td>
<td>59 (56 to 62)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td><strong>Do you wish more influence on your work, 2-point scale (yes or no) converted to 0-100 (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>39.3 (29.6 to 49)</td>
<td>49.4 (39 to 59.7)</td>
<td>48.7 (37.3 to 60.2)</td>
<td>–3.9 (–17.6 to 9.7)</td>
<td>0.1 (–15.3 to 15.4)</td>
</tr>
<tr>
<td>Control</td>
<td>44.1 (36.3 to 51.9)</td>
<td>53.3 (44.7 to 61.9)</td>
<td>48.7 (38.9 to 58.5)</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

aNot applicable.
bBorg CR10: Borg category ratio 10 scale.

Table 4. Results from the other outcome. Numbers indicate the participants who answered the question (percent of the population who answered the question).

<table>
<thead>
<tr>
<th>Group and question</th>
<th>Baseline</th>
<th>Daily</th>
<th>Weekly</th>
<th>Hardly ever</th>
<th>P valuea</th>
<th>First follow-up</th>
<th>Daily</th>
<th>Weekly</th>
<th>Hardly ever</th>
<th>P valuea</th>
<th>Second follow-up</th>
<th>Daily</th>
<th>Weekly</th>
<th>Hardly ever</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>How often do you perform heavy lifting?, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>21 (66)</td>
<td>15 (46)</td>
<td>14 (50)</td>
<td>0 (0)</td>
<td>2</td>
<td>11 (50)</td>
<td>11 (50)</td>
<td>0 (0)</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>23 (48)</td>
<td>19 (48)</td>
<td>16 (40)</td>
<td>5 (12)</td>
<td>—</td>
<td>10 (32)</td>
<td>18 (58)</td>
<td>3 (10)</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>How often do you feel pain in your body (eg, arms, hands, knees, shoulders, and back)?, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>10 (31)</td>
<td>8 (29)</td>
<td>7 (25)</td>
<td>13 (46)</td>
<td>.32</td>
<td>3 (14)</td>
<td>10 (45)</td>
<td>9 (41)</td>
<td>.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>16 (33)</td>
<td>14 (34)</td>
<td>13 (33)</td>
<td>13 (33)</td>
<td>—</td>
<td>8 (26)</td>
<td>12 (39)</td>
<td>11 (35)</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Do you take analgesics because of pain in your neck/shoulders or back?, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>30 (94)</td>
<td>25 (89)</td>
<td>.86</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>21 (95)</td>
<td>.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>3 (6)</td>
<td>4 (8)</td>
<td>41 (86)</td>
<td>5 (13)</td>
<td>—</td>
<td>2 (6)</td>
<td>4 (13)</td>
<td>25 (81)</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aBetween group differences.
bNot applicable.

Discussion

Principal Findings

This study is the first to detect events with excessive physical workload using only technical measurements, individual thresholds, and applying these measurements in a PE intervention. The results of this cluster randomized controlled trial showed that a PE intervention did not decrease the number of events during a working day. Other outcomes showed positive effects on influence on own work and general fatigue after a typical working day, but not on pain, perceived workload, and how often heavy lifting was performed.
Interpretation of Results

Technical measurements have the advantage of being objective. Furthermore, it builds on from standardized analytical procedures of the raw data, rather than, for example, self-reports or visual observations [52,53]. We have recently shown that the intraday reliability for sEMG during lifting tasks is acceptable in laboratory conditions [38]. Furthermore, the method for detecting events of the lower back and shoulder based on sEMG and IMU from the upper back has shown high accuracy in a laboratory setting [29]. Thus, we are certain the measurement method per se was not cause of the nonsignificant findings.

There was no group-by-time interaction for the primary outcome, which was the change in the number of events from baseline to follow-up. However, the number of events increased over time in both groups, and because this technical detection was used for the first time in a field study, we performed exploratory analyses with the detection of events based on 150% of the sEMG obtained during the reference lifts and 50% MVCs (Table 2). This confirmed that there was no effect of the intervention on the primary outcome. However, the exploratory analysis did not show a within-group difference as seen in the preplanned analysis [32]. This could be related to the threshold, which might have been too low, and we might have seen a more stable normalization factor by using, for example, 30 kg as reference value. However, the within-group increase in both groups could also be related to the organization of construction work, which is characterized by a distinctive variation regarding work pace, work tasks, and work processes. This variation makes it challenging to conduct intervention studies with field measurements in the construction industry as the inherent variance will necessitate a larger sample size than anticipated based on laboratory measurements. As the participants were further into the process of their current construction project during the follow-up than at baseline, this may have increased the work pace due to incentive reasons. However, analyses of heart rate and step count did not support this speculation. Another possibility could be that the participants were more aware of the measurements at baseline and therefore acting more carefully to avoid heavy lifting. This effect may have diminished during follow-up.

The other outcomes showed effects on influence at work and general fatigue after a typical working day. The difference in influence on own work was only seen at first follow-up and was primarily driven by the control group experiencing a decrease in influence. This may indicate that the control group felt neglected compared with the intervention group who attended the workshops and had the opportunity to bring forward new ideas. The second follow-up was 3 months after the last workshop. Therefore, the feeling of being neglected might have eased off, likely because the tangible consequences of the intervention were often only “increased attention to physically stressful work” as shown in Multimedia Appendix 2, rather than real changes in the working process or technical assistive devices. The decrease in general fatigue after a typical working day in the intervention group indicates that some effect occurred in response to the intervention despite not being effective in reducing events. It can be speculated that the implemented solutions led to work that reduced light loads, repetitive work, or made the work processes more efficient in general and thus less physically fatiguing. A review has shown reductions in physical work demands and musculoskeletal symptoms if mechanical lifting devices are introduced at workplaces [54], and other studies have shown a decreased discomfort [55] or ergonomic improvement when introducing devices for raised bricklaying that may decrease the physical workload during construction work [56]. As the majority of the implemented suggestions concerned technical assistive devices, it can be speculated that the increased use of assistive devices may partially explain the decrease in general fatigue.

The majority of the suggestions were related to assistive devices (Multimedia Appendix 2) and are in accordance with previous findings, where the workers identified ergonomic solutions using assistive devices to reduce WMSDs, but the support from the contractors to implement these was lacking [57]. Accordingly, other studies suggest that support from the management is critical for providing changes in the construction industry [58,59]. In this study, the management was often not willing to support the suggestions if they involved increased costs. Hence, more support from the management might have had a positive effect [60]. The intervention might have failed in involving the management as we underestimated the challenge of obtaining economical and persistent commitment from the management. However, this seems to be a highly common but underaddressed issue in participatory research [27,61].

There may be several contributing factors to the high physical demands of construction work, of which work organization plays an important role. Construction work in Denmark is characterized by being organized in small working units, often on a group-based wage, which can be associated with an increased risk factor for WMSDs [62] and can induce a group pressure within the gang to get the work done at a certain time without taking pain into consideration [63]. Studies suggest that both structural and cultural changes are necessary to create changes in the construction industry [57,64]. The lack of effect from the intervention in this study might be related to the culture in the construction industry where WMSDs are an accepted part of being a construction worker [65,66].

Perspectives

With the rapid technological development, this method could be integrated into portable devices connected to, for example, mobile phones and thereby provide the worker with direct feedback to prevent work tasks with excessive physical workload.

Strengths and Limitations

A strength of this study is the cluster randomized design, making it possible to intervene at gang level, thus reducing the risk of a number of biases associated with nonrandomized studies. However, there are also known challenges of conducting behavioral randomized controlled trials, for example, blinding of participants or potential participants and supervisors who do not accept randomization [67]. Another strength is the use of technical measurements to quantify the workload rather than relying on self-reports or observations.
A limitation of this study is that the number of dropouts was higher than expected, resulting in reduced statistical power. The terms of employment in the construction industry are dominated by short-term contracts, which resulted in a relatively high turnover of workers in the participating gangs in this study. This affected the number of participants employed over the entire intervention period. In research involving randomized controlled trial, it is preferable to have a stable group of participants. However, to our knowledge, no participants drop out of the study due to a lack of willingness to participate but were missing at random, and all participant were included in the intention-to-treat analysis. To fully control a randomized controlled trial in the construction industry showed to be extremely difficult due to, for example, variation in work tasks performed during a working day and sudden changes based on unpredictable incidents at the construction site. On the other hand, a considerable strength of this study is that the measurements have been conducted during actual construction work. Furthermore, it is a limitation that the size of the individual clusters was larger than anticipated, which also reduced the statistical power due to intracluster correlation. In general, the variance in measurements was also higher than expected. Due to these factors, future studies would need to recruit a much larger sample size to be randomized. On the other hand, the results of this study do not indicate that a relevant between-group difference would be reached even with a larger sample size.

The loss of data from sEMG, especially from the erector spinae muscles at baseline, was also a limitation. This loss of sEMG data was primarily caused by electrodes that slipped off, and future studies should minimize this loss of data by securing the sEMG cables such that excessive sweating of the participants does not compromise the skin-electrode impedance. Larger band aids over the electrodes or performing the measurements during the cooler season of the year when sweating is not a big issue might also help.

The inherent variation in daily working tasks at the construction sites is a practical challenge because the necessary sample size can easily grow to a level that is not realistic to achieve. We tried to control this by having close contact with the construction sites and conducting measures on the workers during similar working tasks, but this was not always possible. However, we compensated for this by controlling for steps and heart rate in the analysis.

During the recruitment, we were in contact with many small-scale construction companies that were unable to participate because their job tasks did not permit the long follow-up time in this study. Hence, we only included large-scale construction companies; thus, one should be cautious about generalization of our results to small-scale construction companies. On the other hand, changes are often more difficult to implement in smaller companies where resources are scarce. It is, therefore, unlikely that inclusion of smaller companies would have changed the main conclusion of the study.

Finally, the difference in age and, partly, experience between the intervention and control group could be limitations to the study. Therefore, we controlled for age in the statistical analysis, but it cannot be ruled out that a more experienced intervention group could have increased the implementation rate of the suggested solution and thus reduced the number of events with excessive physical workload following the intervention.

Conclusions

This PE intervention with 3 workshops did not reduce the number of events with excessive physical workload during construction work. An exploratory analysis using higher thresholds confirmed the results. The intervention group experienced a reduced general fatigue and an increased influence on own work following the intervention, compared with the control group.
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Abstract

Background: The prevalence of childhood obesity continues to increase, and clinic-based treatment options have failed to demonstrate effectiveness. One of the strongest predictors of child weight is parent weight. Parental treatment for weight loss may indirectly reduce obesity in the child. We have previously demonstrated the effectiveness among adults of a fully automated, evidence-based digital weight loss intervention (Track). However, it is unknown if it is feasible to deliver such a treatment directly to parents with obesity who bring their child with obesity to a weight management clinic for treatment.

Objective: The objective of our study was to evaluate the feasibility of and engagement with a digital weight loss intervention among parents of children receiving treatment for obesity.

Methods: We conducted a 6-month pre-post feasibility trial among parents or guardians and their children aged 4-16 years presenting for tertiary care obesity treatment. Along with the standard family-based treatment protocol, parents received a 6-month digital weight loss intervention, which included weekly monitoring of personalized behavior change goals via mobile technologies. We examined levels of engagement by tracking completed weeks of self-monitoring and feasibility by assessing change in weight.

Results: Participants (N=48) were on average 39 years old, mostly female (35/42, 82%), non-Hispanic Black individuals (21/41, 51%) with obesity (36/48, 75%). Over a quarter had a yearly household income of <US $25,000, and about a third had the equivalent of a high school education. Children were on average 10 years old and had a body mass index of 29.8 kg/m². The median percentage of weeks participants tracked their behaviors was 77% (18.5/24 total weeks; interquartile range [IQR] 6.3 to 100). The median number of attempts via phone or text message (short message service) required to complete one tracking week was 3.3 (IQR 2.6 to 4.9). Nearly half (23/48, 48%) had high levels of engagement, completing 80% (19/24) or more weeks of tracking. Of the 26 participants with weight measurements reported at 6 months, of which 81% (21/26) were self-reported, there was a median 2.44 kg (IQR −6.5 to 1.0) decrease in weight.

Conclusions: It is feasible to deliver an evidence-based digital weight loss intervention to parents or guardians whose children are enrolled in a weight management program. Given the feasibility of this approach, future studies should investigate the effectiveness of digital weight loss interventions for parents on child weight and health outcomes.

(J Med Internet Res 2018;20(12):e11093) doi:10.2196/11093
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Introduction

The prevalence of obesity among children has increased since 1999, and rates among non-Hispanic black and Hispanic children are consistently higher compared with non-Hispanic White children [1-3]. Children with obesity are at increased risk of developing chronic conditions during childhood and during adulthood if obesity persists [4-8]. Children of racial or ethnic minority are disproportionately affected both in terms of obesity and chronic disease.

Recent recommendations from the US Preventive Services Task Force suggest children aged 6 and older with obesity be referred to intensive lifestyle-based weight loss programs [9]. These require 26 or more hours of provider contact with greater effectiveness demonstrated with more contact hours and the incorporation of behavior change techniques such as goal setting and self-monitoring [10]. Although children and parents report positive experiences in behavioral weight loss programs, logistical issues such as clinic hours and location and required time commitment lead to discontinuation of care [11,12]. These high levels of attrition have resulted in poor efficacy [13]. Thus, innovative approaches to pediatric weight management are necessary.

Obesity is highly comorbid in families [14,15]. Although family-based interventions are effective in reducing child body mass index (BMI) [16], they can be time intensive and costly [17]. Yet, parent-only interventions have been effective in the treatment of childhood overweight and obesity [18-20]. Indeed, parent weight change is a strong predictor of child weight change [21,22], in that a 1-unit reduction in parent BMI is associated with a 0.26 reduction in child BMI after participation in a behavioral weight loss program [23]. Because the child weight status is associated with the parent weight status [24-26], parental treatment for weight loss may indirectly reduce obesity in the child by impacting the family’s shared environment and through parental role modeling of healthy behaviors. Although pediatric obesity management programs include discussion on changing family behaviors, most programs do not directly and independently treat the parent’s obesity. Innovative strategies are needed to consider how best to treat parental obesity while treating children with obesity. Digital health interventions may be well suited to achieve this goal [27].

Digital health approaches capitalize on the ubiquitous utilization of mobile technologies [28], and they have great potential to be scalable and integrated into the existing clinical infrastructure (eg, electronic health records). Digital approaches overcome barriers to parental involvement in weight management programs, such as the time required for attendance and childcare, because they can be asynchronous with care (ie, delivered without requiring real-time interaction). Prior work demonstrates that using mobile technologies to administer weight loss treatment can be successful in the clinic setting [29,30]. We recently demonstrated the effectiveness of “Track,” a fully automated, evidence-based digital weight loss program, among adults in a clinic setting [31,32]. In a similar intervention, participants who engaged more, as measured by self-monitoring of behaviors associated with weight loss, lost more weight [33].

Others have demonstrated the importance of user engagement leading to optimal behavior change [34-38]. Measuring engagement is an important measure of fidelity, ensuring that treatments are delivered in the dose intended [39]. Thus, the primary aim of this feasibility study was to measure user engagement, as measured by self-monitoring, after delivering Track to parents or guardians of children with obesity who are presenting for weight management. Assessing feasibility and engagement will aid in determining how best to design future intervention studies.

Methods

Study Design

We delivered a 6-month pre-post feasibility trial called Families on Track to parents or guardians of children seeking treatment for weight management. We recruited participants from the Duke Healthy Lifestyles clinic. Healthy Lifestyles is a referral-based pediatric weight management program located in Durham, NC, which serves a population that is racially and ethnically diverse; 57% are female, 61% are black individuals, 29% are Hispanic individuals, and 70% of patients have public health insurance. The Healthy Lifestyles clinical protocol, patient demographics, and outcomes have been previously described [11,13], and the program represents the current standard of care for obesity treatment. All participants received the Healthy Lifestyles intended clinical treatment protocol. The Duke Medical Center Institutional Review Board approved all procedures.

Participants

Participants included parents or guardians of children aged 4-16 years with an age- and gender-specific BMI of ≥95th percentile presenting for obesity treatment to the Duke Healthy Lifestyles clinic. Eligibility criteria included parents or guardians aged 18-60 years with BMI between 25 and 50 kg/m². We required that participants have English fluency, own a mobile phone and be willing to send and receive multiple short message service (SMS) text messages per day, and reside in the same household as the patient attending Healthy Lifestyles. We excluded participants who were pregnant or lactating; had prior or planned bariatric surgery; were participating in other obesity trials; had a history of heart attack, stroke, bipolar disorder, schizophrenia or recent cancer diagnosis; or had plans to relocate within 1 year. We recruited a convenience sample of 50 participants; 2 were excluded (1 did not meet BMI criteria and 1 declined). A total of 48 participants were consented and enrolled by a trained research assistant, who then collected baseline data.

Intervention

The Families on Track intervention included the Healthy Lifestyles program plus a 6-month modified version of Track, a digital weight loss intervention for adults that was conducted in the primary care setting. The Healthy Lifestyles program has been described in detail elsewhere [13]. Briefly, the Healthy Lifestyles program uses best-practice pediatric weight management strategies, which involves monthly visits for patients and their families with medical, dietary, and exercise specialists all certified in Motivational Interviewing. Patients...
set dietary and activity behavioral goals aimed to improve the severity of overweight or obesity and obesity-related comorbidities. The Track intervention, summarized elsewhere [31], was modified to contain 4 components: tailored behavioral goals (eg, no sugary drinks, watch less than 2 hours of television per day, and walk 10,000 steps per day); self-monitoring of these goals via interactive voice response (IVR) phone calls or SMS text messages; skills training videos; and an analog bathroom scale and a pedometer to self-monitor daily weights and steps.

Behavior Change Goals

The intervention utilized the Interactive Obesity Treatment Approach (iOTA), which results in weight loss through the modification of everyday obesogenic behaviors [29,30,40,41]. At baseline, each intervention participant completed a short, self-administered survey to assess the level of engagement in various dietary, physical activity, and other weight control behaviors. A computer algorithm used participant responses to assign personalized behavioral goals from a vast library of goals known to create an energy deficit (eg, no sugary drinks, no fast food consumption) based on each participant’s need to change each behavior, readiness and self-efficacy, and the potential caloric deficit promoted by the specific behavior change. The algorithm rank orders the goals, and participants are asked to self-monitor their adherence to the top 3 goals for the first 8 weeks of the study. Goals changed every 8 weeks throughout the 24-week intervention period to maintain motivation and facilitate goal mastery. Participants also received a universal 4th goal. We assigned a “no red zone foods” goal for the first 8 weeks. To determine the “red zone foods,” we asked participants to select the foods they consume regularly (at least 3 days per week) from a list of commonly eaten, high-calorie foods and beverages (eg, sodas, sweet tea, desserts, potato chips, pizza, and hamburgers). The other universal goals were to “practice portion control” and “walk 7-10,000 steps per day.” We provided all intervention participants with Web links to a study-specific YouTube channel that included descriptive and skills training videos specific to each Track goal. We reminded participants to refer to the videos for additional skills training and behavior change tips, specifically when goals changed every 8 weeks.

User Engagement

We measured user engagement with the intervention both quantitatively and qualitatively. Using quantitative measures, we tracked the frequency of weekly self-monitoring across the 24-week intervention. Participants were expected to self-monitor daily via paper log and weekly using the IVR system or through SMS text message. Each week, participants received an automated prompt from the Families on Track intervention system to track adherence to behaviors goals. These prompts were delivered either via IVR or SMS text message. The IVR system called intervention participants weekly to request self-monitoring data and provided automated tailored feedback on the 4 goals. Participants who did not respond to IVR attempts were sent a SMS text message prompting them to communicate their weekly tracking data via SMS text messages (Figure 1). Participants who provided self-monitoring data via SMS text messaging also received tailored feedback. We have a robust retry protocol that attempts to reach participants if the first IVR call or SMS text message goes unanswered. Tracking was considered complete if the participant completed the entire weekly IVR call or responded to the weekly SMS text message. User engagement with the intervention was assessed by totaling the number of weeks each participant responded to prompts to track behavior across the 24 weeks. In addition, we created a dichotomous outcome variable to compare those who were high versus low engagers using an established cutoff of 80% or more engagement in weekly self-monitoring [33,42]. We also tracked the mean number of prompts required to elicit a response for each participant as an additional measure of user engagement. For a qualitative measure of user engagement, participants were asked to complete satisfaction surveys upon study completion to assess the acceptability of the message frequency, timing, content, and perceived usefulness. Prior to their 6-month follow-up, participants were prompted to complete the satisfaction survey. Attempts were made via phone, email, and SMS text messages to complete the survey even if a follow-up appointment could not be scheduled.

Figure 1. Example of a self-monitoring SMS text message sent weekly to participants in Families on Track (Interactive Obesity Treatment Approach [iOTA], Duke Global Digital Health Science Center).
Weight
A trained nurse in the Healthy Lifestyles clinic collected parent and guardian height and weight at baseline and at 6 months; we measured height using a stadiometer (Model: Healthometer Professional CE No 92977) and weight using a digital scale (Model: Seca CE No 96990). A high percentage of participants did not return to the Healthy Lifestyles clinic for follow-up appointments despite email, phone, and SMS text message reminders. Therefore, we experienced difficulties in scheduling the 6-month visits. Thus, we also collected weights via self-report. Self-reported weights were sent to the study staff via email, SMS text message, or phone from participants who were unable to complete their in-clinic study visit. To verify self-reported weights, participants were asked to SMS text message or email the study staff a photo of their feet on their study-issued or personal scale with a visible weight reading.

Other Measurements
Sociodemographic variables were measured using standard questionnaires completed by the parent or guardian at the baseline clinic visit.

Analysis
We used descriptive statistics to characterize participants and examine tracking completion rate and weight change over the 6-month period. Characteristics were summarized using frequencies and proportions for categorical variables and mean (SD) for continuous variables. We used medians and interquartile ranges (IQR) to summarize intervention engagement and weight change owing to its highly skewed distribution. We conducted bivariate analyses to examine potential predictors of intervention engagement using Wilcoxon-Mann-Whitney and Kruskal Wallis tests for continuous data and chi-square and Fisher’s exact tests for categorical data. We used Poisson regression with a robust variance to examine sociodemographic differences among those with higher levels of tracking engagement (80% or more weeks of tracking) and estimate risk ratios (RRs) and 95% CIs. To assess intervention feasibility, we assessed differences in weight change among high and low engagers using the Wilcoxon-Mann-Whitney test. We conducted all analyses using Stata 14 for Mac (StataCorp, College Station, TX) with an alpha value of <.05 to assess statistical significance.

Results
Baseline Characteristics
At baseline (N=48), participants were on average 39.4 years old (SD 7.3) with a mean BMI of 36.5 kg/m$^2$ (Table 1). Half (21/41, 51%) were non-Hispanic black individuals. Most were women (35/42, 83%) and the mother of the child (34/41, 83%) and many were employed (33/41, 81%). Over a quarter, 26% (10/38) had an income of <$US 25,000, and the highest level of education for over a third of participants (13/37, 35%) was a high school equivalent.

User Engagement
At least half of the participants engaged in tracking their behaviors in each study week, as measured by a complete IVR call or SMS text message (Figure 2). The median engagement rate was 77% (IQR 6.3 to 100) across all study weeks. A fifth of participants (10/48, 21%) did not track any of their behaviors, and 27% (13/48) completed all tracking weeks. Nearly half (23/48, 48%) of the participants were considered high engagers (based on a median split), tracking their behaviors for at least 80% (19/24) of study weeks. The median number of prompts required to get participants to complete 1 tracking week (either through IVR or SMS text messages) was 3.3 (IQR 2.6 to 4.9).
Most of the tracking was completed via SMS text messages (87%) than with IVR. The average duration in minutes for those who did complete IVR calls was 0.5 (SD 0.9).

Among the included participants, 40% (19/48) completed the post intervention satisfaction survey. Those with complete surveys completed more weeks of tracking, 21.3 (SD 3.8) versus 9.9 (SD 10.2) with $P<.001$, and were more likely to be high engagers ($P=.005$). All respondents (19/19, 100%) felt it was easy to understand their 4 Track goals, among whom 89% (16/18) felt confident they could follow them and 89% (17/19) felt they were what they needed to work on to lose weight. Most (16/19, 84%) liked being able to choose each week whether they responded to tracking requests via SMS text messages or IVR. A few felt the weekly automated calls (5/19, 26%) and texts (2/19, 11%) were difficult to understand, but most (16/19, 84%) felt the feedback received on them was helpful. About a quarter of the respondents (5/19, 26%) found getting started in Track was hard. Of those receiving SMS text messages (10/19, 53%), most reported the number of texts was just enough.
Table 1. Baseline characteristics of parents or guardians participating in a digital weight loss intervention.

<table>
<thead>
<tr>
<th>Characteristics at enrollment</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parent or guardian characteristics</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Race or ethnicity (N=41), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>21 (51)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>11 (27)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Declined</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Age (N=42), mean (SD)</strong></td>
<td>39.4 (7.9)</td>
</tr>
<tr>
<td><strong>Gender (N=42), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>35 (83)</td>
</tr>
<tr>
<td><strong>Relation to the child (N=41), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>34 (83)</td>
</tr>
<tr>
<td>Father</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Grandmother</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Employed (N=41), n (%)</strong></td>
<td>33 (81)</td>
</tr>
<tr>
<td><strong>Income level (N=38), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;US $25,000</td>
<td>10 (26)</td>
</tr>
<tr>
<td>US $25,000-34,999</td>
<td>13 (34)</td>
</tr>
<tr>
<td>≥ US $35,000</td>
<td>15 (40)</td>
</tr>
<tr>
<td><strong>Education (N=37), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High School equivalent</td>
<td>13 (35)</td>
</tr>
<tr>
<td>Tech or community college</td>
<td>9 (24)</td>
</tr>
<tr>
<td>College degree or more</td>
<td>15 (41)</td>
</tr>
<tr>
<td>** Married (N=41), n (%)**</td>
<td>21 (51)</td>
</tr>
<tr>
<td><strong>Household size (N=42), mean (SD)</strong></td>
<td>4.2 (1.3)</td>
</tr>
<tr>
<td><strong>BMI</strong>&lt;sup&gt;a&lt;/sup&gt; (N=48), mean (SD)</td>
<td>36.5 (8.0)</td>
</tr>
<tr>
<td><strong>Child characteristics</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Race or ethnicity (N=48), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>25 (52)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>9 (19)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Declined</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Age (N=48), mean (SD)</strong></td>
<td>10.0 (3.4)</td>
</tr>
<tr>
<td><strong>Gender (N=48), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>27 (56)</td>
</tr>
<tr>
<td>BMI&lt;sup&gt;a&lt;/sup&gt; (N=48), mean (SD)</td>
<td>29.8 (7.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BMI: body mass index.
Predictors of User Engagement

The percent of tracking weeks completed was positively associated with education and income ($P=.01$ and $P<.001$, respectively; Figures 3 and 4). Income and parent race or ethnicity were associated with level of engagement. Participants with incomes >US $35,000 per year were 4 times as likely to be high engagers (ie, completed >80% of tracking weeks) compared with those with incomes <US $25,000 (RR 4.0; 95% CI 1.1-14.4; $P=.03$); this relationship was attenuated after controlling for parent race or ethnicity, though remaining significant (RR 3.5; 95% CI 1.1-11.4; $P=.04$). Non-Hispanic White individuals were twice as likely to be high engagers (RR 2.1; 95% CI 1.2-4.0; $P=.02$) compared with non-Hispanic black individuals, though this relationship was not significant when controlling for income (RR 1.5; 95% CI 0.8-2.6; $P=.19$). As child age increased, participants were less likely to be high engagers (RR 0.9; 95% CI 0.8-1.0; $P=.04$).
Weight Change

At the 6-month intervention completion point, weight was recorded from 54% (26/48) of the participants. Of those, 81% (21/26) were self-reported. There were no significant sociodemographic differences among those with a self-reported weight versus those who were missing weight measurements at 6 months. Those who reported weight at 6 months tracked significantly more weeks than those who did not report weight, 17.3 (SD 8.7) versus 11.0 (SD 10.4), P=.03; however, they were not more likely to be high engagers (P=.14). Of the 26 participants with complete pre and post intervention weight data, there was significant median weight loss of 2.44 kg (IQR −6.5 to 1.0; P=.01; Figure 5). Many (18/26, 69%) had a net weight loss, whereas few (7/26, 27%) had a net weight gain. There was no difference in weight change among high and low engagers. We conducted a sensitivity analysis to exclude those with self-reported weight loss of >40 kg (N=2); the results remained significant with a median weight loss of 1.3 kg (IQR −6.0 to 1.3; P=.04).

Figure 5. Change in weight among participants with complete pre and post weight data participating in a digital behavioral weight loss intervention (N=26).
Discussion

Principal Findings

These findings suggest that we can feasibly recruit and engage parents or guardians who are attending a pediatric weight management program for their child with obesity in a digital weight loss intervention. Almost half of the participants (23/48, 48%) were high engagers, tracking behaviors for 80% (19/24) or more study weeks. What is most notable about this study is the parent focus. We aimed to recruit a sample of parents who were interested in obesity treatment for their children, but what we found is that some parents did not engage in self-monitoring of behaviors that result in weight loss for themselves, despite presenting for treatment for their children. We were able to recruit and engage parents, but we had difficulties retaining them and asking them to complete study assessments for evaluation. However, our study did demonstrate favorable behavioral outcomes. Most of the participants who reported weight upon study completion experienced weight loss and found the intervention easy to participate in with accurate goals and helpful feedback. Although this study was not designed to establish efficacy, it is promising that among this group of participants with relatively high engagement, there was significant weight loss.

The results from the Families on Track study are similar to what we found in the Shape Plan trial, which aimed to test the feasibility of delivering daily SMS text messages tracking behavioral goals [41]. In that study, we found that 85% tracked at least 2 days per week and the average weight loss was around 2 kg after 6 months [29]. Finding similar feasibility and weight loss findings suggest that a standalone approach to weight loss that focuses primarily on tracking behavioral goals through mobile technologies can be effective for parents of children presenting for obesity treatment or other adult populations.

Our findings are comparable to reported engagement outcomes from other similar behavioral interventions using SMS text messaging or other digital health modalities. Among breast cancer survivors who were overweight and participated in a 10-week multifaceted mobile health study, engagement with SMS text messaging was 86% [43]. In a year-long childhood obesity reduction intervention targeting parents and their children, 66% of parents were considered high compliers for SMS text message response rates [44]. A unique aspect to the Track system, which likely contributed to high engagement, is its ability to provide fully automated, tailored feedback based on participant behaviors [45]. Many intervention studies have relied on one-way SMS text messaging delivering less personalized, more static content. Engagement and effectiveness can be increased by adding other components, such as the provision of human support, but requires greater cost and intensity [46]. That greater cost and intensity may not be feasible to deliver to parents with children presenting for obesity treatment.

Studies show that mobile phones can be an effective tool in weight loss interventions, given the increased ease in self-monitoring behaviors compared with using typical paper logs [47]. Participant engagement in Families on Track was largely completed via SMS text messages than with IVR, which was contrary to similar studies in which IVR was the preferred modality [48]. Parents might find it easier to engage in SMS text messages given they can respond at a time that suits them and are provided visual feedback, which they can retain and refer to.

Involving parents in weight-related behavior change interventions has demonstrated effectiveness in reducing child overweight or obesity [18-20]. However, the best way to support parents of children with obesity is not well known. Few pediatric weight management clinics or organizations have the resources to provide a parent-only approach in addition to childhood obesity treatment. Most pediatric weight management clinics are not well equipped to care for adult health. Additionally, parents are not uniformly engaged in their own weight management when they bring their child to weight management programs, making it difficult to determine the most generalizable way to engage parents. Future studies are needed to determine the best way to engage parents of children with obesity in a way that meets various levels of motivation without high burden. Targeting parents based on characteristics associated with higher levels of engagement and feasibility may be the best approach. We found that parents of older children were less likely to be highly engaged, meaning effective treatment strategies can vary by the age of the child. Family-based interventions may be more effective for parents of older adolescents because these children are more autonomous and make many of their own decisions regarding food choice. They are also able to help when it comes to cooking and meal planning.

Our study was not immune to the disparities or inequalities in engagement seen in other digital health interventions [33,48]. Although overall participants were of lower socioeconomic status, parents or guardians with higher levels of education and income demonstrated higher engagement. This speaks to the importance of designing digital weight loss interventions that are adapted to the needs and habits of various social groups, particularly those most vulnerable and at risk for obesity. Studies show that it is possible to reach and engage more socioeconomically disadvantaged populations with a lower intensity digital health intervention [49], but more work needs to be done to ensure a broader reach and consistent engagement concurrent with positive behavioral outcomes.

Limitations

Limitations to our feasibility study include a small sample size and lack of a control group. We felt it would be difficult to withhold treatment from parents who are already presenting for their child’s treatment. An additional limitation is that parents or guardians that attend tertiary care clinics for their children may have different motivations, especially given they are presenting for their children and not themselves. Future studies are needed to assess true generalizability among parents within the general population and also within primary care clinics. Although the results of this study show promise having achieved high engagement, more research is needed to assess behavioral changes as a result of engagement in this population. A large limitation is that our weight change and qualitative user engagement data are not complete given the lack of returning
Clinic visits. We also collected postintervention weight primarily through self-report. As mentioned earlier, we provided this option because it was difficult to have participants return for assessment visits. This is likely because of the way the Healthy Lifestyle program is structured—children do not present for treatment often after the initial treatment is provided in the first month. It may be that parents were not interested in attending if their children were not attending for their own treatment. As a result, it is possible our results are biased toward a larger effect. However, previous evidence does suggest that self-reported weights provide a reasonably accurate measurement among adults [50].

Conclusion
In this feasibility study, we demonstrate that it is possible to engage parents or guardians of children with obesity in a digital weight loss intervention aimed at reducing parent weight. The digital intervention engaged a population of parents who are hard to reach through in-person visits and shows promise for reaching and engaging parents in future family-based obesity treatment interventions, an important aspect of intervention fidelity.
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Abstract

Background: Despite many health benefits of physical activity, nearly a third of the world’s adult population is insufficiently active. Technological interventions, such as mobile apps, wearable trackers, and Web-based social networks, offer great promise in promoting physical activity, but little is known about users’ acceptability and long-term engagement with these interventions.

Objective: The aim of this study was to understand users’ perspectives regarding a mobile social networking intervention to promote physical activity.

Methods: Participants, mostly university students and staff, were recruited using purposive sampling techniques. Participants were enrolled in a 6-month feasibility study where they were provided with a wearable physical activity tracker (Fitbit Flex 2) and a wireless scale (Fitbit Aria) integrated with a social networking mobile app (named “fit.healthy.me”). We conducted semistructured, in-depth qualitative interviews and focus groups pre- and postintervention, which were recorded and transcribed verbatim. The data were analyzed in Nvivo 11 using thematic analysis techniques.

Results: In this study, 55 participants were enrolled; 51% (28/55) were females, and the mean age was 23.6 (SD 4.6) years. The following 3 types of factors emerged from the data as influencing engagement with the intervention and physical activity: individual (self-monitoring of behavior, goal setting, and feedback on behavior), social (social comparison, similarity and familiarity between users, and participation from other users in the network), and technological. In addition, automation and personalization were observed as enhancing the delivery of both individual and social aspects. Technological limitations were mentioned as potential barriers to long-term usage.

Conclusions: Self-regulatory techniques and social factors are important to consider when designing a physical activity intervention, but a one-size-fits-all approach is unlikely to satisfy different users’ preferences. Future research should adopt innovative research designs to test interventions that can adapt and respond to users’ needs and preferences throughout time.

(J Med Internet Res 2018;20(12):e11439) doi:10.2196/11439
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Introduction

Physical inactivity has been identified by the World Health Organization as a global public health problem, emerging as the fourth leading risk factor for global mortality [1]. Research has shown that physical inactivity increases the risk of many chronic diseases—most notably, type 2 diabetes, coronary heart disease, and colon cancer [2]. Nearly a third of adults worldwide are insufficiently active [3], highlighting the need for effective health interventions to change behavior and promote physical activity.

It is widely acknowledged that behavior change is a challenging process. The success of behavior change depends not only on an individual but also on social and environmental factors [4,5].
Behavior change interventions are usually complex (ie, involving several interacting components), which makes it hard to identify what is effective in changing a particular behavior, for whom, and in what context [6-8]. Several taxonomies for behavior change techniques (ie, the active components in health behavior change interventions) have been developed [9,10] in an attempt to isolate and identify the most effective components of interventions. For physical activity promotion, some behavior change techniques seem to be particularly relevant such as self-monitoring of behavior, goal setting, and social support [11,12]. In addition, the mode of delivery of the intervention is equally important, as it can influence its acceptance, dissemination, and long-term use [8,13].

The use of technology in the delivery of behavior change interventions has potential in promoting their success and diffusion. Notably, mobile health (mHealth) interventions, involving mobile apps and wearable devices, can reach individuals continuously, enabling the self-monitoring of health and physical activity data [14] and the tailoring of intervention components in real time [15]. In addition, Web-based social networks seem to hold great promise, as they can help address social processes related to behavior change such as social support and social comparison [16,17]. Given their potential, interventions combining mHealth technologies and Web-based social networks might be particularly effective in promoting physical activity.

To date, a few qualitative studies have sought users’ attitudes and views on the use of mHealth technologies and Web-based social networks for physical activity promotion [18-22], with most focusing on just one of these technologies. This limits the ability of researchers and developers to assess whether these 2 technologies can work in synergy. In addition, it remains unclear which behavior change components are most effective and which are considered more engaging by consumers [23]. The aim of this study was to explore individuals’ perspectives before and after using a mobile social networking app for physical activity promotion. Specifically, we were interested in exploring potential barriers and facilitators to engagement with the intervention, as well as the behavior change techniques and delivery features considered important by users to promote physical activity. This research will help guide the future development of interventions and public health initiatives that could be more effective in influencing physical activity.

Methods

Study Overview

This study is part of a larger mixed-methods feasibility study on the use of a social networking mobile app to promote physical activity and weight management [24]. Given the importance of physical activity and its impact on weight management [1-3], this paper focused specifically on factors influencing physical activity. This study adheres to the COnsolidated criteria for Reporting Qualitative research checklist for reporting qualitative research (Multimedia Appendix 1) [25]. This study protocol was approved by the Macquarie University’s Human Research Ethics Committee for Medical Sciences (reference number: 5201600716). The authors declare that the data supporting the findings of this study are available within the paper and its supplementary information files.

Study Setting and Participants

This study was conducted at Macquarie University (Sydney, Australia). We recruited 55 participants, mostly university staff and students, using purposive sampling techniques through several channels, including posters around campus, website information, social media, and an email newsletter. Eligible participants were healthy adults with sufficient English to understand and participate in the study; aged between 19 and 35 years; who planned to be living in Sydney for the duration of the study; and owned a mobile phone (iOS or Android) with internet access. The exclusion criteria included pregnancy; body mass index (BMI) <17; prior history of eating disorders; or having diabetes or other comorbid conditions that could impact the study participation (eg, severe mental illness and end-stage disease).

For a 6-month period, participants were asked to use an intervention bundle (detailed below). Interviews were conducted pre- and postintervention, with the aim of assessing participants’ perspectives on the use of social networking and mHealth interventions to promote physical activity. Of 55 initial participants, 45 returned for the final interviews.

Intervention Description

The intervention bundle was composed of a mobile social networking app (named “fit.healthy.me”), a fitness tracker (Fitbit Flex 2), and short message service text messages and emails [24]. The mobile app “fit.healthy.me” consisted of several features—“My measures,” “My team.” “Social forum,” and “Private message”—which directly supported different behavior changes techniques (self-monitoring, social support, and social comparison). Specifically, “My measures” provided a summary of the number of steps, weight, and BMI. “My team” was a platform for participants to visualize and compare their steps with others. “Social forum” and “Private message” were designed for individuals to network with other users and provide and receive social support.

To enable the automation of self-monitoring, the app was integrated with the Fitbit Flex 2 fitness tracker, through the Fitbit Application Programming Interface. Reminders to wear the trackers and check the app were sent to participants every 2 weeks in the form of short message service text messages and emails. Table 1 provides a detailed description of the modes of delivery and features of the intervention, and Multimedia Appendix 2 shows the screenshots of the “fit.healthy.me” app.
Table 1. Intervention description.

<table>
<thead>
<tr>
<th>Modes of delivery</th>
<th>Features</th>
<th>Behavior change techniques&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>fit.healthy.me app</td>
<td>My measures</td>
<td>Self-monitoring of behavior (ie, physical activity)</td>
</tr>
<tr>
<td>My team</td>
<td>Social comparison</td>
<td></td>
</tr>
<tr>
<td>Social forum</td>
<td>Social support</td>
<td></td>
</tr>
<tr>
<td>Private message</td>
<td>Social support</td>
<td></td>
</tr>
<tr>
<td>My journey</td>
<td>Instruction on how to perform the behavior</td>
<td></td>
</tr>
<tr>
<td>Fitbit Flex 2</td>
<td>Fitness tracker</td>
<td>Self-monitoring of behavior (ie, physical activity)</td>
</tr>
<tr>
<td>Texts and emails</td>
<td>Reminders</td>
<td>Prompts or cues</td>
</tr>
</tbody>
</table>

<sup>a</sup>Classified according to the behavior change technique taxonomy developed by Michie et al [26].

**Interview Procedure**

Prior to study commencement, an interview guide (Multimedia Appendix 3) was developed and pilot-tested. Participants were invited to attend the initial study session at the research center, where they received information about the purpose of the study, signed the consent form, and filled in a questionnaire about their demographic characteristics and smartphone usage (eg, the type of smartphone used and hours per day spent using the smartphone).

In the preintervention session, 55 participants attended a brief individual interview (10-15 minutes) in which they were asked about perceived facilitators and barriers to physical activity and their views on the potential advantages and disadvantages of the mobile app and wireless devices (fitness tracker and scale). The content of the preintervention interviews was summarized and used as prompts for discussion in the postintervention sessions.

In the postintervention session, we conducted 32 individual interviews and 5 focus groups with 13 participants (20-45 minutes); data saturation was reached. While the interviews allowed us to understand individual perspectives, the focus groups enabled us to explore group differences and similarities [27,28].

At the postintervention sessions, participants talked about their experiences regarding the use of the intervention and provided suggestions on the devices and the intervention. Furthermore, semistructured interviews were conducted by 2 researchers with expertise in qualitative methods. Field notes were taken throughout the interviews.

**Data Management and Analysis**

With participants’ consent, the interviews were recorded and transcribed verbatim, and transcripts were analyzed in Nvivo 11 (QRS International Pty Ltd., Melbourne, Australia). The data were analyzed using thematic analysis techniques [29]. Specifically, the transcripts were explored using the inductive analysis to identify themes and patterns [29]. First, we open-coded the transcripts to identify all important aspects related to the research questions. Subsequently, by scrutinizing and comparing different data and codes (ie, constant comparison), we pinpointed concepts that seemed to cluster together [30]. Informed by engagement with the literature, we identified the similarities, differences, and general patterns in the open codes, to fill in underdeveloped categories, narrow excess ones, and organize them into major themes [30,31].

**Results**

**Sample Characteristics**

Table 2 summarizes participants’ demographic characteristics. At baseline, 51% (28/55) participants were females; the mean age was 23.6 years. On average, participants spent 5.6 hours daily using smartphones, and 89% (49/55) participants stated that they frequently used social media. Of all, 76% (42/55) participants were university students.

**Summary of Results**

We found the following 3 types of factors emerging from the data as influencing user engagement with the intervention and physical activity levels: individual, social, and technological. At the individual level, participants mentioned that goal setting, self-monitoring, and feedback were important for their physical activity. At the social level, social comparison and the connection with other users in terms of familiarity and similarity were considered motivating. Finally, at the technological level, automation and personalization were considered to be facilitators, while technological limitations were observed as reducing user engagement. The following sections discuss each of these themes in detail, with illustrative quotations (Textboxes 1-3).
Table 2. Baseline sample characteristics (N=55).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>23.6 (4.6)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>28 (51)</td>
</tr>
<tr>
<td>Weight, mean (SD)</td>
<td>78.1 (22.3)</td>
</tr>
<tr>
<td><strong>BMI(^a) (kg/m(^2)), mean (SD)</strong></td>
<td>26.5 (6.8)</td>
</tr>
<tr>
<td><strong>BMI categories(^b), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>17-18.49</td>
<td>3 (6)</td>
</tr>
<tr>
<td>18.5-24.9</td>
<td>24 (44)</td>
</tr>
<tr>
<td>25-29.9</td>
<td>15 (27)</td>
</tr>
<tr>
<td>≥30</td>
<td>13 (24)</td>
</tr>
<tr>
<td>Steps/day, mean (SD)</td>
<td>9937 (3527)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>27 (49)</td>
</tr>
<tr>
<td>In a relationship</td>
<td>22 (40)</td>
</tr>
<tr>
<td>Married or de facto</td>
<td>6 (11)</td>
</tr>
<tr>
<td>Daily smartphone use (hours), mean (SD)</td>
<td>5.6 (3.4)</td>
</tr>
<tr>
<td><strong>Most used apps(^c), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Social media</td>
<td>49 (89)</td>
</tr>
<tr>
<td>Fitness apps</td>
<td>6 (10)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>42 (76)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (24)</td>
</tr>
<tr>
<td><strong>Smartphone, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>36 (66)</td>
</tr>
<tr>
<td>Samsung</td>
<td>6 (11)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (24)</td>
</tr>
</tbody>
</table>

\(^a\)BMI: body mass index.

\(^b\)According to the World Health Organization, a BMI of <18.5 is classified as underweight, 18.5-24.9 as normal, 25-29.9 as preobese, and ≥30 as obese [32].

\(^c\)Most used apps—options are not mutually exclusive.

**Individual-Level Factors Influencing Physical Activity**

**Self-Monitoring**

Self-monitoring was deemed important by many users, as it increased their awareness of activity levels and performance, as well as enabled them to review their progress over time and better plan their exercise (Textbox 1, quotes 1 and 2). Some users indicated that even though self-monitoring was important, knowing the daily number of steps was not sufficient, as they were doing other types of exercise. Thus, they would prefer to measure parameters that were relevant to the type of activity they did (Textbox 1, quotes 3 and 4).

Other than physical activity, users also expressed the desire to monitor a wide range of health-related information (eg, sleep). By having multiple types of information about themselves, users felt they could get an overall view of their daily patterns, and how external factors (eg, family, jobs, and study) affected their health and well-being (Textbox 1, quote 5).

**Goal Setting**

Many participants expressed that they benefited from goal setting. They believed that setting a goal (eg, 10,000 steps daily) kept them accountable for their physical activity performance and motivated them to reach that goal. Participants indicated that goal setting and self-monitoring complemented each other because, without self-monitoring, they would have no way of knowing whether their goals had been achieved (Textbox 1, quote 6). In addition, many participants expressed the desire to be able to personalize their goals to fit with their ability and daily routines, rather than having a standard goal (Textbox 1, quote 7).
Feedback on Behavior

For many users, the feedback on progress toward goals was particularly encouraging; knowing that they were close to reaching their goals would motivate users to do more physical activity, while being notified of goal achievement gave them positive emotions (Textbox 1, quotes 8 and 9). Nevertheless, some participants mentioned that knowing they had not achieved their goals also brought on some negative feelings such as disappointment or guilt (Textbox 1, quote 10).

Social-Level Factors Influencing Physical Activity

Social Comparison

Participants mentioned that comparing themselves with other users encouraged them to be more engaged with the intervention, as well as to be more physically active (Textbox 2, quotes 1 and 2). One interesting aspect was that comparisons with higher, lower, or similar standards of physical activity (upward, downward, and lateral comparisons in accordance to [33]) had different effects on performance, according to participants. Most users said that they preferred to compare themselves against higher performers because that motivated them to try to learn their strategies and be more physically active, to beat the top level (Textbox 2, quote 3). Other users mentioned that they would like to compare themselves to both similar and higher standards (Textbox 2, quotes 4 and 5). On the other hand, some participants mentioned that comparison to higher standards could be rather demotivating and confronting, especially when they failed to achieve as many steps as others. Instead, those users preferred comparing themselves with lower standards, which gave them a sense of confidence and assurance that they were on the right track (Textbox 2, quotes 6 and 7).

Familiarity With Other Users

For many participants, social comparison and providing social support did not hold much meaning if they did not personally know other users. Many suggested that they were more likely to be engaged if they were “familiar” with other users (eg, if other users were their real-life social connections; Textbox 2, quotes 8 and 9). On the other hand, some participants mentioned that they did not necessarily need to know other users in real life; however, they needed to have some information about other users such as their lifestyle, fitness goals, or the types of activity they did, which could form the basis for social comparison (Textbox 2, quotes 10 and 11).

Similarity With Other Users (Homophily)

Other users did not stress the importance of “familiarity”; instead, they described a preference to share data within a social network of people who shared similar attributes or goals to them (a phenomenon known as “homophily” [34]). Particularly, some participants preferred to connect with users who had similar BMI or were doing the same type of physical activities (Textbox 2, quotes 12 and 13). In addition, a lot of participants emphasized the importance of having a similar goal, as it might facilitate more meaningful comparison and discussion on PA strategies (Textbox 2, quotes 14 and 15).

Textbox 1. Illustrative quotations for individual-level factors that influence participant engagement and physical activity.

Self-monitoring of behavior

- Quote 1: The important part for me is [keeping track] – I know I'm going beyond the average, like the normal number of steps for a person […] - it makes me more motivated. (Female, 24)
- Quote 2: I could use the data, so I know how [many] steps for one run, or how long I take for one run. It helps me to evaluate how [many] runs I could actually do, or what should be my targets for next day. (Male, 24)
- Quote 3: I climb now […] I'm actually looking for a watch or something that can measure altitude, it will be more interesting because I'd get to see how far I've climbed. (Female, 20)
- Quote 4: [I do] martial arts, so it's not so much running and movement. I want to have heart rate, it'd probably be a bit more useful. (Male, 20)
- Quote 5: I realized because of work pressure, in fact, I'm doing two jobs right now […] my average sleep has gone down. (Male, 27)

Goal setting

- Quote 6: There was a goal to reach every day. It kept me motivated […] I would feel bad if I'm not wearing the [Fitbit]. It was like an additional limb in my body sort of thing." (Male, 27)
- Quote 7: I want to set my own goals each day […]. Some days I'm more active than other days. On those days, I'll automatically reach 10,000 steps in […] one session alone. But if I changed [the goal] to 20,000 steps then […] it would not really [be] achievable on the days that I don't do that much physical activity. If you could tailor the steps per day, then the motivation would be continuous. Because the motivation only works if I get close up to the end. (Female, 20)

Feedback on behavior

- Quote 8: Because I work long hours, I would reach 10,000 steps at like 10am. It always made me feel good when it vibrated and all the colors everywhere. I was like, yes! (Female, 20)
- Quote 9: When I […] got 80% of my goal, [I would just] go aimlessly for a walk. So that was getting me to walk more. Solely because I was on 80% and I wanted that 100%. (Female, 20)
- Quote 10: It sorts of guilt-tripped a bit. When I’d see it and I was like oh, I’d only done so many steps today. (Female, 19)
Participation from other users was important for people to engage with the social network component of the intervention.

Many users described attrition as a “domino effect”—once a certain number of people stopped using the app or the wearable tracker, other users subsequently felt less motivated to use the technology (Textbox 2, quotes 16 and 17).

Textbox 2. Illustrative quotations for social-level factors that influence participant engagement and physical activity.

<table>
<thead>
<tr>
<th>Social comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 1: It gives me positive reinforcement at the same time because…I’m at the top chart of the steps. It kind of motivates me to stay on that level of rank and in general it motivates me because I can see if I’m doing well or not. I compare myself with the others. (Male, 24)</td>
</tr>
<tr>
<td>Quote 2: I find competition helps me to regularly exercise often by going for runs with friends or family or competing in team sports….Other people can see [your effort] and keep you accountable to your fitness goals. There’s also that element of showing off…and also being able to see how other people exercise and then try to match them. (Male, 23)</td>
</tr>
<tr>
<td>Quote 3: I probably look up more…. A lot of my days, I get up to 17,000 steps. So, I don’t look down, I’d look up and be like, “Oh, why are those people getting 21,000 steps? I need to get 21,000 steps.” (Female, 24)</td>
</tr>
<tr>
<td>Quote 4: I would obviously want my comparison to be done with somebody who is exactly like me, or similar in certain ways. It gives me some kind of happiness that I’m achieving my goals in comparison to this person. It’s like a competition. It’s like scoring 87 and the other person is scoring 84…. Then I would also want to know the person who has got a 96 and why did he get a 96?… If you want to achieve 100, you want to know where you went wrong and what did you do right. But I don’t want to compare with a person who got a 40. (Male, 27)</td>
</tr>
<tr>
<td>Quote 5: I was probably competing to the person closest in terms of kilometers that we were doing. It was interesting to see what they were doing and how they progress…. I tried to beat them every day. (Male, 21)</td>
</tr>
<tr>
<td>Quote 6: Being compared to other people was a bit shocking—I was [at] the end of the group, so it was a bit demotivating. (Female, 20)</td>
</tr>
<tr>
<td>Quote 7: If I’m having more steps than others, I feel motivated, and know that at least I keep myself healthy. (Female, 24)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Familiarity with other users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 8: It’s like, I don’t really know anyone [in the study] and then…the fad of comparing yourself against people wears off; I did try and use it a little bit more, but it was just like because you don’t know anyone, you forget about it…. If it was in a group of my friends, we probably would’ve been checking it weekly. (Female, 24)</td>
</tr>
<tr>
<td>Quote 9: I guess not knowing what they do—whether they worked or whether they were students—not knowing that, it’s a bit hard to…compare because there’s all these variables. Also, because I really didn’t know them, I didn’t feel obliged to try to motivate them at all in any way. I guess with friends—and if I got to know them at all—yeah, I might have done that. (Male, 30)</td>
</tr>
<tr>
<td>Quote 10: If I’d like to see more information about the kind of fitness people are doing. For example, someone has done 20,000 steps in a day, which is a huge amount, then give me a basic idea of what that person has done to get to that goal. (Female, 19)</td>
</tr>
<tr>
<td>Quote 11: If everybody [had a] profile, maybe it [would be easier] to make friends. At the beginning I thought “Maybe I can [make a] friend and we can train together to lose some weight.” (Female, 34)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Similarity with other users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 12: I think it would help if you had people…with a similar body type doing similar things that would suit you more. (Female, 23)</td>
</tr>
<tr>
<td>Quote 13: I like that you could go through and track people who were similar to you…. I went and found people with similar BMI. I’m happy to track myself against similar people and see how many steps [they’ve done]. (Female, 24)</td>
</tr>
<tr>
<td>Quote 14: Everyone’s goal might be different. So, you need to group people with similar goals together. …I would want to compare myself to somebody who [has similar goals] and is using it on a daily basis like me.” (Male, 27)</td>
</tr>
<tr>
<td>Quote 15: Having a goal section where people say whether they want to gain or lose weight would be good. Then all people who want to lose weight can get together and talk about it. (Male, 20)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participation from other users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 16: It was a bit like a domino effect, so after about two months you could see that 20 to 30 per cent had zero [steps]. It felt like people weren’t using the app, so there was no reason for me to use it as well. (Male, 22)</td>
</tr>
<tr>
<td>Quote 17: There’s no number of steps [from some people] sometimes. It can be a little demotivating when you see a lot of zeros…It’s like are they taking this seriously? (Male, 24)</td>
</tr>
</tbody>
</table>
Technology-Level Factors Influencing Physical Activity

**Technological Facilitators of Engagement and Behavior Change**

**Automation**

Many participants found that using the wireless tracker and scale in combination with a mobile app offered many advantages. Specifically, wireless devices provided an automatic way for users to collect and self-monitor personal measurements, and their integration with the mobile app provided a user interface platform for participants to visualize those data and to review progress (Textbox 3, quotes 1 and 2).

**Personalization**

Many users mentioned that having personalized information and services would also support long-term engagement, as they could offer the advantage of providing relevant information tailored to each specific user, thus eliminating the cognitive burden of dealing with information overload. Many users described that personalization should go beyond the content generated by the system and extend to the provision of relevant services (eg, suggestion of exercise routines; Textbox 3, quotes 3-5).

**Technological Barriers to Continued Usage**

**Additional Workload**

As time went on, many users described the feeling that the novelty of the technology had worn off, and they started to think of it as a chore. Even apparently simple tasks like charging the devices were seen by participants as an extra burden in their already busy daily routines (Textbox 3, quotes 6 and 7).

**Technical Problems and User Experience**

Technical problems were often described as a common cause for attrition (Textbox 3, quote 8). In addition, user experience factors, such as the design aspects of the interface and its usability, were reported as important aspects of engagement and continued use (Textbox 3, quotes 9 and 10).

Textbox 3. Illustrative quotations for technological-level factors that influence participant engagement and physical activity.

<table>
<thead>
<tr>
<th>Date</th>
<th>Author</th>
<th>Reference</th>
</tr>
</thead>
</table>
Discussion

Principal Findings
This study explored users’ perspectives regarding facilitators and barriers in using mobile social networking interventions to promote physical activity. The following 3 categories of influencing factors emerged: individual, social, and technological. At the individual level, behavior change techniques, such as goal setting, self-monitoring, and feedback, were suggested as important for user engagement in physical activity. At the social level, social comparison, familiarity, and similarity with other users were mentioned as motivating aspects. Finally, automation and personalization were highlighted as technological facilitators, enhancing the delivery of both individual and social aspects of the intervention. However, some technological limitations were also found to be barriers to user engagement.

Comparison With Previous Literature
Our findings suggest that the success of a behavior change depends on a range of factors, including both individual and social aspects. These findings are in line with other behavior change theories, namely the social cognitive theory [4], and the Capability Opportunity Motivation—Behavior model [5]. Both theories suggest that even though several behavioral factors (eg, self-regulation [35], capability, and motivation [5]) are largely dependent on individuals, external factors (eg, peer modeling [4] and environmental structure [5]) can arise from the physical or social environments to prompt behavior. Hence, it seems sensible to integrate both individual and social aspects of behavior change in physical activity interventions to increase their long-term success.

In line with our results, behavioral informatics interventions (eg, a mobile social networking app, connected with a fitness tracker) can facilitate the delivery of both individual and social aspects in physical activity interventions [8]. Specifically, fitness trackers can automate the self-monitoring of behavior and connect to mobile apps with social features, allowing users to not only view their progress but also continuously benefit from social support [23,36]. To date, one qualitative study has examined how wearable trackers, mobile apps, and Web-based social networks may interact, finding that social support from the physical or social environments to prompt behavior. Hence, it seems sensible to integrate both individual and social aspects of behavior change in physical activity interventions to increase their long-term success.

Social Networks and Social Features
This study emphasized the role of social comparison, familiarity, and similarity with other users in a social networking intervention. First, our participants revealed different preferences regarding social comparison. This finding is in line with previous research, where it has been demonstrated that individual preferences might depend on their tendency to make upward or downward comparisons [40]. Specifically, previous studies have illustrated that some people seek social comparison to self-improve [33], and thus, upward comparison may reinforce positive fitness behavior by making it seem normative or even rewarding [41,42]. For others, instead of seeking feedback about themselves, they want to create and maintain a positive self-image, and thus, prefer to make a downward comparison [33,42]. Taken as a whole, this finding suggests that a one-size-fits-all approach to social comparison is unlikely to suit all users, and thus, social comparison needs to be tailored to each individual.

Individual-Level Behavior Change Techniques
Our users indicated that goal setting, self-monitoring of behavior, and feedback on behavior could encourage them to engage in physical activity, which is in line with previous qualitative studies [18,19]. Indeed, these 3 self-regulatory techniques have demonstrated the effectiveness in physical activity interventions [11] and may work in synergy—to maximize the effects of goal setting, people may need to self-monitor and receive feedback, which allows them to see their progress in relation to their goals and change their strategies if necessary [38].

In addition, previous research has suggested the need to examine which type of goal is best for motivating individuals to be more active and how technologies can best support monitoring those goals and providing feedback. The literature seems to suggest that small goals (described as “graded tasks” in the Coventry, Aberdeen, and London—Refined taxonomy [10]) are more effective for long-term engagement compared with larger and harder to achieve goals [39]. For example, Fitbit provides users with small goals of taking 250 steps per hour, which then facilitates the achievement of the daily goal of 10,000 steps [23]. It is worth noting the importance of real-time self-monitoring and consistent feedback for the success of this “small goals” approach [23], underlining implications for the design of mobile apps and wearable trackers.

Comparison With Previous Literature
Our findings suggest that the success of a behavior change depends on a range of factors, including both individual and social aspects. These findings are in line with other behavior change theories, namely the social cognitive theory [4], and the Capability Opportunity Motivation—Behavior model [5]. Both theories suggest that even though several behavioral factors (eg, self-regulation [35], capability, and motivation [5]) are largely dependent on individuals, external factors (eg, peer modeling [4] and environmental structure [5]) can arise from the physical or social environments to prompt behavior. Hence, it seems sensible to integrate both individual and social aspects of behavior change in physical activity interventions to increase their long-term success.

In line with our results, behavioral informatics interventions (eg, a mobile social networking app, connected with a fitness tracker) can facilitate the delivery of both individual and social aspects in physical activity interventions [8]. Specifically, fitness trackers can automate the self-monitoring of behavior and connect to mobile apps with social features, allowing users to not only view their progress but also continuously benefit from social support [23,36]. To date, one qualitative study has examined how wearable trackers, mobile apps, and Web-based social networks may interact, finding that social support from the physical or social environments to prompt behavior. Hence, it seems sensible to integrate both individual and social aspects of behavior change in physical activity interventions to increase their long-term success.

Social Networks and Social Features
This study emphasized the role of social comparison, familiarity, and similarity with other users in a social networking intervention. First, our participants revealed different preferences regarding social comparison. This finding is in line with previous research, where it has been demonstrated that individual preferences might depend on their tendency to make upward or downward comparisons [40]. Specifically, previous studies have illustrated that some people seek social comparison to self-improve [33], and thus, upward comparison may reinforce positive fitness behavior by making it seem normative or even rewarding [41,42]. For others, instead of seeking feedback about themselves, they want to create and maintain a positive self-image, and thus, prefer to make a downward comparison [33,42]. Taken as a whole, this finding suggests that a one-size-fits-all approach to social comparison is unlikely to suit all users, and thus, social comparison needs to be tailored to each individual.

Second, familiarity and similarity were found to be important factors in a social networking intervention for physical activity. The importance of familiarity seems to be in line with previous literature, where researchers have demonstrated that existing social networks can greatly influence individual health behaviors [43,44], leveraging social support and potentially increasing the intervention effectiveness [17,40,45-47]. Research has shown that strategies involving new networks might not be as effective as ones capitalizing on existing connections [46,47], which suggests that fitness technology may be most effective when groups of people who know one another have access to the same device or app [23]. Thus, allowing study participants to invite friends and family to join an app may increase the real-world effectiveness of these interventions [40], despite potential problems of contamination.

Furthermore, this study showed that similarity is important for motivation and engagement, highlighting the role of homophily (ie, the tendency of people to bond with alike individuals) [34]. Notably, previous research has indicated that social networks
Technology As a Platform to Bring Together Individual and Social Levels

Through automation and personalization, multiple modes and features of technology can work synergistically to deliver a physical activity intervention with both individual and social factors [37,50,51]. Thus, the integration of multiple mHealth technologies can automate several aspects of health management, reducing the burden on users. Furthermore, many users suggested the importance of personalized features within the intervention. Indeed, a one-size-fits-all approach is unlikely to satisfy many needs and wants of users [52], which emphasizes the need to consider individual lifestyles and preferences when designing interventions.

Strengths and Limitations

This study has several strengths. We interviewed users after 6 months of experiencing the intervention, ensuring that our sample had an informed perspective. The combination of individual interviews and focus groups enabled us to capture both individual perspectives and social dynamics in a group setting, which are essential aspects to understand in a social networking intervention. The findings of this paper must be interpreted in light of some limitations. First, study recruitment was limited to a university setting with a young age group. Though the main purpose of qualitative studies is not to make generalizable claims [53], future research with a diverse sample could explore other contextual factors related to behavioral informatics interventions (eg, an older age group might encounter different barriers and facilitators of a mobile social networking app). Second, as this was part of a feasibility study, the technology used was at a prototype stage and not yet extensively tested. Finally, despite our engagement efforts, we were not able to interview participants who dropped out of the study—they might have different perspectives on the facilitators and barriers of the intervention.

Implications for Future Research

This study highlights several important implications, including suggestions on the intervention design and new research avenues. Interventions for physical activity promotion should consider offering goal setting, self-monitoring, and feedback as a bundle, as these techniques have been shown to be both effective and acceptable to end users. Consequently, the design of mobile apps and wearable trackers need to effectively assist with real-time self-monitoring and provide consistent feedback to enable the achievement of goals [23]. In addition, the potential of social behavior change techniques (eg, social comparison) should be further explored, and aspects of leveraging existing social ties and homophily could be considered in constructing a social network intervention for physical activity. Questions remain about the cost-effectiveness of wearable trackers and mobile apps as a public health initiative, opening up new possibilities for future health economics research and public health programs [23,54].

Furthermore, this study highlights the importance of personalization. By identifying users’ behavioral patterns and preferences, researchers can design and deliver interventions at the right time, using the right channel and tone, and the most relevant content or services [55,56]. Future studies should use innovative study designs to determine which intervention components are effective, what is the optimal sequence for delivering these components, and which tailoring variables should be used [23,57].

Conclusions

This study provides insights into the individual, social, and technological factors that influence user engagement with a mobile social networking app for physical activity promotion. Our findings reveal that self-regulatory behavior change techniques seem to be a necessary element in these interventions, and that aspects related to social comparison, existing social ties, and homophily should be considered in the development of the social network component. Future research should adopt innovative research designs to evaluate the effectiveness of these different components, as well as investigate the delivery of personalized interventions.
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Abstract

Background: Web-based questionnaires are increasingly used in epidemiologic studies, as traditional methods are facing a decrease in response rates and an increase in costs. However, few studies have investigated factors related to the level of completion of internet-based epidemiologic questionnaires.

Objective: Our objective was to identify person-level characteristics and item design factors associated with breakoff (not finishing the questionnaire) and item nonresponse in a Web-based questionnaire.

Methods: This study was a cross-sectional analysis of the baseline questionnaire, applied from 2005 to 2016, of the Italian NINFEA (Nascita e Infanzia: gli Effetti dell'Ambiente) birth cohort. The baseline questionnaire was administered to enrolled women, who could register at any time during pregnancy. We used logistic regression to analyze the influence of person-level factors on questionnaire breakoff, and a logistic multilevel model (first level: items of the questionnaire; second level: sections of the questionnaire; third level: study participants) to analyze the influence of person-level and item design factors on item nonresponse. Since the number of applicable items depended on the respondent’s characteristics and breakoff, we used inverse probability weighting to deal with missing by design.

Results: Of 5970 women, 519 (8.69%) did not finish the questionnaire. Older age (adjusted odds ratio 1.40, 95% CI 1.05-1.88), lower educational level (adjusted odds ratio [OR] 1.53, 95% CI 1.23-1.90), and earlier stage of pregnancy (adjusted OR 3.01, 95% CI 2.31-3.92) were positively associated with questionnaire breakoff. Of the 1,062,519 applicable items displayed for the participants, 22,831 were not responded to (overall prevalence of item nonresponse 2.15%). Item nonresponse was positively associated with older age (adjusted OR 1.25, 95% CI 1.14-1.38), being in the first trimester of pregnancy (adjusted OR 1.18, 95% CI 1.06-1.31), and lower educational level (adjusted OR 1.18, 95% CI 1.14-1.33). Dropdown menu items (adjusted OR 1.77, 95% CI 1.56-2.00) and items organized in grids (adjusted OR 1.69, 95% CI 1.49-1.91) were positively associated with item nonresponse.

Conclusions: It is important to use targeted strategies to keep participants motivated to respond. Item nonresponse in internet-based questionnaires is affected by person-level and item design factors. Some item types should be limited to reduce item nonresponse.

(J Med Internet Res 2018;20(12):e11046) doi:10.2196/11046
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Introduction

Background

Novel data collection methods are increasingly used in epidemiologic studies [1,2], as traditional methods, including mail questionnaires, face-to-face interviews, and telephone interviews, are facing a decrease in response rates [3] and an increase in costs [4]. Given the limitations of traditional methods and the growing internet penetration, the number of Web-based e-epidemiologic studies is increasing worldwide [1]. Compared with traditional methods, Web-based epidemiologic questionnaires have clear advantages, such as higher data quality (if filtering questions and consistency checks are used) and lower costs [1]. However, they may also have weaknesses that should be explored empirically [5]. In particular, the validity of epidemiologic studies may be jeopardized by lower response rates [6], questionnaire breakoff (not finishing the questionnaire), and item nonresponse [7], which can depend on participants’ characteristics and item design factors [8,9]. For instance, in a study investigating homosexual rights, the item nonresponse rates were higher among heterosexual individuals than among homosexual individuals [10]. In this case, the item nonresponse rates varied according to individual characteristics that were relevant to the objectives of the study, and this could bias the results [11].

Objective

Although item nonresponse may have a great impact on study validity, few studies have investigated factors related to the level of completion of internet-based epidemiologic questionnaires [12,13]. Thus, in the context of the internet-based NINFEA (Nascita e Infanzia: gli Effetti dell’Ambiente) birth cohort study [14], we aimed at investigating the associations of person-level characteristics and item design factors with item nonresponse rate, as well as the associations of person-level characteristics with questionnaire breakoff.

Methods

Participants and Baseline Questionnaire

NINFEA is a Web-based birth cohort study, which started in Italy in 2005 [14]. Members of the cohort are children born to women who (1) had enough knowledge of the Italian language to complete internet-based questionnaires, (2) knew about the study, and (3) had access to the internet at the time of recruitment. Participants were recruited online through hyperlinks leading to the NINFEA website that were displayed on selected hospitals’ home pages, pregnancy-related websites, and the NINFEA Facebook page, and offline using leaflets, face-to-face contacts, and posters placed in selected hospitals and clinics. The study was also advertised in local and national media in Italy. All selected hospitals and clinics for online and offline recruitment were located in the Piedmont and Tuscany regions, from which 82.87% (6391/7712) of the cohort originated. Pregnant women could enroll by registering at the study website [15] at any time during pregnancy. The ethical committees of the San Giovanni Battista Hospital and the Orthopedic Traumatology Center, Functional Re-education Center, Maria Adelaide Hospital, Turin, Italy (approval #0048362 and following amendments) approved the study, and all participants consented to participate. At enrollment, they completed a baseline questionnaire, and then were invited to fill in 5 follow-up questionnaires when their child turned 6 months, 18 months, 4 years, 7 years, and 10 years of age. This study focused on the baseline questionnaire.

In the period from 2005 to 2016, a total of 7712 pregnant women completed the NINFEA baseline questionnaire (database version 03.2017), and 1176 women participated during more than 1 pregnancy. The questionnaire was initially developed using the Hypertext Preprocessor scripting language [16]. After the first 1500 respondents, a major review of the questions was done and an updated version of the questionnaire was implemented using the Ruby programming language [17]. To avoid comparability issues, for this study we considered only the 5970 pregnant women who completed at least one section of the Ruby version.

The baseline questionnaire is composed of 18 sections investigating demographic factors, maternal general health, exposures before and during pregnancy, lifestyle, and reproductive history. Of these sections, 4 are supplementary and entirely dependent on answers given in the preceding section, and thus we did not consider them in the analyses. In total we included 244 items in the 14 analyzed sections; of these, 7 items were mandatory and therefore we excluded them from the analyses. We thus analyzed a total of 237 items, although the actual number of items presented to each participant at the time they completed the questionnaire varied due to filter questions that render sets of questions not applicable. For example, a negative answer to the filter question “Did you smoke during pregnancy?” would skip a series of questions about smoking. In contrast, a positive answer to the same filter question would present a set of applicable questions about smoking to the respondent.

Questionnaire Breakoff and Item Nonresponse

We analyzed 2 outcomes: questionnaire breakoff and item nonresponse. We considered a respondent to have broken off the questionnaire if she stopped answering the items before reaching the last section. If the last section was fully or partially completed and submitted, we considered the questionnaire not to be broken off, even if some items were left blank in the preceding sections. For this reason, no breakoff could have occurred in the last section of the questionnaire. For the analysis of questionnaire breakoff, the units of analysis were the 5970 women who completed at least one section of the questionnaire.

We based the analyses of item nonresponse on the 237 nonmandatory items from the 14 sections of the questionnaire. We assessed each of the 237 nonmandatory items, for each of the 5970 participants, and considered a blank as a nonresponse if the item was applicable. Item nonresponse was constructed.
as a binary variable: 1 = nonresponse, and 0 = response. The units of analysis were the items of the questionnaire (at most 237 items × 5970 women = 1,414,890 items).

We analyzed the following person-level characteristics as predictors of questionnaire breakoff: age (≤30 years, 31-35 years, ≥36 years), university degree (yes, no), gestational trimester at enrollment (first trimester, second trimester, third trimester), first pregnancy (yes, no), employment status at the beginning of the pregnancy (employed, unemployed), type of recruitment (offline, online), Italian region of residence (Piedmont Region, Tuscany Region, other regions of Northern Italy, and other), and number of participations in the baseline questionnaire (1, ≥2). All the exposure variables were self-reported in the baseline questionnaire, except for the number of participations, which was constructed based on the total number of baseline questionnaires compiled by a woman. We assessed the type of recruitment from the first question, which asked about the way the participant had become aware of the study. We considered leaflets, posters, word-of-mouth, face-to-face invitation, and traditional media as offline recruitment methods, while we considered built-in links in websites and social media sites as online recruitment methods. Specifically, for the online recruitment, we advertised the study in selected forums or websites targeting pregnant women or health care workers, on the home pages of selected obstetric or pediatric hospitals or hospitals with a large number of deliveries, and on the NINFEA Facebook page. The number of involved websites, forums, and hospitals changed over time depending on the specific type of collaboration that was initiated. We conducted two small Facebook campaigns with advertisements targeting women in fertile age [18].

We assessed item nonresponse in association with the person-level characteristics analyzed for questionnaire breakoff, as well as in association with the design of the items themselves: (1) item type (checkbox, dropdown menu, radio button, text), (2) number of response options, and (3) whether the item was located in a grid (yes, no). Multimedia Appendix 1 provides examples of the item design characteristics. Specifically, radio button items can have only 1 answer selected among a set of predefined response options; dropdown menu items also have only 1 possible answer, but the list of response options is collapsed by default and has to be actively expanded to read the possible responses; checkboxes accept the selection of more than 1 answer from a set of predefined response options; and text items require the insertion of numeric or textual content. Some items in the questionnaire combined a radio button or a checkbox with a text item (eg, items with response options “Other, namely...”); these were considered as 2 individual items. We categorized the number of response options as 2, 3 to 5, and at least 6 options; we did not consider text items because they do not have any response option. An item was considered to be located in a grid if it was part of a group of items that shared the same set of response options and that required the respondents to link rows and columns in order to select an appropriate answer.

### Statistical Analyses

We estimated the odds ratios (ORs) and 95% confidence intervals of breaking off the questionnaire according to person-level factors by using logistic regression with robust variance estimation to account for the correlation between the responses of mother who participated in the NINFEA cohort during more than 1 pregnancy.

To analyze the association of person-level and item design factors with item nonresponse, we used a 3-level hierarchical logistic regression model. The questionnaire items composed the first level, the questionnaire sections were the second level, and the women responding to the questionnaire were the third level. We fitted crude and adjusted models, by adjusting mutually for maternal age, university degree, employment status, gestational trimester, whether it was a first pregnancy, type of recruitment, region of residence, and number of participations.

As filters were used in the questionnaire, the total number of items to be responded to varied among participants. To account for these differences, we applied the inverse probability weighting (IPW) technique to deal with data missing by design [19]. In this study, we calculated the weights as the inverse of the probability of having a missing datum (by design) on every dependent item by considering only the women for whom that item was applicable. We estimated the weights using a logistic regression model that included the following person-level characteristics: age, university degree, gestational trimester at enrollment, whether it was a first pregnancy, employment status at the beginning of the pregnancy, and the type of recruitment. The underlying idea of IPW is to create weighted copies of the complete cases (dependent applicable items), according to selected person-level characteristics, to remove the selection bias introduced by the missing data. By doing so, we assumed that the nonresponse probability of women for whom the item was not applicable was equal to the nonresponse probability of women for whom the item was applicable, given that they had the same selected person-level characteristics. We did not truncate high-weight values, as, in sensitivity analyses, truncation at the 95th or 99th percentile did not affect the results more than marginally.

Analyses were conducted using the Stata 15.0 software (StataCorp LLC).

### Results

**Participant Characteristics**

Table 1 lists the main characteristics of the 5970 women included in the analyses. Most of the NINFEA participants lived in the Piedmont Region, were recruited offline, and were in the third trimester of pregnancy. Two-thirds of women were younger than 35 years (n=4235), and more than half had a university degree (n=3605), were employed (n=5067), or were in their first pregnancy (n=3196). A total of 1176 women participated with more than 1 pregnancy in the NINFEA birth cohort.
Table 1. Characteristics of the study population (N=5970).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>n (%)^a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>1735 (29.06)</td>
</tr>
<tr>
<td>31-35</td>
<td>2505 (41.96)</td>
</tr>
<tr>
<td>≥36</td>
<td>1730 (28.98)</td>
</tr>
<tr>
<td><strong>University degree</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3605 (61.59)</td>
</tr>
<tr>
<td>No</td>
<td>2248 (38.41)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>903 (15.13)</td>
</tr>
<tr>
<td>Employed</td>
<td>5067 (84.87)</td>
</tr>
<tr>
<td><strong>Gestational trimester</strong></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>968 (16.41)</td>
</tr>
<tr>
<td>Second</td>
<td>1798 (30.48)</td>
</tr>
<tr>
<td>Third</td>
<td>3133 (53.11)</td>
</tr>
<tr>
<td><strong>First pregnancy</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3196 (53.58)</td>
</tr>
<tr>
<td>No</td>
<td>2769 (46.42)</td>
</tr>
<tr>
<td><strong>Type of recruitment</strong></td>
<td></td>
</tr>
<tr>
<td>Offline</td>
<td>4839 (83.71)</td>
</tr>
<tr>
<td>Online</td>
<td>942 (16.29)</td>
</tr>
<tr>
<td><strong>Region of residence</strong></td>
<td></td>
</tr>
<tr>
<td>Piedmont Region</td>
<td>3328 (56.14)</td>
</tr>
<tr>
<td>Tuscany Region</td>
<td>1720 (29.01)</td>
</tr>
<tr>
<td>Other regions of North Italy</td>
<td>500 (8.43)</td>
</tr>
<tr>
<td>Other</td>
<td>380 (6.41)</td>
</tr>
<tr>
<td><strong>Number of participations</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4794 (80.30)</td>
</tr>
<tr>
<td>≥2</td>
<td>1176 (19.70)</td>
</tr>
</tbody>
</table>

^aTotal numbers may vary due to missing values.

**Questionnaire Breakoff and Item Nonresponse Characteristics**

Table 2 shows the number of sections, item characteristics, and nonresponse percentage according to item design characteristics. We analyzed a total of 237 items from 14 sections in this study. Almost half of the items (n=116) were radio button type and included 3 to 5 response options. Of the 237 items, 39 (16.5%) were located in a grid. The highest nonresponse percentages among the applicable items were observed for filter questions, dropdown menu items, items containing 3 to 5 response options, and items located in grids.

Of the 5970 women, 519 (8.69%) did not finish the NINFEA baseline questionnaire. Breakoffs were spread over the 13 sections of the questionnaire. Table 3 shows the ORs of breakoff depending on the participants’ characteristics. Women who at enrollment were in the first trimester of pregnancy had a threefold higher odds of questionnaire breakoff than did those who were in the third trimester of pregnancy (adjusted OR 3.01, 95% CI 2.31-3.92). Women without a university degree had 53% higher odds of questionnaire breakoff (95% CI 1.23-1.90) than did those with a higher education. Older age was also positively associated with questionnaire breakoff.
Table 2. Characteristics of the questionnaire items and frequency of nonresponse according to item characteristics.

<table>
<thead>
<tr>
<th>Item characteristics</th>
<th>n (%)</th>
<th>Nonresponse, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sections</td>
<td>14</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Items</td>
<td>237</td>
<td>22,831 (2.15)</td>
</tr>
<tr>
<td><strong>Filter question</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>148 (62.4)</td>
<td>3900 (1.84)</td>
</tr>
<tr>
<td>Yes</td>
<td>89 (37.6)</td>
<td>18,931 (2.22)</td>
</tr>
<tr>
<td><strong>Item type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Checkbox</td>
<td>14 (5.9)</td>
<td>804 (1.48)</td>
</tr>
<tr>
<td>Dropdown menu</td>
<td>49 (20.7)</td>
<td>7454 (2.84)</td>
</tr>
<tr>
<td>Radio button</td>
<td>116 (48.9)</td>
<td>12,335 (2.17)</td>
</tr>
<tr>
<td>Text (open question)</td>
<td>58 (24.5)</td>
<td>2238 (1.26)</td>
</tr>
<tr>
<td><strong>Number of response options&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>69 (38.6)</td>
<td>7606 (2.20)</td>
</tr>
<tr>
<td>3-5</td>
<td>85 (47.4)</td>
<td>11,827 (2.65)</td>
</tr>
<tr>
<td>≥6</td>
<td>25 (14.0)</td>
<td>1160 (1.27)</td>
</tr>
<tr>
<td><strong>Item in a grid</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>198 (83.5)</td>
<td>16,625 (1.96)</td>
</tr>
<tr>
<td>Yes</td>
<td>39 (16.5)</td>
<td>6206 (2.92)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Calculated as the ratio between the total number of items not responded to and the total number of applicable items (n=1,062,519) for all participants.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>Text items were not considered.
Table 3. Questionnaire breakoff according to participants’ characteristics.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>n (%)</th>
<th>Crude analyses, OR(^a) (95% CI)</th>
<th>Adjusted analyses(^b), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>137 (7.9)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>31-35</td>
<td>213 (8.5)</td>
<td>1.08 (0.87-1.36)</td>
<td>1.11 (0.84-1.44)</td>
</tr>
<tr>
<td>≥36</td>
<td>169 (9.8)</td>
<td>1.26 (1.00-1.60)</td>
<td>1.40 (1.05-1.88)</td>
</tr>
<tr>
<td><strong>University degree</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>220 (6.1)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>No</td>
<td>206 (9.2)</td>
<td>1.55 (1.27-1.90)</td>
<td>1.53 (1.23-1.90)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>363 (7.2)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Unemployed</td>
<td>156 (17.3)</td>
<td>2.71 (2.21-3.32)</td>
<td>0.99 (0.73-1.34)</td>
</tr>
<tr>
<td><strong>Gestational trimester</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third</td>
<td>189 (6.0)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Second</td>
<td>134 (7.5)</td>
<td>1.25 (1.00-1.58)</td>
<td>1.27 (0.98-1.65)</td>
</tr>
<tr>
<td>First</td>
<td>170 (17.6)</td>
<td>3.32 (2.65-4.15)</td>
<td>3.01 (2.31-3.92)</td>
</tr>
<tr>
<td><strong>First pregnancy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>233 (7.3)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>No</td>
<td>286 (10.3)</td>
<td>1.47 (1.22-1.76)</td>
<td>1.13 (0.90-1.43)</td>
</tr>
<tr>
<td><strong>Type of recruitment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline</td>
<td>389 (8.0)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Online</td>
<td>107 (11.4)</td>
<td>1.47 (1.17-1.84)</td>
<td>1.11 (0.82-1.51)</td>
</tr>
<tr>
<td><strong>Region of residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piedmont Region</td>
<td>236 (7.1)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Tuscany Region</td>
<td>170 (9.9)</td>
<td>1.44 (1.17-1.77)</td>
<td>1.06 (0.84-1.35)</td>
</tr>
<tr>
<td>Other regions of North Italy</td>
<td>49 (9.8)</td>
<td>1.42 (1.03-1.97)</td>
<td>1.14 (0.75-1.73)</td>
</tr>
<tr>
<td>Other</td>
<td>54 (14.2)</td>
<td>2.17 (1.58-2.99)</td>
<td>1.80 (1.21-2.66)</td>
</tr>
<tr>
<td><strong>Number of participations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>387 (8.1)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>≥2</td>
<td>132 (11.2)</td>
<td>1.44 (1.17-1.77)</td>
<td>1.19 (0.91-1.57)</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.

\(^b\)Models adjusted for age, university degree, employment status, gestational trimester, first pregnancy, type of recruitment, region, and number of participations.

Of the 1,062,519 applicable items, 22,831 were not responded to, giving an overall item nonresponse rate of 2.15%. Table 4 presents the weighted crude and adjusted ORs of item nonresponse according to participants’ characteristics. Similar to the findings for questionnaire breakoff, lower educational level, older age, and enrollment in the first trimester of pregnancy were positively associated with item nonresponse. In contrast, participating during 2 or more pregnancies (ie, responding to the questionnaires twice or more often) was associated with lower odds of item nonresponse. Number of pregnancies, employment status, and type of recruitment were not associated with item nonresponse in our study. All the analyzed item design factors were associated with item nonresponse (Table 5). Items designed as a dropdown menu were 77% more likely to be left blank than were radio button items (95% CI 1.56-2.00). Text items had 30% lower odds of item nonresponse (95% CI 0.63-0.79) and checkboxes had 80% lower odds of item nonresponse (95% CI 0.16-0.25) than did radio button items. Items with 6 or more response options were 59% less likely to be left blank than were those with 2 response options (95% CI 0.35-0.47). Finally, items being located in a grid was positively associated with nonresponse (adjusted OR 1.69, 95% CI 1.49-1.91).
Table 4. Prevalence and crude and adjusted odds ratios (ORs) of item nonresponse according to participants’ characteristics.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Prevalence (%)</th>
<th>Crude analyses, OR (95% CI)</th>
<th>Adjusted analyses(^a), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>2.1</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>31-35</td>
<td>2.0</td>
<td>1.03 (0.95-1.13)</td>
<td>1.07 (0.98-1.17)</td>
</tr>
<tr>
<td>≥36</td>
<td>2.4</td>
<td>1.25 (1.14-1.38)</td>
<td>1.25 (1.14-1.38)</td>
</tr>
<tr>
<td><strong>University degree</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.9</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>No</td>
<td>2.4</td>
<td>1.22 (1.14-1.31)</td>
<td>1.23 (1.14-1.33)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>2.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Unemployed</td>
<td>3.0</td>
<td>0.89 (0.78-1.01)</td>
<td>0.87 (0.77-0.98)</td>
</tr>
<tr>
<td><strong>Gestational trimester</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third</td>
<td>2.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Second</td>
<td>2.1</td>
<td>1.04 (0.96-1.12)</td>
<td>1.00 (0.93-1.09)</td>
</tr>
<tr>
<td>First</td>
<td>2.6</td>
<td>1.17 (1.06-1.29)</td>
<td>1.18 (1.06-1.31)</td>
</tr>
<tr>
<td><strong>First pregnancy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.2</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>No</td>
<td>2.1</td>
<td>1.05 (0.98-1.12)</td>
<td>1.03 (0.95-1.11)</td>
</tr>
<tr>
<td><strong>Type of recruitment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline</td>
<td>2.1</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Online</td>
<td>2.4</td>
<td>1.12 (1.01-1.23)</td>
<td>1.07 (0.96-1.18)</td>
</tr>
<tr>
<td><strong>Region of residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piedmont Region</td>
<td>1.9</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Tuscany Region</td>
<td>2.5</td>
<td>1.17 (1.08-1.27)</td>
<td>1.16 (1.07-1.25)</td>
</tr>
<tr>
<td>Other regions of North Italy</td>
<td>1.9</td>
<td>1.02 (0.90-1.15)</td>
<td>0.97 (0.85-1.11)</td>
</tr>
<tr>
<td>Other</td>
<td>2.8</td>
<td>1.37 (1.16-1.61)</td>
<td>1.14 (0.98-1.34)</td>
</tr>
<tr>
<td><strong>Number of participations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.2</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>≥2</td>
<td>1.9</td>
<td>0.84 (0.77-0.92)</td>
<td>0.90 (0.82-0.99)</td>
</tr>
</tbody>
</table>

\(^a\)Models adjusted for age, university degree, employment status, gestational trimester, first pregnancy, type of recruitment, region, and number of participations.
Table 5. Crude and adjusted odds ratios (ORs) of item nonresponse according to item design factors.

<table>
<thead>
<tr>
<th>Item design factors</th>
<th>Crude analyses, OR (95% CI)</th>
<th>Adjusted analysesa, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radio button</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Checkbox</td>
<td>0.20 (0.17-0.25)</td>
<td>0.20 (0.16-0.25)</td>
</tr>
<tr>
<td>Dropdown menu</td>
<td>1.73 (1.53-1.94)</td>
<td>1.77 (1.56-2.00)</td>
</tr>
<tr>
<td>Text (open question)</td>
<td>0.70 (0.63-0.78)</td>
<td>0.70 (0.63-0.79)</td>
</tr>
<tr>
<td>Response options</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>3-5</td>
<td>1.12 (1.04-1.21)</td>
<td>1.09 (1.01-1.18)</td>
</tr>
<tr>
<td>≥6</td>
<td>0.41 (0.35-0.47)</td>
<td>0.41 (0.35-0.47)</td>
</tr>
<tr>
<td>Item in a grid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.63 (1.44-1.83)</td>
<td>1.69 (1.49-1.91)</td>
</tr>
</tbody>
</table>

aModels adjusted for age, university degree, employment status, gestational trimester, first pregnancy, type of recruitment, region, and number of participations.

Discussion

Principal Findings

Our results showed that women enrolled in earlier stages of pregnancy had a higher probability of questionnaire breakoff than did women enrolled in the third trimester of pregnancy. Older and less-educated women were more likely to break off the questionnaire and to leave items blank. Dropdown menu items were associated with the lowest response rate among all types of items. Unexpectedly, text items were less likely to be left blank than were radio button items; similarly, items with 6 or more response options were less likely to be left blank than were those with 2 response options.

Our findings of higher breakoff and item nonresponse rates among women in the first trimester of pregnancy than among those enrolled in the third trimester could be explained by several factors, including participants’ time available to answer the questionnaire. Women in later stages of pregnancy might have more time to complete the questionnaire, as they are already on maternity leave. Lower educational level was positively associated with questionnaire breakoff in the NINFEA Web-based cohort. This finding is consistent with other studies that included different populations (eg, men) [20,21] or used different data collection methods, such as postal questionnaires [22]. These consistencies are of particular interest, as the NINFEA study population includes self-selected volunteers having access to the internet; nevertheless, differences in completion of the questionnaire by educational level persist. Thus, regardless of the population or data collection method, epidemiologic studies that rely on self-administered questionnaires should identify incentives to motivate participation, specifically of individuals with low educational levels.

In contrast, there are determinants that are closely related to Web-based studies, such as whether the participants became aware of the study through online or offline channels. Few studies have investigated the associations between the type of recruitment and breakoff from internet-based questionnaires [23]. Our finding of no association is in line with the findings of an internet-based intervention that found no difference in questionnaire breakoff between online and offline recruitment methods [24].

The proportion of item nonresponse was low in our study, ranging from 1.3% to 2.9%. Another study that administered daily Web-based questionnaires also described low rates of item nonresponse, ranging from 0% to 7.4% [25]. In our study, online recruitment, older age, and lower educational levels were positively associated with item nonresponse. This is in line with findings of 3 quality-of-life Web-based surveys conducted in the United States [26]. The association between older age and lower educational levels with higher rates of item nonresponse is also consistent with other prior work [27,28]. Regardless of the data collection method used, these individuals have to expend a higher cognitive effort to respond to questions. In the case of a self-reported questionnaire responded to over the internet (with no support from an interviewer), the rates of nonresponse for these individuals can be even higher.

The number of times a woman participated in the NINFEA baseline questionnaire was not associated with breakoff, but it was associated with lower rates of item nonresponse. However, the confidence interval almost included the unit, and for this reason we believe this association might be due to residual confounding.

To analyze item nonresponse according to the type of item, we compared all items with the radio button items, since this was the most prevalent item in the NINFEA questionnaire. Our finding that checkbox items were associated with a lower item nonresponse than the radio button items is consistent with the literature and inherent in the logic of checkboxes [26,29]. The probability of checking at least 1 answer among several response options is likely higher than checking 1 answer among a pair of response options [29]. Our finding of lower item nonresponse...
among items with 6 or more response options than among items with 2 response options supports this hypothesis. Text items were associated with a higher response than were radio button items in our study. The association of text items with item nonresponse is still controversial in the literature, as studies found text items to be positively or negatively associated with item nonresponse [26,30]. Dropdown menu items were positively associated with item nonresponse, as they require more actions to select an answer (3 actions for dropdown menu items vs 1 action for radio button items), and this can explain the higher item nonresponse rate [11,31].

As expected, items located in grids had higher odds of item nonresponse than did single items. Linking rows and columns of a grid to select an appropriate answer is more complex than choosing an answer of a single item; hence, if possible, grid items should be avoided [32,33].

Besides the design of the items, their content could also influence item nonresponse [26]. For instance, items asking about sensitive subjects could have higher nonresponse than items with nonsensitive content [34]. However, we did not perceive this behavior in our study. In the NINFEA baseline questionnaire, we considered only 3 of the 237 items to have sensitive content: alcohol consumption during pregnancy, use of soft drugs during pregnancy, and smoking during pregnancy. There were no missing responses for the first 2 items and 9 missing responses for the item asking about smoking.

Conclusion

We obtained our findings within the context of a longitudinal epidemiologic study: the NINFEA Web-based birth cohort. In this type of study, it is very important to avoid breakoffs and item nonresponse, since the presence of missing values in the baseline questionnaires makes analyses of future outcomes difficult. Using the IPW technique and multilevel modeling, we were able to comprehensively and concurrently analyze the association of person-level and item design factors with item nonresponse. By doing so, we were also able to adjust all analyses for the characteristics of the mothers.

To our knowledge, this is the first study evaluating determinants of questionnaire breakoff and item nonresponse in the context of e-epidemiology. Our study was based on only 1 internet-based epidemiologic study and included only pregnant women; thus, replications in other populations and settings are needed. It is crucial to understand the profile of nonresponders to develop personalized motivation methods and minimize item nonresponse and breakoffs. Personalized recruitment [35,36], use of reminders [37,38], incentives [39,40], and gamification [41] are only some of the strategies that can be used to keep participants motivated.

The low percentage of breakoffs in the baseline questionnaire of the NINFEA birth cohort demonstrates the feasibility of e-epidemiologic research, even when long questionnaires are applied. However, the questionnaires should be designed carefully. For instance, items with 1 and several radio button options should replace dropdown menu items and items located in grids, respectively, in order to reduce nonresponse. Also, we showed several person-level characteristics to be important determinants of breakoff and item nonresponse in internet-based questionnaires. For this reason, study coordinators should know their target population so as to employ focused motivation and recruitment techniques and to reduce breakoff and item nonresponse. Older and less educated individuals should be contacted directly (even by other means, such as telephone) in order to assist and encourage their participation in e-epidemiologic research.
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Abstract

Background: The popularity and reach of social media make it an ideal delivery platform for interventions targeting health behaviors, such as physical inactivity. Research has identified a dose-response relationship whereby greater engagement and exposure are positively associated with intervention effects, hence enhancing engagement will maximize the potential of these interventions.

Objective: This study examined the social media activity of successful commercial activity tracker brands to understand which creative elements (message content and design) they use in their communication to their audience, which social media platforms attract the most engagement, and which creative elements prompted the most engagement.

Methods: Posts (n=509) made by Fitbit and Garmin on Facebook, Twitter, and Instagram over a 3-month period were coded for the presence of creative elements. User engagement regarding the total number of likes, comments, or shares per post was recorded. Negative binomial regression analyses were used to identify creative elements associated with higher engagement.

Results: Engagement on Instagram was 30-200 times higher than on Facebook, or Twitter. Fitbit and Garmin tended to use different creative elements from one another. A higher engagement was achieved by posts featuring an image of the product, highlighting new product features and with themes of self-improvement (P<.01).

Conclusions: Findings suggest that Instagram may be a particularly promising platform for delivering engaging health messaging. Health messages which incorporate inspirational imagery and focus on a tangible product appear to achieve the highest engagement. Fitbit and Garmin employed different creative elements, which is likely to reflect differences in their target markets. This underscores the importance of market segmentation in health messaging campaigns.

(J Med Internet Res 2018;20(12):e10911) doi:10.2196/10911
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Introduction

Background

Social media platforms such as Facebook, Twitter, and Instagram are increasingly becoming a central part of daily life. Today, social media is used for everything from staying in touch with friends and family and accessing news media coverage to keeping up to date with brands and celebrities. Each platform has a large global user base. Facebook has more than two billion active users while Twitter and Instagram have 700 and 328 million each, respectively [1]. Most demographics are well represented on one or more platforms [2], and most aspects of these platforms are free to use. Facebook and Instagram appear to have a relatively equal balance of male and female users,
with 50% of Instagram users and 52% of Facebook users being female [3]. Twitter, on the other hand, appears to have more male users (64%) than females (36%). Regarding age demographics, Instagram is more popular among young people with 71% of users being 34 years old or younger, compared to 22% of Facebook users and 40% of Twitter users [3]. It is unsurprising then that these platforms are attracting attention as potential vehicles for the delivery of health promotion and behavior change interventions [4].

To date, most social media-based health behavior intervention and promotion efforts have been based on Facebook or Twitter [4], although they are starting to appear on Instagram [5]. The emerging body of research examining electronic health (eHealth) and mobile health (mHealth) interventions has identified a dose-response relationship, where greater engagement from participants and therefore exposure to an intervention is positively associated with both retention and positive intervention effects [6-8]. However, when subjected to empirical evaluation these interventions often report low rates of engagement which potentially limits their effectiveness [4,9]. The seminal hierarchical behavior change model awareness-interest-desire-action (AIDA), suggests consumer likes, reactions, and responses to commercial posts could serve as proxies for awareness and interest, which are precursors to intentions and eventual joining of health promotion programs and interventions [10]. The potential for such engagement to translate into positive intervention effects highlights a need to understand and enhance user engagement to maximize potential benefits.

The field of engagement science has expanded in recent years. Empirical work undertaken to understand, quantify, and make recommendations to enhance engagement with social media-based health intervention and promotion efforts varies in methodology. Several studies have used subgroup analyses of the intervention arms of randomized controlled trials intervening on weight loss [6] and physical activity [11], within Facebook settings. Content analysis approaches have been used to examine engagement with health-related social media content. For example, Guidry and colleagues [12] used this approach to understand how prominent public health organizations use Twitter and Instagram to disseminate information relating to infectious disease outbreaks, using the 2013-2014 Ebola outbreak as a case study. The authors examined the content of social media posts and the responses (ie, engagement) from users, concluding that Instagram holds particular promise as it elicited significantly higher rates of engagement from users when compared to Twitter.

The study by Rus and Cameron [13] recently examined how health topics are communicated and engaged with in online settings. They analyzed social media posts from diabetes-related Facebook groups to identify which post features elicited different forms of engagement (ie, “likes,” “comments,” or “shares”) from users. Their content analysis approach categorized the post content and then used regression analyses to determine which message features were predictive of engagement. The authors were able to make recommendations for the design of future health-related social media content. Namely, that the use of imagery resulted in a post receiving more “likes” and “shares,” and information relating to the consequences of having diabetes or positive self-identify resulted in more sharing of the post. Whereas posts containing negative affect or social support resulted in more comments.

The popularity of personal health and activity tracker devices (hereafter referred to as wearables) shows little signs of waning [14]. A plethora of wearable brands and models are currently available to consumers at various price points and with a range of features and styles. Two of the largest brands, Fitbit and Garmin, have well established social media profiles across Facebook, Twitter, and Instagram, all with large numbers of real users engaging with their branded content. These commercial wearables may act as a health behavior intervention, although they have less of a focus on determining which of their components are affecting positive behavior change, have far greater resources for software development and marketing, and a primary focus on product sales or revenue [15-17]. Wearables typically contain features that are found in health behavior interventions, for example, self-monitoring capabilities, which are well-established to have a potent influence on changing health behavior [18,19] are often a key feature. Wearables are typically marketed as devices to help users improve their health, and this means they potentially attract the same demographic of the user as health behavior change interventions. While the field of research is in its infancy, there is some emerging evidence to suggest that wearables may be efficacious in changing physical activity behaviors and that they may be able to act as a health intervention [20-25].

The popularity of social media platforms and wearable devices continues to grow while social media-based health interventions continue to report lower than intended rates of engagement [4,9]. Fitbit and Garmin are likely to use particular creative elements in their social media posts. Creative elements seek to translate the content of intended and targeted messages (eg, social media posts) into specific communication elements which include design and content features such as imagery, typeface (ie, within traditional print media), the content of the text, and any interactive features [26]. Examination of the social media activity of commercial wearables and the creative elements used in their posts may provide insights into the type of content that is appealing to current or prospective users of wearables. These insights can then be used to inform the development of appealing content that can be integrated into social media-based health interventions, thereby increasing the appeal and encouraging participants to engage with such interventions. In turn, increased engagement may boost adherence and positive intervention effects [6-8].

Research Aims

The aims of this study were:

- To examine the social media activity of commercially available wearable activity tracker brands to understand how they engaged social media users
- To determine which platform attracted the most engagement from users
- To examine which creative elements (message content and design elements) elicited higher engagement from users
Methods

This cross-disciplinary study is a content analysis of publicly-available social media posts made by successful commercial wearable activity trackers brands, Fitbit and Garmin, on their company Facebook, Twitter, and Instagram profiles. Approval for this study was granted by the University of South Australia’s Human Research Ethics Committee (protocol no. 000036513).

Sample Selection and Data Collection

Fitbit and Garmin were selected for inclusion based on their 2016 third-quarter worldwide market share figures of 23.0% and 5.7%, respectively and making them the first and third leading wearable activity tracker brands, globally [9]. The brand Xiaomi was second with 16.5% of market share for the same quarter [14]. However, the brand was not included in the sample here as their consumer base is heavily skewed toward a domestic market of Chinese users, the brand has a presence on Facebook and Twitter only and with many posts written in Chinese. Although originally included within the scope of the study, the social media profiles of Jawbone were inactive from early January 2017, and the company has since commenced liquidation [27] and was therefore removed from the analysis here.

All social media posts (n=509) made by the corporate social media accounts of Fitbit and Garmin on Facebook, Twitter, and Instagram over a three-month period (December 2016 to February 2017) were retrospectively collected at the end of March 2017. This three-month period is longer than that used in comparable studies which range from one week through to just under two months [13,28,29]. Posts made on these pages by social media users were not included. A screenshot of each social media post capturing the image, caption, and number of “likes,” “comments,” and “shares” was taken, and assigned an identification number.

Before statistical analysis, the engagement by social media users, regarding the total number of “likes,” “comments,” and “shares” per post was manually extracted from each screenshot and recorded in a Microsoft Excel file. Preliminary exploratory data collection determined that across all three platforms (ie, Facebook, Twitter, and Instagram) almost all user engagement (ie, “likes,” “comments,” and “shares”) per each post occurred within seven days of posting. By 21 days, our exploratory work determined that the amount of engagement had increased by just 2.9% (range 0%-11%) per post, indicating that collecting all engagement data at a single time point would provide an accurate indication of engagement for each post. The number of followers of each brand on each platform at the time of data collection was also recorded.

Developing the Codebook

A standardized codebook of creative elements was developed to classify the content of the social media posts. Creative elements refer to message content and execution factors used to design communication with the greatest chance of eliciting the desired response from the target audience [30-32] in this case, user engagement. The creative elements that receive the most engagement can then be used in future social media-based health promotion and intervention efforts to aid participant engagement. Development of the codebook was guided by Stewart and Furse [31] who examined the influence of television advertising execution techniques on sales effectiveness. This codebook and study design have been replicated in full [30,32], partially [33,34], and partially for application to examining interactive television advertising [35]. An iterative process was used to condense the original 160-item codebook down to 34 items relevant to social media and health behaviors to accommodate the differences in advertising media. An initial review of the original 160 items identified 101 that were outside of the scope of the current study. For example, items related to “mechanical” advertisement devices such as the length of time until the product was shown were unlikely to be present in a sample comprised mainly of static imagery and text and were removed. Following the initial reduction, the research team piloted the codebook and identified a further 20 items that were unlikely to contribute to addressing the research aims. For example, “demonstration of the product in use” was removed as simply wearing the device in any scenario would constitute a demonstration of use. Following this, the item “nutrition and health” was expanded into 5 items that capture the overall theme of each of the posts (ie, whether the post primarily featured exercise or physical activity, incidental activity, weight loss, food or nutrition, or sleep information). The final version of the codebook with 34 creative elements can be found in Multimedia Appendix 1.

Applying the Codebook

The screenshots of each social media post were then cropped to display only the image and caption. These screenshots and the associated identification numbers were then entered into an Excel spreadsheet containing columns for each of the codebook categories. Each coder (SE, SB, JR, TO, IS, or CM) received an Excel file containing approximately 170 social media posts. This meant that each of the 509 social media posts was coded for the presence or absence of each of the 26 dichotomous and 8 categorical creative elements, by 2 independent coders. In addition to the Excel file, coders received a codebook containing a description and relevant example of each item, and training in how to administer the codebook. Total percentage pairwise agreement was acceptable, ranging from 82% to 91% for each pair of coders [36]. Disagreements between coders were assessed and resolved by a third independent coder.

Statistical Analyses

All statistical analyses were conducted using IBM SPSS version 23 [37]. Given that “likes” were the most common form of engagement in our sample and in similar studies (eg, see [13,38]) the authors made the decision to combine the number of “likes,” “comments,” and “shares” per post into “total engagement”, to encompass all interactions with each post within a single metric. Chi-square tests of homogeneity were used to examine differences in use of creative elements between brands. Following a similar methodology to Rus and Cameron [13], the relationships between creative elements and engagement were examined using multivariate regression analyses. Poisson and negative binomial regression models were selected to account for
for the nonnormal distribution of count data on the dependent variable. Overdispersion of the count data, the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) indicated negative binomial regression as providing the best fit for the data. Creative elements with a significant univariate association ($P<.25$) were included in purposeful selection modeling [39], and those that had a $P<.1$ and changed the main effects by more than 10% were retained in the final models. Intercoder reliability for the 12 items retained for the final model was assessed using the Cohen kappa [40] and ranged from $\kappa=.357$ to $.913$ which is considered fair to almost perfect agreement beyond that of chance [41].

**Results**

**Engagement by Platform**

Fitbit had more followers than Garmin on each of the three platforms. Fitbit and Garmin both had the most followers on Facebook, then Twitter, and then Instagram. Despite the lower numbers of followers, both Fitbit and Garmin received the most engagement on Instagram. Conversely, although both brands have the largest number of followers on Facebook, the platform was the overall worst performer regarding “total engagement” per post. Table 1 shows the number of posts and followers, and mean number of “likes,” “comments,” “shares,” and “total engagement” on each platform and for each brand on each platform.

Instagram posts received the most engagement by far with a mean of 4181.6 (SD 1413.3) “likes” per post, compared to just 47.1 (SD 118.9) and 65.7 (SD 50.3) for Facebook and Twitter, respectively. Instagram posts also received considerably more comments with a mean of 63.1 (SD 68.2) per post, compared to just 5.3 (SD 12.5) for Facebook and 3.0 (SD 9.7) comments per post for Twitter. Twitter posts were more likely to be shared, with a mean of 26.7 (SD 20.9) per post compared to just 3.3 (SD 20.4) per post on Facebook. Instagram does not offer a share function yet, despite this, “total engagement” for Instagram was still considerably higher at a mean of 4244.8 compared to a mean of 55.6 and 95.4 for Facebook and Twitter, respectively.

**Brands’ Use of Creative Elements**

Chi-square tests of homogeneity indicated that there were differences in the use of these devices between the 2 brands. Fitbit was more likely to feature females ($\chi^2_1=49.4, P<.01$) and indoor settings ($\chi^2_1=139.9, P<.01$) and their posts emphasized social approval ($\chi^2_1=15.7, P<.01$) and self-improvement ($\chi^2_1=35.2, P<.01$) while delivering both positive ($\chi^2_1=77.6, P<.01$) and rational ($\chi^2_1=19.7, P<.01$) messages about the components or contents ($\chi^2_1=3.8, P<.05$), or aesthetics ($\chi^2_1=8.1, P<.01$) of the product. Fitbit was more likely to feature a nonwhite person ($\chi^2_1=19.9, P<.01$) than Garmin, although for both brands most people in their images were white (84% for each). Unlike Fitbit, Garmin was also found to encompass a full suite of “lifestyle” factors into their posts by often featuring exercise or physical activity ($\chi^2_1=21.5, P<.01$), incidental activity ($\chi^2_1=26.7, P<.01$), weight loss ($\chi^2_1=19.4, P<.01$), food and nutrition ($\chi^2_1=42.1, P<.01$) and information related to sleep ($\chi^2_1=8.6, P<.01$).

Garmin was more likely to feature males ($\chi^2_1=49.4, P<.01$), celebrities ($\chi^2_1=46.2, P<.01$), children ($\chi^2_1=12.1, P<.01$), and animals ($\chi^2_1=23.4, P<.01$). Garmin also featured exciting activities ($\chi^2_1=85.7, P<.01$), scenic ($\chi^2_1=92.3, P<.01$), and outdoor wilderness settings ($\chi^2_1=139.9, P<.01$). Their posts often used rough and rugged themes ($\chi^2_1=86.2, P<.01$) concerning setting or choice of activity. Garmin also made more emotional appeals ($\chi^2_1=19.7, P<.01$), featured new or improved product features ($\chi^2_1=11.6, P<.01$) and mentioned the product in their text ($\chi^2_1=27.7, P<.01$) more often.

<table>
<thead>
<tr>
<th>Platform brand</th>
<th>Followers</th>
<th>Posts, n</th>
<th>Likes, mean (SD)</th>
<th>Comments/replies, mean (SD)</th>
<th>Shares/retweets, mean (SD)</th>
<th>Engagement, measure</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Facebook</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>1,846,974</td>
<td>62</td>
<td>18.3 (14.7)</td>
<td>6.1 (5.8)</td>
<td>0.5 (2.4)</td>
<td>24.9</td>
</tr>
<tr>
<td>Garmin</td>
<td>1,470,340</td>
<td>84</td>
<td>68.4 (153.1)</td>
<td>4.7 (15.7)</td>
<td>5.3 (26.7)</td>
<td>78.4</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>146</td>
<td>47.1 (118.9)</td>
<td>5.3 (12.5)</td>
<td>3.3 (20.4)</td>
<td>55.6</td>
</tr>
<tr>
<td><strong>Twitter</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>313,000</td>
<td>156</td>
<td>84.2 (44.3)</td>
<td>3.8 (11.5)</td>
<td>35.6 (17.9)</td>
<td>123.6</td>
</tr>
<tr>
<td>Garmin</td>
<td>130,000</td>
<td>79</td>
<td>29.1 (40.8)</td>
<td>1.4 (3.4)</td>
<td>9.2 (14.2)</td>
<td>39.7</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>235</td>
<td>65.7 (50.3)</td>
<td>3.0 (9.7)</td>
<td>26.7 (20.9)</td>
<td>95.4</td>
</tr>
<tr>
<td><strong>Instagram</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>415,581</td>
<td>58</td>
<td>4537.4 (1408.4)</td>
<td>113.4 (72.4)</td>
<td>—</td>
<td>4650.8</td>
</tr>
<tr>
<td>Garmin</td>
<td>260,864</td>
<td>70</td>
<td>3886.9 (1357.6)</td>
<td>21.5 (18.6)</td>
<td>—</td>
<td>3908.3</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>128</td>
<td>4181.6 (1413.3)</td>
<td>63.1 (68.2)</td>
<td>—</td>
<td>4244.8</td>
</tr>
</tbody>
</table>

*Total engagement is the sum of the mean number of “likes,” “comments,” and “shares” per post.*
Figure 1 illustrates the differences in creative elements used by each brand and the results of chi-square tests of homogeneity that were used to compare differences in frequency of use between brands. Full details of the frequency of use of each creative element by each brand, and the results of chi-square tests of homogeneity to compare differences in frequency of use between brands can be found in Multimedia Appendix 2.

Creative Elements Associated With Engagement

After controlling for brand and platform, the devices that were most influential on engagement were the mention of new or improved features ($P<.01$), displaying the product in the image ($P<.01$), or themes of self-improvement ($P<.01$). The inclusion of these devices was associated with engagement rates that were 90%, 30%, and 20% higher respectively compared to posts that did not contain these devices. In contrast, engagement rates were found to be between 16% to 45% lower when aesthetic claims ($P<.01$), specific product components or contents ($P<.01$), an outdoor setting ($P<.01$), the mention of a special offer or event ($P<.01$), having text overlaying an image ($P<.01$), using close-up images ($P<.01$), or mentioning a user’s experience ($P<.05$) of the wearable were present in the post, when compared to posts that did not contain these devices. Table 2 presents the results of the multivariate negative binomial regression analyses of creative elements as predictors of “total engagement.”

Figure 1. Use of creative elements by Fitbit and Garmin across Facebook, Twitter, and Instagram social media posts. Creative elements appearing in <5% for both Fitbit and Garmin are omitted. Significant differences between Fitbit and Garmin in use of a creative element are included in bold. Creative elements below the identity line are characteristic of Fitbit, while those above the identity line are characteristic of Garmin. The dotted lines connect creative elements that are polar opposites.
Table 2. Multivariate negative binomial regression analyses of creative elements as predictors of “total engagement.”

<table>
<thead>
<tr>
<th>Creative elements</th>
<th>B</th>
<th>SE</th>
<th>P value</th>
<th>IRRc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercepta</td>
<td>4.371</td>
<td>.117</td>
<td>.000</td>
<td>79.107</td>
</tr>
<tr>
<td>New or improved</td>
<td>0.618</td>
<td>.094</td>
<td>.000</td>
<td>1.856</td>
</tr>
<tr>
<td>Product in image</td>
<td>0.238</td>
<td>.075</td>
<td>.001</td>
<td>1.269</td>
</tr>
<tr>
<td>Self-improvement</td>
<td>0.179</td>
<td>.070</td>
<td>.010</td>
<td>1.196</td>
</tr>
<tr>
<td>Aesthetic claims</td>
<td>–0.441</td>
<td>.115</td>
<td>.000</td>
<td>0.643</td>
</tr>
<tr>
<td>Components or contents</td>
<td>–0.595</td>
<td>.074</td>
<td>.000</td>
<td>0.552</td>
</tr>
</tbody>
</table>

**Settingd**

- Outdoor wilderness: –0.378, .108, .000, 0.685
- Outdoor nature: –0.469, .121, .000, 0.626
- Outdoor cityscape: –0.175, .105, .096, 0.840
- Indoor setting: –0.109, .092, .234, 0.897
- Special offer or event: –0.247, .079, .002, 0.781
- Text over image: –0.312, .100, .002, 0.732

**Audience in imagee**

- Close up image: –0.261, .081, .001, 0.770
- Image view through own eyes: 0.033, .100, .745, 1.033
- User experience: –0.242, .106, .022, 0.785
- Children present: –0.332, .218, .128, 0.718
- Exercise or physical activity: 0.111, .068, .104, 1.118

---

aPlatform (Facebook, Twitter, and Instagram) included in the final model as a covariate, only creative elements with a P < .1 and that changed the main effects by 10% were retained in the final model.

bB: beta coefficient.

cIRR: incidence rate ratio (is the exponentiation of the regression coefficient, which equates to the odds ratio).

dReference category: no setting.

eReference category: audience not present.

**Discussion**

**Principal Findings**

This study examined the social media activity of leading brands of wearable activity trackers to make platform and content recommendations for future social media-based health promotion and intervention efforts. The study found that while wearables attracted their largest following on Facebook compared with Twitter or Instagram, engagement with posts was markedly higher on Instagram. Differences in the types of creative elements used were apparent between Fitbit and Garmin. In particular, Fitbit posts were characterized by featuring females and having an upbeat or lighthearted tone whereas Garmin posts featured men, with adventurous and outdoorsy themes. Featuring themes of self-improvement, highlighting “new” products or features, and featuring the wearable device in the image were each associated with higher rates of engagement when compared to posts that did not contain these creative elements.

Both Fitbit and Garmin attracted the greatest number of followers on Facebook, which is the largest platform with more than two billion active users, compared to 700 and 328 million for Twitter and Instagram, respectively [1]. However, despite the smaller number of users and followers, it was Instagram that attracted rates of engagement that were from 30 to almost 200 times higher. This is consistent with previous research examining Instagram, where a study comparing dissemination of disease-outbreak information on Twitter and Instagram found higher rates of engagement on Instagram [12]. Furthermore, outside the health research domain, market research has suggested brand advertising receives better audience engagement on Instagram compared with Facebook [42]. Instagram typically has a younger and female audience known to be some of the most prolific social media users [43], and this may also contribute to the higher rates of engagement. It is also possible that engagement is influenced by differences between social media platforms and their respective complex predictive algorithms that control the percentage of followers who view a post, which we were not able to account for in this study.

Creative elements that were associated with the highest engagement were themes of self-improvement, highlighting “new” products or features, and featuring the wearable device in the image. In general, these findings are consistent with previous literature. For example, the scoping study by Van Kessel et al [44] that focused on the development of a social
media physical activity intervention for adolescent girls, found that the girls reported a desire for the content of an inspirational, self-improvement nature. Similarly, inspirational imagery taken from Instagram has been found to have a positive effect on motivation to pursue healthy goals in young women, although with the caveat that this needs to be balanced against the potential for Instagram to have a negative effect on body image [45]. In commercial marketing practice, featuring “new” and “improved” products are very common creative elements. Evidence has shown that consumers pay more attention and respond more positively to an advertisement with the word “new” [46] tapping into the novelty effect. As for featuring the product in the image, direct evidence for the effectiveness of such creative elements is mixed [31,32]. However, there is evidence to suggest that featuring the product aids brand awareness and recall [47]. Findings of the current study support this, suggesting that featuring the device is the more effective approach for social media posts. This is likely to be because social media posts need to stand out against the cluttered background, where users are presented with large volumes of posts vying for their attention [48].

The clear differences between how Fitbit and Garmin presented and promoted their products on social media are likely to reflect market segmentation and differences in how Fitbit and Garmin are positioning their respective products. Principles of market segmentation (eg. [32]) have been integrated with social marketing efforts over the past decade [49]. Health promotion and intervention efforts are increasingly mirroring this targeted approach with increasing interest in the use of tailored eHealth and mHealth interventions in recent years and an associated expanding body of evidence suggesting that this tailoring may increase their effectiveness in changing behavior [50-53].

**Strengths and Limitations**

This study considered three social media platforms and took a rigorous duplicate coding approach, both of which serve to strengthen the findings. A similar methodology to that presented in the Rus and Cameron [13] analysis of Facebook-based diabetes support groups is followed here, and both studies seek to extend the emerging field of research examining user engagement in order to increase the efficacy of social media-based health interventions and communication. A limitation of the current study was that engagement was operationalized in simple count terms (ie, no. of “likes,” “comments,” and “shares”). The terms “likes,” “comments,” and “shares” are qualitatively different, involving different levels of effort, and endorsement or enjoyment of content. A further limitation of our study is our use of the Stewart and Furse [31] codebook that was developed to assess the use of television execution techniques on sales effectiveness. Here, we cannot comment on the relationship between sales effectiveness and social media engagement, or if such a relationship does exist. Also, our sample of posts covered a specific period (December to February), and we cannot comment on whether our findings are generalizable to alternative three-month periods. The observational design used here means that differences in engagement on each platform due to user demographics cannot be explored. It should also be noted that users of social media are not necessarily representative of the broader population and our findings must be generalized with caution. Further research examining qualitative aspects (eg, content analysis of comments) may provide further useful insights for future posts, as would detailed examination of the creative elements used to advertise different models of wearable devices (which are likely to offer varying features and benefits to users). Our results indicate that brands can leverage user participation by encouraging “sharing” of content, although to a much lesser extent than engaging through one-click “likes” or writing comments, future research should seek to explore this to understand how to increase user input to maximize engagement. Also, it is important to acknowledge that engagement with social media posts does not necessarily reflect real-life behavior such as purchasing of wearable products, or adherence to the healthy lifestyle elements promoted in the Fitbit and Garmin posts.

**Implications**

This research offers several insights that may be useful for researchers developing social media-based health promotion campaigns and interventions in the future. First, it appears that Instagram is a promising platform for health promotion. In the literature to date, most efforts have been focused on Facebook, presumably as one of the earliest platforms with the largest user base. However, our study and background literature review suggest that Instagram achieves better reach to its audience, and vastly better engagement, highlighting the promise of this platform into the future. Key creative elements associated with highest “engagement” were the use of self-improvement themes, featuring “new” products and featuring the product in the image. Nonetheless, unlike wearables, most health promotion efforts do not have a concrete product to promote. However, intangible notions of improved health can be represented by tangibles, for example by focusing on the endpoint of related health benefits such as improved mood, vitality, and sleep quality, rather than the process of achieving these benefits. This finding also suggests that simple, clear, and direct messages may be best suited to social media. Just as wearable brands frequently post details of their new products and new features of their products, health promotion efforts should seek to refresh, rotate, and renew their health messages on a regular basis to attract engagement from social media users. Finally, differences in the Fitbit and Garmin approach underscore the need for health promotion efforts to clearly define their target population segment and tailor the messaging toward them. Clear examples of this from our study were targeting of gender, setting (indoors, urban, wilderness), and use of celebrities. That being said, there is evidence to suggest that people who engage with brands on social media are often existing users of the brand [33] and future work is required to determine how much social media engagement does reflect past or predict future behavior. Appealing content is more likely to receive attention and engagement from study participants. Several studies [6-8] have now demonstrated that higher engagement with the online component of an intervention translates to greater adherence to the behavior change aspects of the intervention, and is related to efficacious outcomes. This study offers important insights for researchers that will aid in the development of social media-based health promotion and intervention efforts that are...
appealing, and are therefore able to maximize the potential of these approaches.

Conclusion
This study examined the social media activity of two wearable brands across three key social media platforms and provided novel insights into enhancing engagement. Future work should consider Instagram as a delivery platform and incorporate principles of market segmentation, or tailoring. Health messages on social media should be clear, direct, refreshed regularly, incorporate inspirational messages and imagery and be focused on tangible end products of health in order to maximize engagement and therefore the potential of this approach for positive behavior change.
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Abstract

Background: Patient and public involvement in health research is important to produce relevant and impactful results.

Objective: This paper aimed to prioritize and summarize Hirschsprung disease (HD)–related information needs among caregivers of children with HD and pediatric surgeons through partnership with a parent-initiated social media campaign.

Methods: We conducted a Web-based survey with the 2 stakeholder groups to identify information needs. The caregiver survey was conducted through a global Web-based community, and the surgeon survey was distributed to members of the Canadian Association of Paediatric Surgeons (CAPS). We conducted a literature review to identify evidence on the prioritized topics.

Results: Our findings showed that 54.9% (89/162) of the individuals completed the caregiver survey and 23.8% (52/218 listed members) of the pediatric surgeons completed the survey distributed through CAPS. Only 20% (18/89) of the caregivers reported being very satisfied or satisfied with the current HD-related resources. A final prioritized list of information needs included bowel management, nutrition and growth, infection, perianal irritation, gastrointestinal pain, surgical diagnostics, and surgical complications. In total, 87 studies were included in the literature review, which included the following: 8 reviews, 2 randomized controlled trials, 74 cohort studies, and 3 practice guidelines. Two priority issues identified by caregivers had only a single study that met the inclusion criteria, whereas 1 topic had none.

Conclusions: With caregiver and surgeon input, we identified 7 information priority areas related to HD. A review of the literature on the priorities found little evidence to support the development of high-quality guidelines. More research is necessary to meet the information needs related to HD as identified by stakeholders.

(J Med Internet Res 2018;20(12):e297) doi:10.2196/jmir.9701
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Introduction

For a family affected by Hirschsprung’s disease (HD), the first few years can be a roller coaster of total normalcy and repeated hospitalizations. To learn more about this illness I created an online community for families and patients living with HD. [Parent of child with HD]

There is an increasing focus on patient-centered or patient-oriented research to improve the relevance and impact of research. Programs and strategies such as INVOLVE [1], the Patient-Centered Outcomes Research Institute [2], and the Strategy for Patient-Oriented Research [3] are collectively functioning to promote and support patient and public involvement in health research [4]. Patient-centered or patient-oriented research emphasizes the involvement of patients and members of the public throughout all phases of research in a way that reflects the principles of inclusiveness, support, mutual respect, and co-creation [3,5]. There is potential for tokenistic involvement if the public is merely informed of research without the ability to contribute to decision making within a project [4]. Instead, a combined method is recommended where patients or members of the public are involved as decision-making members of the research team, and broader consultation is conducted to help ensure representative input [4,6]. The highest level of involvement is patient- or public-led research.

We have previously conducted a parent-partnered study that examined the reach and responsiveness of a Web-based community and social media campaign developed to connect families affected by HD [7]. This initial work demonstrated that this community was highly responsive and the campaign helped to connect families across the globe. We then jointly developed this study to complete a needs assessment via social media to prioritize information needs related to HD. A secondary aim was to identify and summarize the best available evidence for each of the identified priorities.

Methods

Study Design

Our research team included a parent partner, 3 pediatric surgeons, a pediatric surgical nurse practitioner, a knowledge translation researcher, and a clinical nurse, all of whom have experience working with children with rare diseases. We obtained approval for the study from the University of Manitoba Health Research Ethics Board and the Health Sciences Centre Pediatric Research Ethics Committee, and all participants provided informed consent.

The study involved 3 stages, which were as follows: surveying HD caregivers and pediatric surgeons to identify priority information needs regarding HD management; prioritization of the information needs, and a literature review to summarize the existing literature. Survey results are reported with guidance from the Checklist for Reporting Results of Internet E-Surveys using internet analytics as previously described [8].

Needs Assessment

Caregiver Survey

This survey was developed to prioritize the information needs of caregivers and those living with HD. The survey asked caregivers to describe the problems most frequently encountered in caring for a child with HD and their satisfaction with HD-related resources that were available at that time (Multimedia Appendix 1). We also asked parents about the format they preferred to receive the study results. The survey was conducted using Fluid Surveys (Ontario, Canada), allowing for secure and anonymous data collection. We launched the survey in November 2013. It was posted for 1 month on the HD Facebook page along with information about the study. Reminders to complete the survey were frequently posted to promote participation by the site administrator. Facebook “likes,” reposts, and other sharing mechanisms (eg, to other sites such as reachhd.org [9] and HD-related group pages on Facebook) were also used to increase reach. We used an affiliated HD organization as the survey landing page (reachhd.org) and collected Google Analytics data to track survey metrics [8].

Pediatric Surgeon Survey

A survey was also administered to all members of the Canadian Association of Paediatric Surgeons (CAPS) using their Web-based survey tool. The survey was available for 1 month and reminder emails were sent to promote participation. We collected surgeon demographics (eg, number of years in practice and number of patients they manage with HD) and the top 5 HD-related medical issues they encounter. CAPS members were surveyed a second time 4 months later to determine the resources they used to guide the management of their patients with HD (Multimedia Appendix 2).

One team member (KHM) conducted a content analysis of the results from both caregiver and CAPS surveys. Common themes of information needs were identified and categorized as priority issues for each stakeholder group. A pediatric surgical nurse practitioner (CH) reviewed and verified the prioritized information needs from the caregiver survey, whereas 2 of the pediatric surgeon team members (RK and MM) verified those from the surgeon survey. These issues were then merged to create 1 list of the top 7 most common issues identified by caregivers and pediatric surgeons.

Merging Priorities

A modified Delphi approach was then used to seek consensus among team members on the prioritized list. This process combined direct discussion and 2 rounds of anonymous survey of the research team members [10]. An a priori decision to give primary importance to the caregiver-identified priorities was adhered to. The top 7 most common information needs were then presented back to the Web-based caregiver community and surgeon stakeholder groups for validation.

Literature Review

We then conducted a literature review to identify evidence to address the top 7 prioritized issues. A health science librarian in collaboration with an expert in review methodology (AAS)
developed the search strategy. A second librarian conducted an independent peer review of the search strategy using the Peer Review of Electronic Search Strategies checklist [11]. The search was limited to systematic reviews or clinical practice guidelines published since 2000 and randomized controlled trials, clinical trials, cohorts, or case series from January 2010 to March 2015. Databases searched included Ovid Medline, Ovid EMBASE, CENTRAL, and EBSCOhost CINAHL. Two reviewers (KHM and CH) screened titles and abstracts independently for inclusion based on the predetermined inclusion criteria (Multimedia Appendix 3). For studies that were accepted by both reviewers, full texts were obtained and evaluated independently. Conflicts were resolved through consensus or after discussion with a third reviewer.

Results

Needs Assessment

Caregiver Survey

Of those who consented to participate, 54.9% (89/162) completed the caregiver survey. Moreover, 66% of the surveys were completed within the first week of posting the link. Short-segment HD was the most common diagnosis (36/89, 40%) reported, and most patients had received a diagnosis within the first month of life (78/89, 88%; Table 1).

When asked about satisfaction with current HD-related resources, only 20% (18/89) were satisfied or very satisfied with current resources, 42% (37/89) somewhat satisfied and (34/89) 38% not very or not satisfied.

Canadian Association of Paediatric Surgeons Survey

Of the 218 CAPS members, 23.8% (52/218) responded to the first survey and 46 (46/218, 21.1%) responded to the second survey (Table 1). The sources that Canadian pediatric surgeons report using to guide their clinical HD-related practice are shown in Figure 1.

Merging Priorities

The final top 7 priority information needs were summarized as an infographic (Figure 2) that was shared with the Web-based HD caregiver community through Facebook. Through a survey, community members were asked whether they agreed with the listed priority issues and for their feedback on the infographic format. Of the 96 individuals who provided feedback (90 caregivers, 6 people with HD), 91% (87/96) agreed or strongly agreed with the priority issues.

Literature Review

We identified 8 reviews, 2 randomized trials, 59 retrospective cohort studies, 15 prospective cohort studies, and 3 practice guidelines that provided evidence on the 7 priority needs. The evidence is summarized by topic area in the following sections with emphasis on the highest levels of evidence in sections where a large number of studies were included (surgical complications and long-term outcomes).

Bowel Management

One of the major problems faced by children with HD relates to bowel routines. Even after corrective surgery, many patients with HD still experience bowel management issues. In children who undergo surgery, systematic evaluation and the use of a structured and tailored approach to successfully treat persistent incontinence or soiling is recommended [12-14]. No studies covered the subtheme of toilet training specific to HD. Some authors suggest Botox injections to relax the sphincter muscle and promote defecation [15]. Single-center studies have also shown improvement in bowel function post-Soave with pelvic floor exercises [16] or Malone antegrade enemas [17]. All these interventions aim to achieve social continence.

Infection

Hirschsprung’s associated enterocolitis (HAEC) is a serious, potentially life-threatening complication with an estimated incidence ranging from 4.6% to 54% [18]. Risk factors for developing HAEC are unclear. One systematic review that examined HAEC in relation to Clostridium difficile infection found 98 reported cases of HAEC related to Clostridium difficile infection from 1974 to 2014 [19]. There was insufficient data to analyze the role of other pathogens. One retrospective study found 58% of patients with HAEC had allergy to cow’s milk [20]. In terms of prevention, 1 report found no effect of probiotics administration when compared with placebo on HAEC incidence or recurrent HAEC post-surgery [21]. Similarly, a retrospective review found no difference in HAEC incidence or anastomotic stricture rates in children who either had or did not have routine anal dilations prescribed post the pull-through procedure [22].

With respect to surgical techniques, a systematic review reported a low incidence (10.2%) of postoperative HAEC after the transanal 1-stage pull-through procedure technique with HAEC successfully managed conservatively in majority of patients (81.5%) [18]. A single-center retrospective cohort study found that HAEC incidence decreased from 33.9% to 1.9% postsurgery with a transanal rectal mucosectomy and partial internal anal sphincterotomy [23]. We found no studies regarding caregivers’ concerns about the association between HD and susceptibility to common flus and colds.

Perianal Irritation

One small (n=4) single-center pilot study suggested that the use of zinc oxide ointment with potato-derived protease inhibitors may reduce the otherwise intractable protease-induced perianal skin irritation in infants with long-segment HD [24].

Nutrition and Growth

One single-center retrospective study found that growth and development in the first year of life were not different between infants with short-segment HD and those with long-segment HD [25].

Gastrointestinal Pain

No studies that met our inclusion criteria were identified for this topic.
Table 1. Demographics of survey respondents.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em><em>HD</em> community survey</em>*</td>
<td></td>
</tr>
<tr>
<td>Year of birth of individual living with HD (n=86)</td>
<td></td>
</tr>
<tr>
<td>2012-2014</td>
<td>21 (24)</td>
</tr>
<tr>
<td>2009-2011</td>
<td>34 (40)</td>
</tr>
<tr>
<td>2006-2008</td>
<td>16 (19)</td>
</tr>
<tr>
<td>1995-2005</td>
<td>13 (15)</td>
</tr>
<tr>
<td>Before 1995</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Type of HD (n=89)</strong></td>
<td></td>
</tr>
<tr>
<td>Ultrashort segment</td>
<td>16 (18)</td>
</tr>
<tr>
<td>Short segment</td>
<td>36 (40)</td>
</tr>
<tr>
<td>Long segment</td>
<td>16 (18)</td>
</tr>
<tr>
<td>Total colonic</td>
<td>13 (15)</td>
</tr>
<tr>
<td>Unsure</td>
<td>8 (9)</td>
</tr>
<tr>
<td><strong>Age of HD diagnosis (n=89)</strong></td>
<td></td>
</tr>
<tr>
<td>0-1 months</td>
<td>78 (88)</td>
</tr>
<tr>
<td>2-12 months</td>
<td>8 (9)</td>
</tr>
<tr>
<td>13 months-4 years</td>
<td>2 (2)</td>
</tr>
<tr>
<td>&gt;4 years</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Pediatric surgeon survey</strong> b (n=52)</td>
<td></td>
</tr>
<tr>
<td>Length of practice (years)</td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>11 (21)</td>
</tr>
<tr>
<td>6-15</td>
<td>18 (35)</td>
</tr>
<tr>
<td>&gt;15</td>
<td>23 (44)</td>
</tr>
<tr>
<td>Cases of HD seen per year</td>
<td></td>
</tr>
<tr>
<td>≤5</td>
<td>30 (58)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>22 (42)</td>
</tr>
<tr>
<td>Multidisciplinary follow up offered in the clinic</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (23)</td>
</tr>
</tbody>
</table>

*aHD: Hirschsprung disease.

bSurgeon demographics were similar for both surveys; demographics from the initial survey only are reported in Table 1.

Diagnostics

Contrast Enema

Contrast enema (CE) has often been used as an adjunct to rectal biopsies for diagnosing HD. Barium or water-soluble contrast is instilled into the rectum to assess the transition zone. We found 10 articles published between 2006 and 2014 related to CE and its utility in HD [26-35]: five primary studies concluded that CE had either a low specificity, was not useful, or had a high false positive and negative rate [26,29-32]. A systematic review reported a sensitivity rate of 70% and specificity rate of 83% [28]. Wong et al [35] found that the addition of a delayed radiograph following CE raised the sensitivity from 69% to 100% but reduced the specificity from 89% to 78%. The literature suggests that CE is not as sensitive or specific as rectal biopsy to diagnose HD. The addition of a delayed film may increase sensitivity but lower specificity. CE may be helpful to raise suspicion of total colonic HD if certain criteria are found [35]. CE should not be used alone as a single method in the diagnosis of HD because it could be misleading and underestimate the extent of HD.
Rectal Biopsies

Classically, hematoxylin and eosin with or without acetylcholinesterase (AChE) are used in rectal biopsies to evaluate ganglion cells and nerve trunk hypertrophy respectively. Morris et al [36] state that calretinin immunohistochemistry may be superior to AChE in the context of total aganglionosis, superficial biopsies, and prematurity. Volpe et al [37] describe that with nerve hypertrophy, calretinin is a reliable marker for the transition zone. Uniformly, all authors concluded that calretinin immunohistochemistry is a reliable modality to diagnose HD and is equivalent if not superior to AChE with a sensitivity of 93.3% and specificity of 100% [38].

Several authors assessed different rectal biopsy techniques. Rectal suction biopsy (reserved for infants) [39], jumbo forceps [40], and full thickness biopsies [41] were all adequate to obtain tissue diagnosis for HD. Hematoxylin and eosin with or without AChE and with the addition of calretinin is effective in making the diagnosis via different techniques of procuring the rectal biopsy.

Surgical Complications & Long-Term Outcomes

Complications

A 2013 systematic review [42] compared the outcomes between 444 transanal endorectal pull-through procedures and 348 conventional transabdominal approaches (including Soave, Duhamel, Swenson, and Rehbein procedures). Transanal endorectal pull-through procedures had shorter operative time and hospital stay, less postoperative soiling or incontinence and constipation, and no difference in postoperative enterocolitis. Similarly, Gosemann et al [43] found an advantage of the transanal over the open approaches in their systematic review.

Yang and Tang published in an abstract [44] the randomization of 54 children to a laparoscopic endorectal pull-through with a long or short cuff and reported that patients with a long cuff had a lower incidence of enterocolitis and better defection in the first 6 months after surgery. The defection frequency was similar 12 months after surgery. All authors considered a single stage approach standard of care for the treatment of short-segment HD. Most studies confirm the benefit of a transanal endorectal pull-through approach with or without laparoscopy over an open abdominal approach. Some studies reported that the transanal approach is associated with an increased rate of incontinence after the surgery [45,46]. Incidence rates of postoperative enterocolitis seem comparable among the different surgical approaches.

Long-Term Outcomes

Two prospective cohort studies evaluated the bowel function and quality of life in adults operated for HD during childhood. Ieiri et al [47] found that more than 85% of patients reported satisfactory bowel function (“good or excellent score”). Only 21.4% reported a normal score, and 16.7% and 19% reported incontinence and soiling, respectively. Jarvi et al performed a population-based study that included age- and sex-matched controls and reported that the overall bowel function score was lower in patients with HD, resulting in social problems associated with bowel function [48].
Discussion

Research funders and public involvement organizations advocate for public participation to ensure that research is relevant, of high priority, and more easily translated into practice upon completion [1,5,49]. The public’s involvement can range from receiving the results of research findings to providing input and guidance to the research team to a partnership role as primary or coinvestigators [3,50,51]. In this study, a parent partnered with our research team, helping to set the agenda for the research and contributing to project decisions. The involvement of a parent on the research team and input from the survey respondents via a social media campaign were critical in highlighting areas in which more resources and research are needed to guide the diagnosis and care of people living with HD.

The James Lind Alliance is an organization that has developed standardized methods of involving the public in setting priorities for research around specific diagnoses [52]. Their priority-setting partnerships are designed to create a top 10 list of uncertainties in a given area to prioritize future research. In 2000, 1 study described a mismatch in funded research when compared with patient priorities [53]. More recently, Crowe et al [54] compared the James Lind Alliance recommended top 10 lists with registered trials and suggested that this mismatch has not yet been remedied. Registered research mainly focuses on drug treatments (37%-86%), whereas priority-setting partnerships mention drugs as a treatment priority less than 20% of the time [54]. We see a similar trend in this study. Nutrition and growth, perianal irritation, and gastrointestinal (GI) pain are the 2nd, 3rd, and 5th priority areas, respectively, identified by caregivers. Our literature search found only 1 study addressing nutrition and growth, 1 addressing perianal irritation, and no studies...
addressing GI pain in HD. Conversely, the topics that yielded the largest amount of information were diagnostics and surgical complications, which were the 3rd and 5th priorities of pediatric surgeons but not mentioned by caregivers. Thus, it is important for future research to consider both caregiver and health care provider priorities.

Our study demonstrates that it is feasible to engage with a global caregiver community online, via social media, to prioritize health research topics. We received responses from 89 caregivers; the majority responded within 1 week of posting the survey. Because HD is a rare disease, we would have been unable to recruit this large of a sample size from a single or even multicenter collaboration using more traditional methods within such a short period. However, it is prudent to acknowledge that the use of social media and an exclusively Web-based survey may have precluded the involvement of some individuals and therefore may not be entirely representative.

We undertook a number of measures to ensure that a rigorous literature review was conducted to identify studies addressing the prioritized areas, including a prespecified review methodology, peer-reviewed search strategy, and the inclusion of systematic review experts on our research team to oversee this process. A limitation is that we did not conduct a formal systematic review and as such may not have identified all of the relevant literature. Also, only English language studies were included. Furthermore, on the topic of surgical complications, owing to the large number of studies in this area, only specific study designs (systematic reviews, clinical practice guidelines, and randomized controlled trials) representing the highest level of evidence available were summarized in the evidence synthesis. Finally, within the individual topic areas, the reviewed research revealed limitations that include a large number of retrospective studies (often with small sample sizes) with a paucity of prospective research, data from large cohorts, or randomized trials. The use of nonstandardized outcome measures or clinical practice differences between sites further affected comparisons between studies.

In conclusion, involving caregivers through a parent-initiated social media campaign allowed us to identify and prioritize HD-related information needs of caregivers and surgeons. We have provided a summary of the evidence that is available to address these needs. Notably, the caregiver priority areas of nutrition and growth, perianal irritation, and GI pain have received very little attention in the literature to date. Future research should address these topics, in addition to the priority areas identified by surgeons, in collaboration with caregivers and individuals living with HD.

What began as a search for information resulted in establishing a support group. This has since grown into a hub for sharing the most recent medical information on HD. The HD community has partnered with the only HD not-for-profit organization: REACH (www.reachhd.org) and created a medical advisory board. This board consists of pediatric surgeons, researchers, geneticists, dieticians and gastroenterologists with a particular interest in HD. We use social media now not only to collect information but also to prioritize the information and share it so that families can have access to more than just emotional support. [Parent of a child with HD]
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Abstract

Background: Pediatric physician-led Web-based chat services offer a novel, low-threshold communication channel between caregivers and physicians.

Objective: Our aim was to describe chat conversations between caregivers and physicians in a Web-based chat service to determine the factors that should be considered when planning a similar chat service. We also aimed to evaluate whether caregivers considered the consultations helpful, whether physicians considered they could answer caregivers’ questions, and whether further face-to-face medical contact was needed.

Methods: In September 2015, a private medical center for children in the greater Helsinki area initiated a Web-based chat service, accessible via any device with an internet connection, open from 9 am to 9 pm local time. Four residents in pediatrics, who had performed at least 60% of their 6-year residency program, served as the physicians responsible for chat consultations with caregivers of children. Between October 2015 and March 2016, 343 consecutive consultations were immediately evaluated by a chat physician. On average, caregivers were followed up by email questionnaire 7-14 days later, which 98 caregivers answered a median of 11 (interquartile range, IQR, 7-20) days later.

Results: The age of the children whose caregivers contacted the chat service was a median of 2.1 (IQR 0.83-4.69) years, and 29.8% (102/342) of the children were less than 1 year old. The majority (119/343, 34.7%) of the chat conversations took place from 9 am to noon, and infections were the most common concern in over half of cases (189/343, 55.1%). Chat physicians recommended a face-to-face appointment with a physician for that same day in 13.7% (47/343) of the cases. A face-to-face exam was recommended for that same day more often if the chat concerned infection (36/189, 19.0% cases) compared with other reasons (11/154, 7.1%, cases; \(P=0.001\)). Physicians felt capable of answering caregivers’ questions in 72.6% (249/343) of the cases, whereas 93% (91/98) of caregivers considered physicians’ answers helpful. Whether caregivers had to take their children to see a physician that same day or whether caregivers’ main concern was infection was not found to be associated with whether caregivers considered physicians’ answers helpful or not. However, physicians felt more capable of answering caregivers’ questions when the main concern was infection.

Conclusions: Parental consultations via Web-based chat service often take place before noon and focus on infection-related issues as well as on the health and illness of very young children. These factors should be considered when planning or setting up such a service. Based on the high satisfaction with the chat service by both physicians and caregivers, Web-based chat services may be a useful way to help caregivers with concerns about their child’s health or illness.
Introduction

The availability of Web-based health information and usage of the internet to research health-related problems has increased during the last decade and still continue to grow [1-3]. In an Austrian study from 2015, more than 90% of caregivers visiting an outpatient clinic with their children reported that they collect health information from the internet [4]. Furthermore, seeking Web-based health information can reduce unnecessary contact with health care professionals [5].

The quality of social media sites as a source of health information is often variable as opinions are often biased and presented as facts, and it may be difficult to find reliable websites [6-8]. However, social media has shown potential in sharing child health information by perceived experts to caregivers [5,9]. Furthermore, digital communication channels between caregivers and health care professionals may improve family involvement in the health management of children [10]. In fact, the American Academy of Pediatrics Committee on Pediatric Emergency Medicine already agreed a decade ago that the practice of telemedicine should be supported to optimize the delivery of care for services that can be delivered via telemedicine [11]. Although the number of electronic consulting services has increased and emerging studies suggest that electronic consulting seems a feasible alternative to medical specialist’s face-to-face appointments, only a few studies have focused on pediatric physician-led Web-messaging or chat-based consultation services [10,12-15].

In this study, we aimed to describe Web-based chat conversations between caregivers and physicians to help others allocate human resources in an efficient way when planning a similar service. Furthermore, we evaluated whether physicians and caregivers considered the Web-based chat service helpful for caregivers and whether further face-to-face medical contact after Web-based chatting was needed. We hypothesized that most chat questions would be infection-focused, as described previously [5], that health information could be delivered to caregivers, and that satisfaction of the caregivers would be inversely associated with the need for further face-to-face medical contact.

Methods

A private medical center for children and youth with approximately 110,000 face-to-face appointments in 2015 established a Web-based chat service for caregivers of children in the greater Helsinki area in September 2015. The chat service was based on a secure Web platform accessible via any device with an internet connection. A video clip or picture could be attached to the chat message (Figure 1). The chat service was intended mainly for consultation and not necessarily to substitute an outpatient visit. During the study period, a chat consultation cost €19 per consultation. The fee was not tied to the duration of the chat or the advice given. Afterwards, all parents could get a partial reimbursement from the Social Insurance Institution of Finland and some of the patients also from their insurance companies. The chat service was open from 9 am to 9 pm local time, and one resident in pediatrics at a time was responsible for the Web-based chat consultations. For the study period of 6 months, 4 residents in pediatrics altogether worked for the chat service as a part-time job in their off-duty hours from the public hospital, where they were residents-in-training. In Finland, specializing for pediatrics includes a 6-year residency period (half in secondary and half in tertiary care hospitals) and a board exam. All 4 residents had completed at least 60% of their residency, and thus, all the chat physicians were considered to be qualified to answer questions from caregivers. The local ethics committee of the Helsinki University Hospital approved the study.

The study comprised 343 consecutive Web-based chat consultations and was started 1 month after launching the service to avoid the effects of possible initial technical problems. Chat consultations were immediately evaluated by the 4 chat physicians, and the following data were collected: child’s age, time and total length of a chat, the caregiver’s main concern for consultation, need for further face-to-face medical contact, whether the physician felt capable of answering the caregiver’s question, and whether a prescription was given. Because all questions did not include sufficient information to set a specific diagnosis, the main concerns were grouped into 8 diagnosis groups based on common cases presenting at pediatric outpatient departments. Diagnosis groups were allergy, dermatology, endocrinology or growth problem, gastroenterology, infection, neonatology, neurology, nutrition, and trauma. In addition, an email including a link to a Web-based questionnaire was sent by authors to all caregivers 7-14 days after the chat consultation. The gap of at least a week was chosen because the timeline between a chat consultation and further face-to-face medical contact may vary in accordance with questions and concerns of caregivers. The questionnaire was answered by 28.6% (98/343) of caregivers a median of 11 (interquartile range, IQR, 7-20) days after consultation, and their responses could be matched with physicians’ responses for analyses. The questionnaire was created specifically for this study, and the following data were collected from all the caregivers who answered the questionnaire: need for further face-to-face medical contact, how well a chat physician could answer a caregiver’s question, and whether the caregiver’s primary source of child health information was the internet. Both physicians’ and caregivers’ questions were answered on a 5-point scale (eg, caregivers and physicians judged whether caregivers’ questions were answered very well, well, not well or poorly, quite poorly, or very poorly). However, the scale was then adjusted to a 2-point scale for studying the factors affecting how chat physicians could answer caregivers’ questions.
Figure 1. Screenshot of a demo chat consultation from the Web-based chat service called “Pikkutsätti” initiated by Pikkujätti Medical Centre for Children and Youth.

Variables on a qualitative scale are presented as numbers with percentages and compared using chi-square test or Fisher’s exact test, as appropriate. Variables on a continuous scale were visually assessed for normality using Kolmogorov-Smirnov test, described as mean (SD) or median with IQR, and compared using Student’s t test or Mann-Whitney U test, as appropriate. A P value of ≤.05 was considered significant for all statistical analyses. Statistical analyses were performed using SPSS 21.0 (IBM Corp).

Results

The median age of the children of the caregivers who contacted the chat service was 2.1 (IQR 0.83-4.69) years, and 29.7% (102/343) of children were less than 1 year old (Figure 2). A mother contacted the chat service in 79.9% (274/343) of the cases, a father in 18.7% (64/343) of cases, and another caregiver in 1.5% (5/343) of cases. Of all chat conversations, 7.6% (26/343) lasted less than 15 minutes, 36.7% (126/343) lasted 15-30 minutes, 26.5% (91/343) lasted 30-45 minutes, and 29.2% (100/343) lasted more than 45 minutes. All chat consultations were initially responded to within 15 minutes of the first message from the caregiver, and the average response time was 5 (SD 2) minutes. The majority (119/343, 34.7%) of chat conversations took place from 9 am to noon, 21.6% (74/343) from noon to 3 pm, 21.9% (75/343) from 3 pm to 6 pm, and 21.0% (72/343) from 6 pm to 9 pm. The primary source of child health information was the internet for 57% (56/98) of the caregivers.

The most common concern for consultation was infection in 55.1% (189/343) of cases (Figure 3). When infection as a concern for consultation was compared with other reasons, no difference was apparent in child’s age (P=.30) or in length (P=.22) or time (P=.43) of chat conversation. The chat physician gave a prescription in 20.7% (71/343) of cases, and there was no difference between the number of prescriptions given after chat conversations concerning infections (44/189, 23.2% cases) and those given after other concerns (27/154, 17.5% cases; P=.19).

Chat physicians recommended face-to-face medical contact on that same day in 13.7% (47/343) of cases, later (ie, after that day) in 15.2% (52/343) of cases, and if symptoms would worsen, for nearly half the cases (164/343, 47.8%). Face-to-face medical contact was recommended more often on that same day if the chat conversation concerned infection (36/189, 19.0% cases) compared with other concerns (11/154, 7.1% cases; P=.001). Chat physicians did not recommend more same day face-to-face medical contact for children younger than 12 months compared with that for older children (16/102, 15.7% vs 11/241,12.9%, P=.49). The chat physician did not recommend more same day face-to-face medical contacts after chat consultations lasting longer than 45 minutes compared with shorter chat consultations (36/243, 14.8% vs 11/100, 11.0%, P=.35).

Of all caregivers, 43% (42/98) took their children to a physician with respect to their main concern for chat consultation. In 57% (24/42) of these cases, the chat physician had advised face-to-face medical contact that same day or later. A total of 11% (11/98) of caregivers took their children to see a physician that same day, and 8 (73%) of those caregivers were advised to do so by a chat physician.

Physicians felt capable of answering caregivers’ questions very well or well in nearly three-quarters (249/343, 72.6%) of cases. As for caregivers, 93% (91/98) received very good or good answers, and in 99% (90/91) of these cases, physicians gave a
similar assessment. However, 7% (7/98) of cases showed a discrepancy in response, that is, the physician felt capable of answering the caregiver’s question very well or well, but the caregiver felt he or she received a poor answer. Whether caregivers had to take their children to see a physician that same day, whether the caregiver’s main concern was infection, whether the child was younger than 12 months, or whether the chat conversation lasted longer than 45 minutes did not associate with whether caregivers thought the physician answered their question well or poorly (Table 1). However, physicians felt capable of answering caregivers’ questions better when the main concern was infection ($P=.02$) and when the chat conversation lasted less than 45 minutes ($P<.001$; Table 1).

Figure 2. Age distribution of patients.

Figure 3. The distribution of main concerns leading to chat consultations.
### Table 1. Assessment of chat conversations by caregivers (n=98) and by physicians (N=343 chats).

<table>
<thead>
<tr>
<th>Assessment of chat conversations</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caregivers thought physicians gave a helpful answer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child &lt;1-year-old</td>
<td>26 (96.3)</td>
<td>1 (3.7)</td>
<td>.67</td>
</tr>
<tr>
<td>Child ≥1-year-old</td>
<td>65 (91.5)</td>
<td>6 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Infection as a main concern</td>
<td>57 (95.0)</td>
<td>3 (5.0)</td>
<td>.43</td>
</tr>
<tr>
<td>Other concerns</td>
<td>34 (89.5)</td>
<td>4 (10.5)</td>
<td></td>
</tr>
<tr>
<td>Length of chat &gt;45 min</td>
<td>26 (89.7)</td>
<td>3 (10.3)</td>
<td>.42</td>
</tr>
<tr>
<td>Length of chat ≤45 min</td>
<td>65 (94.2)</td>
<td>4 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Need to visit a physician that same day</td>
<td>10 (90.9)</td>
<td>1 (9.1)</td>
<td>.58</td>
</tr>
<tr>
<td>No need to visit a physician that same day</td>
<td>81 (93.1)</td>
<td>6 (6.9)</td>
<td></td>
</tr>
<tr>
<td>Physicians felt capable of giving a good answer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recommended face-to-face medical contact for that same day</td>
<td>44 (93.6)</td>
<td>3 (6.4)</td>
<td>.47</td>
</tr>
<tr>
<td>Did not recommend face-to-face medical contact for that same day</td>
<td>283 (95.6)</td>
<td>13 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Child &lt;1-year-old</td>
<td>95 (93.1)</td>
<td>7 (6.9)</td>
<td>.26</td>
</tr>
<tr>
<td>Child ≥1-year-old</td>
<td>232 (96.3)</td>
<td>9 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Infection as a main concern</td>
<td>185 (97.9)</td>
<td>4 (2.1)</td>
<td>.02</td>
</tr>
<tr>
<td>Other concern</td>
<td>142 (92.2)</td>
<td>12 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Length of chat &gt;45 min</td>
<td>89 (89.0)</td>
<td>11 (11.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Length of chat ≤45 min</td>
<td>238 (97.9)</td>
<td>5 (2.1)</td>
<td></td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

This descriptive study offers novel information about pediatric physician-led Web-based chat services, which may provide an easy e-Consultation channel for caregivers with a variety of concerns about their child’s health or illness. A thorough description of chat conversations between caregivers and physicians is essential to improve chat services and to help others allocate sufficient and focused human resources when setting up a similar service.

In our study, most chat consultations took place during the morning between 9 am and noon. In line with our hypothesis, infections were the most common concern for Web-based chat consultations. Similarly, infections were the most common topic for parental concerns at a child health social media site, which was based on a question-and-answer service produced by a pediatrician [5]. This is logical because infections are a common cause for both ambulatory and emergency pediatrician visits. A recent study showed that healthy children have an average of 9 parent-reported infections during the first 2 years of life [16]. This high infection rate in children under the age of 2 may explain, at least partly, the low age of the children in this study [16]. Furthermore, previous studies have shown that the young age of children predisposes caregivers to use the internet to gather health information [4,17].

Half of the chat conversations lasted more than 30 minutes, which is consistent with a previous study reporting that the median length of a nurse-led direct Web-based chat triage service launched by the United Kingdom National Health Institute was 30 minutes [13]. Although the United Kingdom National Health Institute considered Web-based chat conversations too long and, therefore, too expensive, the patients were satisfied with the chat length [13]. Despite the time-consuming nature, several chat conversations can be managed at the same time and the physician can perform other tasks while on chat duty. Furthermore, chat connections can be used almost anywhere, be dropped briefly for a more urgent issue, and then be returned to a moment later compared with videoconference appointments or phone calls. Therefore, we conjecture that in the nonacute, low-level medical consultation need of a caregiver, a chat could be a more easily adopted form of first-line communication than a video call. However, in certain cases, a switch to video could be useful, especially for families living in rural and medically underserved communities [18].

In a previous study, 95% of caregivers for children with hemangioma found Web-based electronic health interventions for infantile hemangiomas reliable, and 98% of the caregivers would recommend the intervention to other parents [19]. Correspondingly, the vast majority of caregivers in our study reported that they received good or very good answers to their questions. Therefore, a Web-based chat service may be a useful way to help caregivers with various concerns about their child’s health or illness. However, the proportion of physicians who felt capable of answering caregiver’s question very well or well was somewhat lower. This discrepancy may have resulted mainly from physicians’ self-criticism [20]. Physicians felt capable of answering caregivers’ questions better when the chat consultation was focused on infection compared with that on other concerns, but parental satisfaction was not linked with the
subject of the chat consultation. Physicians also felt capable of answering caregivers’ questions better when the chat conversation lasted less than 45 minutes. Although the time spent waiting for a response may lengthen chat conversations, the length may also reflect the complexity of the parental concern. Furthermore, the fact that the chat physicians were residents in pediatrics instead of licensed pediatricians may also have lengthened discussions. However, the length of chat conversation was not linked with parental satisfaction.

In 2007, half of European people rated the internet as an important source of health information, preceded only by face-to-face contact with health care professionals [3]. In our study, a decade later, the primary source of child health information was the internet for more than half of caregivers. In previous studies, nearly all caregivers reported some use of the internet for their children’s health information, and a fifth of caregivers reported use before attending a pediatric outpatient clinic [4,17,21].

Based on a recent study, 30% of e-Consultations may lead to face-to-face medical contact [22]. In this study, chat physicians recommended face-to-face medical contact for that same day in only about a tenth of the cases, but in 15% of the cases, face-to-face contact was recommended later. If the chat conversation concerned infection, face-to-face medical contact was recommended in a fifth of the cases. Because the majority of caregivers were not advised to or did not seek further face-to-face consultation at all, some families may have avoided needing face-to-face medical contact thanks to the chat service. However, this study cannot reliably answer the question of whether a Web-based chat consultation can replace face-to-face medical contact. In addition, whether caregivers had to take their children to see a physician that same day was not associated with whether caregivers thought the physicians answered their question well or poorly. Therefore, it is likely that the caregivers may contact Web-based chat services not only to replace a face-to-face consultation but also to gather information [17].

Limitations
There are some limitations to our study, the first being the low response rate from parents. A gap of 1-2 weeks before sending the survey to caregivers may have lowered the response rate. Furthermore, since only a quarter of caregivers completed the questionnaire, it is possible that unsatisfied or highly satisfied parents are overrepresented. However, with a high satisfaction rate, we believe our findings show the general applicability of a Web-based chat service for health information distribution to caregivers. Second, we relied on parental reporting on subsequent visits to physicians, therefore, using subjective data. However, we believe that caregivers would have taken their children to a physician by the time they answered the questionnaire. This is further supported by a recent report showing that most consultations via telephone, email, or e-Consult are followed by another consultation within 14 days [22]. Third, in addition to the initial response time, further delay in both physician and caregiver responses was not recorded and may have inappropriately lengthened chat conversations. Fourth, although a private medical center for children established this chat service, we conjecture that similar chat services could be useful in both private and public sectors.

Conclusions
Both caregivers and physicians considered that the concerns of caregivers were well handled and the vast majority of caregivers’ questions could be well answered in a Web-based chat. Thus, a pediatric Web-based chat service provided for caregivers of children may be a useful way to help caregivers with concerns about their child’s health or illness. However, there are a number of factors that should be taken into account when setting up a Web-based physician-led chat service: physicians should have enough time for chat consultations, especially in morning hours, and they should have sufficient knowledge, especially of pediatric infections and the health of very young children.

Authors' Contributions
AK conceptualized and designed the study, collected data, carried out statistical analyses, drafted the initial manuscript, and revised the manuscript. EW, LK, and TT conceptualized and designed the study, collected data, and reviewed and revised the manuscript. OH conceptualized and designed the study, drafted the initial manuscript, and reviewed and revised the manuscript.

Conflicts of Interest
OH is a shareowner of iHealth Finland Ltd, which originally constructed the technical chat platform. AK acts as a guarantor for the integrity of the data collection and analyses.

References


Abbreviations

IQR: interquartile range
eHealth Engagement as a Response to Negative Healthcare Experiences: Cross-Sectional Survey Analysis

Nicole Senft1*, PhD; Jordan Everson2*, PhD

1Department of Medicine, Vanderbilt University Medical Center, Nashville, TN, United States
2Department of Health Policy, Vanderbilt University School of Medicine, Nashville, TN, United States
*all authors contributed equally

Corresponding Author:
Nicole Senft, PhD
Department of Medicine
Vanderbilt University Medical Center
2525 West End Avenue
Nashville, TN, United States
Phone: 1 6153226135
Email: nicole.senft@vumc.org

Abstract

Background: eHealth provides individuals with new means of accessing health information and communicating with providers through online channels. Prior evidence suggests that patients use eHealth to find information online when they receive care that is low in patient centeredness. However, it is unclear how other problems with the healthcare-delivery system motivate the use of eHealth, how these problems relate to different kinds of eHealth activities, and which populations are most likely to use eHealth when they receive low-quality care.

Objective: We aimed to determine how two types of negative care experiences—low patient centeredness and care coordination problems—motivate the use of different eHealth activities, and whether more highly educated individuals, who may find these tools easier to use, are more likely to use eHealth following negative experiences than less highly educated individuals.

Methods: Using nationally representative data from the 2017 Health Information National Trends Survey, we used factor analysis to group 25 different eHealth activities into categories based on the correlation between respondents’ reports of their usage. Subsequently, we used multivariate negative binomial generalized linear model regressions to determine whether negative healthcare experiences predicted greater use of these resulting categories. Finally, we stratified our sample based on education level to determine whether the associations between healthcare experiences and eHealth use differed across groups.

Results: The study included 2612 individuals. Factor analysis classified the eHealth activities into two categories: provider-facing (eg, facilitating communication with providers) and independent (eg, patient-driven information seeking and communication with non-providers). Negative care experiences were not associated with provider-facing eHealth activity in the overall population (care coordination: \( P=0.16 \); patient centeredness: \( P=0.57 \)) or among more highly educated respondents (care coordination: \( P=0.73 \); patient centeredness: \( P=0.32 \)), but respondents with lower education levels who experienced problems with care coordination used provider-facing eHealth more often (IRR=1.40, \( P=0.07 \)). Individuals engaged in more independent eHealth activities if they experienced problems with either care coordination (IRR=1.15, \( P=0.01 \)) or patient-centered communication (IRR=1.16, \( P=0.01 \)). Although care coordination problems predicted independent eHealth activity across education levels (higher education: IRR=1.13, \( P=0.01 \); lower education: IRR=1.19, \( P=0.07 \)), the relationship between low perceived patient centeredness and independent activity was limited to individuals with lower education levels (IRR=1.25, \( P=0.02 \)).

Conclusions: Individuals use a greater number of eHealth activities, especially activities that are independent of healthcare providers, when they experience problems with their healthcare. People with lower levels of education seem particularly inclined to use eHealth when they have negative healthcare experiences. To maximize the potential for eHealth to meet the needs of all patients, especially those who are traditionally underserved by the healthcare system, additional work should be performed to ensure that eHealth resources are accessible and usable to all members of the population.

(J Med Internet Res 2018;20(12):e11034) doi:10.2196/11034

https://www.jmir.org/2018/12/e11034/
**Introduction**

eHealth is defined as “health services and information delivered or enhanced through the Internet and related technologies” [1] and provides patients with a set of tools to engage in their health and healthcare. Along with the increase in provider use of electronic health records and associated tools over the past decade, the variety of eHealth tools available to patients has also increased [2-4]. eHealth resources may allow patients to more actively engage in their health and address problems unaddressed by their providers [5,6]. For example, patients can seek health information online that was not provided or was poorly provided by their care provider; in addition, they can use secure messaging to ensure their test results are seen by specific providers when they perceive poor coordination among their care team.

Existing evidence indicates that patients who experience deficits in the patient-provider relationship are more likely to seek health information online than those who do not experience such deficits [7-10]. For example, Li and colleagues [7] found that 40% of patients sought information online because they believed their doctor had provided them with inaccurate or incomplete information, or that the doctor’s care was not as good as it should have been. In particular, patients who rated their physician as having low patient-centered communication (ie, communication that is respectful of and responsive to individual patients’ needs and preferences [11]) were more likely to seek information online following their appointments, suggesting that online health information may help patients meet informational needs that are not adequately met within the patient-provider relationship. However, the focus in existing research on the association between patients’ perceptions of providers and health information seeking does not clarify how dissatisfaction with care might relate to other kinds of eHealth tools. In particular, tools that provide a means to communicate with healthcare providers (eg, secure messaging) may meet different needs from tools that provide access to information and support that is relatively independent of the healthcare system (eg, health information seeking). In addition, evidence on the impact of other negative healthcare experiences beyond low patient centeredness on eHealth use is limited. No studies have thus far examined the association between care coordination and the use of eHealth. Care coordination problems reflect a system-level failure to organize patient-care activities across multiple people or organizations. Patients may perceive this problem in a different way than they perceive problems in the patient-provider relationship and may use different kinds of eHealth resources in efforts to facilitate coordination of their care.

Patients’ use of the Internet for health-related reasons varies according to the individual’s needs [12,13]. It is therefore likely that different kinds of problematic healthcare experiences are associated with the use of different eHealth tools. Understanding which eHealth resources can be categorized together based on their use and how healthcare experiences predict different kinds of eHealth use could allow practitioners to help their patients derive value from available technologies. Demographic differences in eHealth use indicate that groups that have traditionally been able to effectively navigate the healthcare system (ie, wealthier or more highly educated individuals) are best positioned to use eHealth resources available to them [14-18]. Consequently, these groups may be most likely to use eHealth in response to a problem in their care, thereby limiting the protective effect of broad access to eHealth tools.

This study aimed to determine the relationships between patients’ experiences of problems with the healthcare system and the use of varied eHealth tools. We first classified the eHealth activities assessed in the 2017 Health Information National Trends Survey (HINTS) into related groups. We then used these factors to determine how two types of negative care experiences (ie, low patient centeredness and care coordination problems) motivated the use of different kinds of eHealth activities and whether education level affected the associations between eHealth use and negative experiences.

**Methods**

**Data**

We used data from the first wave of the 2017 HINTS, which is a cross-sectional, nationally representative survey of American adults. HINTS is designed to analyze how people use health information, with a focus on information technology and healthy behaviors. We selected the HINTS data because they contain unique information on people’s interactions with the healthcare system and their use of eHealth tools.

**Population**

Our study included individuals aged ≥18 years in the civilian non-institutionalized population of the United States. Respondents were excluded from analyses if they were missing >25% of data in the measures of eHealth activity (n=143), patient centeredness (n=500), or care coordination (n=30). Thus, our final sample included data from 2612 respondents.

**Dependent Variable: eHealth Activity**

There are many available eHealth activities, and studies frequently select only one or a few activities for analysis. The HINTS survey includes 25 items related to eHealth activity across 4 instruments. Instead of limiting the activities in our analyses, we categorized these tools into conceptually similar groups. We used exploratory factor analysis to identify the number of underlying constructs onto which eHealth items loaded. These analyses, described in detail in the Analysis section below, resulted in the construction of two dependent variables: eHealth activities used to communicate with healthcare providers (11 provider-facing activities) and eHealth activities performed independent of the provider (10 independent activities).
Independent Variable: Negative Healthcare Experiences

Two sets of survey items in HINTS are related to negative healthcare experiences. **Patient centeredness** of care was measured using a 7-item scale based on the core functions of patient-centered communication identified by Epstein and Street [19] and widely used in past research [19,20]. Respondents were asked 7 questions about how often (Always, Often, Sometimes, Never) providers (1) “Give you the chance to ask all the health-related questions you had,” (2) “Give the attention you needed to your feelings and emotions,” (3) “Involve you in decisions about your healthcare as much as you wanted,” (4) “Make sure you understood the things you needed to do to take care of your health,” (5) “Explain things in a way you could understand,” (6) “Spend enough time with you,” and (7) “Help you deal with feelings of uncertainty about your health or health care.” To create a summary of responses, we calculated the mean of each respondents’ answers to all 7 questions. As the responses were highly skewed, we operationalized this variable as tertiles rather than as a continuous measure. The tertiles represented relatively low, medium, and high patient centeredness. If the patient reported low or medium patient centeredness, they were considered to have negative experiences of *patient centeredness*. This conceptual categorization of perceived patient centeredness into very-positive versus less-positive perceptions is consistent with the methods of previous studies that used this measure and other measures of patient-centered communication [7,20,21].

The second set of survey items focused on **problems in care coordination**. Four survey items on this concept were included in HINTS. Respondents were asked whether at some point in the last 12 months, they (1) “Had to bring an X-ray, MRI, or other type of test result with you to the appointment,” (2) “Had to wait for test results longer than you thought reasonable,” (3) “Had to redo a test or procedure because the earlier test results were not available,” and (4) “Had to provide your medical history again because your chart could not be found.” We excluded the survey item about bringing a test result to an appointment because we believed it lacked face validity; unlike the other 3 items, this item was not considered problematic. Therefore, we were concerned that any patient who underwent imaging might answer this question positively. In support of this reasoning, during initial data cleaning, we empirically observed that this “problem” was reported far more often (572/2612, 22% unweighted, 19% weighted) vs an average of 225/2612 (8.6% unweighted, 9.4% weighted) respondents for the other 3 problems) and that correlations between this “problem” and the other 3 problems were low (0.17 on average). Because each item was relatively rare in the initial data analysis, we operationalized this variable dichotomously. If the patient experienced at least 1 of the 3 problems, they were considered to have negative experiences of care coordination.

Stratifying Variables

In the HINTS data, education is measured on a 5-point scale: (1) Less than high school, (2) High school graduation, (3) Some college, (4) Bachelor’s degree, and (5) Postbaccalaureate degree. We stratified the sample into higher and lower education levels to determine whether these groups engaged in eHealth differently when they had negative healthcare experiences. The median level of education was some college experience, and more respondents reported a college or higher education level than a high school or lower education level (30.2% vs 36.1%). Therefore, we categorized participants with education level lower than a bachelor’s degree as having a lower education level and those with a bachelor’s or postbaccalaureate degree as having a higher education level. A subsequent sensitivity analysis grouped participants with at least some college experience along with participants with a higher education level.

**Control Variables**

We included several variables in our multivariate analysis to account for factors that may introduce bias in the relationships between negative healthcare experiences and the use of eHealth. We included 4 demographic variables (race, gender, age, and income), two variables related to use of the internet (whether they ever use the internet and whether they accessed the internet from home), and patients’ self-reported general health, each of which may be associated with both the extent to which individuals experience problems with their healthcare and their use of eHealth resources.

**Analysis**

**Factor Analysis**

To test the first research question, that is, how eHealth activities can be categorized on the basis of their usage, we used exploratory factor analysis with oblique promax rotation. We chose this rotation because we did not want to constrain the data based on an assumption of orthogonality. We retained factors with an eigenvalue >1, which is the typical cutoff to retain factors for analysis. Items were excluded if, following rotation, they did not load onto any factor at levels >0.40 or if they loaded onto multiple factors at levels >0.40.

**Regression Analysis**

We created two multivariate generalized linear model regressions for our second research question about the relationship between negative healthcare experiences and eHealth activities. In one model, we estimated how negative healthcare experiences (medium or low perceptions of patient centeredness and experience of at least one coordination problem) were associated with the use of provider-facing eHealth activities. In the second model, we analyzed the associations between these two negative healthcare experiences and independent eHealth activities. We included covariates related to demographics, internet use, and general health in each model. We used negative binomial regressions because the outcomes were counts of eHealth activities and were overdispersed. We used survey weights to ensure that our estimates were representative of the US population.

We divided our sample into two groups according to higher and lower education levels to address our third research question about whether the relationships between negative healthcare experiences and eHealth activity differed across educational levels. Subsequently, we recreated the two negative binomial regression models described above in this section to estimate
the relationships between negative healthcare experiences and provider-facing and independent eHealth activities within each education group. Finally, we plotted the predicted level of each eHealth activity based on negative healthcare experiences to facilitate comparison of the magnitude of effects. All statistical analyses were conducted in Stata 16 MP (Stata Corporation, College Station, TX).

**Results**

**Summary Statistics**

Our final study sample included 2612 individuals (Table 1), of which 63.5% (survey-weighted) were non-Hispanic white, 9.2% were Hispanic, and 13.1% were non-Hispanic African-American. In addition, 62.6% of respondents (weighted) did not receive a bachelor’s or higher degree. The mean age of the study population was 49 years, and the modal health rating was “Very good.”

**Factor Analysis**

Only two factors had eigenvalues >1. Following oblique promax rotation, 21 of the 25 eHealth activity items loaded clearly onto one of the two factors, which together accounted for 93% of the variance in reported eHealth use. The first factor included 11 eHealth activities used to communicate with healthcare providers (provider-facing activities). The second factor included 10 eHealth activities independent of the provider (independent activities; Table 2). The remaining 4 items were excluded from analyses because they failed to load onto either factor using the factor-loading cutoff of .40. Use of provider-facing activities and independent activities were positively correlated with each other ($r_{2,612} = .48$). A mean comparison using $t$-test showed that respondents had used fewer provider-facing activities (mean 1.94, SD 2.70) than independent activities (mean 3.75, SD 2.71; $t_{2611} = 33.42$, $P < .001$, 95% CI 1.70-1.92).

**Regression Analysis**

**Full Sample**

Overall, neither problems in care coordination nor perceived patient centeredness predicted the number of provider-facing activities used (Table 3). In contrast, participants who experienced problems with care coordination used an average of 0.50 (14.9%) more independent eHealth activities than those who did not experience such problems ($\beta = 1.15$, $P = .01$). Compared to participants who perceived high levels of patient centeredness, those who perceived moderate levels of patient centeredness used an average of 0.44 (14.0%) more independent activities ($\beta = 1.14$, $P = .02$) and those who perceived low levels used an average of 0.50 (15.9%) more independent activities ($\beta = 1.16$, $P = .01$).

**Education-Stratified Groups**

Provider-facing eHealth activity was not predicted by problems in care coordination or perceived patient centeredness in the model restricted to more highly educated adults (Figure 1). Among individuals with education below college level, those who experienced problems with care coordination used an average of 0.40 (40.4%) more provider-facing eHealth activities than those who did not experience such problems ($\beta = 1.40$, $P = .07$). However, this finding should be interpreted with caution, as it was not significant in our sensitivity analysis (ie, when participants with some college education were categorized as having higher education levels, Multimedia Appendix 1). The perceived lack of patient centeredness remained nonsignificantly associated with provider-facing eHealth use among adults with lower levels of education.

In the stratified model restricted to more highly educated individuals, problems with care coordination were associated with the use of 0.63 (13.1%) more independent eHealth activities ($\beta = 1.13$, $P = .009$), whereas perceived patient centeredness was not associated with the use of these activities. Among individuals with education below college level, those who experienced problems with care coordination used an average of 0.51 (18.8%) more provider-facing eHealth activities than those who did not experience such problems, showing a marginally significant increase ($\beta = 1.19$, $P = .07$). This finding should also be interpreted with caution, as it was nonsignificant in our sensitivity analysis (Multimedia Appendix 1). Compared to participants who perceived high levels of patient centeredness, those who perceived moderate levels of patient centeredness used an average of 0.55 (22.4%) more independent activities ($\beta = 1.22$, $P = .02$) and those who perceived low levels used an average of 0.62 (25.4%) more independent activities ($\beta = 1.25$, $P = .02$).
<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>148 (7.5)</td>
<td>5.5-9.5</td>
</tr>
<tr>
<td>High school graduate</td>
<td>467 (22.7)</td>
<td>20.3-25.1</td>
</tr>
<tr>
<td>Some college</td>
<td>752 (32.4)</td>
<td>30.0-34.7</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>697 (22.2)</td>
<td>20.7-23.6</td>
</tr>
<tr>
<td>Postbaccalaureate degree</td>
<td>491 (13.9)</td>
<td>12.6-15.3</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1568 (63.5)</td>
<td>61.3-65.8</td>
</tr>
<tr>
<td>Hispanic</td>
<td>333 (9.2)</td>
<td>8.1-10.3</td>
</tr>
<tr>
<td>Non-Hispanic African-American</td>
<td>296 (13.1)</td>
<td>11.6-14.5</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>95 (4.4)</td>
<td>3.7-5.1</td>
</tr>
<tr>
<td>Other</td>
<td>98 (2.8)</td>
<td>2.4-3.2</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>996 (45.6)</td>
<td>43.8-47.4</td>
</tr>
<tr>
<td>Female</td>
<td>1580 (53.5)</td>
<td>51.7-55.3</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34 years</td>
<td>280 (21.3)</td>
<td>18.0-24.5</td>
</tr>
<tr>
<td>35-49 years</td>
<td>514 (26.7)</td>
<td>23.3-30.2</td>
</tr>
<tr>
<td>50-64 years</td>
<td>877 (30.0)</td>
<td>28.0-32.1</td>
</tr>
<tr>
<td>65-74 years</td>
<td>563 (11.5)</td>
<td>10.8-12.1</td>
</tr>
<tr>
<td>≥75 years</td>
<td>292 (7.8)</td>
<td>7.2-8.5</td>
</tr>
<tr>
<td><strong>Income (USD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0-$34,999</td>
<td>805 (28.6)</td>
<td>25.7-31.4</td>
</tr>
<tr>
<td>$35,000-$100,000</td>
<td>1125 (44.5)</td>
<td>41.0-48.1</td>
</tr>
<tr>
<td>≥$100,000</td>
<td>660 (25.8)</td>
<td>23.1-28.4</td>
</tr>
<tr>
<td><strong>General health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>64 (2.4)</td>
<td>1.4-3.4</td>
</tr>
<tr>
<td>Fair</td>
<td>410 (14.5)</td>
<td>12.3-16.7</td>
</tr>
<tr>
<td>Good</td>
<td>903 (34.1)</td>
<td>30.5-37.6</td>
</tr>
<tr>
<td>Very good</td>
<td>944 (37.3)</td>
<td>33.9-40.8</td>
</tr>
<tr>
<td>Excellent</td>
<td>266 (10.8)</td>
<td>8.3-13.4</td>
</tr>
<tr>
<td><strong>Use Internet</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>499 (16.4)</td>
<td>14.5-18.2</td>
</tr>
<tr>
<td>Yes</td>
<td>2113 (83.6)</td>
<td>81.8-85.5</td>
</tr>
<tr>
<td><strong>Use Internet at home</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable</td>
<td>100 (4.4)</td>
<td>3.0-5.9</td>
</tr>
<tr>
<td>Never</td>
<td>482 (16.4)</td>
<td>14.4-18.3</td>
</tr>
<tr>
<td>Sometimes</td>
<td>627 (25.2)</td>
<td>22.6-27.7</td>
</tr>
<tr>
<td>Daily</td>
<td>1260 (49.8)</td>
<td>46.7-52.9</td>
</tr>
</tbody>
</table>
Table 2. Factor analysis results.

<table>
<thead>
<tr>
<th>Item</th>
<th>Provider-Facing eHealth</th>
<th>Independent eHealth</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In the past 12 months, have you used a computer, smartphone, or any other electronic means to do any of the following?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Look for health or medical information for yourself</td>
<td>-0.04</td>
<td>.62</td>
</tr>
<tr>
<td>Look for health or medical information for someone else</td>
<td>-0.06</td>
<td>.58</td>
</tr>
<tr>
<td>Buy medicine or vitamins online</td>
<td>.08</td>
<td>.28</td>
</tr>
<tr>
<td>Look for a healthcare provider</td>
<td>-0.04</td>
<td>.55</td>
</tr>
<tr>
<td>Use e-mail or the Internet to communicate with a doctor or a doctor’s office</td>
<td>.44</td>
<td>.31</td>
</tr>
<tr>
<td>Make appointments with a health care provider</td>
<td>.29</td>
<td>.31</td>
</tr>
<tr>
<td>Track healthcare charges and costs</td>
<td>.20</td>
<td>.43</td>
</tr>
<tr>
<td>Fill out forms or paperwork related to your health care</td>
<td>.16</td>
<td>.44</td>
</tr>
<tr>
<td>Look up test results</td>
<td>.56</td>
<td>.23</td>
</tr>
<tr>
<td><strong>In the past 12 months, have you used your online medical record to</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Make appointments with a healthcare provider</td>
<td>.74</td>
<td>-0.02</td>
</tr>
<tr>
<td>Fill out forms or paperwork related to your healthcare</td>
<td>.62</td>
<td>.07</td>
</tr>
<tr>
<td>Request refill of medications</td>
<td>.72</td>
<td>-0.07</td>
</tr>
<tr>
<td>Request correction of inaccurate information</td>
<td>.39</td>
<td>-0.03</td>
</tr>
<tr>
<td>Add health information to share with your healthcare provider, such as health concerns, symptoms, and side-effects</td>
<td>.60</td>
<td>-0.06</td>
</tr>
<tr>
<td>Download your health information to your computer or mobile device such as a cell phone or tablet</td>
<td>.48</td>
<td>-0.01</td>
</tr>
<tr>
<td>Help you make a decision about how to treat an illness or condition</td>
<td>.57</td>
<td>-0.03</td>
</tr>
<tr>
<td>Securely message a health care provider and staff (eg, e-mail)</td>
<td>.80</td>
<td>-0.04</td>
</tr>
<tr>
<td>Monitor your health</td>
<td>.66</td>
<td>-0.05</td>
</tr>
<tr>
<td>Look up test results</td>
<td>.76</td>
<td>.03</td>
</tr>
<tr>
<td><strong>In the last 12 months, have you used the Internet for any of the following reasons?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To share health information on social networking sites such as Facebook or Twitter</td>
<td>-0.07</td>
<td>.41</td>
</tr>
<tr>
<td>To participate in an online forum or support group for people with a similar health or medical issue</td>
<td>-0.05</td>
<td>.35</td>
</tr>
<tr>
<td>To watch a health-related video on YouTube</td>
<td>-0.06</td>
<td>.52</td>
</tr>
<tr>
<td><strong>Has your tablet or smartphone</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helped you track progress on a health-related goal such as quitting smoking, losing weight, or increasing physical activity</td>
<td>.05</td>
<td>.46</td>
</tr>
<tr>
<td>Helped you make a decision about how to treat an illness or condition</td>
<td>-0.07</td>
<td>.58</td>
</tr>
<tr>
<td>Helped you in discussions with your healthcare provider</td>
<td>.09</td>
<td>.51</td>
</tr>
</tbody>
</table>
Table 3. Weighted negative binomial regression predicting provider-facing and independent eHealth activities.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Provider-facing eHealth</th>
<th></th>
<th>Independent eHealth</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Incidence rate ratios (SE)</td>
<td>P value</td>
<td>Incidence rate ratios (SE)</td>
<td>P value</td>
</tr>
<tr>
<td>Care coordination problem</td>
<td>1.18 (0.14)</td>
<td>.16</td>
<td>1.15 (0.06)</td>
<td>.01</td>
</tr>
<tr>
<td>Patient centeredness (reference: High)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>0.94 (0.10)</td>
<td>.58</td>
<td>1.14 (0.06)</td>
<td>.01</td>
</tr>
<tr>
<td>Low</td>
<td>0.92 (0.13)</td>
<td>.57</td>
<td>1.16 (0.07)</td>
<td>.01</td>
</tr>
<tr>
<td>Race/ethnicity (reference: Non-Hispanic white)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.98 (0.16)</td>
<td>.90</td>
<td>1.03 (0.08)</td>
<td>.67</td>
</tr>
<tr>
<td>Non-Hispanic African-American</td>
<td>0.84 (0.14)</td>
<td>.29</td>
<td>1.01 (0.05)</td>
<td>.91</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>1.14 (0.27)</td>
<td>.58</td>
<td>1.23 (0.09)</td>
<td>.01</td>
</tr>
<tr>
<td>Other</td>
<td>1.01 (0.23)</td>
<td>.95</td>
<td>1.15 (0.13)</td>
<td>.22</td>
</tr>
<tr>
<td>Missing</td>
<td>1.18 (0.31)</td>
<td>.53</td>
<td>1.24 (0.27)</td>
<td>.33</td>
</tr>
<tr>
<td>Gender (reference: Male)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.22 (0.15)</td>
<td>.12</td>
<td>1.16 (0.06)</td>
<td>.004</td>
</tr>
<tr>
<td>Missing</td>
<td>0.92 (0.38)</td>
<td>.85</td>
<td>1.31 (0.29)</td>
<td>.22</td>
</tr>
<tr>
<td>Age (reference: 18-34 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-49 years</td>
<td>1.32 (0.22)</td>
<td>.09</td>
<td>0.95 (0.07)</td>
<td>.47</td>
</tr>
<tr>
<td>50-64 years</td>
<td>1.17 (0.19)</td>
<td>.35</td>
<td>0.77 (0.06)</td>
<td>.001</td>
</tr>
<tr>
<td>65-74 years</td>
<td>1.06 (0.18)</td>
<td>.74</td>
<td>0.65 (0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥75 years</td>
<td>0.98 (0.22)</td>
<td>.91</td>
<td>0.43 (0.05)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Missing</td>
<td>1.01 (0.43)</td>
<td>.98</td>
<td>0.46 (0.14)</td>
<td>.01</td>
</tr>
<tr>
<td>Education (reference: Less than high school graduate)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>1.31 (0.39)</td>
<td>.36</td>
<td>1.12 (0.23)</td>
<td>.57</td>
</tr>
<tr>
<td>Some college</td>
<td>1.72 (0.55)</td>
<td>.09</td>
<td>1.31 (0.27)</td>
<td>.20</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>2.28 (0.73)</td>
<td>.01</td>
<td>1.44 (0.29)</td>
<td>.08</td>
</tr>
<tr>
<td>Postbaccalaureate Degree</td>
<td>2.14 (0.71)</td>
<td>.03</td>
<td>1.38 (0.28)</td>
<td>.12</td>
</tr>
<tr>
<td>Missing</td>
<td>0.85 (0.41)</td>
<td>.74</td>
<td>1.01 (0.41)</td>
<td>.98</td>
</tr>
<tr>
<td>Income (USD; reference: $0-$34,9999)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$35000-$99,9999</td>
<td>1.39 (0.31)</td>
<td>.14</td>
<td>1.14 (0.06)</td>
<td>.02</td>
</tr>
<tr>
<td>≥$100,000</td>
<td>1.59 (0.37)</td>
<td>.05</td>
<td>1.21 (0.08)</td>
<td>.009</td>
</tr>
<tr>
<td>Missing</td>
<td>0.93 (1.01)</td>
<td>.94</td>
<td>0.96 (0.54)</td>
<td>.94</td>
</tr>
<tr>
<td>General health (reference: Poor)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>0.98 (0.57)</td>
<td>.97</td>
<td>1.29 (0.31)</td>
<td>.28</td>
</tr>
<tr>
<td>Good</td>
<td>0.78 (0.46)</td>
<td>.68</td>
<td>1.30 (0.33)</td>
<td>.31</td>
</tr>
<tr>
<td>Very good</td>
<td>0.92 (0.54)</td>
<td>.89</td>
<td>1.34 (0.33)</td>
<td>.23</td>
</tr>
<tr>
<td>Excellent</td>
<td>0.81 (0.47)</td>
<td>.72</td>
<td>1.37 (0.34)</td>
<td>.21</td>
</tr>
<tr>
<td>Missing</td>
<td>0.36 (0.19)</td>
<td>.06</td>
<td>1.35 (0.44)</td>
<td>.37</td>
</tr>
<tr>
<td>Use Internet</td>
<td>2.70 (0.87)</td>
<td>&lt;.001</td>
<td>2.41 (0.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use Internet at home (reference: Not Applicable)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>2.15 (1.01)</td>
<td>.11</td>
<td>1.27 (0.22)</td>
<td>.17</td>
</tr>
<tr>
<td>Sometimes</td>
<td>2.29 (0.84)</td>
<td>.03</td>
<td>1.48 (0.17)</td>
<td>.001</td>
</tr>
<tr>
<td>Daily</td>
<td>2.59 (0.92)</td>
<td>.01</td>
<td>1.55 (0.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Missing</td>
<td>1.44 (0.72)</td>
<td>.47</td>
<td>1.38 (0.24)</td>
<td>.07</td>
</tr>
</tbody>
</table>
Discussion

We examined the relationships between negative experiences with the healthcare system and the use of eHealth, and whether these relationships differed across individuals’ education levels in a nationally representative sample of adults. We found that eHealth activities were clearly divided into two categories: provider-facing activities (facilitating access to providers and communication with providers) and independent activities (patient-driven information seeking and communication with non-providers). Negative care experiences were not associated with provider-facing eHealth activity in the overall population or among more highly educated respondents; however, respondents with a lower education level were more likely to use these activities if they experienced problems with care coordination. These results were different for independent eHealth activity: Overall, individuals were more likely to engage in these activities if they experienced problems with either care coordination or patient-centered communication. Although care coordination problems predicted independent eHealth activity similarly across education levels, the relationship between low perceived patient centeredness and independent activity seemed limited to individuals with lower levels of education. The cross-sectional nature of these data precludes us from determining whether eHealth use results from these negative care experiences; however, our findings suggest that people may use eHealth to address deficiencies in healthcare, and this potential protective effect is more pronounced in groups that have traditionally struggled to navigate the healthcare system (individuals with lower levels of education).

The two underlying categories we identified using factor analysis resonate with existing literature on eHealth, which tend to focus on provider-facing eHealth tools or independent health information seeking, but rarely on both [6]. Existing individual analyses focused on one or a few eHealth activities, making the comparison of results across studies difficult (eg, [14] vs [16]). The structure we identified provides a framework for determining how the use of one kind of activity might affect the use of other activities. In addition, our approach facilitates measurement of multiple kinds of eHealth activities concurrently and limits potentially arbitrary selection of eHealth activities for analysis. Finally, scale construction facilitates investigation...
of the intensity of eHealth use. As internet access and advanced electronic health records become increasingly widespread, binary indicators of eHealth use may become less meaningful and measures of intensity may become more important [22].

Mean levels of eHealth activity indicate that these resources remain underused, with people using, on average, less than half of the eHealth resources available to them. Provider-facing activities are especially underused, indicating the need for researchers and healthcare professionals to identify and remedy barriers to their adoption and use. Although eHealth activities are overall underused, the current results suggest greater use among individuals with negative healthcare experiences than in those without such experiences. Similar to previous studies, we found that perceived low patient centeredness predicted increased independent activity [7,10]. Extending this prior work, we observed that care-coordination problems were associated with greater independent eHealth use. In contrast to these effects for independent use, neither low patient centeredness nor care coordination problems contributed to provider-facing use in this combined, nationally representative sample. This may indicate that, when individuals experience problems with care, eHealth activities that act as alternatives to the traditional healthcare system may seem more useful than tools that improve interactions with the system.

Contrary to our expectations, people with lower levels of education may be more likely to seek alternatives or supplements when care problems occur as compared to individuals with higher levels of education. This suggests a potential protective effect for a disadvantaged group (individuals with lower levels of education), as they seek alternatives or supplements when care problems occur. In particular, our findings suggest that individuals with lower education levels may react more to problems with patient-centered communication than individuals with higher education levels. Despite this relationship, individuals with lower education levels used eHealth resources at lower rates than those with higher education levels. This finding is consistent with a persistent digital divide in eHealth use associated with other health disparities [14,17]. These findings indicate that eHealth could help address differences in the quality of care received by different socioeconomic groups, but new strategies are needed to increase its adoption and use in vulnerable populations if these resources are to meet their potential of reducing health disparities [18]. Future work should focus on ensuring equitable access to eHealth resources as well as the creation and dissemination of culturally appropriate eHealth tools.

Our study has several limitations. First, the construction of the HINTS survey may have contributed to sorting of individual items in the factor analysis, as responses to nearby items on instruments are likely correlated by construction. Although some survey instruments loaded fully onto one factor, others contributed items to both or neither category, and the survey construction alone did not fully explain the pattern of our results. Future work should aim to replicate these results in other surveys. Second, our analyses were cross-sectional in nature. We observed associations between negative healthcare experiences and eHealth use and hypothesized that patients use eHealth in response to these care experiences, but our data cannot support this causal inference. As such, our results are subject to potential bias or reverse causality. One possible source of bias is that people with more complex health problems may be more likely to use provider-facing tools and experience coordination problems. To reduce the potential for bias, we included a set of patient demographics, internet access, and health status variables to control for the observed differences in respondents. Finally, although we discuss eHealth as a promising resource, we were unable to test whether its use improves health in individuals with negative care experiences. Measuring the impact of eHealth on outcomes and developing strategies to maximize the potential benefits of eHealth remain important areas of study but are beyond the scope of this research.

A strength of the current work is that the data were sourced from a nationally representative sample of Americans. However, we should ascertain whether these results can be replicated in other cultural contexts. People in “Western, Educated, Industrialized, Rich, and Democratic (WEIRD)” societies like the United States are frequent outliers in behavioral research [23], with a strong focus on independence and autonomy. However, Americans with lower levels of education, similar to the worldwide population, tend to value interpersonal connection more strongly [23,24]. This may partially explain the increased responsiveness to deficits in the patient-provider relationship among individuals with lower education levels. It is possible that the overall patterns of eHealth motivation more closely resemble those of more highly educated Americans in cultural contexts that value independence and those of less highly educated Americans in cultural contexts that value interpersonal connection. Compared to populations of other nations, Americans face shorter wait times to visit their providers. The use of eHealth tools in response to negative care experiences may be more prevalent in nations where followup visits to address these experiences are limited [25]. Therefore, it is possible that the trends observed in this study may be more pronounced in other settings.

Our findings indicate that individuals use eHealth activities, especially those that are independent of healthcare providers, when they experience problems with their healthcare. In particular, individuals with lower levels of education seem to use eHealth in response to negative healthcare experiences. Nonetheless, eHealth use remains low overall, and eHealth is an underused means of improving health outcomes. To maximize the potential for eHealth to meet the needs of all patients, especially those who are traditionally underserved by the healthcare system, additional work should ensure that eHealth resources are accessible to and usable by all members of the population.
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Abstract

Background: Decisional tools have demonstrated their importance in informing manufacturing and commercial decisions in the monoclonal antibody domain. Recent approved therapies in regenerative medicine have shown great clinical benefits to patients.

Objective: The objective of this review was to investigate what decisional tools are available and what issues and gaps have been raised for their use in regenerative medicine.

Methods: We systematically searched MEDLINE to identify articles on decision support tools relevant to tissue engineering, and cell and gene therapy, with the aim of identifying gaps for future decisional tool development. We included published studies in English including a description of decisional tools in regenerative medicines. We extracted data using a predesigned Excel table and assessed the data both quantitatively and qualitatively.

Results: We identified 9 articles addressing key decisions in manufacturing and product development challenges in cell therapies. The decision objectives, parameters, assumptions, and solution methods were analyzed in detail. We found that all decisional tools focused on cell therapies, and 6 of the 9 reviews focused on allogeneic cell therapy products. We identified no available tools on tissue-engineering and gene therapy products. These studies addressed key decisions in manufacturing and product development challenges in cell therapies, such as choice of technology, through modeling.

Conclusions: Our review identified a limited number of decisional tools. While the monoclonal antibodies and biologics decisional tool domain has been well developed and has shown great importance in driving more cost-effective manufacturing processes and better investment decisions, there is a lot to be learned in the regenerative medicine domain. There is ample space for expansion, especially with regard to autologous cell therapies, tissue engineering, and gene therapies. To consider the problem more comprehensively, the full needle-to-needle process should be modeled and evaluated.

(J Med Internet Res 2018;20(12):e12448) doi:10.2196/12448
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decisional tool; systematic review; regenerative medicine; cell therapy; decision support techniques; cell- and tissue-based therapy
Introduction

Rationale

Decisional tools or decision support tools are tools that can be used to support complex decision making and problem solving. Since their advent in the 1970s [1], these tools have been used to support evidence-based decision making in various industries, including health care [2], agriculture [3], and the environment [4].

In the biopharmaceutical industry, decisional tools have been applied to monoclonal antibody and vaccine manufacturing decisions for over 20 years. These tools have proved to be useful for understanding cost structures and risks in order to inform decisions in various areas, including technology evaluation, facility fit, and capacity planning [5-10].

Decision support tools such as cost-of-goods modeling have proved themselves instrumental in informing the industry about the economic drivers in switching to new technologies. One such example is the shift from stainless steel to single-use production strategies for biologics over the last 15 years across the biopharma industry, which allowed faster campaign turnover, lower initial capital costs, and manufacturing cost savings [7,9,11]. Through providing a better understanding of the cost drivers for change, decisional tools were able to help build a valid commercial case to influence decision makers in making important business and bioprocess decisions, from technology choice and process change, to supply chain and project portfolio management [6,12-15].

Regenerative medicine, as defined by Mason and Dunnill in 2008, “replaces or regenerates human cells, tissues or organs, to restore or establish normal function, with approaches such as use of soluble molecules, gene therapy, stem cell transplantation, gene therapy, tissue engineering and the reprogramming of cell and tissue types” [16]. By 2018, the field had seen major breakthroughs. With US Food and Drug Administration approvals of the genetically modified T-cell therapies tisagenlecleucel (Kymriah) and axicabtagene ciloleucel (Yescarta) for refractory or relapsed acute lymphoblastic leukemia and large B-cell lymphoma, respectively, and voretigene neparvovec (Luxturna) for retinal dystrophy [17], the industry is slowly living up to its expectations. As more regenerative medicine products are commercialized, decisions such as cost-of-goods optimization and process design become more critical.

Objectives

Rekhi et al [18] reviewed the existing decisional tools for monoclonal antibodies and cell therapy bioprocessing and identified plenty of room for expansion. With this review, we aimed to provide a systematic update of the regenerative medicine decision support tool landscape, with a focus on tissue engineering, and cell and gene therapies, to identify the gaps in the literature and inform future development of decisional tools in the area.

The key research questions this review aimed to address were as follows. First, what decisional tools are available in the regenerative medicine domain? Second, what issues have been addressed? Third, what are the gaps in decisional tools for regenerative medicine?

Methods

We conducted this systematic review following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. As we used only publicly available information, the review did not require ethics review board approval.

Eligibility Criteria

To be included in this review, each article had to meet the following criteria: (1) addressed regenerative medicines, either autologous or allogeneic, (2) described a decisional tool, and (3) was available in English.

We enforced the following exclusion criteria to allow the review to focus on the outcomes of fresh research reported with sufficient details: (1) review articles, (2) conference abstracts, and (3) book chapters.

Search Strategy and Study Selection

We searched the literature on May 23, 2018 to identify suitable studies indexed in the MEDLINE database and electronically identified the bibliographical references of the articles. We also manually searched Google Scholar.

To find relevant studies, we used the keywords in Textbox 1. We constructed a search string by pairing a regenerative medicine term and a decisional tool search term—for example: (regenerative medicine) AND bioprocess economics; (cell therapy) AND bioprocess design.

We screened all titles and abstracts that we identified for relevance. Subsequently, we obtained full-text articles and reviewed eligible articles.

Data Collection

We analyzed the relevant articles in five aspects that are typically shared by decision support tools found in the literature (Figure 1). We extracted key data (Figure 1) from each source, by following the same structure, into a predesigned Excel spreadsheet (Microsoft Corporation).
### Textbox 1. Search terms.

<table>
<thead>
<tr>
<th>Regenerative medicine search items</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Regenerative medicine</td>
</tr>
<tr>
<td>- Cell therapy</td>
</tr>
<tr>
<td>- Tissue engineering</td>
</tr>
<tr>
<td>- Gene therapy</td>
</tr>
<tr>
<td>- Exosomes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decisional tools search terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Bioprocess economics</td>
</tr>
<tr>
<td>- Bioprocess design</td>
</tr>
<tr>
<td>- Decision* tool</td>
</tr>
<tr>
<td>- Evaluation framework</td>
</tr>
</tbody>
</table>

---

**Figure 1.** Key data extracted from the eligible literature.

---

**Results**

Figure 2 shows the PRISMA flowchart of the literature search process. The database searches identified 646 articles for review. At the screening stage, we deemed 13 articles to be relevant for full-text eligibility assessment. We excluded 4 full-text articles after screening, as they did not contain a description of a decisional tool and, hence, did not meet the eligibility criteria. Thus, we identified 9 articles that met the inclusion criteria and reviewed them in full detail for subsequent assessments. Multimedia Appendix 1 shows the executed data abstraction form. The small number of articles we initially identified and the small number resulting after screening indicate the novelty of this research area.
Decision Objectives

Table 1 [19-27] shows the various decision objectives of published decisional models. Ungrin et al aimed to enhance the upstream cell expansion yield [19]. Lambrechts et al [20] described a visualization tool for upstream expansion processes cited from other literature, and hence did not have a decision objective. All other models focused on optimization of the costs for manufacturing or product development. Manufacturing cost of goods was further broken down to show subcategories such as raw material, labor, consumables, and capital equipment in various analyses. Product development costs relate to investment required to bring the product from bench to bedside, including particularly clinical trial costs. Optimizing these costs is critical in the sustainable development of companies and their operational efficiency. Project net present value (NPV) is a commonly used method in project evaluation [28]. Through evaluating the NPV as an impact of process change in the development timeline, Hassan et al [21] reflected the risks and benefits of making a process change from one technology to another.
Table 1. Decision objectives of various decisional models in the reviewed articles.

<table>
<thead>
<tr>
<th>Decision objectives</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational yield for cell expansion process</td>
<td>Ungrin, 2012 [19]</td>
</tr>
<tr>
<td>Investment costs</td>
<td>McCall, 2013 [27]; Hassan, 2016 [21]</td>
</tr>
<tr>
<td>Risk-adjusted net present value</td>
<td>Hassan, 2016 [21]</td>
</tr>
<tr>
<td>Not applicable</td>
<td>Lambrechts, 2016 [20]</td>
</tr>
</tbody>
</table>

System

System Boundary

Parnell et al [29] define a system boundary as a physical or conceptual boundary that contains all the essential elements, subsystems, and interactions necessary to address a system decision problem. Different decision objectives would motivate different definitions of systems boundaries.

We generalized the systems in the eligible articles into two types: (1) product development systems, and (2) manufacturing and supply chain systems.

Product Development Systems

Two identified articles looked into the development phase of cell therapies, both describing generic processes that can be applied to any cell therapies. McCall [27] defined the systems boundary as being between preclinical trials and phase 3 clinical trials in order to look into the costs of developing a cell therapy. Hassan et al [21] defined their systems boundaries as being between phase 1 clinical trials and regulatory approval in order to study the impact of process changes along the development phases on NPV of their project.

Manufacturing and Supply Chain Systems

A total of 8 articles investigated decision making for manufacturing and supply chain systems. Figure 3 shows the system boundaries in these 8 articles mapped against the needle-to-needle or patient-to-patient (ie, from patient tissue procurement to therapy administration) cost-of-goods roadmap proposed by Lipsitz et al [30].

Ungrin et al [19] and Lambrechts et al [20] addressed optimization of the cell expansion process upstream through experiments, bioprocess modeling, and visualization. Hassan et al [21] focused on process change impacts along the product development pathway using the change of upstream processing technology as an illustrative example; hence we have included their study in this section as well.

Simaria et al [22], Hassan et al [23], Weil et al [24], Harrison et al [25], and Jenkins and Farid [26] evaluated different technology options for the studied steps within their defined system boundaries to better understand the advantages, disadvantages, and bottlenecks in adopting different technology options and their implications for manufacturing cost of goods.

Figure 3. Coverage of existing decisional tools. conc: concentration; DSP: downstream processing; QC: quality control; USP: upstream processing.
**Product Type**

All the articles we identified focused on cell and ex vivo gene therapy; we found no decisional tools in tissue engineering or in vivo gene therapy. Table 2 [19-27] shows the product types and type of transplant considered in the articles.

There was considerably more focus on allogeneic therapies and mesenchymal stem cells (MSCs) as the cell source. The study by Weil et al [24] is the only one in this review that considered autologous processes, but it focused only on downstream affinity purification.

**Decision Variables, Parameters, and Assumptions**

Decision variables conceptually or mathematically represent decisions to be made in order to (best) achieve the decision objectives. For a given decision objective, the determination of a decision variable is typically affected by either internal or external characteristics, or by both of them, which are referred to as decision parameters. In other words, decision parameters, together with other assumptions taken for internal or external settings, form the input to a decision process, while the determined values for the decision variables are its output.

**Decision Variables**

Decision variables are variables that the decision-maker controls. Such variables are dependent on the decision objectives and the problems they seek to answer.

For product development systems, the models seek to answer to objectives such as minimizing development duration, risks, and investment costs. The timing for technology change was the decision variable modeled by Hassan et al to study the impact of process change in product development on the project NPV [21]. McCall [27] studied the impacts of product development risks and uncertainties, as well as rework probability on the investment costs; as there was no optimization module in this study, no decision variable was identified.

**Table 2.** Cell types and type of transplant.

<table>
<thead>
<tr>
<th>Transplant type</th>
<th>Cell type</th>
<th>Chimeric antigen receptor T-cell</th>
<th>Human pluripotent stem cell/induced pluripotent stem cells</th>
<th>Not specified</th>
<th>Not applicable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autologous</td>
<td>N/A</td>
<td>N/A</td>
<td>Weil, 2017 [24]</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Not specified</td>
<td>N/A</td>
<td>N/A</td>
<td>Ungrin, 2012 [19]</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Not applicable</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td>McCall, 2013 [27]</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

**Figure 4.** Upstream and downstream operations considered in the reviewed articles. FACS: fluorescence-activated cell sorting; MACS: magnetic-activated cell sorting.
For manufacturing and supply chain systems, the models seek to answer to objectives such as process yield [19] and manufacturing cost minimization [22,24-26]. In these systems, the choice of unit operations in the manufacturing process sequence, chosen equipment, and their capacities are critical decision variables to be considered. Figure 4 shows the upstream and downstream unit operations options considered in the articles. Together with process parameters, process flowsheet, and requirements, the processes were modeled in order to understand the associated cost of goods. Conclusions on the relative advantages of various technology options under different demand scenarios were drawn for bottleneck analysis and decision recommendations.

**Input Parameters**

Input parameters are defined as “a constant element or factor, especially serving as a limit or boundary” [31]. These are inputs defined as prerequisites of the objective function; in other words, they are constants of the objective function and not the values to be optimized. In the 9 articles we identified, these included scale, throughput, demand goal, and technical process parameters.

**Scale, Throughput, and Demand Goal**

Early articles in the area generally looked at demands several times more than the recent articles. As more commercial case studies of regenerative medicine products arise, the demand landscape is better understood and the estimation for cost-of-goods modeling has been lowered from the monoclonal antibodies ballpark (1000-500,000 doses of allogeneic MSCs per year [22] to around 2500 doses/y for a regional center for allogeneic MSCs [25] and 500-5000 doses/y for chimeric antigen receptor T cells (CAR-T) [26]). Demand scenarios were chosen depending on the cell type and the therapeutic target. As more and more real-world commercial cases have emerged, recent articles gave a lot more consideration to the clinical applications and their specific demands and, hence, proposed more realistic demand scenarios.

**Upstream and Downstream Operations Process Parameters**

For upstream operations, comparisons were drawn from a range of equipment scale, cell culture modes, and extent of automation. Table 3 [19,22,25,26] summarizes process parameters previously considered and explicitly mentioned in their respective articles.

In all the articles, planar culture flasks (eg, T-flasks and multilayer flasks) were consistently found to be the most expensive of all evaluated technologies for allogeneic therapies and infeasible for higher cell number per lot. The number of cells harvested per surface area was found to be the most important cost driver, as it dictates the number of expansion units required and, hence, the raw materials and consumables requirements [22,26].

Table 4 [23,24,26] shows the process parameters for downstream processing discussed in the articles.
Table 3. Input process parameters for upstream processing.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Studied technologies</td>
<td>Microwell</td>
<td>T-flasks, multilayers, compact flasks, compact multilayers, multilayer bioreactors, hollow fiber bioreactors</td>
<td>T-175 flasks, SelectT automated platform</td>
<td>Planar culture flasks, rocking-motion bioreactor, gas-permeable vessel, integrated bioprocess platform</td>
</tr>
<tr>
<td>Cell culture process parameters</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Population doublings</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Inoculation cell count</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Seeding density</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Harvest density</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Technology process parameters</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Surface area</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Equipment size and volume range</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of expansion stages</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Perfusion rate</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Maximum units</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Biosafety cabinet requirement</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Incubator capacity requirement</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Time duration assumptions</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Seed time</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Feed time</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Harvest time</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Cell culture duration</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Material use and cost assumptions</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Media requirements</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Labor requirements</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Consumable unit price</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Capital charge</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Table 4. Input process parameters for downstream processing.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wash and concentration: studied technolo-</td>
<td>Tangential flow</td>
<td>N/A</td>
<td>Fluidized bed</td>
</tr>
<tr>
<td>gies</td>
<td>filtration, fluid-</td>
<td></td>
<td>centrifugation,</td>
</tr>
<tr>
<td></td>
<td>ized bed centri-</td>
<td></td>
<td>spinning filter</td>
</tr>
<tr>
<td></td>
<td>fugation</td>
<td></td>
<td>membrane, inte-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>grated bioprocess</td>
</tr>
<tr>
<td>Purification: studied technologies</td>
<td>N/A</td>
<td>Fluorescence-</td>
<td>Magnetic-activated</td>
</tr>
<tr>
<td></td>
<td></td>
<td>activated cell</td>
<td>cell sorting, in-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sorting, magne-</td>
<td>tegrated bioprocess</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tic-activated</td>
<td>platform</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cell sorting,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>novel bead</td>
<td></td>
</tr>
<tr>
<td>Technology process parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of washes/cycles</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Equipment size and volume range</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Maximum cell processing capacity</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Step yield</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Time duration assumptions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum time</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Material use and cost assumptions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raw material requirements</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Labor requirements</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Consumable unit price</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Capital charge</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

The downstream process starts with the wash and concentration step, and common wash concentration unit operations were discussed in detail by Hassan et al [23] and Jenkins and Farid [26]. Hassan et al reported that wash and concentration downstream steps were a bottleneck for high-cell-dose lots at high demand. As the demand estimate was lowered in the study of Jenkins and Farid, wash and concentration was no longer shown to be a bottleneck except in integrated bioprocess platforms such as CliniMACS Prodigy, which has a relatively smaller volume-reduction capacity.

Following wash and concentration, affinity purification has also been a target for modeling and optimization. Weil et al [24] and Jenkins and Farid [26] looked into affinity purification for autologous induced pluripotent stem cells and allogeneic CAR-T cells, respectively. Weil et al compared fluorescence-activated cell sorting (FACS) versus magnetic-activated cell sorting (MACS) and evaluated a novel technology that does not require cell labeling. MACS was determined to be more cost effective for dose sizes with a higher cell count (>7.0×10⁷ cells/dose), as FACS is limited by its process scale. The model by Jenkins and Farid [26], for affinity purification, considered only MACS and integrated bioprocess platform.

**Assumptions and Constraints**

The articles made other assumptions besides technology-related assumptions and constraints.

For scheduling-related problems where one task follows another, task precedence constraint was used. McCall [27] used the task precedence constraint for dictating the start and end of a task, which is useful for setting up the scheduling problem. Iteration loops were built in the development pathway with assumption of learning. Hassan et al [21] assumed a linear project development pathway with failure probability. They constructed a database with information on clinical trial development times and failure rates of all 592 commercial cell therapy projects from 1981 to 2011 to estimate the duration and failure rate of similar products. This approach allows more industrially relevant benchmark assumptions to be made and, hence, gives rise to higher-quality results.

For resource utilization, McCall [27] assumed a fixed and steady-rate consumption of resources and a renewable resource pool throughout the project duration. Similar assumptions were made in all the other cost models to better understand the impact of resource utilization on the overall cost of goods. For instance, Simaria et al [22] showed that efficient use of equipment and facility can lower the depreciation costs shared across doses. Harrison et al [25] looked into the impact of human resource turnover in detail to understand the impact of increased operators on the relative cost of labor in overall cost of goods.

Having reasonable cost assumptions is one of the most important factors determining the validity of the model. Table 5 [22-26] shows some of the cost assumptions used in various models.
Table 5. Extracted quality control (QC), labor, and facility cost assumptions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>QC quality assurance cost = 1 × operating labor cost</td>
<td>QC costs per dose = £3250</td>
<td>QC costs based on Athersys</td>
<td>Simpler assay panel: US$5934.53</td>
<td>Advanced assay panel: US$37512</td>
<td>QC quality assurance cost = 1 × operating labor cost</td>
</tr>
<tr>
<td>Labor costs</td>
<td>Operating labor = US$200/h, other labor cost multiplier = 0.2</td>
<td>Labor cost = hourly rate × number of operators × number of lots/y</td>
<td>Fluorescence-activated cell sorting operator wage = £57,500/y</td>
<td>Magnetic-activated cell sorting operator wage = £46,000/y</td>
<td>Salary by salary band, taking into account pension, overheads, and training costs</td>
</tr>
<tr>
<td>Facility costs</td>
<td>Depreciation over 10 years</td>
<td>Lang factor: 23.67</td>
<td>Maintenance (% capital investment) = 10%</td>
<td>Depreciation (% capital investment) = 7%</td>
<td>Office space, business rates, service charge cleanroom space costed per square meter</td>
</tr>
<tr>
<td>N/A³</td>
<td>N/A³</td>
<td>N/A³</td>
<td>Office space, business rates, service charge cleanroom space costed per square meter</td>
<td>Depreciation over 10 years</td>
<td></td>
</tr>
</tbody>
</table>

³N/A: not applicable.

The cost assumptions of Harrison et al [25] were considerably more detailed than those in the rest of the articles. Quality control test panels were in accordance with good manufacturing practice requirements of the specific product and are listed in detail in the supplementary material of Harrison et al and based on industry information from Athersys. Depending on product characteristics, each product needs different quality control tests and assays requirements and, hence, the costs can be quite different. For instance, genetically modified cells would require assays on transformed cell populations to demonstrate appropriate and reproducible expression of newly acquired characteristics [25].

Labor costs can be quite different depending on geographical location. In an interview with the chief executive of Nanjing Legend, a Chinese company, he estimated that the manufacturing costs for CAR-T in China can be one-sixth of those in the United States due to cheaper overheads [32]. Simaria et al [22] suggested in their sensitivity analysis that labor rate is one of the most important cost drivers for less-automated processes.

The two main methods for accounting for facility costs in the studies were equipment-factored estimates (e.g., Lang factor) and estimates of cost per square meter. Facility costs are averaged over the period of depreciation and shared among all doses. The Lang factor is a commonly used method in project cost estimates in the engineering industry and is recommended by the American Association of Cost Engineers [33]. The Lang factor used by Hassan et al [23] was taken from Pollock et al [12], which took into account pipework and installation, process control, instrumentation, electrical power, building works, detail engineering, construction and site management, commissioning, and contingency factor. It was unclear what Harrison et al [25] included in their method of cost per square meter applied to cleanroom space. In addition, a different cleanroom grade would constitute a different cleanroom space running cost and, hence, it is important to understand the good manufacturing practice requirements of the manufacturing environment.

Solution Method

A solution method is required to relate the decision variables to the decision objective. Process models were built in all the identified studies. Table 6 [19-27] summarizes the approaches to solution methods used in the 9 articles. The two main approaches were process economics modeling in the form of what-if studies and multi-attribute decision making.
Table 6. Techniques and algorithms used for solution methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Process economics modeling</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Value systems modeling</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Design structure matrix</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>What-if scenario analysis</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Multi-attribute decision making</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Database evaluation</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Latin hypercube</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Monte Carlo simulation</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Sensitivity analysis</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Deterministic process evaluation</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Stochastic model</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Data Visualization</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

**Process Economics and Value Systems Modeling**

To ensure all relevant costs are identified, typically models simulating the actual manufacturing or product development process are constructed and costs associated with each step are summed. Costs were analyzed by Simaria et al. [22], Hassan et al. [23], Hassan et al. [21], Weil et al. [24], Harrison et al. [25], and Jenkins and Farid [26]. This method allows for process-centric costing, which in turn supports cost analyses based on technology options.

A value system modeling is a way of modeling the firms by sets of activities that the firms use to create value and competitive advantage [34]. McCall [27] modeled the set of activities in product development and accounted for development process characteristics such as interdependency, iteration, activity cost, and duration uncertainties. Through this model, McCall was able to highlight the critical processes, resources, and risks in product development. The report highlighted the importance of early-stage investment, clinical trials rework, and regulatory requirements.

**Design Structure Matrix**

Design structure matrix is a method developed by Steward and other in 1981 for planning and communicating engineering works [35]. The matrix represents the events, their sequence, and the interdependencies between events. McCall [27] used a design structure matrix to clearly represent the precedence constraints while considering iteration circuits inherent in product development.

**What-If Scenario Analysis**

Several articles included what-if scenario analysis, where the dose sizes, lot sizes, and demand for products were varied. These studies were used to provide guidance for technology selection under different circumstances.

**Single Objective Versus Multi-Attribute Decision Making**

While most articles dealt only with manufacturing or investment cost optimization, Jenkins and Farid’s model employed a multicriteria decision-making methodology to assess bioprocess flowsheets [26].

The weighted sum technique provided a way to account for both quantitative and qualitative attributes of a solution, and, by assigning weightings, considered the perceived relative importance of different attributes. Weighted sum, however, is just one of many methods of multi-attribute decision making. Hester and Velasquez [36] conducted a comprehensive review and comparison of the methods commonly used. The analytic hierarchy process allows for pairwise comparisons to compare alternatives, which is less data intensive and more suitable for qualitative performance-type problems and resource management applications.

**Handling of Risks and Uncertainties**

Common themes incorporated into these manufacturing and development cost models are the risks and uncertainties lurking in the industry. The major methods of capturing risks and uncertainties in the studied models were stochastic modeling, Latin hypercube sampling, Monte Carlo analyses, and sensitivity analyses.

**Deterministic Versus Stochastic Modeling**

Deterministic models use discrete values, meaning that, for a certain input, the output will always be the same. Stochastic models have at least one quantity with random values, leading to an ensemble of different outputs [27].

Stochasticity was accounted for in 3 of the articles, where triangular distributions were applied to parameters to capture the uncertain and variable nature of the systems. McCall [27] applied a triangular probability distribution to the task duration to capture the uncertainties in development step duration. Hassan
et al [21] applied a probability distribution to the success rate of each development step. Jenkins and Farid [26] assigned probability distributions to the weighting of quality attributes in the multi-attribute decision-making module; hence, they modeled only the variability in preference of quality attribute. We noted that probability distribution had not been assigned to variability and uncertainties in the manufacturing process in these studies.

Latin Hypercube Sampling and Monte Carlo Simulation
McCall [27] categorized the risks into product risk factors and enterprise risk factors. Product risks were defined as risks that can harm the patient, namely the choice of cell type, manufacturing processes, and delivery mechanism. Enterprise risks were defined as risks that affect the commercialization of the product and the business developing the product, namely technical risks and market risks. The Latin hypercube sampling method was used to consider the probability of failure and duration for each task along the product development pathway and the interdependencies. It is worthwhile to note that in this model, iteration caused by failures and impact of failures during each phase were considered using three matrices: design structure, rework probability, and rework impact.

Hassan et al [21] simulated the risks and uncertainties of process change along the product development pathway through Monte Carlo analyses. To adjust the project NPV according to risk, they used a discount rate based on the riskiness and expected development time.

Sensitivity Analysis
Sensitivity analysis is a common strategy to account for uncertainties and identify key cost drivers [22,24,26]. It is useful in understanding which assumptions and parameters the overall system is most sensitive to. Simaria et al [22] focused on upstream production for MSCs and found that the main cost drivers were microcarrier area, harvest density, media price, and downstream yield. Weil et al [24] and Jenkins and Farid [26], who considered processes requiring differentiation or gene modification, consistently cited the key cost drivers to be the efficiency of differentiation and gene modification. This is particularly interesting, as Weil et al modeled an allogeneic process [24] while Jenkins and Farid modeled an autologous process with a different cell type [26].

Hypothetical Case Studies
Hypothetical case studies where the demand and dose sizes varied were conducted for manufacturing systems, including by Simaria et al [22], Hassan et al [23], Weil et al [24], and Jenkins and Farid [26]. The case studies were useful in the evaluation of process bottlenecks and technology-switch sweet spot analysis.

Implementation

Model Validation

Data Mining
McCall [27] and Hassan et al [21] both established databases using real commercial case studies to inform some of their assumptions. McCall collected data from development programs surrounding orphan and non–orphan cell therapies [27], while Hassan et al collected information on clinical trial development times and failure rates of all 592 commercial cell therapy projects that entered development from 1981 to the end of 2011 [21]. These databases are useful for benchmarking purposes and increase the validity of the development time assumptions.

Laboratory Experiments
Ungrin et al [19], Weil et al [24], and Harrison et al [25] all included experimental results to inform assumptions in their studies. Using experimental results to support key assumptions is a powerful tool in validation. For instance, performance data of unit operations may not be as good as the vendor claims and the use case may be different, hence leading to varying results. Also, conducting experiments with different cell types can give valuable insights into characterization of the inherent variability of the process, lending the model more credibility.

Simulation Platforms
Figure 5 shows the simulation platforms employed in the different tools. Depending on the goal of the decisional tool, different simulation tools have been used. For simpler models, using Microsoft Excel with Visual Basic has appeared to be sufficient. For instance, the Excel model constructed by Weil et al [24] consisted of a cost model with mass balance, design, sizing, resource utilization and cost-of-goods equations, database of bioprocess technology data and iterative algorithms, and scenario analysis developed using Visual Basic. However, Visual Basic codes are susceptible to Excel program upgrades, and changing formats (eg, adding a column or a row) may cause changes in the functions. C# or MATLAB allows more versatile coding experience, and for models requiring many runs, such as uncertainty or stochasticity analysis, these platforms may be more suitable.

For models with larger databases, it is worth looking into database software such as Microsoft Access. Database software provides better scalability if the volume of data is huge, and the links can be built in a more robust ways than in spreadsheets.

Visualization software such as Google Charts allows for information to be easily updated and visualized and hence is useful for presenting a lot of data in a meaningful way [20]. Dedicated add-ons, such as Palisade Risk 6, used by McCall [27], allow for Monte Carlo simulations and sensitivity analysis to be carried out a bit more easily. Without experience of using the software, however, the usability of this software has not been formally compared with implementations based on C# or MATLAB.
**Discussion**

**Principal Findings**

We systematically reviewed 9 articles describing decisional tools in the regenerative medicine area. The diversity of decisions that have been modeled in this area is very limited compared with work relating to monoclonal antibodies and small-molecule pharmaceuticals. Some areas that are not yet studied include scheduling [37], facility fit [38], capacity planning [39,40], supply chain optimization [41,42], and portfolio management [6].

In terms of product development systems, it is worthwhile to consider that regenerative medicines for serious life-threatening diseases can be eligible for regulatory shortcuts through various early-access initiatives, such as breakthrough therapy designation in the United States [43], Priority Medicines (PRIME) in the European Union, and Sakigake Designation in Japan [43-47]. Table 7 [17,44,48-60] shows some examples of cell and gene therapy products that have been granted regulatory pathways or designations that allow for acceleration of the commercialization process. As more and more products are granted these designations, to assist decision making, the implications of these pathways should be considered. For instance, breakthrough therapy designation allows for New Drug Application and Biologic License Application data to be submitted as they are accumulated, and orphan drug designation allows for approval of medicinal products within 6 months. The impact of these accelerated regulatory pathways can be evaluated using decisional tools to better understand the efficiency of these policies and inform future regulatory framework improvements.

Available models provide good guidance for the industry in terms of technology evaluation at various scales for large-scale allogeneic process unit operations. However, autologous products make up a significant proportion of approved regenerative medicine products approved worldwide (19 out of 36) [61]. As of 2012, more than 65% of the stem cell clinical trials contained autologous cells or tissues [62] and therefore deserve attention in the future development of decisional tools. We also noted that, despite the widespread use of simulation in the existing decisional tools, none of these used optimization algorithms that can identify and select best candidate solutions.

Additionally, as Figure 3 shows, there are no tools modeling the entire needle-to-needle process. For a more comprehensive understanding to aid decision making, the whole process from patient to patient should be considered. For instance, tissue or cell procurement can be a major constraint on the lot size and final cell count. Population doubling levels should be considered, as a higher passage number has been shown to be negatively correlated to the therapeutic potential of the cultured MSCs [63]. Harrison et al [25] conducted experiments on 3 donor samples and through their model established the challenge of donor variability on equipment sizing and of expansion potential on the final cost of goods. To provide a comprehensive account of scheduling for administration of a therapy, the availability of hospital resources should be considered. Models can be extended to cover tissue procurement and institutional requirements surrounding therapy administration in order to optimize the cost and overall patient-to-patient supply chain robustness.

As noted previously, the efficiency of differentiation and gene modification steps have shown to be a key cost driver for both autologous and allogeneic cell therapies. More in-depth evaluation of different gene editing technologies may be beneficial for driving the industry to adopt more robust and cost-effective strategies in the process step.

Similar methodologies can be applied to other novel therapeutic modalities. The approvals of alipogene tiparvovec (Glybera) in the European Union in 2012 and of voretigene neparvovec (Luxturna) in the United States in 2017 show the potential of adeno-associated virus vector-based gene therapies [54,64]; over 50 clinical candidates are using adeno-associated virus vectors [65]. Furthermore, since the approval of the first clinical trial for the clusters of regularly interspaced short palindromic repeats (CRISPR) genome editing technology in 2016, there are now over 20 active trials registered on ClinicalTrials.gov.
Table 7. Examples of cell and gene therapy products that have been granted early-access designations.

<table>
<thead>
<tr>
<th>Regulatory agency and regulatory pathway</th>
<th>Example cell and gene therapy products</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>United States: Food and Drug Administration</strong></td>
<td></td>
</tr>
<tr>
<td>Priority review (1992)</td>
<td>Novartis: Kymriah</td>
</tr>
<tr>
<td>Accelerated approval (1992)</td>
<td>Pfizer: bosutinib</td>
</tr>
<tr>
<td>Fast track (1998)</td>
<td>Renova: RT-100 AC6 gene transfer (Ad5.hAC6); DNAtrix therapeutics: DNX-2401; AveXis: AVXS-101</td>
</tr>
<tr>
<td>Breakthrough therapy (2012)</td>
<td>Enzyvant: RVT-802; Juno and Celgene: JCAR017; Adaptimmune and GlaxoSmithKline: NY-ESO-1c259T; Bluebird and Celgene: bb2121</td>
</tr>
<tr>
<td>Orphan drug designation (1983)</td>
<td>uniQure: AMT-130 [49]</td>
</tr>
<tr>
<td>Rare pediatric disease priority review (2014)</td>
<td>Spark Therapeutics: Luxturna [17]</td>
</tr>
<tr>
<td>Regenerative medicine advanced therapy designation (2017)</td>
<td>Abeona Therapeutics: ABO-102 [50]; Mesoblast: mesenchymal precursor cell therapy [51]</td>
</tr>
<tr>
<td><strong>European Union: European Medicines Agency</strong></td>
<td></td>
</tr>
<tr>
<td>Orphan drug designation (2000) [52]</td>
<td>uniQure: AMT-130; Orchard Therapeutics: Strimvelis</td>
</tr>
<tr>
<td>Marketing authorization under exceptional circumstances (2005) [52]</td>
<td>uniQure: Glybera [54]</td>
</tr>
<tr>
<td>Priority Medicines (PRIME) (2016) [52]</td>
<td>uniQure: AMT-060, AMT-061; Juno and Celgene: JCAR017; Bluebird: Lentiglobin [53]; Adaptimmune and GlaxoSmithKline: NY-ESO-1c259T; Bluebird and Celgene: bb2121</td>
</tr>
<tr>
<td><strong>Japan: Pharmaceuticals and Medical Devices Agency</strong></td>
<td></td>
</tr>
<tr>
<td>Priority review [57]</td>
<td>Glecaprevir/Pibrentasvir, AbbVie</td>
</tr>
<tr>
<td>Orphan designation (1993) [57]</td>
<td>Edison Pharmaceuticals: EPI-743</td>
</tr>
<tr>
<td>Conditional and time-limited approval (2014) [57]</td>
<td>No examples available</td>
</tr>
<tr>
<td><strong>China: State Administration for Market Regulation</strong></td>
<td></td>
</tr>
<tr>
<td>Accelerated and conditional approval (draft issued in 2017) [60]</td>
<td>Not yet in practice</td>
</tr>
</tbody>
</table>

As the industry moves toward delivering these novel therapies, learning from past clinical translation experiences (eg, the monoclonal antibody industry), better understanding of the risks, and making better informed decisions become all the more important.

**Strengths and Limitations**

There were some limitations to the review process. First, we focused our search on the MEDLINE database because preliminary scoping searches suggested that there would be more targeted literature in these databases than in those available in EMBASE and Scopus. This decision increased the risk of not identifying all relevant articles. Second, due to time limitations, we did not engage a second reviewer to review articles for eligibility, increasing the risk of excluding eligible reviews due to oversight. We consulted the Cochrane Library and PROSPERO database retrospectively, and we found no reviews to be relevant to the review question.

These limitations notwithstanding, this study is, to our knowledge, the first to systematically review the methods and logic for the design of decisional tools in aiding regenerative medicine translation and manufacturing. The small number of published studies highlights the opportunities to develop further decision support tools for different decisions and product types. The detailed design method analysis can be helpful for future development of these tools in a systematic manner in order to facilitate the translation of novel therapies into clinics more time and cost efficiently. Furthermore, the identification of the gaps in the literature can be useful for other bioprocess researchers working in the area.

**Conclusions**

We systematically reviewed the decisional tool landscape for regenerative medicine. Decisional tools have been shown to be instrumental in the commercialization of monoclonal antibodies through informing various decisions in manufacturing technologies, capacity planning, scheduling, and investment. As more and more regenerative medicine products receive regulatory approval, decisional tools offer a systematic way of evaluating different commercialization decisions and options.
Studies within the regenerative medicine area have largely addressed the manufacturing challenges and cost-reduction drivers for allogeneic cell therapies. Decisional tools in tissue engineering and gene therapies are lacking. To more comprehensively understand the overall costs and supply chain robustness of these lifesaving cell therapies, the entire process from tissue procurement to postadministration should be considered. To put forward industrially relevant decisional tools, costs and process assumptions should be industrially validated to ensure that any results derived from the model are useful and relevant. Future decisional tools to integrate the different facets of the available decisional tools should be developed to inform decision making in the rapidly expanding and transformative field of regenerative medicine.
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Abstract

Background: Patients’ privacy is regarded as essential for the patient-doctor relationship. One example of a privacy-enhancing technology for user-controlled data minimization on content level is a redactable signature. It enables users to redact personal information from signed documents while preserving the validity of the signature, and thus the authenticity of the document. In this study, we present end users’ evaluations of a Cloud-based selective authentic electronic health record (EHR) exchange service (SAE-service) in an electronic health use case. In the use case scenario, patients were given control to redact specified information fields in their EHR, which were signed by their doctors with a redactable signature and transferred to them into a Cloud platform. They can then selectively disclose the remaining information in the EHR, which still bears the valid digital signature, to third parties of their choice.

Objective: This study aimed to explore the perceptions, attitudes, and mental models concerning the SAE-service of 2 user roles: signers (medical professionals) and redactors (patients with different technical knowledge) in Germany and Sweden. Another objective was to elicit usability requirements for this service based on the analysis of our investigation.

Methods: We chose empirical qualitative methods to address our research objective. Designs of mock-ups for the service were used as part of our user-centered design approach in our studies with test participants from Germany and Sweden. A total of 13 individual walk-throughs or interviews were conducted with medical staff to investigate the EHR signers’ perspectives. Moreover, 5 group walk-throughs in focus groups sessions with (N=32) prospective patients with different technical knowledge to investigate redactor’s perspective of EHR data redaction control were used.

Results: We found that our study participants had correct mental models with regard to the redaction process. Users with some technical models lacked trust in the validity of the doctor’s signature on the redacted documents. Main results to be considered are the requirements concerning the accountability of the patients’ redactions and the design of redaction templates for guidance and control.

Conclusions: For the SAE-service to be means for enhancing patient control and privacy, the diverse usability and trust factors of different user groups should be considered.

(J Med Internet Res 2018;20(12):e10954) doi:10.2196/10954
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**Introduction**

**Background**

Privacy has been acknowledged by the Council of Europe’s Convention on Human Rights in 1950 as a basic human right. A well-acknowledged definition of privacy was provided by the German Constitutional Court, which defined privacy as the right to informational self-determination [1], allowing individuals to determine for themselves (and thereby control) what personal information about themselves they disclose under which conditions to others.

Due to the sensitivity of medical data, the privacy of patients has been seen as essential for trust relationship between medical professionals and patients [2] over centuries, as addressed by the Hippocratic Oath [2,3].

One fundamental privacy principle that entails control over information is data minimization. It states that privacy can be best protected if personal data are not collected nor processed at all or if the amount of personal data processing is limited to the minimum necessary, at least. As the European Union (EU) General Data Protection Regulation (GDPR) requires in its Art 5 I (c), personal data shall be “adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed” (data minimization) [4].

Broad ranges of Privacy Enhancing Technologies (PETs) have been developed for technically enforcing data minimization that play a key role when designing systems for privacy. One example of such a PET for data minimization on content level is redactable signatures (also called malleable signatures), which enable the redaction (blacking-out) of personal information from signed documents while preserving the validity of the signatures [5].

In the EU H2020 project Privacy and Security MAintaining services in the CLOUD (PRISMACLOUD), redactable signatures are used for developing a Cloud-based selective authentic electronic health record (EHR) exchange service (SAE-service) in a privacy-enhanced electronic health (eHealth) use case. In contrast to traditional digital signatures, which imply that any changes to a signed document will invalidate the signature, redactable signatures allow the controlled redaction of certain parts of the signed data without the signature losing its validity. Any unauthorized modification would, however, invalidate the signature. Hence, both authenticity and integrity of the data are protected.

An EHR is defined as “computerized record of a person’s health and/or medical history...” [6-8]. In our studies, we have considered the EHR term in the hospital system for referring to medical documents. However, some might consider signed EHRs in the Cloud portal of our scenario to be personal health records (PHRs). As the concept of PHR has been noted by Wiljer et al [8] to be controversial, and was stated that no widely accepted definition exists, we, therefore, refrained from using the term PHR in our study. In addition, in our scenario, medical documents are to be used for medical purposes (second diagnosis). For simplicity reasons, we chose to use the terms EHR and medical document or record interchangeably in this paper for both the hospital and the Cloud portal.

In the PRISMACLOUD eHealth use case, patients are given control and allowed to redact information in their EHR (Figure 1). In a hospital system, a medical professional (doctor A) signs the EHR with a redactable signature. The EHR is then transferred to the patient’s account on a hospital Cloud platform. The patient is then able to black-out the predefined redactable fields of information from the signed EHR copy on the Cloud portal. Meanwhile, the signature of doctor A remains valid and the authenticity of the medical document is maintained as long as the patient is following the redaction rules. For instance, if the patient wants to get a second opinion on a diagnosis of their EHR containing blood test results, the diagnosis fields could be redacted from the EHR by the patient. The redacted EHR including only the blood values is then made available on the Cloud portal to a specialist of the patient’s choice. The specialist (doctor B) can validate the signature by doctor A, and thus, verify the authenticity of the patient’s blood value data (that they are indeed medical data that were collected by doctor A), which is important for protecting the patient’s safety.

Hence, both user-controlled data minimization and authenticity of the selectively disclosed medical data can be provided. In an alternative use case, for producing a signed sick leave letter for the employer, the patient could redact all fields except for the fields stating the period for that the patient stayed in the hospital.

Redactions can be either implemented as an unkeyed operation that allows any party to redact the document or as a keyed operation requiring that the redactor uses a secret redaction key, which means that the redactor could later also be made accountable for the redaction.

A recent Eurobarometer survey requested by the European Commission showed that a majority of respondents would like Web-based access to their medical records, whereas the question whether they would like to grant access to their records to third parties depends on the type of recipient [9]. Moreover, earlier studies revealed that patient- (or more generally, user-) determined privacy controls and restrictions on the content and/or recipient may be a prerequisite of sharing [10,11], whereas privacy concerns and a lack of selective controls have a negative influence on the intention to share medical information even with other health care providers [12] and may reduce patient care quality [13]. As discussed in Caine et al’s study [14], patients would like to have granular privacy controls over their health information in medical records allowing them to differentially share their data in medical records or only parts of it, depending on the data recipient of and/or type of medical data. The SAE-service provides a technical solution for such granular privacy control that is demanded by Caine et al [14] for maintaining the level of privacy afforded by medical records and for achieving alignment with patient preferences. At the same time, the SAE-service also protects the authenticity of the selectively disclosed data for safeguarding the patient’s safety.
From a human-computer interaction (HCI) standpoint, the design of user interfaces (UIs) for such SAE-service poses several challenges. In particular, privacy crypto schemes may be counter-intuitive to users. Therefore, it is a challenge to design UIs for evoking comprehensive mental models [15]. This problem is increased by the fact that redactable signatures work differently from traditional signature schemes, which in contrast to redactable signatures, get invalid if the signed document is redacted, that is, changed. This may affect the trust that users with some familiarity with crypto technologies may have in such a PET. Moreover, different user groups among medical professionals and patients may have different expectations and requirements concerning this SAE-service, which need to be appropriately addressed.

The importance of end users’ participation as stakeholders in the privacy by design (PbD) process, involving multiple disciplines, including usability design in addition to engineering, has been emphasized earlier [16]. End users should ultimately profit from PbD, where it has been pointed out that UIs need to address PbD and be “human-centered, user-centric, and user-friendly, so that informed privacy decision may be reliably exercised” [17]. Throughout the PRISMACLOUD project, we have followed the user-centered design (UCD) approach [18], which meant that the focus was on users throughout the development, design, and evaluation of UI prototypes for this SAE-service. The eHealth use case addressed 2 types of stakeholders who were involved as end users in our studies. They are the signers of medical documents who are medical professionals (eg, doctors) and redactors of medical documents who are users playing the role of patients.

**Objective**

This study reports about the results of our research that has been addressing the following research questions:

- What are the perceptions, attitudes, and mental models that users of both roles, signers (medical professionals) and redactors (patients with different technical knowledge), from Germany and Sweden, have with regard to patient-controlled redactions as part of the SAE-service?

We have included individuals with varying technical background performing the redactor’s role, as we were interested in investigating whether different levels of knowledge of crypto technologies will affect their understanding and trust in redactable signatures. Moreover, as this study is conducted within the scope of an EU research project, we involved end users in 2 EU countries (corresponding to project partner’s locations: Germany and Sweden), which also allowed us to investigate possible national influences. The first research question looks into the broader contribution of understanding users and serves as a prerequisite to the second research question where requirements are derived for the SAE-service.

**Methods**

**Overview**

We have followed a UCD approach for developing and evaluating UI prototypes for this SAE-service. UCD approach focuses on the needs of users and integrating that into the design processes [18].

Therefore, in our previous work, we involved end users for the elicitation of an initial set of requirements (found in Table 1). It was first done via semistructured interviews and stakeholder workshops as described and analyzed in Alaqra et al’s study [19].

These initial requirements were considered for the design of low-fidelity UI prototypes (mock-ups) for this SAE-service (as shown in the subsection Mock-Ups User Interface Design). The design of the mock-ups went through several iterations of experts’ reviews and walkthroughs, which were used in this study for the evaluation and facilitation of the discussion of both of our studies (shown in the following sections).

As our research is explorative with the objective to investigate and gain a deeper understanding about the users’ perceptions, attitudes, and mental models, we chose qualitative empirical means in our approach.
In total, there were 2 studies conducted with the 2 categories of users, that is, the signers and the redactors, respectively. Both studies followed a semistructured format, unlike structured methods, which allows the freedom and openness of the discussions to explore one’s perspectives and opinions. However, both studies had a specific set of topics for the discussions. These topics are presented and highlighted in the mock-ups UI themes, which served as the main facilitator of the discussions (see section Mock-ups User Interface Design for Electronic Health).

The 2 studies conducted were corresponding to the mock-ups parts: (1) individual walk-throughs (interviews) with medical professionals to evaluate the hospital platform mock-ups and (2) group walk-throughs (focus groups; FGs) with users, prospective patients, to evaluate the Cloud portal mock-ups.

**Recruitment**

Both studies were conducted with participants in Germany and Sweden (specifically Värmland County), not only because the PRISMACLOUD consortium includes partners from those countries but also because they are different in terms of the digitization of eHealth infrastructures. Sweden is regarded as one of leading EU countries in eHealth use [20,21] and national EHR system development [22]. The significant progress in moving toward eHealth has been contributed by a well-developed Information and Communication Technology (ICT) infrastructure [20], with a fully integrated EHR system on both county and national level.

In accordance with the national patient summary Nationell patientöversikt strategy, health care professionals can be given direct access to a patient’s health records that are kept by a care provider in any of the country’s 21 county councils. Via the national Web-based portal, citizens in a number of counties, including Värmland, have access to view their personal health data and request services [22]. In Germany, on the other hand, patient data are mainly documented on paper; and previous studies show that Germany is facing multiple obstacles that prevent the implementation of a national EHR system [20,22,23]. Moreover, as also the latest Eurobarometer survey on data protection from 2015 confirmed, citizens in those 2 countries have different levels of perceptions with regard to control over their personal sphere on the Web and trust that individuals have in different entities: Germany had, for instance, the highest number of respondents who think that they have no control or only partial control over their personal data, whereas people in Sweden are most likely to trust their national public authorities [24]. All these different factors motivated our choice of conducting our studies in both Germany and Sweden for also analyzing possible national influences.

For both studies, we invited participants via professional and personal contact networks and offered them lunch as a compensation. All interviews and FGs took place between mid-May and mid-June 2017.

**Documentation and Analysis**

For every FG and interview, there were 2 expert interviewers: 1 moderator for the discussion and 1 for note taking. Voice recording was used as a reference for the notetaking process. After the sessions, the interviewers documented their notes using the voice recording. Notes were collected and combined from the interviewers, then were iteratively categorized and evaluated into themes. Finally, the initial requirements were refined and concluded under each theme, which are summarized and presented in the Results section.

**Ethical Review**

Our evaluation research plan was submitted to the ethics review board at Karlstad University for approval. They decided in their meeting on May 9, 2017 that our evaluation experiment would not fall under the Swedish Ethical Review Act [25] and were, therefore, approved before we started with conducting our evaluations.

Participation in the interviews and FGs was restricted to adult volunteers, who provided their consent after being informed, both orally and in written form, about our privacy policy.

According to the Swedish Ethical Review Act, ethical review by a regional ethical review board would be required if sensitive personal data were collected or processed within the scope of the research project. We conducted FGs with users in the role of a patient; however, did not collect any of their personal medical data. We clearly advised all participants to take the role of a specified persona, that is, of made-up persons, during the FG discussions. We strictly advised them to not talk about any personal matters and confine their discussions to their persona’s point of view. We informed them that in case they talked about any personal sensitive information, we would stop the recording of the session directly and delete that recorded part.

**Individual Walk-Throughs: Interviews**

These interviews were conducted to understand medical professionals’ perspectives and opinions regarding redactable signatures from the signer’s point of view. Currently, in the given eHealth scenario, doctors will have to sign the EHR with redactable signatures. We chose individual walk-throughs, that is, one-on-one interviews, as medical professionals who were recruited came from different fields and had different expertise. In addition, it was technically not plausible to gather many doctors at a specific time to conduct an evaluation.

**Protocol**

For addressing the signers’ of redactable signatures perspectives, we used the hospital platform mock-ups. Individual walk-throughs were carried out with medical staff in the form of semistructured interviews that lasted an average of 35 to 40 min. Consent forms were explained and handed out for participating in the study and for recording the session (see Multimedia Appendix 1. Consent form for interview participants). All interviewees consented to the voice recording of the sessions. An overall introduction to EHRs redactable signatures and the eHealth use case scenario was given before the mock-up’s UI testing.

Participants were given an overall task: to log in, sign the EHR of a made-up patient Josh Brown, and then export it to the Cloud portal. The latter task given to participants is made up of a sequence of mock-ups pages. The main mock-up pages and the
main theme of discussion that corresponds to our research questions are as follows:

1. Sign-in page: 2-factor authentication for authenticating the signer
2. Dashboard page: viewing and selecting EHRs
3. View unsigned Josh Brown’s medical record page: overview and showing possible redaction templates
4. Signing the document: signature visualization

**Group Walk-Throughs: Focus Groups**

In our scenario, once a doctor has signed the EHR with a redactable signature, patients will be able to redact their medical documents in the Cloud portal. In this study, the Cloud portal mock-ups were used for addressing the redactors’ point of view, that is, the patients. In our FGs, we had gathered participants who could be those potential patients. FGs allow us to have in-depth discussions with different sets of users and understand their standpoint regarding redactions. The nature of a group encourages discussions and generates interactivity among participants. In addition, in our study design, the first part of our FG sessions included an interactive persona discussion (see below) that required a group discussion and interaction for an in-depth elaboration of the participants’ attitudes and perceptions of selective disclosures.

In addition, we have chosen to involve user groups with different levels of technical expertise and knowledge of cryptographic tools to test whether background knowledge with encryption would influence trusting the validity of the signature after the redaction of medical documents. In particular, we wanted to investigate whether the technical users would expect that a redactable signature rather works similarly as a traditional digital signature and what that would imply in terms of their trust in the system.

**Protocol**

The FG sessions lasted approximately 2 hours, including lunch (all but FG5, which lasted 1 hour and 30 min). Consent forms were handed out for participating in the study and for recording the session (see Multimedia Appendix 2. Consent form for focus groups participants); all participants consented to the voice recording of the sessions. Participants were reminded not to disclose any personal information about themselves but rather later explained after the mock-up’s recording of the sessions. The main task given to participants is to sign in on behalf of the persona Josh Brown, redact the document, and then send it to the Cloud. The main task given to participants is to sign in on behalf of the persona Josh Brown, redact the document, and then send it to the Cloud. The following are the main mock-up UI themes of discussion that corresponds to our research questions:

1. Sign-in page: 2-factor authentication for the redactor
2. Dashboard page: viewing and selecting EHRs
3. EHR redaction: blacking-out metaphor
4. Redaction templates: support and guidance

**Mock-Ups User Interface Designs**

Low fidelity mock-ups have been designed using Balsamiq tool for wire framing [26] to clearly signal to the test participants that the discussions should focus on the general functionality and not on specific design issues. On the basis of the requirements and analysis of redactable signatures in Alaqra et al’s study [19], Table 1 shows the list of main HCI requirements that served as a basis for the mock-ups design.

<table>
<thead>
<tr>
<th>Requirement index</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1</td>
<td>Unobtrusive, easy-to-use, and multifactor authentication</td>
</tr>
<tr>
<td>RQ2</td>
<td>Private Cloud run by authorities and branding of (trustworthy) system owner</td>
</tr>
<tr>
<td>RQ3</td>
<td>Support (eg, templates) or guidance on redaction considering both privacy and safety</td>
</tr>
<tr>
<td>RQ4</td>
<td>Clear responsibilities, that is, the redactor must be accountable</td>
</tr>
<tr>
<td>RQ5</td>
<td>User-friendly signature solutions</td>
</tr>
<tr>
<td>RQ6</td>
<td>Suitable metaphors and human-computer interaction concepts</td>
</tr>
</tbody>
</table>

RQ refers to a code used for requirement.
Following the eHealth use case scenario mentioned in the Introduction, the mock-ups UIs make up 2 parts: the hospital platform, which is used by medical staff to sign the EHR and a Cloud portal, where patient can view and redact their signed EHR. Requirement 2 (RQ2) is addressed in the UI in the form of considering the hospital’s own trusted platform and a private Cloud portal. The following subsections include the description of the mock-ups UIs designed and highlight the UIs that are considering the requirement. We highlight our investigation purposes in each part that corresponds to the UI functions and/or features.

**Mock-Ups Interfaces: Hospital Platform for Medical Staff**

**Signing-In and Two-Factor Authentication: Requirement 1 (RQ1)**

On the hospital platform’s in Figure 2 (1), Sign-in page, the user will enter a user name and a password and then click on the Sign-in button, a dialogue box will appear as an extra authentication factor (Figure 2; 2). In accordance with a secure authentication solution of MOXIS’s [27] developed by PRISMA CLOUD partner XiTrust and requirement (RQ1), users will use the 2-factor authentication for signing in. They will receive a short messaging service (SMS) text message code on their mobile phone, which is entered into Figure 2 (3) the system before completing the sign-in process. We aimed to test user’s familiarity with the 2-factor authentication process and understand their thoughts regarding its usability and concerns.

**Dashboard: Viewing and Selecting Electronic Health Records: Requirement 6 (RQ6)**

Once the doctor has signed in, he or she will reach Figure 3 (4) the home page that shows a list of medical documents and notes produced in conjunction with patient’s encounters. Below the header (in the section’s body), documents are grouped patient wise. Each of these rows includes a document icon, a document title, the time in which the document was created, and a clickable export to Cloud icon to the far right.

Above the list, one will find a search field and filtering elements that can be used to search for a particular patient or to filter out nonsigned, signed, and/or shared documents that one is not looking for in the list. We aim to test if the icons are recognizable (ie, if they are suitable metaphors as required by RQ6) and if the documents view matches users’ mental models in real application situations.

**Figure 2.** Signing-in and two-factor authentication in Hospital platform using MOXIS.
Overview of Electronic Health Record and Showing Possible Redaction Templates: Requirement 3 (RQ3)

When the doctor selects a document to sign, he or she will reach an overview page shown in Figure 4 (5). On the right side of the document overview, the doctor will find a box titled *fields relevant for each type of redaction*, containing different options such as *sick leave* (allowing patients to conduct redactions for creating a sick leave letter for the employer). These options constitute templates that the patient on the Cloud portal side can use (for different purposes) to create redacted versions of the document, once it has been exported to the patient’s account on the Cloud Portal. The intended use for the display of templates is to guide and show doctors what is meant by redacting documents, opening the room for discussing their opinions regarding redactions and patients redacting their document (RQ3). In addition, we intended to show doctors what might happen if they sign the documents using redactable signatures, documents will remain valid despite some fields being redacting according to redaction rules. In Figure 5 (6), different redaction templates are presented with the possible redactions; highlighted fields correspond to fields remaining after the redactions were done by the patient.

In Figure 5 (7), below the fields relevant for each type of redaction box, there is a signature placeholder that should be attached to the last page of the document before signing it. By attaching the placeholder to the document (through drag-and-drop), the doctor indicates where his or her signature should be placed on the document once it is signed. We are interested to test how the functionality of signature placeholder works and whether users understand it and find it useful.

After attaching the placeholder and clicking on the sign button, dialogue box (Figure 6; 8) will appear in which the signing is completed through a 2-factor authentication (Figure 6; 9). Thereby, the doctor allows the patient to perform redactions on the document in the future.

Signature Visualization: Requirement 5 (RQ5)

The signed EHR with the redactable signature will have a visual representation of the doctor’s handwritten signature. As shown in Figure 7 (10), the handwritten presentation of the redactable signature is shown at bottom of the last page of the EHR. The use of such visual representation of the digital signature (Figure 7; 11) is thought to be more intuitive to users to have a visual confirmation that the document is signed. We aimed to test whether users understand this feature and if it is serving its purpose.
Figure 4. Overview of medical record/electronic health record (EHR) to be signed in Hospital platform.

Figure 5. View of possible redaction templates.
Mock-Ups Interfaces Sequences: Cloud Portal for End
Users

Signing In With Two-Factor Authentication
In similarity to the hospital platform, users will sign into the Cloud portal by using a 2-factor authentication [27].

Dashboard: Viewing and Selecting Electronic Health
Records
After completing the sign-in process, users will reach Figure 8 (1) the dashboard. By clicking on + new redaction in the side menu, users can redact their EHRs.

Electronic Health Record Redaction Metaphor:
Blacking-Out: Requirement 6 (RQ6)
Alternative views on redacted documents for showing either what text will remain and what text will be redacted is based on RQ6. When redacting the EHRs, the metaphor of blacking-out (or more precisely graying-out) is used in the form of a stencil that is placed on top of the EHR. It is intended to provide patients with guidance on the recommended amount of information to redact from the document (see Figure 9). The text to be redacted is only grayed-out with dark gray instead of blacked-out so that patients can still read and check what information will be redacted.
Redaction Templates: Support and Guidance Requirement 3 (RQ3)

Our mock-ups UIs address RQ3 by providing a choice of redaction templates that users can use for different contexts, and that should be created by specialists taking both privacy and safety aspects into consideration. In Figure 10 (2), after users have selected a document to redact, they select a template. They can either select a predefined template in a drop-down list (eg, discharge or sick leave) or create a new template by clicking on the + add new template link on the right side of the list. Below the drop-down list, the template’s effect is indicated in a document before and document after view. In the former, users are able to choose between 2 ways of representing redaction: highlight fields that will be kept (Figure 10; 2) or fields that will be redacted (Figure 10; 3). Once the template is selected, users are allowed to redact manually more or less information if they want to, as long as the respective fields are marked as redactable. Patients are redacting information; they should receive immediate visual feedback of the graying out as well as the validity of the doctor’s signature.

Figure 8. Dashboard of Cloud portal.

Signing the Redaction: Accountability of Redaction Requirement (RQ4)

Redactors are requested to perform a keyed-operation when redacting EHRs for making them accountable; thus, addressing RQ4. Therefore, after users have selected the template and/or redactable fields to be redacted, they will need to sign their redaction to complete the process.

This is done by attaching the signature placeholder to the document (similar to the hospital platform) and 2-factor authentication for signing. The final view of the medical document will have both signatures: the doctor’s and the patient’s. Besides, green check icons next to the word valid on the right side indicate the validity of both signatures. The validity of doctor’s signature is dependent on the redactions performed by the patient. The patient’s signature next to the doctor’s (Figure 11; 4) is for showing the accountability of the patient who has redacted the document. We aimed to investigate users’ opinions about accountability of redactions and whether the presented solution raises any concerns.
Figure 9. A redaction template metaphor shows the recommended amount of information to redact.
Results

Individual Walk-Throughs or Interviews: Medical Staff Perspectives on Signing a Redactable Electronic Health Record

In total, there were 13 interviews, 5 were interviewed in Sweden, Värmland (S1-S5) and 8 in Germany, Frankfurt (G1-G3) and Hamburg (G4-G8). As shown in Table 2, eight participants are doctors in different fields, 2 foundation doctors, 1 nurse, 1 medical secretary, and 1 retired dentist (G4). Most had more than 8 years of experience in their field.
Table 2. Overview of medical staff’s working titles and experience.

<table>
<thead>
<tr>
<th>Index</th>
<th>Working title</th>
<th>Working experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Medical secretary or care administrator</td>
<td>30 years</td>
</tr>
<tr>
<td>S2</td>
<td>Foundation doctor at emergency section</td>
<td>Less than 2 years</td>
</tr>
<tr>
<td>S3</td>
<td>Nurse</td>
<td>2 years</td>
</tr>
<tr>
<td>S4</td>
<td>Doctor in pathology</td>
<td>20+ years</td>
</tr>
<tr>
<td>S5</td>
<td>Foundation doctor in general medicine</td>
<td>Less than 2 years</td>
</tr>
<tr>
<td>G1</td>
<td>Dermatologist</td>
<td>20+ years</td>
</tr>
<tr>
<td>G2</td>
<td>Doctor and director of cardiology</td>
<td>20+ years</td>
</tr>
<tr>
<td>G3</td>
<td>Pediatrician part time psychiatrist</td>
<td>22+ years</td>
</tr>
<tr>
<td>G4</td>
<td>Retired dentist</td>
<td>20+ years</td>
</tr>
<tr>
<td>G5</td>
<td>Doctor with quality assurance responsibility</td>
<td>20+ years</td>
</tr>
<tr>
<td>G6</td>
<td>Doctor of medicine</td>
<td>8 years</td>
</tr>
<tr>
<td>G7</td>
<td>General practitioner</td>
<td>25 years</td>
</tr>
<tr>
<td>G8</td>
<td>Rehabilitation medical doctor</td>
<td>30+ years</td>
</tr>
</tbody>
</table>

The following sections are the main results from the discussions.

Perspectives on Redactable Signatures in Electronic Health Record

Initially, the need for seeing possible redaction templates (as seen in Figure 4), which are made available to the patients as signers for future redaction, was unclear to many participants. However, after a short explanation, most acknowledged that viewing them was important and pointed out concerns regarding the redaction process and the need to consider the following aspects of redaction:

Redaction Rules’ Specifications

Many participants mentioned general concerns regarding medical staff having incomplete EHRs, that is, redacted EHR. For instance, G7 emphasized the need for the full document by the recipient and would prefer a discussion with patients before any redactions; however, admitted to lack the time for doing so. Possible misuse scenarios of patients redacting medications to get more drug prescriptions from other doctors were mentioned by S3 and S5.

Many pointed out that there is a need for suitable redaction rules for the patients for conducting their redactions, which restrict the amount of redactable information for maintaining the credibility of the EHR. Suggested rule specifications included that no modifications (beyond redactions) of the EHR should be allowed (S1), the system should be trusted (G4 and G6), and that the patient should be the only redactor (G8). S2 and S3 mentioned that redaction rules must be strict, and that in some cases, redactions must not be allowed, for example, in the case of a pilot's medical certificate for heart diseases. The UI should communicate details of the redaction rules to both the doctors and the patients that will follow in addition to the templates.

G2 and G3 expressed strong objection toward patients redacting their medical documents and toward allowing patients to have access control of their EHR. They expressed their distrust in patients’ knowledge, expertise, and ability to perform redactions and their distrust of the redacted documents. S4 showed a similar concern regarding the patient’s limited knowledge. However, it was regarding patients revealing too much information; while redacting their documents, patients might keep fields that may result in indirect disclosure of sensitive information. Guidance for different types of users should be made clear and minimum data disclosure of the redaction rules should be communicated to the patients.

From these interview results, we can refine our requirements with regard to redaction rules and guidance:

- No arbitrary redactions of EHRs by patients should be allowed.
- Redaction rules are predefined by redaction templates, considering both data minimization and patient safety, in dependence of the type of recipient and purpose of selective authentic EHR exchange.
- Doctors should be able to further fine-tune and restrict the rules for redactions that are made possible to the patients via the templates, that is, the doctors keep the final control of what information is made redactable by the patients via the SAE-service, which they can also discuss and set up in cooperation with their patients.
- Redactions by the patient are restricted by clearly communicated redaction rules, which are given by the templates with possible further restrictions by the doctors.

Clear Responsibilities and Accountability

It was noteworthy that all medical staff members have concerns regarding the accountability of the redacted EHR. S4 pointed out repercussions to the doctor as the signer of the redactable EHR and mentioned that the signer might be “sued” in some countries for misinterpreted signed redacted document by the patient. Others (S4, S5, and G1) noted that putting trust into an SAE-service would depend on showing that an EHR was redacted and that the redactor is accountable.

Hence, these interview statements helped us confirm requirement RQ4. We derive the following as requirements that:
• Redactions should be enforced by a keyed-operation (ie, confirmed by the patient by a signing operation).
• Redacted EHRs by patients should be clearly communicated to the recipients as having been redacted by the patient, that is, the patient should be made accountable for any redaction. This should be achieved by prominently showing the electronically verifiable signature of the patient for a redacted EHR.

Usability of the Authentication and Signing Processes
The Swedish Data Protection Authority Datainspektionen has clearly stated, as a rule of thumb, that at least a two-factor authentication mechanism for the processing of sensitive personal data, including medical data, should be used. Although this can directly be derived from the requirement of enforcing appropriate means of security for the processing of personal data pursuant to EU Data Protection Legislation (Art 17 of the EU Data Protection Directive and Art 51(f) of the GDPR), our interviews revealed that many clinics in Germany still only use a simple password protection for authentication.

As the redactable signing operation requires a secure authentication of the signer, we also interviewed the medical staff with regard to their perceptions of the 2-factor authentication mechanism of XiTrust’s MOXIS for system log-in and for the signing process (see Figure 2).

Efficient Authentication Process
The busy nature of the medical staff’s working environment requires efficiency for completing their tasks. S5, G2, and G6 raised concerns about the time and efforts consumed, the number of clicks needed to sign-in, and using the mobile phone in our use case, especially when timeouts occur. As S5 stated, “Every micro second counts.” Moreover, 3 participants (S1, S4, and G5), who were familiar with similar 2-factor authentication mechanisms, expressed concerns using SMS for routine work where efficiency is important and thought that it was cumbersome for every instance of signing documents to go through the 2-factor authentication process.

In our studies, participants indicated signing mistakes happening when users were able to sign a document by just a mere click on a sign button. The solution, according to MOXIS developers XiTrust, is intended to eliminate redundant authentication when signing documents. Documents will still be viewed individually, and when reaching the signing process, medical staff can send the approved documents to a tray (for bulk signing) where later, they are able to do a group signature by following the authentication process. In this way, they can review documents once again or even have the documents sent to them by other staff (eg, secretaries) to sign. Signing mistakes that have been observed usually happen in the first stage viewing the document, and therefore, it is very unlikely in this way of bulk signing, with the extra step to review in the tray.

Hence, a multifactor authentication method to be used for secure authentication of the signer should provide efficiency in terms of minimizing the numbers of mouse-clicks required. This could, for instance, be achieved by simply saving username fields and by providing the option to sign a group of EHRs rather than requiring an electronic signature operation for each single EHR.

Practically Usable Security
When it comes to signing in, it is clear that medical staff appreciated the added layer of security (2-factor authentication with transaction authentication number(TAN) and short message service (SMS) in comparison with username and password. S1, S4, and G5 were familiar with this 2-factor authentication methods from eBanking apps and had, therefore, no problem in using it.

In addition, some suggested adding 2-factor authentication procedure before uploading medical documents to the Cloud or configuring an extra authentication step. There were, however, practical security concern regarding the use of the SMS and mobile phones for the 2-factor authentication function as expressed by 6 participants (S2, S4, G1, G4, G5, and G7). According to policies of Swedish hospitals, it is not permitted to use personal mobile phones for work purposes; instead, each medical staff is provided with a work phone that is not connected to external networks for security reasons. In addition, some doctors in hospitals in Germany have similar workplace policies for not using smartphones. G5 and G7 mentioned not using it even for personal purposes.

Therefore, requirements for authentication method for the signing operations are as follows:
• The use of commonly known secure authentication solutions that most users are familiar with should be offered (such as Bank-ID in Sweden).
• The UI should offer alternatives for different multifactor authentication methods that do not all require a mobile phone.

Human Signing-Error Support
It was reported by some participants (S1 and S4), who already use some signing functionality in their existing systems (however noncryptographic), that mistakes do occur when signing the EHR. Some examples include the hastened clicking on the sign button, especially when multiple parties are involved and discovered errors in the EHR record.

Although our use case requires more steps from the user than a hasty click to sign (authentication process), additional support for medical staff when mistakes occur during the signing of medical documents process is needed. Hence, the functionality of unsigning, that is, revoking a signature of an EHR should be added for mitigating hasty signing actions and for correcting errors.

Usability of the Signature Representation
The icon of a seal that corresponds to the signed EHR in the mock-ups was clear for most participants; however, S4 noted that a tick is more suitable and closer to the real-world analogy.

Most participants were not familiar with digital signatures; therefore, the visual representation of the digital signature was appreciated by them (Figure 7). However, S4, G3, and G8 were familiar with digital signatures. They stated that the visual presentation was not needed and might be ’’misleading’’ to be the actual digital signature, and therefore, not trusted.
Another concern regarding the visual representation of signatures arises from the case of having multiple parties involved in the signing process: Either multiple doctors or a combination of doctors and medical secretaries, that is, who is to sign first and whose signature is supposed to be there: secretary’s or doctor’s (S4 and G2). Concerns about privacy protection of the doctor were discussed with G5, showing the signature of the doctor on the redacted document is typically revealing the identity of the doctor to the recipient and possibly the doctor may, therefore, be mistaken to have responsibility of the redacted document.

We conclude the following:

- The responsible doctor should add the redactable signature. If the medical secretary should first sign the EHR, this signature could be implemented by noncryptographic means or could later be replaced by the doctor’s redactable signature.

- The roles of the signatures by doctors and patients (as the redactors of EHRs) and the responsibilities of these 2 parties should be made clear by the UI.

**General Acceptance Criteria**

While in Sweden, all EHR are stored electronically available, in Germany, they are mostly stored on paper and not digitalized. Some doctors in Germany (G7 and G8) were hesitating to store very sensitive medical attributes (eg, related to psychiatric diagnoses) electronically or even to upload them to a Cloud platform, as they think that all systems could be hacked, as G8 said, “Hackers are often ahead of things.”

Finally, when asked if they would use the SAE-service to sign a medical document with a redactable signature, S1, S2, and G4 agreed to sign a redactable medical document without further comments. Many participants said yes on the condition of accountability of the patient is clear and redaction is shown (S4, S5, G1, and G5), trusting the system (G6), stricter redaction rules to avoid abuse of drugs (S3), if it is used only for nonmedical uses (G2), and not for all kinds of patients (S5). As mentioned above, S5 and S3 were concerned about drug misuse, for example, a patient hides information about misuse or overconsumption of certain medications (eg, morphine) to get prescriptions from another doctor and suggested some patients to have blocked fields of redaction. G3 was the only participant that stated that he would not sign a redactable medical document as he does not trust the patient’s expertise to redact a document, and therefore, would not trust a redacted document either.

Our interviews showed that acceptance criteria could mostly be met by the refined requirements listed above for clear redaction rules that can be influenced by the doctors and by keeping the patients clearly responsible and accountable. Furthermore, to address any security concerns raised, doctors should have the option to exclude very sensitive fields from the EHR to be signed with their redactable signature and then uploaded to the Cloud platform.

**Group Walk-Throughs or Focus Groups: Patient Perspectives on Redacting Their Electronic Health Record**

For addressing patients’ perspectives, we held 5 FGs with a total of 32 participants (Table 3). Out of this, 2 took place in Sweden, 2 in Germany, and 1 in Oslo (at a seminar for information technology [IT] security PhD students in Norway and Sweden).

When recruiting participants, they were asked about their knowledge of digital signatures and redactable (malleable) signatures. Those with none were put in the lay users groups (FG1 and FG3). Those who knew of redactable (malleable) signatures were excluded from the study as our aim was to test the first-hand experience of redactable signatures and test their first thoughts, opinions, and trust they had in the validity of redactable signatures. FG2 consisted of technical users in computing science with the knowledge and experience of digital signatures, whereas FG4 had lay users in executive positions in the industry with knowledge of digital signatures. The fifth group (FG5) consisted of technical experts in the privacy and security field with knowledge and experience of digital signatures (but no knowledge about redactable signatures). The following sections are the main results from the discussions.

**Users Perspectives on Information Privacy and Sharing**

All FGs sessions started with an exercise of redacting personal information fields for different personas on papers (which were assigned and handed to participants). Results of paper redaction exercise are described in Multimedia Appendix 3. Overview results of blacking-out of sensitive data on paper. Almost all participants (30/32, 93%) blacked out information about medical issues. Subsequently, general information such as hobbies, demographics, and address were at the bottom of the chart, where only a few participants (5/32, 15%) redacted them across all groups. There was a clear consensus among participants of all FGs, with no visible cultural differences, regarding the sensitivity of sharing their medical information with fellow FG participants.
The FGs discussions revealed variety of opinions and preferences regarding which information is considered private. Only 1 participant in FG1 expressed not minding sharing all information on the persona’s card, because of personal openness, ideals, and personality trait. In FG3, few participants indicated that the information they would not want to share are reflected by their cultural norms. However, the majority in every group expressed hesitations for sharing most information, especially medical information. In FG2 and FG5, many participants thought they would share more of the information than they already shared voluntarily if they were asked for it, as they do not consider the information to be confidential. In all groups, a prominent factor for sharing information is the context; a couple of participants in FG5 said that they would share different information in medical versus employment environments.

Participants mentioned different contributing factors to sharing more information such as the social environment, depending on persons asking for the information, discussion theme, social norms of the group, society and cultural influences, peer pressure, and social appeal.

As previous research results already showed for the general case [28,29], our evaluations also confirmed that people can be divided into different privacy personas: they have different preferences with regard to withholding personal information, also in dependence on the context of this study.

Hence, we can conclude:

- Different redaction templates offering default redactions should be offered in dependence of the context and type of recipient of the redacted document.
- The UI should motivate the design of the redaction templates for enforcing data minimization by default and protecting patient safety to different types of users.

**Standardization for Use: Signing-In With Two-Factor Authentication**

Most FGs indicated that although the 2-factor authentication is a good idea for security purposes, it is still not clear why they need to use a mobile phone to do so. However, some participants in FG1 and FG2 noted that using 2 different devices is important for a secure signing in as it provides a second secure channel. An alternative suggested by participants in FG1 is to use standard services, that is, the Swedish BANK-ID, which they already use for many other apps. The Bank-ID service is available in the form of a soft certificate that does not require an extra (mobile) device.

These results indicate the need for standardization, requiring to follow a standard format for trust and usability, preferably aligning with existing services or tools by trusted parties. The UI should tailor to secure standard authentication solutions that are commonly used in the corresponding country such as Bank-ID in Sweden.

**Redaction Rules and Accountability**

When discussing redactions in the FGs, the functionality of selective authentic disclosure via redactions was generally appreciated, although there was a clear concern regarding who is responsible for setting up the templates and defining rules of redactions. One participant in FG2 suggested that it should be the recipient as they need to confirm what information they need from the redactor. However, others disagreed based on not trusting the recipient enough to ask for the minimal amount of information (eg, insurance companies might be interested in receiving more information than needed).

The stencil metaphor used for graying out the parts to be redacted was, in general, well understood. However, some participants in FG4 showed concerns in trusting the redaction thinking that the redacted information will still be accessible in a hidden technical manner. It was stated that it is mainly because of their general distrust in programmers that they additionally acknowledged their lack of technical background and knowledge of the system’s processes. Many participants in FG3 and FG4 showed concerns regarding redacted documents as doctors might be still able to acquire the redacted information by other unknown means without the consent of the patient. These concerns were not raised in the FGs with Swedish participants.

Hence, we conclude the following:

- Templates defining redaction rules need to be defined and/or certified by trustworthy actors that are competent to define what information is required considering the data minimization principle and patient safety.
- The fact that redacted data are actually deleted, not simply hidden and unavailable for the recipient, should be clearly communicated by the UI for establishing trust.

---

Table 3. Overview of focus groups participants in each group.

<table>
<thead>
<tr>
<th>Index</th>
<th>Type of users</th>
<th>Number of participants</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>FG1</td>
<td>Lay users</td>
<td>6</td>
<td>Sweden</td>
</tr>
<tr>
<td>FG2</td>
<td>Technical users</td>
<td>7</td>
<td>Sweden</td>
</tr>
<tr>
<td>FG3</td>
<td>Lay users</td>
<td>6</td>
<td>Germany</td>
</tr>
<tr>
<td>FG4</td>
<td>Lay\textsuperscript{a} users</td>
<td>6</td>
<td>Germany</td>
</tr>
<tr>
<td>FG5</td>
<td>Technical\textsuperscript{b} users</td>
<td>7</td>
<td>Norway</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Initially meant to be technical users; however, during the discussion, it was clear that they did not know how digital signatures technically work.

\textsuperscript{b}These are security and crypto researchers; their technical expertise goes beyond the other technical users.
Redaction and Templates Guidance for Different Types of Users

The stencil metaphor for selective disclosure by blacking out (or in our case, graying out) text to be redacted corresponds to practices in the real world and was well understood by all FG participants. They also acknowledged the desire to disclose selective medical information (redacting EHRs) via redactable signatures. Participants noted that indications showing deviation from the templates were missing from the mock-ups and should be clearly shown in the UI as well as notifications when the signatures become invalid (redaction rules broken) in the process of redacting too much. For example, a warning that their current manual selection for redacting that field is invalidating the doctor’s signature so that they reconsider their actions. The option to select a template for redaction and automatically get a redacted document was mentioned a few times by participants in FG2, where they do not want to further do any redactions and want to shortcut through the process. One participant in FG4 indicated that he or she do not want to choose the template, instead would rather have the system automatically assigning the template based on the recipient.

Users with different background knowledge and experience shared more or less concerns regarding the difficulty of knowing what to include and how much to redact without redacting too much for different recipients. The need for context-dependent templates for enforcing privacy by default while considering patient safety was confirmed. Therefore, the UI should offer templates based on some default recipients for more guidance. Moreover, it has to allow individual adaption of redaction templates. The UI should also show warnings and error messages for redaction rules and diversion from the templates. For users who prefer not to do manual redactions, some default steps with quick redactions following a template selection should be available and incorporated into the UI.

Hence, as concluded above:

- Redactions should be guided by the default templates that the UI should offer in dependence of the recipient.
- In the process of selecting fields to be redacted: when the patient selects fields beyond the permitted redactions, the user should be clearly informed that the doctor’s signature will become invalid.

Trust of the Signature’s Validity

For the UI showing the doctor’s document signature as valid after the redaction done by the user (Figure 11), we asked all FGs whether they would trust the validity of the doctor’s signature. Evoking the correct mental models for the authenticity of the redacted EHRs and particularly mediating trust in the validity of the redactable signature by the doctor after the redaction had taken place worked for lay users. FGs with lay users (FG1 and FG3) stated that they would have no issues with trusting the signature, participants from FG2 (technical users) were directly questioning the validity of the signature. Some were stating that after changing the text, the signature should be invalid, and 1 participant speculated whether the Cloud portal would create a new signature. In contrast to that, FG5 participants, consisting of experts in privacy and security, were not questioning the validity of the doctor’s signature. We then directly asked them whether they would still think that the signature was valid although the text was changed. Moreover, 1 participant explained that he or she was assuming all redactable fields in the document were signed separately so that those fields with the respective signatures could easily be redacted or deleted without invalidating the validity of the other signed fields, that is, they could see some plausible technical solutions for the validity of the signature.

The FGs showed that depending on the technical knowledge, users might trust or distrust the validity of signatures of redacted documents. Typically, users with some technical knowledge may question the validity, whereas lay users may trust the validity of the signatures and security experts may find technical explanations. Hence, technical and nontechnical users may have different degrees of trust on the validity of the doctor’s signature after redactions.

Therefore, the UI should offer different levels of guidance addressing redactable signatures corresponding to user expertise, that is, introductions or tutorials also have to address technical users and their potential misunderstandings of redactable signatures and the UI should offer tooltip information or a link to explanations what validity means for a redactable signature.

Branding and Trust

Earlier work has discussed precautions and concerns regarding storing EHR in the Cloud [30] where security, privacy, and trust requirements were stressed.

Concerning branding and trust in the system, some participants from FG2 and FG4 indicated that the UI should clearly indicate which organization is involved. Meaning, which would operate the SAE-service, including the Cloud hospital platform, for example, whether is the hospital or municipality hosting it and operating a private Cloud. Some participants in FG3 indicated that they would not trust new technology that is, the Cloud portal in general; however, many indicated they would trust the governmental authorities and branding of such would be a factor for trusting the system. Some of FG1 and FG2 participants even indicated that they would only trust the authorities in Sweden, whereas others preferred to have options and alternatives. Inversely, 1 participant in FG1 stated that competent privacy or IT security companies, which would often have more skilled personnel than government agencies, are trusted rather than governmental authorities. Nonetheless, FG3 and FG4 participants indicated that there seems to be less trust in the government among the population in Germany.

Hence, based on the above mentioned statement, most participants, especially those from Sweden, seem to trust the government as an operator, some, however, would rather trust competent private IT security companies.

We can conclude overall as follows:

- A trustworthy and creditable agency is needed to brand the SAE-service and to host a private Cloud, considering culturally influenced social trust factors.
• The UI should communicate the trusted party’s branding and privacy or trust certification seals that may be helpful for establishing reliable trust.

Discussion

Summary

Main findings of our user studies can be summarized as follows:

In our studies, medical staff’s perspectives on redactable EHRs included concerns regarding redactions resulting in incomplete EHRs used for medical purposes and acknowledgments of patients having control of their own EHRs. Overall, they accepted the Cloud-based SAE-service under the premises of some conditions such as clear responsibilities and accountability of the redactor (patient) as well as rules defining redaction rules. The security of the 2-factor authentication was appreciated, however, required more usable and efficient means for the authentication and signing processes in a hospital environment. In addition, the hand-written signature representation of the digital redactable signature was overall appreciated.

The overall expressed opinions of the FG participants concluded that medical information is most sensitive among other types of personal information such as age, address, and income. Participants well understood the redaction process and the stencil metaphor of blacking or graying out of fields in the redaction process. However, they highlighted the need for more support and guidance with regard to redaction templates, for example, different default templates serving different purposes as well as the support for redaction rules. The 2-factor authentication was well received by participants who were familiar with similar apps; thus, standardization with existing solutions was highlighted. Acceptability and trust of the validity of redactable signatures depended on the familiarity and technical experiences of digital signatures. In particular, technically knowledgeable users (apart from crypto-specialists) had more issues trusting the malleable signatures. In addition, in terms of trust or distrust in the SAE service or in agencies hosting the service, differences existed between FGs in Sweden (higher trust) and Germany (showing distrust).

Comparison With Previous Work

Addressing privacy concerns and the users’ trust regarding storing their medical data in the Cloud is essential [31-33].

Related work has focused on technical means for addressing privacy and security challenges in EHR systems [34-36]. Studies have addressed patient control in terms of Web-based access to their EHRs for increasing transparency in Sweden [37,38], a dynamic, in terms of defining access control requirements for patients [36], and through a dynamic consent model [39]. Moreover, the acceptability and end-user challenges of personally controlled eHealth records [40,41] have been discussed. However, to the best of our knowledge, no previous work has addressed the end-user perspectives for a Cloud-based SAE-service based on redactable signatures as a means for enhancing patient control over authentic medical data. Consequently, this study is also the first to report about end-user perspectives and requirements for making such service usable, acknowledged, accepted, and trusted by different types of end users.

End-user perspectives for cryptographic selective disclosure technologies, especially in terms of the challenges to evoke comprehensive mental models and to establish end-user trust in the stated selective disclosure functionality have been discussed for attribute-based credentials (ABCs) [15,42] and for the German National identity card [43]. Both ABCs and the German identity card are credentials that provide related user-controlled data minimization functions, which allow the credential holder to selectively disclose attributes or characteristics of those attributes stored on the credentials (eg, they allow to reveal whether a credential holder is over 18 years instead of revealing the exact birth date or any other information stored on the credential). The studies by Wästlund et al and Benenson et al [15,42] explored different ways in which suitable mental models of the data minimization property of ABCs can be evoked on end users. The results showed that while an adapted card metaphor helped more than half of the test users to understand that attributes could be selectively disclosed or hidden, nevertheless better design paradigms for understanding the selective disclosure property of attribute characteristics were still needed.

However, redactable signatures used in our use case allow only traditional redactions (ie, deletion of information) as a means for selective disclosure of the remaining information, for which more adequate real-world analogies (such as the blacking out metaphor) exist. Blacking out text on paper (including text in letters with signatures) has been long practiced already in the offline world. This may be 1 reason why in this study, the stencil metaphor for blacking out information (illustrated by graying out text in the mockups) worked well for most of our FG participants to understand the selective disclosure property of redactable signatures.

Evoking the correct mental models with our mock-ups for the authenticity of the redacted EHRs and particularly mediating trust in the validity of the redactable signature by the doctor after the redaction had taken place seemed to work well for the lay users. However, technical users that were familiar with traditional digital signatures, which are invalidated by any modifications of the signed text, had doubts in the validity of the signature after the redaction represented by the green check icon. These findings are similar to research findings in Lerner et al’s study [44], which report that users with technical security knowledge lacked trust in a newly designed email encryption tools, where cryptographic operations were automatic and hidden, and which, thus, seemed to behave differently to the traditional email encryption tool GNU Privacy Guard (GPG) [45] that they were familiar with. The findings of our study, however, also showed that in the case of redactable signatures, our technical users with advanced expertise in cryptography were also able to find their own technical explanations. Therefore, they were able to establish trust into the validity of the signature by the doctor after the redaction.

Comparison: Sweden and Germany

Previous studies show that Germany is facing multiple obstacles that prevent the implementation of a national EHR system. Apart
from the technical complexity and compatibility issues, there is also a conservatism [20] and strong resistance among health professional organizations against digitalization of health records [22,23]. Moreover, our study showed similar concerns by some of the medical professionals in Germany, who expressed distrust in data security in general or in the patients’ knowledge, expertise, and ability to perform redactions and would, therefore, not trust the redacted documents. The interviewed medical professionals in Sweden did not voice such concerns to that extent.

A higher trust in government agencies for hosting the SAE-service by FG participants in Sweden in comparison with the ones in Germany reflected the Eurobarometer survey results [24], which revealed that people in Sweden are most likely to trust their national public authorities.

Measures providing transparency for the processing of EHRs and accountability of health personnel that are in place in Värmland, Sweden, may also be 1 reason why our FG participants in Sweden, in contrast to the participants in FGs 3 and 4 in Germany, did not voice any doubts that doctors may still be able to obtain the redacted information by other means without the patients’ consent.

In an interview with medical professionals in Sweden, S2 confirmed that accountability measures are taken very seriously in Sweden with the example that doctors require to document the patients’ consent witnessed by a colleague when accessing the patients’ EHRs.

**Legal Rules and Compliance**

The proposed SAE-service is compliant with European privacy rules and regulations. It is, in particular, meeting the GDPR’s privacy requirements for data minimization (Art 5 c), and for data protection by design and default (Art 25). It also supports patients to exercise their right to access their medical data by obtaining an electronic copy of their medical records pursuant to Art 15 (3) GDPR and pursuant to national patient data protection legislation (eg, Section 630g (2) Bürgerliches Gesetzbuch in Germany [46] and Section 8 Patient Data Act in Sweden [47]) complementing the GDPR.

Already today, patients would be empowered to redact data from these electronic copies of their medical records (if they are not digitally signed) or from printouts of these copies and pass it on to other parties. The proposed SAE will, in addition, protect the authenticity and integrity of the medical information, and thus, also patient safety, through the (redactable) signature by the doctor. In addition, we require that the patient is digitally signing all redactions (ie, the redaction is implemented as a keyed operation) for making the patient accountable. The secure authentication and signing solution MOXIS by XiTrust that is used for the SAE-service allows to implement the patient’s signature as a qualified signature according to the European Electronic Identification, Authentication, and Trust Services (eIDAS) Regulation with the help of the Austrian trust service provider A-Trust [48]. This means that the patient’s signature would, in this case, fulfill the highest security standards of eIDAS and have the same legal status as a handwritten signature.

**Limitations**

As our study’s focus is on the user, our limitations are related to participants of our studies. One might argue that because of our recruitment process (our own network), participants might be inclined to be bias in their feedback. However, because of our research objectives and study design, we refrained from inquiring about their acceptability criteria (if they value our UIs), as that was not an interest for our research. Our focus was on mental perception of the SAE-service functions and sequences, that is, what works and why. Another point is our limited demographic data from our participants. We have had participants varying in background, gender, and age; however, we did not collect that data in our results. In addition, we intended to follow the data minimization principle in practice with our studies: collecting the minimum amount of data necessary for the study.

**Conclusions**

In our study, we have addressed medical professionals and patient’s perspectives of our SAE-service. Allowing data minimization of the EHR through redactable signatures, supports users’ control of their medical data. The need for diverse considerations for both roles of users, with different technical backgrounds as well as country they are based in, has been highlighted in our results. One important influence is the effect of users’ experiences on their acceptance and perception of our proposed service that include their mental models and familiarity with existing solutions, experiences with EHRs, and/or their technical background. Therefore, it was challenging in our study to compare user’s acceptance and trust based on countries they are in (Sweden and Germany) as there was a clear distinction in the familiarity and experience of EHRs in the countries addressed. The complexity of different users’ experiences calls for customized designs targeting different sets of users for future usable eHealth solutions.
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Abstract

Background: Web-based and blended (face-to-face plus Web-based) interventions for mental health disorders are gaining significance. However, many licensed psychotherapists still have guarded attitudes toward computer-assisted therapy, hindering dissemination efforts.

Objective: The objective of this study was to provide a therapist-oriented evaluation of Web-based and blended therapies and identify commonalities and differences in attitudes toward both formats. Furthermore, it aimed to test the impact of an information clip on expressed attitudes.

Methods: In total, 95 Austrian psychotherapists were contacted and surveyed via their listed occupational email address. An 8-minute information video was shown to half of the therapists before 19 advantages and 13 disadvantages had to be rated on a 6-point Likert scale.

Results: The sample resembled all assessed properties of Austrian psychotherapists (age, theoretical orientation, and region). Therapists did not hold a uniform overall preference. Instead, perceived advantages of both interventions were rated as neutral ($t_{94}=1.89, P=.06; d=0.11$), whereas Web-based interventions were associated with more disadvantages and risks ($t_{94}=9.86, P<.001; d=0.81$). The information clip did not excerpt any detectable effect on therapists’ attitudes ($r_{95}=-.109, P=.30$). The application of modern technologies in the own therapeutic practice and cognitive behavioral orientation were positively related to the given ratings.

Conclusions: This study is the first to directly compare therapists’ attitudes toward Web-based and blended therapies. Positive attitudes play a pivotal role in the dissemination of new technologies, but unexperienced therapists seem to lack knowledge on how to benefit from technology-aided treatments. To speed up implementation, these aspects need to be addressed in the development of new interventions. Furthermore, the preference of blended treatments over Web-based interventions seems to relate to avoidance of risks. Although this study is likely to represent therapists’ attitudes in countries with less advanced electronic health services, therapists’ attitudes in more advanced countries might present differently.

(J Med Internet Res 2018;20(12):e11007) doi:10.2196/11007
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Introduction

In recent years, the amount of research on Web-based interventions has increased exponentially, and evidence supporting the efficacy of guided Web-based interventions in treating common mental health disorders has grown substantially [1-3]. As a consequence, knowledge obtained about Web-based interventions is also being transferred into conventional psychotherapy.

Web-based interventions are usually regarded as self-guided or therapist-guided internet or mobile phone-based programs, following one or more predefined treatment paths and entailing a given number of modules or exercises to be completed [4]. Blended interventions, in turn, are integrated combinations of face-to-face therapy together with the above-mentioned Web-based or mobile phone-based programs. In blended treatment, the application of computer-supported elements is intended to optimize the therapeutic process [5,6] or increase treatment efficiency [7] or effectiveness [8,9]. Blended treatment can be provided in individual or group therapy settings [10,11].

Web-based interventions exhibit a variety of advantages, such as good accessibility, flexibility, and cost and time savings [12]. Patients can enter Web-based interventions anonymously wherever and whenever they wish, resulting in low barriers to treatment and the exploitation of new ways of treating mental health disorders [13]. With regard to achievable treatment effects, meta-analyses indicate good effectiveness for Web-based interventions [1-3]. Despite the promising results, internal and external factors seem to hinder the broad dissemination of ready-to-use programs [14]. Important internal challenges are restricted tailoring to patient needs, challenges with managing comorbidity and acute crisis [12], and low patient engagement and high dropout rates [15]. External challenges exist in the form of national legal restrictions (as in force in Austria or Germany) or stakeholders’ cautious attitudes toward Web-based therapy [16-18].

For blended therapy, the internal and external preconditions appear to be different. Given the nature of blended therapy, some of the inherent drawbacks of Web-based treatment seem to be less challenging (eg, handling of crisis or suicide risk). Additionally, external restrictions are either nonexistent (eg, national laws) or appear to be less critical (eg, stakeholder attitudes [18]). On the other hand, blended therapy is typically associated with drawbacks such as reduced scalability owing to the reliance on personal therapist time and concomitantly higher treatment costs. Furthermore, the current evidence base of blended therapy is less comprehensive compared with Web-based interventions [10]. On the patient’s side, risks concerning restricted time for personal interaction [11], a potentially weakened patient-therapist bonding, or difficulties in communicating less apparent aspects of disease-related problems are of interest [19].

Regarding therapists’ attitudes toward Web-based (and blended) therapy, most findings from previous studies have shown that therapist appraisals of Web-based interventions range from cautiously positive to generally positive [20-22]. One study (N=1532) found that therapists were more skeptical regarding Web-based therapy compared with addressed patients ($r_p^2=0.38$) [20]. Although partly inconsistent, several studies have identified associations between theoretical orientation (eg, psychodynamic vs others) and attitudes toward the use of Web-based interventions [20,22,23]. Furthermore, therapists’ personal experience with the use of computer and media was found to positively relate to given appraisals (preference for Web-based treatment: 17.5% vs 6.4%; N=1104) [24]. Additionally, perceived applicability seems to depend on the appraisal of specific treatment features; for example, Web-based interventions were considered better suited to treat mild to moderate disorders [24]. Equally, therapist-level barriers relate to perceived disadvantages of Web-based therapy. Concerns exist with regard to potential negative effects (eg, on the working alliance) or doubtful treatment efficiency [17,25]. Literature on therapists’ attitudes of blended therapy, however, is less extensive, and some studies have not fully differentiated between Web-based interventions and more blended forms of therapy [17,26]. Therapists frequently have reported benefits such as improvements in patients’ self-management skills, improved access to therapy materials and treatment transparency, less traveling time, and possible reductions in so-called therapist drift-offs [5,19]. In a survey on the acceptability of computer-assisted therapy (N=1067) [17], professionals reported they were likely to integrate computer-supported therapies into their practice, but some doubted that the use of technology would actually improve treatment outcomes (low performance expectancy). Attitudes were also related to the general openness to new treatments (beta=-.35) and computer literacy (beta=-.19), and therapists varied in their ability and willingness to use computer-assisted programs. In a Delphi study (N=21), lack of nonverbal communication and the unsuitability for all patients were identified as disadvantages, and some therapists were concerned about blended therapy being time consuming or hindering to the rapport of less clear disease aspects or the establishment of a therapeutic relation [19]. Literature from neighboring disciplines, such as therapy monitoring or virtual reality, reveals comparable findings [27,28].

Psychotherapists play multiple roles in the dissemination of technology-assisted treatments [29,30] and will be end users of blended therapy; for example, Web-based interventions can be prescribed as an initial, adjunctive, or maintenance program. At the same time, psychotherapists hold important occupational and political positions in mental health systems. Therefore, it is important to improve the understanding of therapists’ attitudes toward Web-based and blended therapies.

Important issues of therapists’ attitudes toward Web-based and blended therapies refer to different levels of detail. For a global picture, the overall appraisal of both treatment strategies is of interest; for example, do psychotherapists hold a uniform preference for blended therapy over Web-based therapy? At a deeper level, separate rankings and comparative profiles can depict specific advantages and disadvantages and can lead to a better understanding of each intervention’s assigned strengths and weaknesses; for example, which advantages of Web-based therapy do therapists value most? At the highest level of resolution, stakeholders and developers might be interested in specific aspects of both treatments. Here the study provides an
item-level analysis of both treatments; for example, do therapists believe that blending can improve current therapy practices? As a last aspect, we were interested in whether a short information video would influence therapists’ appraisals.

Methods

Survey Development and Design

To explore the outlined issues, a survey study was conducted. All randomly selected subjects received an email invitation to participate in the study. The corresponding survey contained demographic information as well as items on perceived advantages and disadvantages of Web-based and blended therapies. Questions on both therapy forms were organized in separate blocks, which were presented in randomized order.

Demographic Information

Therapists reported on their educational and professional background, their years in profession (training period excluded), their basic professions (psychology, pedagogics, social work, etc), and their working region (urban vs rural). Additionally, we gathered descriptive information on self-reported computer and internet usage behavior and a ranking of blended therapy applications.

Construction of Survey Questions and Factor Analysis

Because there was no questionnaire designed to contrast the differences in the perceived (dis)advantages of Web-based and blended therapies among psychotherapists, we constructed a survey based on previous literature in the field. In the first step, an extensive literature search was conducted. In the next step, 4 previous studies with high relevance were identified [17,22,31,32] and served as the basis for this survey. In the last step, additional research was regarded during the construction of the items. The item selection was based on different criteria with a scope on 3 main categories (basic characteristics, therapeutic process, and health care perspective). Several items regarded the basic characteristics of Web-based and blended interventions (eg, treatment flexibility, age, or suitability). Further items were related to advantages and disadvantages for the therapeutic process and the therapeutic alliance (eg, repetition of therapy material, complexity of treatment, or nonverbal signals). The last category contained items assessing therapists’ attitudes about occupational interests, the psychotherapy supply, and the evidence base of both treatments (eg, treatment quality, data security, or health care provision). Finally, 32 items were selected from a total of 54 candidate items. Selection criteria were redundancy and relevancy of items as well as fit for both intervention types. The selection was carried out consensually by the first, second, and last author (RS, RP, and AL, respectively). A detailed assignment of each item’s theoretical background is provided in Multimedia Appendix 1.

Ratings were made on a 6-point Likert scale, and items were divided into “perceived advantages” and “perceived disadvantages” for each intervention strategy (6=I definitely agree, 5=I agree, 4=I somewhat agree and so on). With the exception of the respective intervention name, the items of both scales were identical. Both scales showed high internal consistency (18 items for advantages, Cronbach alpha=.931; 13 items for disadvantages, alpha=.930). Because factor analyses in small samples (100 individuals) can be applied, when the observed communalities were high (λ>0.6) [33], we conducted a maximum likelihood factor analysis (rotation based on the Varimax method) to roughly explore the basic factor structure of our questionnaire. The analysis revealed a single factor with high factor loadings (average λ=0.680). Here perceived advantages were related positively and disadvantages negatively to the identified factor. Detailed results of the factor analysis are listed in Multimedia Appendix 1.

Production of the Video Clip

An 8-minute video clip presented the definitions and the usual content of Web-based and blended interventions as well as their evidence base. There was no particular sequence on advantages and disadvantages of both interventions. The video clip consisted of a sequence of presentation slides depicting graphs, tables, and text-based information on unguided and guided Web-based interventions as well as on blended therapy. A professional rehearsal voice recorded the audio stream. The video did not feature any visible speaker or interview partner (eg, psychologist, professor, or patient).

Procedure

Therapists were contacted via the national register for licensed psychotherapists administered by the Federal Ministry of Health and Women in Austria, renamed and reorganized into the Federal Ministry of Labour, Social Affairs, Health and Consumer Protection (Bundesministerium für Arbeit, Soziales, Gesundheit und Konsumentenschutz) after the 2017 state elections. The register contains a comprehensive list of all licensed psychotherapists in Austria (N=8643) and is frequently used for research purposes. The entire register was downloaded, and 12.14% (1050/8643) of the addresses were selected at random. Therapists were invited to participate in the survey via email, and the survey was provided via a Web-based survey platform (LimeSurvey). The cover letter was entitled Survey on Web-based and blended interventions in psychotherapy and entailed information on the study background, purpose, privacy issues, and detailed contact information. Following best practice guidelines (eg, Tailored Design Method [34]), efforts were made to keep the perceived costs of responding low (eg, easy to complete), to address the relevance (eg, currency of the topic) and the benefits of participating (eg, 3×20 Euro tombola), and to establish trust by ensuring data security and a professional presentation. Additionally, we attempted to provide therapists with basic knowledge about both interventions by screening an 8-minute video clip at the beginning of the survey. Owing to the conflicting priorities of providing some information on the topic but not interacting with personal attitudes, we decided to randomly present this video clip to 50% of the surveyed psychotherapists. Answering the survey took 23 minutes on average.

Analyses

Statistical analyses were conducted using SPSS Statistics 23 (IBM SPSS Statistics). Responses were based on mandatory field completion; thus, no missing data arose. Results were not
normally distributed and nonparametrical statistics therefore would be indicated. For reasons of interpretability, we preferred to present the investigated differences in terms of Cohen's $d$ [35]. Therefore, obtained data were analyzed parametrically ($t$ tests) and nonparametrically (Wilcoxon tests). Because the results corresponded almost perfectly, we decided to present the results based on $t$ tests together with effect sizes in Cohen's $d$. Differences in demographic variables between surveyed therapists and the population of Austrian therapists were analyzed using chi-square tests. Influences of demographic variables (e.g., occupational computer usage or therapeutic orientation) and the impact of the presented video clip were analyzed using point-biserial correlations.

Dependent sample item-level $t$ tests were applied to contrast both interventions against each other (19 positive items and 13 negative items). We decided to adjust for type I error inflation by applying Bonferroni correction to each scale separately, resulting in a critical $t$ value of $t=2.78$ for advantages and $t=2.65$ for disadvantages. Results below the critical threshold are labeled in the corresponding tables. Here the average value of a given item (e.g., treatment flexibility) was tested against the total value of the corresponding subscale (e.g., advantages of Web-based interventions). According to power analyses (G*Power 3 [36]), the calculated power to detect a given effect size of $d=0.3$ and $d=0.5$ was $\beta=.83$ and $\beta=.99$, respectively.

**Results**

**Surveyed Therapists**

In response to our nationwide invitation, 95 out of 1050 contacted therapists completed the survey between May 2016 and June 2016, resulting in a response rate of 9.31%. The information clip was presented to 48% (46/95) therapists. For estimating representativeness and potential selection biases, information on therapists’ theoretical orientation (e.g., cognitive behavioral therapy) and other features are provided in Tables 1 and 2. Among the surveyed psychotherapists, 65% (62/95) were female, which corresponded to the population of psychotherapists in Austria (71.8%). The proportion of behavioral psychotherapists in Austria (11.9%) is traditionally lower than that in other German-speaking countries, such as Germany (35%) [37]. This was reflected in our sample (14/95, 15%). Apart from humanistic therapists, our sample seems to largely resemble the population of Austrian therapists. Another important feature of our sample is the full range of possible professions a licensed psychotherapist in Austria may originate from. Only 44% (42/95) of the surveyed therapists were psychologists. The remaining 56% (53/95) stemmed from diverse professional areas, such as medicine, social work, etc. Survey results can benefit from this heterogeneity because many different perspectives entered the appraisal of Web-based and blended therapies.

**Therapists’ Computer and Internet Behavior**

The vast majority of our sample used computers regularly for email correspondence and for Web-based search (Table 3). Regular email contact with clients was substantially lower, and only 12%-13% already used computers for videoconferencing or to supply modern media, videos, or book chapters to patients.

### Table 1. Demographic characteristics of the sample.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample (N=95)</th>
<th>Population of psychotherapists in Austria (N=8643)</th>
<th>Statistics</th>
<th>$\chi^2$ value</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>62 (65.26)</td>
<td>6205 (71.79)</td>
<td></td>
<td>2.1</td>
<td>.14</td>
</tr>
<tr>
<td>Male</td>
<td>33 (34.73)</td>
<td>2438 (28.21)</td>
<td></td>
<td>2.1</td>
<td>.14</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>48.7 (12.2)</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Theoretical orientation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychodynamic or analytic</td>
<td>28 (29.47)</td>
<td>2230 (25.80)</td>
<td></td>
<td>0.6</td>
<td>.44</td>
</tr>
<tr>
<td>Humanistic</td>
<td>26 (27.36)</td>
<td>3232 (37.39)</td>
<td></td>
<td>4.0</td>
<td>.04</td>
</tr>
<tr>
<td>Behavioral</td>
<td>14 (14.73)</td>
<td>1029 (11.90)</td>
<td></td>
<td>0.7</td>
<td>.39</td>
</tr>
<tr>
<td>Systemic</td>
<td>27 (28.42)</td>
<td>2152 (24.90)</td>
<td></td>
<td>0.6</td>
<td>.44</td>
</tr>
<tr>
<td>Region (urban/rural), %</td>
<td>76.8/23.2</td>
<td>70/30</td>
<td></td>
<td>2.1</td>
<td>.15</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Table 2. Professional characteristics of the sample.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic profession, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Psychology</td>
<td>42 (44)</td>
</tr>
<tr>
<td>Counseling</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Medicine</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Social work</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Education</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Pedagogics</td>
<td>6 (6)</td>
</tr>
<tr>
<td>University professor</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Theology or philosophy</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Nursing</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Economy or management</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (4)</td>
</tr>
<tr>
<td>No specification</td>
<td>8 (8)</td>
</tr>
<tr>
<td><strong>Years in profession, mean (SD)</strong></td>
<td>12.4 (11.3)</td>
</tr>
</tbody>
</table>

Table 3. Therapists’ occupational computer usage data (N=95).

<table>
<thead>
<tr>
<th>Computer usage</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General computer use (daily)</td>
<td>93 (98)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>General email use (daily)</td>
<td>91 (96)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Conduct Web-based search</td>
<td>83 (87)</td>
<td>12 (13)</td>
</tr>
<tr>
<td>General administration tasks</td>
<td>77 (81)</td>
<td>18 (19)</td>
</tr>
<tr>
<td>Patient related documentation tasks</td>
<td>41 (43)</td>
<td>54 (57)</td>
</tr>
<tr>
<td>Daily patient contact (email)</td>
<td>45 (47)</td>
<td>50 (53)</td>
</tr>
<tr>
<td>Application of modern media during therapy</td>
<td>13 (14)</td>
<td>82 (86)</td>
</tr>
<tr>
<td>Use of video conferencing</td>
<td>12 (13)</td>
<td>83 (87)</td>
</tr>
</tbody>
</table>

aActivities that are relevant to Web-based and blended therapies.

Overall Differences in Perceived Advantages and Disadvantages

The primary aim of this survey was to depict advantages and disadvantages of each intervention strategy at the item level. Still, the overall perception of each method’s (dis)advantages helps to reveal general attitudes. With scores of mean values of 3.45 and 3.61, the rating of perceived advantages can best be described as neutral (3=“I somewhat disagree,” 4=“I somewhat agree”). Although average perceived advantages of blended and Web-based interventions only differed tentatively with a small effect ($t_{94}=1.89$, $P=.06$; $d=0.11$), the appraisal of possible disadvantages differed strongly with a high effect to the detriment of Web-based interventions ($t_{94}=9.86$, $P=.01$; $d=0.81$).

Rankings of Advantages and Disadvantages

Tables 4, 5, 6, and 7 present rankings of the most important advantages and disadvantages separated for each intervention. For each table, the average deviation from the scale mean was calculated. Perceived advantages of Web-based interventions (Table 4) on average scored mean of 3.45 (SD 0.72). With an average of mean of 3.61 (SD 0.58), blended interventions scored slightly above this value (4=“I somewhat agree”). Perceived disadvantages of Web-based interventions (Table 6) on average scored mean of 4.24 (SD 0.59). With an average of mean of 3.66 (SD 0.45), blended interventions scored significantly below this value.

Comparison Between Both Interventions

This section analyzes the most salient differences between both interventions. Table 8 presents differences in perceived advantages between Web-based and blended interventions. Besides absolute deviations of both scores, effect sizes of the deviations are also provided as a standardized indicator. Table 9 presents differences in perceived disadvantages between both interventions.
Table 4. Ranking of advantages of Web-based interventions, deviation from average (N=95).

<table>
<thead>
<tr>
<th>Rank number</th>
<th>Advantage</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bridging distances</td>
<td>4.80&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>Discrete</td>
<td>4.36&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>3</td>
<td>Timewise flexible</td>
<td>4.35&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>4</td>
<td>Psychoeducation</td>
<td>3.97&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>5</td>
<td>Repetition of work material</td>
<td>3.92&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>6</td>
<td>Suitable for young patients</td>
<td>3.77&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>7</td>
<td>Helping minorities or underserved</td>
<td>3.76&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>8</td>
<td>Contemporary</td>
<td>3.71&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>9</td>
<td>Bridging waiting time</td>
<td>3.58</td>
</tr>
<tr>
<td>10</td>
<td>Low threshold to care</td>
<td>3.41</td>
</tr>
<tr>
<td>11</td>
<td>Web-based disinhibition effect</td>
<td>3.28</td>
</tr>
<tr>
<td>12</td>
<td>Suitable for people with age &gt;50</td>
<td>3.13&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>13</td>
<td>Improve self-management</td>
<td>3.13&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>14</td>
<td>Delivering evidence-based treatment</td>
<td>3.09&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>15</td>
<td>Easy to share with family</td>
<td>3.09&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>16</td>
<td>Improvement of treatment quality</td>
<td>3.00</td>
</tr>
<tr>
<td>17</td>
<td>Can support therapist</td>
<td>3.00</td>
</tr>
<tr>
<td>18</td>
<td>Independency from therapist</td>
<td>3.00</td>
</tr>
<tr>
<td>19</td>
<td>Treatment intensification</td>
<td>2.33&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Average</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.45</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<.001 of deviation from average.
<sup>b</sup>P<.01 deviation from average.
<sup>c</sup>P<.05 deviation from average.
<sup>d</sup>N/A: not applicable.
Table 5. Ranking of advantages of blended interventions, deviation from average (N=95).

<table>
<thead>
<tr>
<th>Rank number</th>
<th>Advantage</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bridging distances</td>
<td>4.47&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>Discrete</td>
<td>4.45&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>3</td>
<td>Psychoeducation</td>
<td>4.21&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>4</td>
<td>Contemporary</td>
<td>4.03&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>5</td>
<td>Bridging waiting time</td>
<td>4.03&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>6</td>
<td>Helping minorities or underserved</td>
<td>3.97&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>7</td>
<td>Repetition of work material</td>
<td>3.95&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>8</td>
<td>Suitable for young patients</td>
<td>3.91&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>9</td>
<td>Low threshold to care</td>
<td>3.87&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>10</td>
<td>Timewise flexible</td>
<td>3.75</td>
</tr>
<tr>
<td>11</td>
<td>Suitable for people with age &gt;50</td>
<td>3.63</td>
</tr>
<tr>
<td>12</td>
<td>Treatment intensification</td>
<td>3.43</td>
</tr>
<tr>
<td>13</td>
<td>Improvement of treatment quality</td>
<td>3.38&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>14</td>
<td>Delivery of evidence-based treatment</td>
<td>3.24&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>15</td>
<td>Improve self-management</td>
<td>3.22&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>16</td>
<td>Web-based disinhibition effect</td>
<td>3.04&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>17</td>
<td>Easy to share with family</td>
<td>2.85&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>18</td>
<td>Can support therapist</td>
<td>2.72&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>19</td>
<td>Independency from therapist</td>
<td>2.38&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Average</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.61</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<.001 deviation from average.
<sup>b</sup>P<.01 deviation from average.
<sup>c</sup>P<.05 deviation from average.
<sup>d</sup>N/A: not applicable.
### Table 6. Ranking of disadvantages of Web-based interventions, deviation from average (N=95).

<table>
<thead>
<tr>
<th>Rank number</th>
<th>Disadvantage</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lack of nonverbal signals</td>
<td>5.11</td>
</tr>
<tr>
<td>2</td>
<td>Missing important disease aspects</td>
<td>4.87</td>
</tr>
<tr>
<td>3</td>
<td>Missing problems in therapeutic process</td>
<td>4.83</td>
</tr>
<tr>
<td>4</td>
<td>Not applicable for the majority</td>
<td>4.66</td>
</tr>
<tr>
<td>5</td>
<td>Data security issues</td>
<td>4.57</td>
</tr>
<tr>
<td>6</td>
<td>Avoidance of difficult situation</td>
<td>4.49</td>
</tr>
<tr>
<td>7</td>
<td>Risk of therapy discontinuation</td>
<td>4.22</td>
</tr>
<tr>
<td>8</td>
<td>Dealing with crisis</td>
<td>4.18</td>
</tr>
<tr>
<td>9</td>
<td>Too much technology</td>
<td>4.03</td>
</tr>
<tr>
<td>10</td>
<td>Might result in side effects</td>
<td>3.89</td>
</tr>
<tr>
<td>11</td>
<td>Transfer into daily life</td>
<td>3.66</td>
</tr>
<tr>
<td>12</td>
<td>Technology devalues therapist’s work</td>
<td>3.53</td>
</tr>
<tr>
<td>13</td>
<td>More complicated than classical therapy</td>
<td>3.08</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>N/A</td>
</tr>
</tbody>
</table>

\[^aP<.001. \]
\[^bP<.01. \]
\[^cP<.05. \]
\[^dN/A: not applicable. \]

### Table 7. Ranking of disadvantages of blended interventions, deviation from average (N=95).

<table>
<thead>
<tr>
<th>Rank number</th>
<th>Disadvantage</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data security issues</td>
<td>4.4</td>
</tr>
<tr>
<td>2</td>
<td>Lack of nonverbal signals</td>
<td>4.08</td>
</tr>
<tr>
<td>3</td>
<td>Not applicable for the majority</td>
<td>4.02</td>
</tr>
<tr>
<td>4</td>
<td>Missing problems in therapeutic process</td>
<td>3.87</td>
</tr>
<tr>
<td>5</td>
<td>Missing important disease aspects</td>
<td>3.85</td>
</tr>
<tr>
<td>6</td>
<td>More effortful than classical therapy</td>
<td>3.78</td>
</tr>
<tr>
<td>7</td>
<td>Avoidance of difficult situation</td>
<td>3.77</td>
</tr>
<tr>
<td>8</td>
<td>Might result in side effects</td>
<td>3.77</td>
</tr>
<tr>
<td>9</td>
<td>Risk of therapy discontinuation</td>
<td>3.57</td>
</tr>
<tr>
<td>10</td>
<td>Transfer into daily life</td>
<td>3.45</td>
</tr>
<tr>
<td>11</td>
<td>Too much technology</td>
<td>3.32</td>
</tr>
<tr>
<td>12</td>
<td>Technology devalues therapist’s work</td>
<td>3.02</td>
</tr>
<tr>
<td>13</td>
<td>Dealing with crisis</td>
<td>2.74</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>N/A</td>
</tr>
</tbody>
</table>

\[^aP<.001 deviation from average. \]
\[^bP<.01 deviation from average. \]
\[^cP<.05 deviation from average. \]
\[^dN/A: not applicable. \]
Table 8. Comparison of advantages between Web-based and blended interventions (independent t tests; N=95).

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Blended interventions</th>
<th>Web-based interventions</th>
<th>Mean (SD)</th>
<th>Mean Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment intensification</td>
<td>3.43</td>
<td>2.33</td>
<td>1.11a</td>
<td>0.97</td>
</tr>
<tr>
<td>Improvement of treatment quality</td>
<td>3.38</td>
<td>2.47</td>
<td>0.91a</td>
<td>0.77</td>
</tr>
<tr>
<td>Suitable for people with age &gt;50 years</td>
<td>3.63</td>
<td>3.28</td>
<td>0.35b</td>
<td>0.45</td>
</tr>
<tr>
<td>Bridging waiting time</td>
<td>4.03</td>
<td>3.71</td>
<td>0.32b</td>
<td>0.27</td>
</tr>
<tr>
<td>Low threshold care</td>
<td>3.87</td>
<td>3.58</td>
<td>0.29b</td>
<td>0.25</td>
</tr>
<tr>
<td>Contemporary</td>
<td>4.03</td>
<td>3.76</td>
<td>0.27b</td>
<td>0.31</td>
</tr>
<tr>
<td>Can support the therapist</td>
<td>2.72</td>
<td>2.45</td>
<td>0.27b</td>
<td>0.29</td>
</tr>
<tr>
<td>Delivering evidence-based treatments</td>
<td>3.24</td>
<td>2.99</td>
<td>0.25b</td>
<td>0.25</td>
</tr>
<tr>
<td>Psychoeducation</td>
<td>4.21</td>
<td>3.97</td>
<td>0.24c</td>
<td>0.25</td>
</tr>
<tr>
<td>Helping minorities or underserved</td>
<td>3.97</td>
<td>3.77</td>
<td>0.20</td>
<td>0.19</td>
</tr>
<tr>
<td>Improve self-management</td>
<td>3.22</td>
<td>3.13</td>
<td>0.09</td>
<td>0.12</td>
</tr>
<tr>
<td>Discrete</td>
<td>4.45</td>
<td>4.36</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>Suitable for young patients</td>
<td>3.91</td>
<td>3.92</td>
<td>−0.01</td>
<td>−0.01</td>
</tr>
<tr>
<td>Independency from therapist</td>
<td>2.38</td>
<td>2.40</td>
<td>−0.02</td>
<td>−0.02</td>
</tr>
<tr>
<td>Repetition of work material</td>
<td>3.95</td>
<td>3.97</td>
<td>−0.02</td>
<td>−0.02</td>
</tr>
<tr>
<td>Easy to share with family</td>
<td>2.85</td>
<td>2.93</td>
<td>−0.08</td>
<td>−0.08</td>
</tr>
<tr>
<td>Bridging distances</td>
<td>4.47</td>
<td>4.80</td>
<td>−0.33b</td>
<td>−0.31</td>
</tr>
<tr>
<td>Web-based disinhibition</td>
<td>3.04</td>
<td>3.41</td>
<td>−0.37b</td>
<td>−0.28</td>
</tr>
<tr>
<td>Timewise flexible</td>
<td>3.75</td>
<td>4.35</td>
<td>−0.60b</td>
<td>−0.40</td>
</tr>
</tbody>
</table>

\[aP<.001.\]  
\[bP<.01.\]  
\[cP<.05.\]

**Additional Findings**

Additionally, we investigated the relation between demographic variables as well as the 2 variants of therapists’ occupational computer usage (wide and narrow perspective) and therapist attitudes. Age \((r_{95}=.019, \ P=.85)\), years in profession \((r_{95}=.062, \ P=.55)\), gender \((r_{95}=.039, \ P=.71)\), rural workplace \((r_{95}=.060, \ P=.57)\), or presentation of the short video clip \((r_{95}=.109, \ P=.30)\) did not relate to given appraisals but computer usage did. In the wide perspective of therapists’ occupational computer usage (all 4 marked variables from Table 3), a trend toward more favorable attitudes was found \((r_{95}=.177, \ P=.09)\). In the narrow perspective (application of modern media or videoconferencing; the last 2 items presented in Table 3), this relation became more evident \((r_{95}=.241, \ P=.02)\). Finally, we correlated the therapeutic orientation with attitudes, and found a trend toward more positive attitudes among behavioral therapists \((r_{95}=.188, \ P=.07)\). As the last aspect, we were interested in the perceived applicability of blended therapy elements as well as in therapists’ interest in potentially applying such elements. Corresponding results are listed in Tables 10 and 11.
### Table 9. Comparison of disadvantages between Web-based and blended interventions (independent t tests; N=95).

<table>
<thead>
<tr>
<th>Disadvantages</th>
<th>Web-based interventions</th>
<th>Blended interventions</th>
<th>Mean (SD)</th>
<th>Mean Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dealing with crisis</td>
<td>4.18</td>
<td>2.74</td>
<td>1.44&lt;sup&gt;a&lt;/sup&gt; (1.17)</td>
<td>1.22</td>
</tr>
<tr>
<td>Lack of nonverbal signals</td>
<td>5.11</td>
<td>4.08</td>
<td>1.03&lt;sup&gt;a&lt;/sup&gt; (1.16)</td>
<td>0.89</td>
</tr>
<tr>
<td>Missing important disease aspects</td>
<td>4.87</td>
<td>3.85</td>
<td>1.02&lt;sup&gt;a&lt;/sup&gt; (1.14)</td>
<td>0.89</td>
</tr>
<tr>
<td>Missing problems in therapeutic process</td>
<td>4.83</td>
<td>3.87</td>
<td>0.96&lt;sup&gt;a&lt;/sup&gt; (1.02)</td>
<td>0.94</td>
</tr>
<tr>
<td>Avoidance of difficult situation</td>
<td>4.49</td>
<td>3.77</td>
<td>0.72&lt;sup&gt;a&lt;/sup&gt; (1.25)</td>
<td>0.58</td>
</tr>
<tr>
<td>Too technological</td>
<td>4.03</td>
<td>3.32</td>
<td>0.71&lt;sup&gt;a&lt;/sup&gt; (1.38)</td>
<td>0.51</td>
</tr>
<tr>
<td>Risk of therapy discontinuation</td>
<td>4.22</td>
<td>3.57</td>
<td>0.65&lt;sup&gt;a&lt;/sup&gt; (1.16)</td>
<td>0.56</td>
</tr>
<tr>
<td>Not applicable for the majority</td>
<td>4.66</td>
<td>4.02</td>
<td>0.64&lt;sup&gt;a&lt;/sup&gt; (1.31)</td>
<td>0.49</td>
</tr>
<tr>
<td>Technology devaluates therapist’s work</td>
<td>3.53</td>
<td>3.02</td>
<td>0.51&lt;sup&gt;a&lt;/sup&gt; (1.39)</td>
<td>0.37</td>
</tr>
<tr>
<td>Transfer into daily life</td>
<td>3.66</td>
<td>3.43</td>
<td>0.23&lt;sup&gt;b&lt;/sup&gt; (1.06)</td>
<td>0.22</td>
</tr>
<tr>
<td>Data issues</td>
<td>4.57</td>
<td>4.40</td>
<td>0.17 (1.13)</td>
<td>0.15</td>
</tr>
<tr>
<td>Might result in side effects</td>
<td>3.89</td>
<td>3.77</td>
<td>0.12 (1.11)</td>
<td>0.11</td>
</tr>
<tr>
<td>More effortful than classical therapy</td>
<td>3.08</td>
<td>3.78</td>
<td>−0.70&lt;sup&gt;a&lt;/sup&gt; (1.24)</td>
<td>−0.56</td>
</tr>
</tbody>
</table>

<sup>b</sup>P<.05.<br><sup>a</sup>P<.001.

### Table 10. Applicability of blended therapy elements (N=95).

<table>
<thead>
<tr>
<th>Applicability of elements</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychoeducation</td>
<td>96</td>
</tr>
<tr>
<td>Record about mood and activities</td>
<td>85</td>
</tr>
<tr>
<td>Web-based diary</td>
<td>84</td>
</tr>
<tr>
<td>Exercises at home (homework)</td>
<td>84</td>
</tr>
<tr>
<td>Videos and multimedia (like YouTube)</td>
<td>78</td>
</tr>
<tr>
<td>Mediation and relaxation exercises</td>
<td>74</td>
</tr>
<tr>
<td>Diary on smartphone</td>
<td>63</td>
</tr>
<tr>
<td>Reflection of therapy elements</td>
<td>59</td>
</tr>
<tr>
<td>Introduction into treatment</td>
<td>52</td>
</tr>
<tr>
<td>Debriefing of the session</td>
<td>32</td>
</tr>
</tbody>
</table>

### Table 11. Interest in blended therapy elements (N=95).

<table>
<thead>
<tr>
<th>Interest in elements</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Videos and multimedia (psychoeducation, short videos)</td>
<td>54</td>
</tr>
<tr>
<td>Communication (short message service text message, email, feedback about exercises)</td>
<td>45</td>
</tr>
<tr>
<td>E-learning (short texts, case example, Web-based exercises)</td>
<td>41</td>
</tr>
<tr>
<td>Smartphone or app (diary, behavioral observation, real-time-monitoring)</td>
<td>34</td>
</tr>
<tr>
<td>None of the components</td>
<td>26</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings
This study contributes to the understanding of licensed psychotherapists’ attitudes toward Web-based and blended therapies. By focusing on different levels of detail (general appraisal, internal and comparative profiles, and item-level analyses), the perceived advantages and disadvantages of both interventions are depicted. Major findings concern the neutral perception of both interventions’ advantages as well as the increased perception of disadvantages of Web-based interventions. Additionally, a mismatch between therapists’ concepts about both interventions and the corresponding empiric evidence can be identified at the item level of analysis. Finally, the effect of an 8-minute information video was found to be negligible.

Therapists’ overall perception of advantages in Web-based and blended therapies can be described as neutral because average ratings ranged around the midpoint of the survey’s scale. Although this finding does not suggest negative attitudes toward both interventions, it seems to be more in line with studies suggesting that psychotherapists are reserved and cautious in their views [20,28,29]. Even though therapists might be expected to have more positive attitudes toward technology-aided, face-to-face therapy (blended format), there was no overall preference nor was there significant difference between both intervention formats’ advantages. Blended therapy pursues the frequently stated goal of unifying the advantages of traditional face-to-face and computer-supported treatments [10], and our results suggest that this relates primarily to risk-related aspects. According to the Diffusion Of Innovations theory [38] and the Unified Theory of Acceptance and Use of Technology [39], perceived advantages as well as compatibility with personal beliefs and preferences play a pivotal role in the successful dissemination of new technologies. Accordingly, the lack of perceived advantages or benefits can result in reduced interest and consequently, in the possible obstruction of dissemination efforts. In this context, several studies [17,24,40] have stressed the relevance of electronic health (eHealth) knowledge and experience as facilitators of more positive attitudes. We found a tendency toward more positive attitudes among therapists who had already used some computer or media support in their practice.

However, when comparing perceived disadvantages, the results were a bit different. Although the attributed disadvantages of blended therapy again can be described as neutral, the surveyed professionals showed particularly more negative attitudes toward the presented risks associated with Web-based interventions. This finding is in accordance with results from previous studies [20,41,42]. Some authors have ascribed the low acceptance of Web-based interventions to professionals’ concerns that their work may be replaced by such technologies [12,43]. Although surveyed therapists did not per se agree with the statement that technology would devaluate a therapist’s work (a minor disadvantage in Table 6), more negative attitudes toward Web-based interventions emerged when the approach was compared with blended treatment (Table 9). Still, the most salient disadvantages of Web-based therapy concerned therapeutic process aspects, such as the lack of nonverbal signals, missing important disease aspects, or dealing with crisis. Given that the relevance of these aspects differs between guided and unguided forms of Web-based therapy, further differentiation between both formats would have been advisable. In this regard, both guided and unguided forms of Web-based therapy are represented equally in this study. In the synopsis, both formats failed to elicit positive responses among psychotherapists. Additionally, risks and disadvantages seem to be particularly relevant to Web-based interventions, resulting in a more negative perception of this format. This result is in line with previous studies that reported on stakeholders’ and therapists’ overall preferences of blended therapy over Web-based interventions that are completely delivered via the internet [18,44] and suggests that perceived risks could play a pivotal role in this regard.

At the item level, a mismatch between empirical evidence and therapists’ personal beliefs was found. Recognizing such differences can help improve training and consumer information and thus improve the dissemination of internet-based interventions; for example, the empirical base of Web-based interventions in delivering evidence-based treatments was not acknowledged by surveyed professionals (Table 4 Rank 14). The same applies to the improvement in patients’ self-management abilities in blended therapy approaches—a benefit suggested in previous literature [6,19]. Finally, the increased salience of potential risks of Web-based interventions is currently not supported by evidence [45-47]. In this context, previous studies have successfully promoted positive attitudes toward eHealth in general and patient populations by providing text or video-based information [48,49]. At the same time, comparable studies yielded less successful results [50,51]. In this context, the mode of presentation (text vs video-based) and the use of persuasive methods (eg, expert evaluations or testimonials) [52] could influence the impact of the presented material. Whether such a strategy could change therapists’ attitudes toward Web-based or blended treatments for now remains an open question. In this study, the randomized presentation of a short information clip did not effect therapists’ attitudes. Ultimately, more profound implementation strategies appear most promising [53]. Among others, such strategies should focus on teaching, therapist trainings, incentives, and reimbursement policies.

In the light of the above-mentioned innovation theories (Diffusion Of Innovations theory and Unified Theory of Acceptance and Use of Technology [38,39]), a further strategy to improve uptake emphasizes on therapist-oriented co-design. On one hand, practitioners agreed that blended interventions constitute a contemporary and flexible approach. Simultaneously, a strikingly high number of therapists doubted that blended therapy would support them in their daily work (Table 4, rank 18 of 19). Thus, the criterion of performance expectancy—which was an identified key factor for (patient-based) acceptance and use in previous Web-based therapy studies [21,40]—remains unsatisfied from the therapists’ perspective on blended therapy. Furthermore, therapist-based effort expectancy for blended therapy is very high (Table 9, last
item) because therapists do expect more workload from using blended formats. Although therapists frequently participate in the development of new interventions [54], developers should particularly emphasize how therapist-based performance and effort expectancies can be addressed in blended therapy.

Therapist attitudes were related to their personal experience in using modern technologies but not to work experience (years in profession) or other demographic variables. The relevance of personal experience has frequently been stressed in previous qualitative and quantitative studies [17,22-24,44]. Concerning the role of therapeutic orientation, our results revealed only a statistical tendency toward more positive attitudes among cognitive behavioral therapists. Thus, although our results contradict findings from several studies showing more negative attitudes among psychodynamic and humanistic therapists [20,23], they support studies identifying more liberal attitudes among behavioral therapists [22]. When interpreting these results, the small sample size, which further spreads over several different therapeutic orientations, needs to be taken into account.

Regarding the study’s validity, certain factors support representativeness, whereas others restrict generalizability. Essential features of the sample resemble available population characteristics (therapeutic orientation, gender, or regionality), suggesting that the attitudes of the respective sample represent those of Austrian therapists. However, recent literature indicates critical regional differences in the knowledge about and acceptability of internet-assisted and blended interventions. Stakeholders in countries with more advanced eHealth services tend to have more positive attitudes [18] and as previously mentioned, personal experience with technology- and media-supported therapy elements relates to more positive evaluations of both treatment formats [24]. Consequently, this study seems to primarily represent therapist attitudes in surroundings with less advanced eHealth services, whereas therapists in advanced eHealth environments might hold more positive attitudes.

Limitations

This study has several limitations. First, considering that the study was carried out online and therapists were only contacted via email, selection bias may have been introduced. To counteract this tendency, it would have been advisable to use an additional paper-pencil version of the questionnaire [33]. Second, the low response rate increased the risk of introducing response bias. To estimate this risk, available population data on essential sample characteristics are provided, and corresponding deviations from the population range from around 3.1 to 10.4 percentage points. Although the sample can be considered representative for psychodynamic, behavioral, and systemic therapists (deviation=3.1%-3.2%), therapists with a humanistic orientation were underrepresented (deviation=10.4%). Third, the sample size in this study was rather small. Consequently, the study lacks sufficient power to detect small effects or subgroup effects reliably. Therefore, findings on the influence of therapeutic orientation or the relevance of personal experience in therapists’ appraisals should be interpreted with caution. Fourth, many previous studies have employed standardized questionnaires [31,32]. Owing to the specific aim of this study and the lack of a corresponding pretested questionnaire, we have not been able to implement any validated survey. As a result, the translation of the survey is prone to language errors, and assumptions about its factor structure are unconfirmed. However, the reported exploratory factor analysis does indicate a single factor structure in which factor loadings of advantages and disadvantages load according to expectations. Additionally, the full translation of each survey question is provided in Multimedia Appendix 1. As the last aspect, we assessed therapists’ daily personal computer usage, but we did not assess computer literacy by means of a standardized questionnaire. Applying computer literacy questionnaires might have led to additional findings.

Conclusion

This study is the first to investigate therapist attitudes toward blended therapy and to directly compare therapist appraisals of Web-based and blended intervention formats. Therapists’ general attitudes can be described as neutral to cautious, and therapists’ preferences of blended therapy over Web-based interventions seem to be risk-driven. According to two mentioned innovation theories, positive beliefs and preferences play a pivotal role in the successful dissemination of new technologies. As one crucial aspect, therapists seem to lack knowledge on how to benefit from technology-aided treatments. This aspect should be regarded in the development of new interventions. However, contrary to personal experience with technology- and media-supported therapy, an unspecific information video did not influence therapists’ appraisals. In this context, the study provides a starting point for improved therapist education (eg, fostering knowledge on potential benefits or addressing frequent mismatches between empirical evidence and therapists’ concepts). Although this study is likely to represent therapist opinions in countries with less advanced eHealth services, the small sample size restricts its sensitivity to detect small or subgroup effects.
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Abstract

Background: Telemedicine and telehealth solutions are emerging rapidly in health care and have the potential to decrease costs for insurers, providers, and patients in various settings. Pediatric populations that require specialty care are disadvantaged socially or economically or have chronic health conditions that will greatly benefit from results of studies utilizing telemedicine technologies. This paper examines the emerging trends in pediatric populations as part of a systematic literature review and provides a scoping review of the type, extent, and quantity of research available.

Objective: This paper aims to examine the role of remote patient monitoring (RPM) and telemedicine in neonatal and pediatric settings. Findings can be used to identify strengths, weaknesses, and gaps in the field. The identification of gaps will allow for interventions or research to improve health care quality and costs.

Methods: A systematic literature review is being conducted to gather an adequate amount of relevant research for telehealth in pediatric populations. The fields of RPM and telemedicine are not yet very well established by the health care services sector, and definitions vary across health care systems; thus, the terms are not always defined similarly throughout the literature. Three databases were scoped for information for this specific review, and 56 papers were included for review.

Results: Three major telemedicine trends emerged from the review of 45 relevant papers—RPM, teleconsultation, and monitoring patients within the hospital, but without contact—thus, decreasing the likelihood of infection or other adverse health effects.

Conclusions: While the current telemedicine approaches show promise, limited studied conditions and small sample sizes affect generalizability, therefore, warranting further research. The information presented can inform health care providers of the most widely implemented, studied, and effective forms of telemedicine for patients and their families and the telemedicine initiatives that are most cost efficient for health systems. While the focus of this review is to summarize some telehealth applications in pediatrics, we have also presented research studies that can inform providers about the importance of data sharing of remote monitoring data between hospitals. Further reports will be developed to inform health systems as the systematic literature review continues.

(J Med Internet Res 2018;20(12):e295) doi:10.2196/jmir.9403
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Introduction

The United States Department of Health and Human Services defines telehealth as the “use of electronic information and telecommunication technologies to support and promote long-distance clinical health care, patient and professional health-related education, public health and health administration” [1]. The Agency for Healthcare Research and Quality classifies telehealth into 3 distinct categories: (1) real-time video telehealth between the patient and a health care professional; (2) store and forward telehealth, such as the sharing of medical images or data between providers; and (3) home monitoring telehealth, involving the use of telehealth to remotely monitor patients and their health status, also known as remote patient monitoring (RPM) [2]. While telehealth is used for both clinical and nonclinical applications, the term telemedicine is used more exclusively for clinical applications or to diagnose and treat patients [3]. Various telemedicine technologies are emerging in health care very rapidly, and some of them can potentially be cost and time saving for patients and providers as well as offer improved quality of care. Historically, telemedicine techniques and technologies have been utilized by health systems within acute care settings and patient homes most commonly to improve access to care and monitor those with the greatest need. Technologies vary in terms of cost, patient adherence and utility, effectiveness, implementation success, desired health outcomes, and impact on capacity. Pediatric patients who often lack access to specialty pediatric care are socioeconomically disadvantaged or have chronic medical needs that may especially benefit from telemedicine. There is a need to identify and describe those telemedicine devices and techniques aimed at pediatric populations that are most promising in lowering costs of care, improving patient and family experience, decreasing time spent traveling, and increasing care capacity in hospitals and clinics. In this research, we aimed to shed some light on some noteworthy telemedicine technologies successfully used for pediatric patient segments.

A systematic literature review is being conducted to examine the technologies that are currently used in health systems to effectively provide telemedicine coverage for pediatric patients from remote locations. In this paper, we present the results of the scoping review that provides our preliminary findings on the type, extent, and quantity of research available in the literature. While the overall study takes a comprehensive approach in terms of pediatric patient populations studied by disease category, complexity, and patient segment, this paper aims to highlight some emerging RPM and telemedicine trends in the neonatal and pediatric literature. Results from this research can provide an overview of available evidence to inform practitioners, including hospitals and clinics, as well as health technology developers and care providers about the current state of and opportunities in RPM and telemedicine.

We first discuss the steps taken and update on the progress of the comprehensive systematic review. Additionally, some key findings of innovations and emerging technologies in RPM and telemedicine capabilities for pediatric patients are presented. Incremental updates of this review are intended to reduce unintended consequences and costs that come with failing to utilize telemedicine capabilities within and between health systems in various settings.

Methods

A systematic literature review is being conducted to gather an adequate amount of relevant research for telehealth in pediatric populations. The fields of RPM and telemedicine are not yet very well established by the health care services sector, and definitions vary across health care systems; thus, the terms are not always defined similarly throughout the literature. A preliminary search helped us to identify which terms provided the most literature on RPM and telemedicine and also helped us identify which databases to use.

A combination of search terms allowed us to obtain 4664 papers, which are relevant to pediatric RPM and telemedicine. All searches included either “child” or “pediatric” and at least one word comparable to “tele-monitoring,” “telehealth,” “telemedicine,” or “remote monitoring.” Some other important search terms were “population health” and “population management.”

We began this search with a scope of the literature relevant to RPM and telemedicine in pediatric populations in PubMed, Compendex, and Ovid. Our search was restricted to peer-reviewed original studies published after January 1, 2008, and papers were collected between July 24 and September 2, 2016. After deleting duplicates, 1768 papers were included for an abstract review and screening. After applying the exclusion criteria, 380 papers were included for full-text review, of which 56 were selected to be included in this review. This review was conducted according to the guidelines of the Preferred Reporting Items for Systematic Review and Meta-Analyses, which visualizes the process of inclusion and exclusion of papers (Figure 1) [4]. Textbox 1 shows a brief explanation of our inclusion and exclusion criteria, respectively. A thematic analysis was then used to identify common patterns across the studies. One coder reviewed the papers and coded the RPM and telemedicine technologies used or evaluated. This paper summarizes our thematic synthesis.
**Figure 1.** PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram.
Inclusion criteria:
- Biometric monitoring (n=59)
- Economic benefit (n=13)
- Patient or provider satisfaction (n=55)
- Teleconsultation (n=36)
- Telediagnosis (n=120)
- Telemangement (n=43)
- Telepresence (n=14)
- Telesupport (n=40)

Exclusion criteria:
- Adult population (n=224)
- Case study (n=32)
- Duplicate (n=64)
- Irrelevant (n=328)
- No specific findings (n=28)
- No original research (n=13)
- Provider-initiated contact (n=46)
- Tele-education (n=86)
- Telementoring (n=13)
- Report (n=185)
- Subjective (n=9)
- Telephone-based intervention (n=55)
- Review (n=286)

Results

Summary
RPM for pediatric patients can be utilized effectively in many different settings for a variety of diseases and with a variety of emerging technologies. In some cases, pediatric patients are monitored in the hospital by a physician who is in a remote location. In other cases, hospitals are using technologies to monitor patients in the hospital, but without contact, thus, decreasing the likelihood of infection or other adverse health effects. Another exciting aspect of RPM is that of monitoring patients at their home via continuous monitors or via self-uploading of patient data from a monitoring device at the home. The majority of studies we have reviewed demonstrate significant positive results, such as improved health outcomes and cost savings to patients and providers, regarding patients who are vulnerable in terms of cardiac health or diabetes. The following sections summarize the emerging themes identified in our scoping review, which examine the role of RPM technologies and provide support for their efficacy.

Use of Continuous Glucose Monitoring
The management of type 1 diabetes in children can be challenging. Several research teams have examined the role of RPM in the management of type 1 diabetes for children, which especially helps to alert families and health professionals of hyper- and hypoglycemic critical concerns [5-10]. A key concern for these research teams was nocturnal hyper- and hypoglycemias, so glycemic levels were closely monitored throughout the day as well as during the nighttime hours.

Pena et al [9] used a glucose monitor that required patients and patient families to send glycemic information (mean blood glucose, glycated hemoglobin, and indexes of glucose volume) via email at five specific times suggested by providers throughout the day for monitoring. If any critical concerns arose, the families were contacted by the Diabetes Unit of the treating hospital via short message service text message or email. This form of RPM, which requires patients and their families to transfer data via email 5 times per day, led to adherence issues, yet it resulted in a significant decrease in glycated hemoglobin levels and overall improved metabolic control [9]. Additionally, Pena et al’s system was well accepted by parents. Unfortunately, this system was not sustainable as metabolic control returned to baseline after the study discontinued. This calls for a model for glucose monitoring that is easier for patients and families to adhere to and that emphasizes the importance of the patient-integrated care model.
The remainder of studies highlighted real-time RPM utilizing a continuous glucose monitoring (CGM) system, which simply required patients to wear a monitoring device. Three systems used CGM in association with an insulin pump so that alarms were triggered when glycemic values were critical, but insulin pumps were used to treat the critical values while the alarm was working to alert both parents and remote clinician teams of the concern [6-8]. One system did not use the insulin pump with CGM but did use alarms to alert caregivers and clinician teams in a remote setting of any critical values, thus, allowing children to be treated with appropriate levels of insulin as needed by parents or caregivers [5]. In all cases, if parents or caregivers did not respond, the remote clinician teams were available 24/7 to attempt further contact to alert caregivers of the critical values in children with type 1 diabetes.

The real-time CGM systems were able to shorten the length of hypoglycemic events in children, thus, preventing any adverse health outcomes associated with hypoglycemic events [5]. Patients and family members felt comfortable using these systems, felt that they were easy to use and understand, expressed that they would recommend the system to other families, and felt a sense of comfort knowing there was a clinician team available for backup throughout the day and at night [8]. Overall, CGM systems improved diabetes management success, and there were no safety issues identified throughout any of the studies mentioned [5-10].

**Home Monitoring of Cardiovascular Implantable Devices**

Cardiovascular implantable devices are increasingly being used in the pediatric population as a method of long-term RPM [11]. A variety of research studies have examined the role of RPM with implantable devices in decreasing the incidence of adverse cardiac events [11-14]. In these studies, patients with newly implanted cardiac devices were followed either prospectively or retrospectively via RPM and compared with patients with the same devices who were monitored traditionally. All 4 studies highlighted here used automated data sent from patients to a cardiac or pacemaker care center. At the cardiac care center, data were analyzed by a cardiac physician or care nurse and contact to patients and families was initiated via the internet, telephone, or short message service text messaging depending on the results, typically in the form of an electrocardiograph (ECG). In two cases, patients were also able to report symptoms and record specific suspected cardiac events to be sent to the cardiac care team [13,14].

Researchers found several benefits from remotely monitoring pediatric patients with implantable cardiac devices. Leoni et al [14] prevented 72 clinic visits, or an average of 2 hours and 35 minutes of transportation time, for patients by monitoring symptoms remotely and communicating effectively with patients and families. In addition, 87% of patients and families rated the remote monitoring to be “very easy to perform” in the study. Leshem-Rubinow et al [13] achieved a median time between data transmission and viewing ECG data of 7 minutes; interpretation of the ECG was accomplished by trained cardiac staff within 5 hours, and the diagnosis of cardiac events averaged at 16 hours after the data transmission. Malloy et al [11] found that RPM decreased the average number of days that patients went without physician contact, potentially decreasing adverse events. For patients on a 6-month follow-up regimen, there was a temporal gain of 134 days of physician contact, and for patients on a 3-month follow-up regimen, there was a gain of 44 days. Patients in the study by Zartner et al [12] experienced 33 pacemaker shocks that successfully terminated ventricular tachycardia, improving the overall safety and well-being of patients outside a clinical setting. All researchers found that their systems were acceptable and easy to use and had a low number of false alarms from their devices. False alarms can easily be improved with continued use of devices, and they do no harm to patients or their families [11,12].

**Mobile Robotic Telemedicine in the Neonatal Intensive Care Unit**

One of the benefits of telemedicine is that it allows access to specialists and subspecialists in settings where it may not be feasible or possible. Robotic telepresence (RTP) is a form of telemedicine that allows face-to-face contact between a specialist and a patient in a hospital [15,16]. An increase in preterm deliveries and survival rates with advances in neonatal medicine have resulted in a need for neonatal intensive care units (NICUs) to staff more neonatal specialists during more hours of the day [17]. A solution to these increased pressures on NICUs is the model of RTP to monitor patients in the NICU from remote locations. RTP machines are linked to the NICU and the remote location via the internet and have synchronous bidirectional audio and visual communication capabilities with zoom and a digital camera for image capture. In addition, the video screen is able to move as per the requirement of the physician or neonatal care specialist while caring for patients. A digital stethoscope, otoscope, and pulse oximeter allow the physician to check vital signs, listen to heart and bowel sounds, and better evaluate the patient while in a remote location [15,16]. By working together with onsite nurses, offsite neonatal providers can maneuver the RTP machine on their own from a distant location, and motion sensors keep the machine from bumping into any incubators or medical equipment. Visual and audio capabilities allow remote physicians to communicate with NICU nurses and families of patients.

Garingo et al [15] studied the ability of onsite and offsite neonatologists to physically examine patients in the NICU and found that local and remote physicians had good or excellent agreement for most assessments of patients. Rincon et al [16] showed that NICU nurses felt that physicians were easily accessible via RTP and that they were adequately involved and supportive of both nurses and NICU patients and their families. In addition, nurses felt they had sufficient time to ask questions and had the resources to care for patients with the simple use of RTP. A novel benefit to RTP is that neonatologists are able to monitor NICU patients during the nighttime hours, when fewer nurses are available. Overall, RTP enhanced communication and improved access for NICU patients; furthermore, cost savings are implied with remote physician capabilities.
Telehealth Capabilities for Remote Consultation and Diagnosis

In addition to the capabilities summarized previously, telemedicine can be used for consultations and diagnosis of health concerns from remote settings. Patients and providers can save on travel time and costs, and patients who are unable to travel will benefit from specialty physician consultation via videoconferencing. In emergent cases, physicians are able to provide timely feedback to families and patients who would otherwise have to incur a great deal of costs on ground or air ambulance [18]. When using telehealth capabilities instead of telephone or email for a consult, physicians are also able to provide more accurate diagnoses and, thus, more appropriate treatment for patients [19]. In addition, physicians are able to consult with pediatric patients via a Web camera and a high-quality television screen. This allows open communication between patients, physicians, and patient families and caregivers. The same quality of care is capable of being provided in these video consults according to previous research [18,19]. Rollew et al [18] found that 40% of pediatric patients receiving orthopedic consultations via videoconferencing were discharged after one telehealth consult and 58% of patients did not require a further in-person appointment.

Dharmar et al [19] studied the effectiveness of physicians in prescribing appropriate medications and doses to pediatric patients in critical care via telemedicine. Physicians made significantly fewer medication errors in patients who received a consult via videoconferencing compared with those who received a telephone consult or did not receive a consult at all. This was an important finding as physicians were dealing with critically ill and seriously injured pediatric patients in the emergency department.

Another study examined the role of mobile telemedicine units in low-income, inner-city neighborhoods of Rochester, New York [20]. McIntosh et al [20] used health workers with minimal training to visit acute care patients along with videoconferencing capabilities to a primary care facility. By visiting patients in their homes, health workers with video access to primary care facilities saved 30% of families a trip to the emergency department and 17% of families a trip to the urgent care clinic. Close to 90% of caregivers were highly satisfied with the service and found it to be very convenient. Furthermore, McIntosh et al [20] suggested that the creation of a sustainable plan for this service with payment models included would be highly beneficial to low-income areas in the United States.

Telemedicine Technologies Without the Use of Remote Patient Monitoring

Some technologies discovered from the literature review are relevant to telemedicine, yet they fail to utilize the aspects of RPM. Below we discuss two such systems: closed-loop systems and noncontact heart rate monitoring.

Closed-Loop Systems

Both Ly et al [7] and Tauschmann et al [10] used a closed-loop monitoring system, which does not require remote monitoring or supervision by clinicians. Closed-loop insulin delivery systems use a CGM device along with an automated insulin delivery device. Patients have to calibrate their devices approximately 4 times per day with a finger prick. Overall, these closed-loop systems lower mean glucose levels and reduce the amount of time spent above target glucose levels without altering daily insulin amount. In both studies, patients and families had access to clinicians or nurses 24/7 in the case of emergencies or difficulties with the system [7,10]. In this case, clinicians are left out of the loop, yet data can easily be shared remotely and monitored in case of any emergencies.

Noncontact Heart Rate Monitoring of Infants in the Neonatal Intensive Care Unit

Similar to closed-loop systems, several health systems are using telemedicine in hospitals, which do not require continuous physician monitoring. This creates an opportunity for sharing data with remote locations.

Several previous researchers have documented the development of robust methods for automated computation of heart rate of infants in the NICU [21,22]. Heart rate is a critical vital sign to continually assess for infants in the NICU, but current techniques involve wearing adhesive gel patches or chest straps, which can easily cause skin irritation. For NICU patients who are especially susceptible to infection, a noncontact heart rate monitor would improve overall health and decrease stress among patients and their parents [21,22]. Aarts et al and Bal used photoplethysmography (PPG), which is inexpensive and simple to use, but typically is used as a contact device using adhesive sensors [21,22]. A recent advancement is the use of camera-based PPG, a noncontact method of remotely recording PPG signals from patients using a camera and ambient light [21,22].

Aarts et al studied patients in the NICU in California and the Netherlands through noncontact PPG with an objective of exploring potential challenges of the noncontact PPG technique [21]. A total of 19 infants were examined using noncontact PPG, which provided a good measure of heart rate for >90% of the time. The study team was able to monitor heart rate by setting up a camera approximately 1 m away from infants; the camera monitored infants either through plexiglass or with open incubators. Researchers ensured that the light within the NICU was appropriate for monitoring with the camera and there was never a need for infants to be touched, removed from incubators, or repositioned throughout the study. Recordings were taken from an undressed portion of the skin (head, arm, or thorax). The recordings from the camera were saved and transferred to a computer, where the heart rate was then obtained using pulse oximetry sensors or ECG sensors [21].

There are two major limitations to noncontact PPG as identified by Aarts et al [21]. First, to be feasible, noncontact PPG must record at a random anatomical location on the skin, and noncardiovascular events may negatively affect how PPG signals are recorded. Thus, repositioning of a limb or redistribution of venous blood could affect how heart rate is identified. Additionally, the study team was unable to obtain an appropriate signal for heart rate monitoring if the infant was squirming. To ensure infant stability, the team monitored PPG signals during kangaroo mother care, and despite the slight rocking of the infant, accurate PPG signals were recorded. It is important to
remember, though, that not all infants are able to engage in kangaroo mother care, and the squirming of infants remains a limitation to the noncontact PPG technique.

Bal conducted a similar study of webcam-based PPG for heart rate and oxygen saturation of healthy infants and NICU patients in Turkey [22]. Bal avoided the issue of nonstationary infants using wavelet transform, a technique that has the ability to detect rapid changes in frequency. Instead of strictly using fluorescent lighting, Bal also used sunlight for the proper detection of PPG signals and placed subjects just 50 cm from the camera. Again, recordings were sent to a computer for further analysis using ECG. Overall, Bal was able to conclude that PPG signals were accurate in both sunlight and fluorescent light and that this method monitors heart rate and oxygen saturation accurately and safely without patient contact [22].

Contactless heart rate monitoring is important in the NICU because it can help avoid infection, thus, decreasing health care cost and stress on families. Additionally, this technique is simple, inexpensive, and effective with the appropriate parameters in place such as light and distance to the camera. Neither research mentioned was disruptive of hospital or clinician flow. The avoidance of touching and repositioning infants allows patients proper rest and development within the incubator.

**Discussion**

**Principal Findings**

Our scoping review showed that research on telemedicine applications for pediatric populations is limited, and of the existing research, many studies are severely limited by small sample sizes and convenience samples of participants. In addition, much of the research on telemedicine technologies for pediatrics relies on the satisfaction of parents and caregivers of children with varying diseases. Further research can be strengthened with the education of parents about the importance of enrolling their children in studies that utilize telemedicine services to improve adherence to care management plans and sustainability of the care model. While the benefit for a limited set of diseases is apparent, the effects of telemedicine on patient care and clinical outcomes need to be examined further for a wider range of conditions. By filling this gap in research, health care providers will find opportunities for greater utilization of telemedicine in their health systems.

Based on our findings, there are a wide variety of ways in which telehealth can be used effectively in a health system. Our brief report covers a limited scope of the types of services and devices that are being effectively used for RPM and telemedicine in pediatrics. These include CGM of pediatrics with type 1 diabetes, home monitoring of cardiovascular implantable devices, remote robotic telemedicine in the NICU, and remote consultation and diagnosis. We also presented closed-loop insulin delivery without remote monitoring and noncontact heart rate monitoring of infants in the NICU. The results of our systematic literature review may shed more light on potential research areas or adoption decisions by summarizing some of the more innovative and emerging telehealth capabilities being used throughout pediatric and neonatal health systems. However, this scoping review may help health care providers to remain current with the large plethora of emerging technologies and trends.

Our findings presented in this paper are also limited to studies in developed countries. One application has been reviewed in Malawi, Africa, a developing country. While this study was not necessarily relevant to the scope of this brief review, it may be important for future research and telehealth applications. In developing countries, access to a quality internet connection is rare, yet in larger cities, it is becoming more widely utilized by health systems and hospitals. Effective telemedicine consultations require high-quality equipment with appropriate internet connection and strong service coordination [18,23]. In Malawi, Africa, there are a total of 4 pathologists throughout the country, serving a population of 14 million [23]. The Queen Elizabeth Central Hospital in Malawi connected with a highly qualified hospital in Newcastle, United Kingdom, to obtain a speedy and efficient diagnosis of pediatric oncology cases. If the hospital in Malawi had waited for local diagnosis, they could spend anywhere from 3 weeks to 4 months waiting, whereas remote telepathologists were able to send diagnostic information within 24 hours; this is critical time for patients with oncological concerns, especially in resource-poor settings [23].

Some other aspects of RPM and telemedicine that have not been addressed in this report, but will be addressed in future reports, are cost savings to patients, families, and hospitals; the role of telesupport and telepresence between clinicians and providers; telediagnosis of a variety of diseases and medical conditions; and the importance of telemedicine in improving patient, family, and provider satisfaction.

**Conclusions**

Despite the limited applications of telemedicine in pediatric and neonatal settings, current technologies show promise in several domains. Small sample size continues to be the main limitation of telemedicine studies in pediatrics. Continued research in telemedicine and RPM applications to a wider range of conditions will further emphasize the need for emerging trends in pediatric health systems. The information presented can inform health care providers of the most widely accepted forms of telemedicine for patients and their families and of the telemedicine that is most cost efficient for health systems. While the focus of this report is on RPM, we have presented some research studies that can inform providers about the importance of data sharing of remote monitoring data between hospitals. Continued reports of findings from this scoping literature review will educate key informants about the importance of telemedicine for pediatric populations and their families.
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Abstract

Background: The content produced by individuals on various social media platforms has been successfully used to identify mental illness, including depression. However, most of the previous work in this area has focused on user-generated content, that is, content created by the individual, such as an individual’s posts and pictures. In this study, we explored the predictive capability of community-generated content, that is, the data generated by a community of friends or followers, rather than by a sole individual, to identify depression among social media users.

Objective: The objective of this research was to evaluate the utility of community-generated content on social media, such as comments on an individual’s posts, to predict depression as defined by the clinically validated Patient Health Questionnaire-8 (PHQ-8) assessment questionnaire. We hypothesized that the results of this research may provide new insights into next generation of population-level mental illness risk assessment and intervention delivery.

Methods: We created a Web-based survey on a crowdsourcing platform through which participants granted access to their Instagram profiles as well as provided their responses to PHQ-8 as a reference standard for depression status. After data quality assurance and postprocessing, the study analyzed the data of 749 participants. To build our predictive model, linguistic features were extracted from Instagram post captions and comments, including multiple sentiment scores, emoji sentiment analysis results, and meta-variables such as the number of likes and average comment length. In this study, 10.4\% (78/749) of the data were held out as a test set. The remaining 89.6\% (671/749) of the data were used to train an elastic-net regularized linear regression model to predict PHQ-8 scores. We compared different versions of this model (ie, a model trained on only user-generated data, a model trained on only community-generated data, and a model trained on the combination of both types of data) on a test set to explore the utility of community-generated data in our predictive analysis.

Results: The 2 models, the first trained on only community-generated data (area under curve [AUC]=0.71) and the second trained on a combination of user-generated and community-generated data (AUC=0.72), had statistically significant performances for predicting depression based on the Mann-Whitney \textit{U} test (\(P=0.03\) and \(P=0.02\), respectively). The model trained on only user-generated data (AUC=0.63; \(P=0.11\)) did not achieve statistically significant results. The coefficients of the models revealed that our combined data classifier effectively amalgamated both user-generated and community-generated data and that the 2 feature sets were complementary and contained nonoverlapping information in our predictive analysis.

Conclusions: The results presented in this study indicate that leveraging community-generated data from social media, in addition to user-generated data, can be informative for predicting depression among social media users.
Introduction

Background

Major depressive disorder (MDD) is estimated to be the second leading cause of disability burden worldwide and can contribute to a variety of health complications, particularly contributing to increased rates of suicide and ischemic heart disease [1]. However, many cases of MDD remain untreated due to the difficulty in identifying the disease: nonpsychiatric physicians diagnose depression in less than half of their patients with MDD, even with 5 years of follow-up care [2]. The United States Preventative Services Task Force recommends depression screening in the general adult population, particularly in pregnant and postpartum women [3]. Screening in hospital settings and medical practices may aid providers in identifying depression; however, screening methods need to be efficiently and feasibly implemented in medical care settings [4,5]. In addition to the promise of providing information about patients at risk of MDD, these methods may also be applicable to other mental illnesses, such as drug addiction [6,7]. Furthermore, social media’s potential causal effects on depression may be controlled for by exploring this data source’s predictive capability [8].

Social media content may be useful in expanding efforts to identify mental disorders at a population level and in facilitating the delivery of interventions to otherwise undiagnosed social media users. Designing a mental health screening methodology using social media data offers the potential to reach a broad population, including lower-income and minority individuals who may be undiagnosed and untreated for MDD, as teenagers and adults use social media in comparable levels across these socioeconomic and demographic groups [8-12]. As of May 2018, 35% of US adults use Instagram, an online social media platform for users to share pictures and video, including 64% of individuals aged 18 to 29 years [9]. Instagram posts consist of a photo or video and, optionally, a caption provided by the user and comment and likes from other users. Instagram photos have been shown to contain information relevant to depression status [10].

Objectives

Recent evidence shows the significant predictive power of social media to identify MDD, particularly in users of Twitter and Facebook [13-16]. Reece and Danforth created a model trained on signals indicative of depression in Instagram posts, such as the number of comments and the color of images, to predict depression as measured by the Center for Epidemiologic Studies Depression Scale [13]. Word-based score approaches, where each word corresponds to a specific score, have been shown to contain information regarding depression. Specifically, Affective Norms for English Words (ANEW) and Language assessment by Mechanical Turk (LabMT) were used to predict depression among Twitter users [14]. Previous work has also established the ability of Facebook status updates to predict postpartum depression as measured using the Patient Health Questionnaire (PHQ) [15]. Other studies indicate that depression in users of Twitter and Facebook could be identified through word sentiment analysis, particularly with regard to daily variation of sentiment in users, as well as through the use of metadata [16,17].

The majority of research conducted to predict MDD in social media users has focused on user-generated content, that is, the content created by the users themselves. This includes Twitter “Tweets,” Facebook status updates, and images/videos created by the user and subsequently shared with their peers. The other information available for a given user is community-generated content, such as a post’s “likes”/comments, friends’ “wall” posts, and followers, all of which are not generated by individual users themselves but contain information on a given user and friend pair’s bidirectional engagement on a social media platform. In this study, we hypothesized that word-based community-generated content contains information that can be utilized for MDD screening. We also aimed to directly test if user-generated and community-generated content contain complementary information indicative of an individual’s MDD status.

Methods

Recruitment

The Clickworker crowdsourcing platform was used to recruit study participants. This platform is similar to Amazon’s Mechanical Turk; however, its policy on sharing social media content on the platform was more suitable for this study. Participants’ time completing surveys was compensated via monetary payment. Following consent, participants were asked to respond to survey questions, including the PHQ-8 questionnaire responses, and provide access to their Instagram profiles. Instagram profiles consist of a series of posts (an example Instagram post is shown in Multimedia Appendix 1). These posts can have captions, which are written by the user, and comments, which are mostly written by the user’s followers. The Instagram application programming interface was used to automatically mine relevant features, with “/users/self,” “/users/self/media/recent,” and “/media/{media-id}/comments” as the end points. This data collection, the study’s methodology, and the use of data in our study were approved by the Dartmouth Institutional Review Board. The research presented in this paper was conducted with participants’ informed consent and complies with the World Medical Association Declaration of Helsinki on Ethical Principles for Medical Research Involving Human Subjects.

Patient Health Questionnaire-8 Mental Health Questionnaire

To quantify MDD in our study, PHQ-8 was completed by Instagram users. This 8-question inventory surveys the incidence
of MDD symptoms over the prior 2 weeks and was created according to the Diagnostic and Statistical Manual of Mental Disorders, 4th Edition criteria for depression over the prior 2 weeks. The PHQ-8 is identical in content and scoring to the PHQ-9; however, it does not include the last question of the PHQ-9 regarding suicidal/self-injury thoughts, as previous studies have shown this question does not provide significant additional information regarding MDD risk [18]. For each symptom, the respondent is asked to identify whether they felt each symptom, for example, “Feeling down, depressed, or hopeless,” and to select how often they felt each symptom: not at all (value of “0”), several days (“1”), more than half the days (“2”), and nearly every day (“3”) over the past 2 weeks. The full PHQ-8 questionnaire is included in Multimedia Appendix 2. These values were added together to create a composite score between “0” and “24” for each user. A score above “10” usually signifies MDD; however, the scores between “10” and “14” have been called a “gray zone” in which some individuals are false positives for MDD, whereas a score above “15” is strongly indicative of MDD [19,20]. For the purposes of this study, we defined MDD using a PHQ-8 score cutoff of “15,” following the example of a previous study that used the same cutoff to analyze postpartum depression in Facebook users [21].

Sentiment Analysis

Replicating the variable selection protocol from a previous study [14], information was extracted from the texts of post captions and comments using 3 unigram frequency–based approaches: ANEW, LabMT, and an emoji sentiment score [22-24]. These 3 methods map a unigram of a word or emoji to a word score. ANEW consists of 3 scores per word, 1 relating to valence or happiness, 1 to arousal or excitement, and 1 relating to dominance or being influenced [22]. Similarly, LabMT is a measure of happiness, mapping words to a score for valence [23]. Finally, we used an emoji sentiment scale, which maps emojis, Unicode-based emoticons, to a happiness score [24]. After calculating the mean unigram score for the caption or comment section for each post, the average and SD for each unigram score were calculated as a feature.

Data Postprocessing and Feature Extraction

In the postprocessing, individual profiles were filtered for quality and sufficient content. Following the guidelines of the CLPsych 2015 shared task, which asked participants to create methods for predicting depression in Twitter users, we restricted data from our original cohort of 2040 to individuals with at least 25 Instagram posts (removed n=755) and 75% English content (removed n=51), as measured by Google’s Compact Language Detector [25]. We further filtered the data by including only individuals with complete data in our dataset (removed n=482).

The final included individuals have corresponding values for all variables, except for emoji scores, where a neutral value of “0” was imputed if the variable was missing. Finally, due to the small sample size, we only included male and female responders (removed n=3), for a total sample size of 749. The characteristics of the individuals in our cohort, including their extracted features, and the text-based scores are shown in Table 1. Compared with the initial cohort of 2040 individuals, there is no significant difference of the final cohort in gender proportion measured using a binomial test and in PHQ-8 scores as measured using a t test. However, there is a significant difference (P<.001) of ages that resulted from restricting our dataset to only active Instagram users, who are generally younger than the general population [9,10].

Model Development

Figure 1 shows an overview of the machine learning methodology in this study. For all individuals, text-based features, including ANEW, LabMT, and emoji sentiment, were calculated from unigrams within texts of comments and captions to generate community-generated and user-generated features. The mean and SD of the text-based scores for the most recent k posts were utilized as features in our model training, with k as a hyperparameter tuned through cross-validation. We considered the summed PHQ-8 score as our target output and our extracted features as variables in a linear regression model, using an elastic-net regularization penalty to prevent overfitting.

To generate a test set to independently evaluate the performance of the model, 10% of the original 749 data points were randomly selected and excluded before training. For each k between 5 and 30, the training data were split into a 90/10 percentage training and validation set for 20 separate iterations. For each iteration, a linear regression model with an elastic-net regularization was fit to the sums of the PHQ-8 scores on the training data using the glmnet R package, whereas the results were evaluated on the internal validation data [26]. To find the optimal number of recent posts to use (k) and the regularization parameter (λ), the average validation area under curve (AUC) was calculated. This cross-validation found k=20 as the optimal value. We also used the median of the optimal λ for 20 iterations as a regularization parameter. In total, we trained 3 separate models: (1) based on only community-generated data, (2) based on only user-generated data, and (3) based on the combination of all variables from both sources. The discriminatory power of the generated models was compared on the held-out test set, using a binary indicator variable of depression as an input (ie, PHQ-8 ≥15). The AUC for all 3 models was calculated using the ROC, pROC, and verification R packages [27,28].
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Statistics</th>
<th>Model inclusion (user/community)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects (n)</td>
<td>749</td>
<td>Both</td>
</tr>
<tr>
<td><strong>Text-based scores, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emoji sentiment, captions</td>
<td>0.39 (0.25)</td>
<td>User-based</td>
</tr>
<tr>
<td>Emoji sentiment, comments</td>
<td>0.47 (0.17)</td>
<td>Community-based</td>
</tr>
<tr>
<td>ANEW(^a) valence, captions</td>
<td>6.55 (0.4)</td>
<td>User-based</td>
</tr>
<tr>
<td>SD ANEW valence, captions</td>
<td>1.05 (0.36)</td>
<td>User-based</td>
</tr>
<tr>
<td>ANEW domination, captions</td>
<td>5.66 (0.25)</td>
<td>User-based</td>
</tr>
<tr>
<td>SD ANEW domination, captions</td>
<td>0.66 (0.23)</td>
<td>User-based</td>
</tr>
<tr>
<td>ANEW arousal, captions</td>
<td>5.36 (0.25)</td>
<td>User-based</td>
</tr>
<tr>
<td>SD ANEW arousal, captions</td>
<td>0.65 (0.2)</td>
<td>User-based</td>
</tr>
<tr>
<td>LabMT(^b) score, captions</td>
<td>5.81 (0.23)</td>
<td>User-based</td>
</tr>
<tr>
<td>SD LabMT score, captions</td>
<td>0.57 (0.21)</td>
<td>User-based</td>
</tr>
<tr>
<td>ANEW valence, comments</td>
<td>6.83 (0.55)</td>
<td>Community-based</td>
</tr>
<tr>
<td>SD ANEW valence, comments</td>
<td>0.99 (0.5)</td>
<td>Community-based</td>
</tr>
<tr>
<td>ANEW domination, comments</td>
<td>5.77 (0.32)</td>
<td>Community-based</td>
</tr>
<tr>
<td>SD ANEW domination, comments</td>
<td>0.63 (0.3)</td>
<td>Community-based</td>
</tr>
<tr>
<td>ANEW arousal, comments</td>
<td>5.51 (0.3)</td>
<td>Community-based</td>
</tr>
<tr>
<td>SD ANEW arousal, comments</td>
<td>0.59 (0.23)</td>
<td>Community-based</td>
</tr>
<tr>
<td>LabMT score, comments</td>
<td>0.62 (0.29)</td>
<td>Community-based</td>
</tr>
<tr>
<td>SD LabMT score, comments</td>
<td>5.91 (0.34)</td>
<td>Community-based</td>
</tr>
<tr>
<td><strong>Metadata, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of posts</td>
<td>333.55 (476.59)</td>
<td>Both</td>
</tr>
<tr>
<td>Number of likes</td>
<td>27.25 (55.46)</td>
<td>Both</td>
</tr>
<tr>
<td>Number of comments per post</td>
<td>1.63 (1.8)</td>
<td>Both</td>
</tr>
<tr>
<td>Number of comments, total</td>
<td>245.25 (616.41)</td>
<td>Both</td>
</tr>
<tr>
<td>Fraction of posts with no captions</td>
<td>0.03 (0.07)</td>
<td>User-based</td>
</tr>
<tr>
<td>Fraction of posts with no comments</td>
<td>0.48 (0.24)</td>
<td>Community-based</td>
</tr>
<tr>
<td>Caption length by word</td>
<td>12.39 (10.07)</td>
<td>User-based</td>
</tr>
<tr>
<td>Comment length by word</td>
<td>10.09 (13.21)</td>
<td>Community-based</td>
</tr>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>26.7 (7.29)</td>
<td>Neither</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>515 (68.8)</td>
<td>Both</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>234 (31.2)</td>
<td>Both</td>
</tr>
<tr>
<td>Asian, n (%)</td>
<td>51 (6.8)</td>
<td>Neither</td>
</tr>
<tr>
<td>Black, n (%)</td>
<td>143 (19.1)</td>
<td>Neither</td>
</tr>
<tr>
<td>Hispanic/Latino, n (%)</td>
<td>91 (12.1)</td>
<td>Neither</td>
</tr>
<tr>
<td>Native American/Alaskan Native, n (%)</td>
<td>10 (1.3)</td>
<td>Neither</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander, n (%)</td>
<td>2 (0.2)</td>
<td>Neither</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>27 (3.6)</td>
<td>Neither</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>425 (56.7)</td>
<td>Neither</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Results

Outcome

The evaluation of the trained models on our held-out test set of 78 (10.4% (78/749) of the total dataset; in which 8 of the 78 had a PHQ-8 score at or above 15) indicated that community-generated data had significant predictive capacity for determining moderately severe to severe depression according to the PHQ-8 assessment (AUC=0.71; \( P = .03 \)), whereas user-generated data were not significantly predictive (AUC=0.63; \( P = .11 \)). When all features were combined to train a single, combined model, the model performed slightly better than the community-generated model (AUC=0.73; \( P = .02 \)) alone, but this improvement was not statistically significant. Figure 2 shows the receiver operating characteristic curves of these 3 models on our independent test set.

Our sensitivity analysis showed that at different values of \( k \), the cutoff for the most recent posts, the model based on the combination of community-generated and user-generated data still outperforms the other 2 models. To understand the composition of the model, we utilized the linear regression weights of minimum-maximum normalized variables to identify the indicative features in each model (see Figure 3 and Multimedia Appendix 3).

Outcome

Importantly, the model combining the 2 different feature sets did not simply use the community-generated or user-generated data alone. The highest corresponding weights in this combined model were features extracted both from user-generated and community-generated data; the SD of ANEW arousal caption scores, and the SD of ANEW dominance comment scores, respectively, as opposed to only using information from either dataset individually. Furthermore, the other influential variables also consisted of a combination of user-generated variables (SD of ANEW arousal caption scores, percentage of posts without captions, and SD of LabMT caption scores) and community-generated variables (SD of ANEW dominance comment scores, percentage of posts without comments, and ANEW valence comment scores).
Figure 2. Classification receiver operating characteristic curves for the predictive capability of user-generated data, community-generated data, and the combination of both to predict major depressive disorder in 78 social media users. The models that included community-generated data were significantly better than random classification, as measured with a Mann-Whitney U test ($P=.03$ and $P=.02$ for community-generated and combined, respectively), whereas the model trained on only user-generated data was not ($P=.11$). AUC: area under curve.
Figure 3. Minimum-maximum normalized linear regression coefficients for the model based on (A) user-generated data, (B) community-generated data, and (C) both. “Gender” variable indicates if the individual is male. These weights indicate the relative importance of each feature in the corresponding model. ANEW: Affective Norms for English Words; LabMT: Language assessment by Mechanical Turk.

To identify the influence on the number of recent posts on our models, we performed a sensitivity analysis by adjusting different numbers of recent posts \( k \) for each model. This analysis revealed that decreasing the number of incorporated posts resulted in user-generated data becoming more informative than comments in terms of predicting MDD. Conversely, comments became more informative than captions with the inclusion of more posts. However, the combination of both consistently outperformed either user-generated or community-generated data alone, indicating that community-generated data contain vital information on mental health status that is not captured within user-generated data alone.

**Discussion**

**Principal Findings**

This study explored the utility of community-generated social media data for identifying depression among social media users. The results indicate that community-generated social media content contains information indicative of a social media user’s depression and that a model trained on the combination of user-generated and community-generated social media data outperforms models using either data source alone. Further analysis of the resulting models reveals that the indicative features from community-generated and user-generated data for this task are largely complementary and nonoverlapping.

**Using Community-Generated Data Improves Detection of Depression**

To the best of our knowledge, the study presented in this paper shows for the first time that information extracted from community-generated content on social media, specifically “post comments,” can be used to identify mental illness in individuals with similar capacity as user-generated data. Although previous work has incorporated community-generated metadata, such as number of comments, much of the previous research has largely...
been focused on understanding a user’s mental well-being through information that the user posts on social media, such as Twitter “Tweets,” Facebook status updates, or Instagram images [13-15,21]. Other studies also have suggested that community-generated data are correlated with user-generated data, as alcohol-related posts have more positive community-generated data [29]. Our results presented in this paper add to the body of evidence that inclusion of community-generated data may benefit analysis of social media users.

In this study, we showed that data generated from the interaction of other users with an individual carry information about a clinically validated depression assessment (PHQ-8). The model trained on community-generated data classifies individuals with a PHQ-8 score \( \geq 15 \) significantly better than random classification, whereas the model trained with user-generated data did not perform as well. The model using the combination of both community-generated and user-generated datasets outperformed both; however, the improvement of this model upon the community-generated model is not statistically significant. These results indicate that future research may benefit from incorporating community-generated data, in addition to user-generated data, to understand and predict mental health in social media users.

To determine the potential for our models to be used for clinical purposes, model performance characteristics were calculated for optimal threshold values. Our model’s results for detecting depression are comparable to unaided physician performance [30], demonstrating the potential for community-generated content to be implemented into screening populations for MDD. These results are not meant to be directly comparable, due to differences in population and methodology between our study and the meta-analysis performed by Mitchell et al [30]. However, the results suggest that the use of community-generated data can be beneficial for mental health screening and can be improved to the point of clinical relevance.

Community-Generated Data Contain Unique Information Not Captured in User-Generated Data

A concern regarding the combined model is the distribution of its indicative features among user-generated and community-generated variables and whether community-generated data and user-generated data provide similar information or a high degree of correlation, which would limit the utility of including community-generated data in future research. To analyze the variable distribution and their overlap among different models, the minimum-maximum normalized variable weights in each of the models were examined. This normalization allows a direct comparison of the feature coefficients within each model by rescaling all variables between “0” and “1.” These model weights indicate that for the model using both user-generated and community-generated data, the extracted features are considered informative, indicating that user-generated and community-generated data contain unique, complementary information and are nondegenerate. Furthermore, in all 3 models, there were variables that were given more weight than gender, a variable consistently shown to be attributed to different rates of depression, with women having a higher predisposition to depression [31-33]. This indicates the utility of social media–based features, both community-generated and user-generated, as an informative source for detecting depression, in addition to previously explored demographic information.

Surprisingly, the user-generated model did not perform as well as the community-generated model. A potential explanation concerns the lack of time data. The model presented was optimized to prioritize comment data over user-generated data, particularly in choosing the number \( k \) of recent posts to use. Sensitivity analysis indicated that captions generally performed better with fewer recent posts used and comments performed better with more recent posts used. A user may have a more variable mood through timeline given for a series of posts, and potentially, the community may provide a more stable signal over a longer period. However, the combination of features consistently outperformed either when used alone.

Comparison With Previous Work

Prediction of MDD based on social media data is well established with strong results [13-17,21,34]. However, the existing literature has largely focused on using user-generated data for this purpose, with minimal amount of community-generated data analysis. This study demonstrates that community-generated content contains information complementary to user-generated data, which can be used to predict MDD in a given user. In particular, these results suggest that community-generated text (eg, “comments”) may be useful for predicting MDD, as opposed to only network/graph type features (eg, “followers”) currently used in research [17].

In previous work on predicting MDD based on user-generated data, a random forest model trained on user-generated Twitter data showed promising results for predicting depression [14]. Our study had a significantly larger dataset, with 749 total individuals compared with 204, from a different social media platform (Instagram). The features incorporated in our models were partially inspired by the variables in this study, which included ANEW and LabMT scores, as well as word counts. In future work, we plan to improve the presented models through incorporating data-driven feature extraction, instead of a priori feature selection.
Table 2. Optimal cutoffs using the highest observed \( F \) score for user-generated, community-generated, combined, and bag-of-words models and comparison with physician rates.

<table>
<thead>
<tr>
<th>Method</th>
<th>( F_1 ) score</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician (meta-analysis [30])</td>
<td>0.62</td>
<td>0.50</td>
<td>0.81</td>
</tr>
<tr>
<td>Baseline feature set (BOW(^a))</td>
<td>0.58</td>
<td>0.50</td>
<td>0.69</td>
</tr>
<tr>
<td>User-generated</td>
<td>0.66</td>
<td>0.57</td>
<td>0.77</td>
</tr>
<tr>
<td>Community-generated</td>
<td>0.69</td>
<td>0.57</td>
<td>0.87</td>
</tr>
<tr>
<td>Community- and user-generated</td>
<td>0.70</td>
<td>0.57</td>
<td>0.92</td>
</tr>
</tbody>
</table>

\(^a\)BOW: bag-of-words.

Potential for Clinical Use

A prior meta-analysis of 118 studies indicated that physicians, without the use of scales or other diagnostic tools, had an average sensitivity of 50% and a specificity of 81% for detecting depression [30]. At respective optimal cutoffs, our models had a sensitivity of 57% and specificities of 0.76, 0.86, and 0.93 for user-generated data, community-generated data, and the combination of both, respectively (Table 2). This analysis indicates the potential of community-generated data alone to diagnose moderately severe to severe depression at levels comparable to physician diagnosis. The model’s performance further improves with the addition of user-generated data. It is important to note that the population and methodology used for the meta-analysis are fundamentally different from the research presented here, and interpretations between the 2 studies should be performed with caution.

To evaluate the use of a baseline feature set, a bag-of-words (BOW) model was used. Each post’s caption and comment were tokenized, and English stop words were removed using the Natural Language Tool Kit library [35]. The processed captions and comments of a user’s most recent 20 posts were aggregated and converted to a feature vector according to the BOW model. A regularized linear regression was trained based on these feature vectors according to the same procedure applied to the previously generated models, and its performance was compared with the previously presented models in this paper (Table 2).

The results indicate that this baseline model does not perform as well as the other presented models. This low performance can be due to the smaller sample size in this study and the simplicity and sparsity of the features in the BOW model. The features in this baseline model only rely on the frequency of words and do not capture explicit information about the word semantics and sentiment. In addition, many captions and comments are short, with an average of 12.39 and 10.09 words, respectively, in our dataset. Of note, the number of features (i.e., the number of unique words) in the BOW model was 49,497 for 671 training samples, which contributed to the feature sparsity in the baseline model.

This method may also potentially be used as a cost-effective metric for the evaluation of interventions. Similar to approaches analyzing the effectiveness of other behavioral or pharmacological interventions, this method could be used as a low-cost means of patient monitoring. This is especially valuable among youth and adolescent populations, who tend to display less compliance with ecological momentary assessment reporting [36,37].

Limitations and Future Work

Due to our deanonymization protocol, time stamps, in addition to other identifiers, were removed from posts in our dataset. Therefore, we only had access to the chronological order of the posts rather than their exact time stamps. Other studies have used time series and chronologically dependent variables to understand depression in social media users [14,16]. Such analysis was not possible in this project. The PHQ-8 questionnaire represents a timeline of the previous 2 weeks; however, one of the shortcomings of utilizing the most recent \( k \) posts is that these \( k \) posts may not fully represent the posts in the last 2-week period. Future studies should incorporate time data to potentially improve outcomes. Another current limitation is that the comment section may contain some user-generated information, specifically comments generated by the user themselves. These user-generated comments could not be recognized and removed in our current dataset due to our deanonymization protocol of removing user identification. However, a significant portion of the comments is not generated by the user themselves, and most information comes from extrinsically defined sources. Finally, we acknowledge the relatively small sample size of MDD-positive individuals in our testing set (8 of 78); however, the statistical hypothesis test determining the presence of non-null significant difference in ranks between MDD-positive and -negative individuals considers sample size intrinsically in \( P \) values generated at the 95% confidence level. Leveraging a larger dataset with data-driven feature selection in future work can improve the training of models.

Conclusions

Social media content has been utilized previously to identify depression; however, much research to date has focused mostly on the information that individuals generate as opposed to content generated by other users, such as comments or “likes.” The results presented in this paper indicate that data generated from persons who interact with posts made by other social media users contain information about the mental health of those users, specifically depression status. Furthermore, this study found that community-generated data are complementary and nonoverlapping, with respect to the content generated by the user themselves.
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Multimedia Appendix 1
Example Instagram post. Each post consists of an image or a video, with an optional caption generated by the user. Friends or followers of the user can “Like” or comment on the photo.

[PNG File, 1MB - jmir_v20i12e11817_app1.png ]

Multimedia Appendix 2
Patient Health Questionnaire-8. For each question, responders are asked for the number of days they have been affected by each symptom. The numeric responses are summed for a response. In this study, a score at or above 15 is considered positive for major depressive disorder.
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Multimedia Appendix 3
Coefficients of models based on user-generated, community-generated, and combined data.
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Abstract

Background: Mobile health (mHealth) technology holds promise for promoting health education and reducing health disparities and inequalities in underserved populations. However, little research has been done to develop mHealth interventions for family caregivers of people with dementia, particularly those in rural Hispanic communities, who often serve as surrogate decision makers for their relatives with dementia.

Objective: As part of a larger project to develop and test a novel, affordable, and easy-to-use mHealth intervention to deliver individually tailored materials in rural Hispanic communities, in this pilot study, we aimed to examine (1) characteristics of people with dementia and their family caregivers in rural Hispanic communities, (2) caregivers’ preferences for types and amounts of health information and participation in surrogate decision making, and (3) caregivers’ mobile device usage and their desire for receiving information via mobile devices.

Methods: This was a cross-sectional survey. A convenience sample of 50 caregivers of people with dementia was recruited from rural health care facilities in Southwest Texas during 3 weeks of April 2017 to May 2017 via word-of-mouth and flyers posted at the facilities.

Results: More women than men were in the patient group ($\chi^2 = 17.2, P < .001$) and in the caregiver group ($\chi^2 = 22.2, P < .001$). More patients were on Medicare and Medicaid; more caregivers had private insurance ($P < .001$ in all cases). Overall, 42% of patients did not have a power of attorney for their health care; 40% did not have a living will or advance directive. Caregivers were interested in receiving all types of information and participating in all types of decisions, although on subscales for diagnosis, treatment, laboratory tests, self-care, and complementary and alternative medicine, their levels of interest for decision-making participation were significantly lower than those for receiving information. On the psychosocial subscale, caregivers’ desire was greater for surrogate decision-making participation than for information. Caregivers did not differ in their interests in information and participation in decision making on the health care provider subscale. All but 1 caregiver (98%) owned a mobile phone and 84% had a smartphone. Two-thirds wanted to receive at least a little dementia-related information via a smartphone or tablet. The amount of dementia-related information caregivers wanted to receive via a mobile device was significantly greater for women than for men ($U = 84.50, P = .029$). Caregivers who owned a tablet were more likely to want to receive dementia-related information via a mobile device than those who did not own a tablet ($U = 152.0, P = .006$).

Conclusions: Caregivers in rural Hispanic communities were interested in receiving a wide range of information as well as participating in making decisions for their relatives with dementia. There is much need for effective mHealth interventions that can provide information tailored to the needs and preferences of these caregivers.
Background

Mobile health (mHealth) technology has become an important tool for accessing health information, particularly among ethnic minorities; this new phenomenon presents ample opportunities for health researchers, practitioners, and educators to develop and implement health education interventions to improve health literacy and reduce health disparities and health inequities among ethnic minority groups [1]. mHealth has been used, alone or in combination with a traditional approach, to support health education or self-management for a wide range of health conditions, such as eating disorders [2], multiple sclerosis [3], cardiovascular disease [4], HIV [5], and mental illnesses [6], to name just a few. mHealth interventions have also been tested in a variety of age groups ranging from older adults [7] to pregnant or postpartum women [8] to young adults [9]. Preliminary evidence shows promise for the use of mHealth in chronic disease self-management and for improvements in many physical conditions; however, more systematic research is still needed to generate solid evidence for the efficacy of mHealth-based interventions [10].

Many mHealth interventions have targeted patients, but relatively few have focused on caregivers, and the latter have tended to focus on caregivers of children or youth [11-13]. Our own systematic review suggests that few mHealth interventions have been developed for family caregivers (hereafter caregivers) of people with dementia [14], with only a handful of exceptions published within the last few years [15-19].

The Need to Support Dementia Caregivers’ Decision Making

Dementia has become a major public health concern worldwide. It is estimated that every 3 seconds someone somewhere in the world develops dementia [20]. Nearly 50 million people worldwide were estimated to be living with dementia in 2017, and this number is expected to reach 131.5 million by midcentury [20]. In the United States, Alzheimer disease, which represents the majority of dementia cases, has become the sixth leading cause of death overall and the fifth leading cause of death in older Americans aged 65 years and above [21]. The number of American people living with Alzheimer disease and related dementias (ADRD) is estimated to be 5.7 million in 2018, and this number is expected to increase to 13.8 million in 2050 [21]. The nature of this condition requires extensive care for people with dementia: it is estimated that in 2017, over 16 million informal caregivers in the United States, most of whom were family members, provided 18.4 billion hours of care [21].

Decision making in the treatment and care of people with dementia falls mostly on caregivers, who are expected to make informed decisions in the patient’s best interest. However, caregivers often report being unprepared for their roles and responsibilities, uninformed about treatment options, uncertain about patients’ preferences, and unsupported by professionals in their decision making [22-25]. A major challenge for caregivers is to obtain relevant information about treatment and care options so that they can evaluate the relative merits and risks of each option before making decisions [23,26]. Caring for people with dementia increases risks for caregivers’ mental and physical well-being and deserves much attention [21]. In recognition of the need to support patients and families in making end-of-life (EOL) decisions and to improve EOL care, national projects and federal agencies such as the National Institutes of Health have prioritized advancing current knowledge about EOL decision making and developing innovative decision support interventions for patients with terminal illnesses and their families [27-29]. Given the projected growth of the population with advanced ADRD over the next 50 years [30], the significance of research designed to support caregivers in making EOL care decisions for their relatives will continue to grow.

Gaps in Existing Interventions for Dementia Caregivers

Interventions supporting caregivers’ decision making are only beginning to emerge; in our recent systematic literature search [14], we found 5 published studies of decision aids for American caregivers in the last 10 years. These decision aids provided caregivers with information about treatment options, but our review identified major knowledge gaps: (1) all study samples were predominately white, (2) existing research has paid little attention to caregivers in rural areas, and (3) existing interventions have included no technology other than audio or video. Thus, no intervention has taken full advantage of recent technological developments to enable the provision of electronic contents tailored to caregivers’ preferences for different types and amounts of information and participation in decision making [14].

These knowledge gaps must be addressed for several reasons. First, for people with dementia and their caregivers of racial or minority backgrounds, there may be special challenges to engaging in advance care planning or in accessing adequate EOL care; the literature has consistently documented cultural differences and disparities at EOL. A systematic review [31] has found that people with dementia from certain ethnic minority groups prefer different EOL treatments and are less likely to have advance directives because of disparities and differences in cultural values. African Americans, for example, are more likely to choose life-sustaining treatment than non-Hispanic whites based on factors such as fear that providers would undertreat, gaps in information and knowledge, and differences in cultural evaluations of the benefits and risks of some care options [31]. The low rate of advance care planning among various ethnic groups (eg, Hispanics, Japanese, Koreans, Chinese, and American Indians) has been attributed to cultural aversion to direct communication about serious illnesses and...
poor prognosis as well as to preferences for group consensus and the family as a decision-making unit [32]. Another literature review [33] has reported differences in the experiences of caregivers from ethnic minority groups, including higher levels of depression and stress among Hispanic caregivers than among non-Hispanic whites, as well as different coping mechanisms. A meta-analysis found that people with dementia from ethnic minority groups were less able to access health and social services [34].

Second, approximately 15% of the US population, 46 million, lives in rural counties [35]. Rural caregivers face unique challenges [36]. Rural residents tend to be poorer, older, and sicker than their urban counterparts [37,38]. Rural services are often spread over long distances, and the cost of transportation and time often drastically decrease their use [39,40]. Rural nursing homes often lack a diversity of health services or health care professionals for people with dementia [41]. Fewer local health services and providers are available, including palliative care and hospice services [42-44]. Rural caregivers have fewer formal services for support and often rely more on informal services [39] and report greater financial burden [45]. Other unique barriers to the use of formal services include stigma of dementia, lack of privacy, beliefs and attitudes, lack of awareness of services, and less acceptability and accessibility of services [46]. Rural caregivers face different expectations of help and support than urban caregivers do: taking care of a family member with dementia might be seen as a part of life or a family responsibility rather than work, and an inability to provide help for a relative with dementia is more likely to be perceived as abandonment of a relative [45]. Moreover, one consistently identified need of caregivers in rural areas is the need for counseling and mental health services [41]. The coping styles of rural caregivers often differ from those of their urban counterparts, suggesting unique needs [47]. These characteristics and health disparities between urban and rural areas call for effective interventions tailored to the unique needs and circumstances of rural communities and caregivers.

Third, shared decision making and patient-centered care require serious attention to individual preferences [48-50]. However, existing research in this area has examined individual preferences for different types and amounts of health information and decision-making participation mainly from the health care provider’s perspective —what providers think their patients need to know (typically to ensure compliance). Its focus is typically on a limited range of information and decision making (eg, information and decisions related to treatment). Preferences for other important types of information (eg, how to cope psychosocially) and decision making (eg, choosing which provider to go to) are understudied [51-54]. This trend has continued in interventions involving the use of mHealth technology, with existing interventions showing little consideration for individual preferences for the types and amounts of information received via mHealth. Of the systematic reviews we have examined [55-58], how often to receive messages and 22% accommodated preferences for timing (when to receive messages) [56]. Such a trend is unfortunate because meta-analyses provide strong evidence that tailored health behavioral interventions outperform nontailored ones [59-61]; recent developments in mHealth offer unprecedented opportunities for providing tailored health behavioral interventions to hard-to-reach populations [62]. Research is much needed to help caregivers take advantage of new opportunities afforded by mHealth so that they can be better prepared to make informed decisions for their relatives.

Study Aims and Research Questions

This pilot study was part of a larger study plan to develop and test a novel, affordable, easy-to-use mHealth intervention to deliver individually tailored materials to rural Hispanic communities. We chose to focus on Hispanics because they are the second largest ethnic group after non-Hispanic whites and the fastest growing ethnic minority group in the United States and because they are overlooked in existing intervention studies for caregivers [14]. Our long-term goal is to help caregivers make good use of new technological advancements to be better prepared for the wide range of future care needs and care transitions for their relatives. Toward this end, we conducted our pilot study as a first step to understand community needs and determine the feasibility of the planned larger scale mHealth intervention. Specific aims of the pilot study were to understand (1) the characteristics of people with dementia and their family caregivers in rural Hispanic communities, (2) caregivers’ preferences for different types and amounts of health information and decision-making participation, and (3) caregivers’ mobile device usage and their desire for receiving information via mobile devices.

The primary research questions for this pilot study were as follows:

1. What are the main characteristics of people with dementia and their caregivers in rural communities?
2. What are caregivers’ preferences for overall decision making in the family and for specific types of health information and decision-making participation?
3. What are caregivers’ mobile device usage and desire for receiving information via mobile devices?

Methods

Design

This was a cross-sectional survey study.

Participants

A convenience sample of 50 caregivers was recruited from rural health care facilities in Southwest Texas. These facilities provide health care services, including services for people with dementia, for a 5-county rural area near the US-Mexico border. Participants were recruited during a 3-week period in April 2017 to May 2017 via word-of-mouth and flyers posted at the health care facilities. One of the researchers on the team, a family nurse practitioner who has been practicing in this rural community for over 30 years, identified community stakeholders, obtained permission to access facilities and post flyers for the study, and conducted the participant recruitment and data collection at the facilities. To be eligible, participants had to (1) be aged 18 years or older, (2) be able to read and write in English, and (3) self-identify as a family caregiver or have been caring for a...
relative with dementia or memory problems by assisting with any activities of daily living (ADL) for at least 2 years. No one refused to participate in the study.

**Procedure**

Participants completed a survey instrument on paper while visiting a facility. Completion took approximately 20 to 25 min. Informed consent was obtained before any data collection. Each participant received a US $10 gift card after completing the instrument. The study was approved by the institutional review board of the authors’ institution.

**Materials**

The instrument included the following:

- Demographics: 27 items about the patient and 8 items about the caregiver.
- ADL: 6 items, each item scored 1 to 4 with a scoring range of 6 to 24; the higher the score, the more dependent the relative.
- Instrumental Activities of Daily Living: 10 items, each item scored 1 to 4 with a scoring range of 10 to 40; the higher the score, the more dependent the relative.
- Health Information Wants Questionnaire (HIWQ): Preferences for health information and decision-making participation [63-66]; the 21-item HIWQ is a validated, self-administered instrument. It includes 2 parallel scales: the Information Preference Scale (IPS) and the Decision-making Preference Scale (DPS). Each scale contains 7 subscales with parallel items in 7 areas: diagnosis (4 items), treatment (3 items), laboratory tests (3 items), self-care (3 items), complementary and alternative medicine (CAM; 3 items), psychosocial aspects (3 items), and health care providers (2 items). On the IPS, participants indicate how much information they would like to have regarding each of the 7 health-related areas on a 5-point Likert scale (1=none, 2=a little, 3=some, 4=most, and 5=all). On the DPS, participants indicate their preferences for participation in each of the 7 parallel types of decision making on a 5-point Likert scale (1=the doctor alone, 2=mostly the doctor, 3=the doctor and myself equally, 4=mostly myself, and 5=myself alone).
- Technology usage: caregivers’ cell phone and tablet usage and desire for receiving health information via mobile devices; 6 items.

**Data Rescoring and Analysis Strategies**

Data were entered into an IBM SPSS file by a research assistant (RA). A second RA independently evaluated the data for accuracy, missing data, and out-of-range values. With guidance from both an experienced biostatistician and the first author, any errors or discrepancies in the data were corrected. Descriptive statistics were used to provide a statistical profile of the sample, reporting frequencies and percentages for categorical data and means and SDs for continuous data. Paired sample t test and nonparametric tests (Chi-square and McNemar’s) were used to compare the basic demographic characteristics of the patients and their caregivers. The original subscale scores of the HIWQ were calculated as means across relevant items. Using rescoring strategies that we had used in previous HIWQ studies [63-66], we rescaled the original scores to have a mean of 50 and range from 0 to 100 (100=the strongest desire for information or decision-making participation; 0=no desire). Correlational analyses (Spearman tests) were conducted, and Mann-Whitney tests determined whether there were significant differences between groups (with the dependent variables being at least ordinal).

**Results**

**Main Demographic Characteristics of People With Dementia and Their Caregivers in Rural Hispanic Communities**

Basic demographic characteristics (age, gender, education, race or ethnicity, and health insurance coverage) of the patients and their caregivers are presented in Table 1. Other key characteristics of the patients as reported by their caregivers are presented in Table 2. More women than men were in the patient group ($\chi^2_1=13.126$, $P<.001$). The patient and caregiver groups did not differ in their group compositions in gender, race or ethnicity, or college or no college degree. More patients were on Medicare and Medicaid, whereas more caregivers had private insurance ($P<.001$ in all cases).

**Caregivers’ Preferences for Overall Decision Making in the Family and for Specific Types of Health Information and Decision-Making Participation**

Caregivers’ general decision-making patterns in the family and their expectations for who, in general, should make decisions related to their relative’s condition are illustrated in Table 3. Caregivers’ preferences for specific types of health information and decision-making participation are illustrated in Table 4. More caregivers had private insurance ($P<.001$ in all cases).
Table 1. Basic demographic characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Patient</th>
<th>Caregiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>78.96 (9.29)</td>
<td>52.62 (13.78)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>81.00 (60-95)</td>
<td>53.00 (27-85)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>39 (78)</td>
<td>41 (82)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8th grade (middle school) or less</td>
<td>24 (48)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Attended high school</td>
<td>2 (4)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Completed high school</td>
<td>6 (12)</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Vocational training (after high school)</td>
<td>1 (2)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Attended college (did not graduate)</td>
<td>3 (6)</td>
<td>12 (24)</td>
</tr>
<tr>
<td>College graduate</td>
<td>10 (20)</td>
<td>15 (30)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>34 (68)</td>
<td>34 (68)</td>
</tr>
<tr>
<td>White</td>
<td>16 (32)</td>
<td>16 (32)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>American Indian or Alaskan native</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Black</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Health insurance coverage, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>41 (82)</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>21 (42)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Private insurance</td>
<td>12 (24)</td>
<td>28 (56)</td>
</tr>
<tr>
<td>Veterans</td>
<td>1 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>None</td>
<td>0 (0)</td>
<td>12 (24)</td>
</tr>
</tbody>
</table>
Table 2. Other characteristics of the patients.

<table>
<thead>
<tr>
<th>Other characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Whom the participant is caring for, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>29 (58)</td>
</tr>
<tr>
<td>Father</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Husband</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Mother-in-law</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Grandmother</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Friend</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Brother</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Cousin</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Wife</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Where relative lives, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Alone in own home</td>
<td>14 (28)</td>
</tr>
<tr>
<td>In household with the participant</td>
<td>9 (18)</td>
</tr>
<tr>
<td>With another relative</td>
<td>15 (30)</td>
</tr>
<tr>
<td>In a group environment with assistance (eg, an assisted living facility or group home, but not a nursing home)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Nursing home</td>
<td>9 (18)</td>
</tr>
<tr>
<td><strong>How long has been doing things for relative that he or she used to do for him or herself (month)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>33.16 (26.67)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>24.00 (2-96)</td>
</tr>
<tr>
<td><strong>Number of other family members or friends (not including participant) provide care routinely</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.74 (2.17)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>3.00 (0-7)</td>
</tr>
<tr>
<td><strong>A professional home health person (paid or free) helps to care for relative, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (32)</td>
</tr>
<tr>
<td><strong>How long relative has been diagnosed with dementia or Alzheimer (month)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>41.31 (42.16)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>24 (1-183)</td>
</tr>
<tr>
<td><strong>Activities of daily living</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>11.76 (5.79)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>10.00 (6-24)</td>
</tr>
<tr>
<td><strong>Instrumental activities of daily living</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>26.98 (8.95)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>28.00 (11-40)</td>
</tr>
<tr>
<td><strong>Relative has made legal arrangements to have a health care power of attorney, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>29 (58)</td>
</tr>
<tr>
<td>Participant is the power of attorney</td>
<td>18 (36)</td>
</tr>
<tr>
<td><strong>Relative has a living will or advance directive, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>30 (60)</td>
</tr>
<tr>
<td>Relative has shared the living will or advance directive with the participant</td>
<td>21 (42)</td>
</tr>
</tbody>
</table>
Table 3. General decision-making patterns and expectations.

<table>
<thead>
<tr>
<th>Decision-making patterns and expectations</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Within the family, who makes health care decisions for relative</strong></td>
<td></td>
</tr>
<tr>
<td>Relative alone</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Mostly relative</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Relative and myself or other family members equally</td>
<td>20 (40)</td>
</tr>
<tr>
<td>Mostly myself or other family members</td>
<td>11 (22)</td>
</tr>
<tr>
<td>Myself or other family members alone</td>
<td>11 (22)</td>
</tr>
<tr>
<td><strong>Who participant thinks should make decisions related to relative’s condition</strong></td>
<td></td>
</tr>
<tr>
<td>The health care provider alone</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Mostly the health care provider</td>
<td>3 (6)</td>
</tr>
<tr>
<td>The health care provider and the family equally</td>
<td>30 (60)</td>
</tr>
<tr>
<td>Mostly the family</td>
<td>10 (20)</td>
</tr>
<tr>
<td>The family alone</td>
<td>5 (10)</td>
</tr>
</tbody>
</table>

Table 4. Preferences for 7 types of health information and participation in decision making.

<table>
<thead>
<tr>
<th>Subscale</th>
<th>Information preference, mean (SD)</th>
<th>Decision-making preference, mean (SD)</th>
<th>t value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>68.58 (35.05)</td>
<td>39.32 (25.13)</td>
<td>4.760 (47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment</td>
<td>67.01 (38.21)</td>
<td>40.28 (24.75)</td>
<td>4.236 (47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Laboratory tests</td>
<td>68.26 (35.60)</td>
<td>30.76 (27.36)</td>
<td>4.924 (47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-care</td>
<td>67.38 (34.80)</td>
<td>54.97 (23.80)</td>
<td>2.139 (47)</td>
<td>.04</td>
</tr>
<tr>
<td>CAM*</td>
<td>70.83 (34.55)</td>
<td>47.74 (26.62)</td>
<td>3.109 (47)</td>
<td>.003</td>
</tr>
<tr>
<td>Psychosocial</td>
<td>55.56 (36.80)</td>
<td>68.92 (22.26)</td>
<td>-2.255 (47)</td>
<td>.03</td>
</tr>
<tr>
<td>Health care providers</td>
<td>60.16 (39.50)</td>
<td>54.69 (25.99)</td>
<td>0.786 (47)</td>
<td>.44</td>
</tr>
</tbody>
</table>

*CAM: complementary and alternative medicine.

**Caregivers’ Mobile Device Usage and Desire for Receiving Information via Mobile Devices**

Descriptive results are presented in Table 5. Two-thirds of the caregivers wanted to receive at least a little dementia-related information via a smartphone or tablet. Mann-Whitney tests found the amount of dementia-related information caregivers wanted to receive via mobile devices was significantly greater for women than for men ($U=152.00$, $P=.006$). No significant difference was found between caregivers who owned a smartphone and those who did not, or between Hispanics and whites, in how much dementia-related information they wanted to receive via a mobile device. Spearman tests found no significant correlation between how much dementia-related information caregivers wanted to receive via a mobile device and their age, education, cell phone usage duration, or tablet usage duration.
Table 5. Caregivers’ mobile device usage and desire for receiving information via mobile devices.

<table>
<thead>
<tr>
<th>Caregiver mobile device use</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Own a cell phone</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49 (98)</td>
</tr>
<tr>
<td>No</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Own a smartphone</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>41 (82)</td>
</tr>
<tr>
<td>No</td>
<td>8 (16)</td>
</tr>
<tr>
<td><strong>How long have used a smartphone</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 1 year</td>
<td>2 (4)</td>
</tr>
<tr>
<td>At least 1 year but less than 3 years</td>
<td>3 (6)</td>
</tr>
<tr>
<td>At least 3 years but less than 5 years</td>
<td>6 (12)</td>
</tr>
<tr>
<td>At least 5 years but less than 10 years</td>
<td>16 (32)</td>
</tr>
<tr>
<td>At least 10 years</td>
<td>16 (32)</td>
</tr>
<tr>
<td><strong>Own a tablet (e.g., Apple iPad)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>31 (62)</td>
</tr>
<tr>
<td>No</td>
<td>18 (36)</td>
</tr>
<tr>
<td><strong>How long have used a tablet</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 1 year</td>
<td>7 (14)</td>
</tr>
<tr>
<td>At least 1 year but less than 3 years</td>
<td>3 (6)</td>
</tr>
<tr>
<td>At least 3 years but less than 5 years</td>
<td>8 (16)</td>
</tr>
<tr>
<td>At least 5 years but less than 10 years</td>
<td>14 (28)</td>
</tr>
<tr>
<td>At least 10 years</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>How much dementia-related information would like to receive via a smartphone or tablet</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>17 (34)</td>
</tr>
<tr>
<td>A little</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Some</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Most</td>
<td>7 (14)</td>
</tr>
<tr>
<td>All</td>
<td>16 (32)</td>
</tr>
</tbody>
</table>

Discussion

Interpreting Our Study Participants’ Basic Characteristics

This pilot study was part of a larger project to develop and test a novel, affordable, easy-to-use mHealth intervention to deliver individually tailored information to aid caregivers in rural Hispanic communities to make informed decisions for their relatives suffering from dementia. Our long-term goal is to help caregivers take advantage of new technological advancements to prepare for the wide range of future care needs and transitions for their relatives. This study was a first step taken to understand community characteristics and preferences and determine the feasibility of the larger mHealth intervention. We chose to focus on rural Hispanic communities because Hispanics are the second largest ethnic group and the fastest growing ethnic minority group in the United States and because rural communities face unique challenges [37-47]. Hispanics residing in rural areas are at double jeopardy in getting proper health care and services. Existing interventions for caregivers have largely overlooked the special needs and preferences of rural Hispanic residents [14]. More than two-thirds of the patients and caregivers in our study sample were Hispanic and the others were white. The sample contained no patients or caregivers of other racial or ethnic groups. The sample’s race or ethnicity approximately reflects that of the population in the County where 71% of the population is Hispanic, with a few residents belonging to other ethnic minority groups [67].

Census data also show that 15% of people aged above 25 years in this rural Southwest Texas County had college degrees or higher [67]. In our sample, 20% (10/50) of the patients and 30% (15/50) of the caregivers had college degrees. These higher percentages for college education may have been due, at least in part, to the inclusion criterion that participants be able to read and write in English. The majority of the patients (78%; 39/50) were women, with over half of the patients (58%; 29/50) reported as mothers of the caregivers who completed the survey.
The majority of the caregivers (82%; 41/50) were women as well. National data suggest that 60% of caregivers (including but not limited to caregivers of dementia patients) in the United States are female [68], almost two-thirds of people with Alzheimer disease in the United States are women, and approximately two-thirds of Alzheimer disease’s caregivers in the United States are also women [21]. It appears that our study sample consisted of even higher percentages of female patients and female caregivers than the national data suggest. These differences in gender composition might be because of our small sample size, such that small differences in numbers could turn into rather large differences in percentages. However, they might also reflect characteristics of the rural Hispanic communities we studied (Hispanic women in rural areas might be even more likely than the general population to be caregivers of people with dementia). Future research should be conducted with larger, more representative samples.

On average, the mean of other family members or friends (not including the research participants themselves) providing care routinely was 2.74 (range 0-7), with a median of 3. Meanwhile, although the majority (76%; 38/50) of the patients lived in a home environment (alone or with a family member), over two-thirds (68%; 34/50) of the patients did not have a professional home health person, whether paid or free, to aid the family in caring for the patient. Together, these findings show a heavy reliance on informal care and an underutilization of formal care for people with dementia in rural Hispanic communities. Our findings suggest that patients and caregivers in these communities face unique challenges in accessing formal health and social services because of, as reported in the literature, their ethnic minority background and residence in rural areas [34,39-44]. Heavy reliance on informal care will likely become an even more serious challenge in the future. As the population ages, increasing numbers of older adults with dementia and/or other conditions will require care so that reliance on informal caregivers will not be sustainable in the long run [69]. Technological developments such as mHealth may be particularly promising for shifting dependency away from informal caregivers while meeting the care needs of the aging population.

All patients had at least some form of health insurance. The vast majority of the patients (82%; 41/50) were on Medicare and a large portion (42%; 21/50) was on Medicaid. The high percentage of patients on Medicaid is not surprising, because 25% of residents in this rural Texas County live in poverty [62]. A majority of caregivers had private health insurance (56%; 28/50), whereas 24% (12/50) of caregivers had no health insurance at all. These findings suggest additional challenges unique to patients and caregivers in rural ethnic minority communities, that is, they tend to be poorer, older, and sicker than their urban counterparts [37,38]. Notably, 42% (21/50) of the patients did not have a power of attorney for their health care and 40% (20/50) did not have a living will or advance directive. These findings also suggest unique challenges that rural Hispanic communities face, and they too are in line with those in the literature; ethnicity minority groups, including Hispanics, have low rates of advance care planning [31,32].

Our data show that all but 1 (98%) of the participants had a mobile phone; however, 16% (8/50) lacked a smartphone. This is consistent with national data: as of January 2018, 95% of the US population had a mobile phone, whereas 17% lacked a smartphone [71]. Although the percentages of people with mobile phones in urban, suburban, and rural areas were approximately the same, rural areas had a greater percentage of people who had nonsmart mobile phone devices (26%) than urban areas (13%) [71]. In addition, those with less than high school education and those who made less than $30,000 a year had higher percentages of nonsmartphone use (33% and 25%, respectively) than the national average [71]. These findings further suggest unique challenges that rural communities often face (eg, poverty and lack of formal education), and they have implications for interventions targeting caregivers in rural areas. Specifically, although smartphones have many advantages over nonsmartphones, mHealth interventions that do not require smartphones (eg, short message service [SMS] text messages supported by all mobile phone devices, smart or nonsmart) may be the best way to reach the most caregivers in rural areas, particularly those who cannot afford smartphones and associated data plans.
Caregivers’ Mobile Health Preferences

In terms of how much dementia-related information caregivers would like to receive via a mobile device, two-thirds of the caregivers went for an extreme: 34% (17/50) preferred to receive no information, whereas another 32% (16/50) preferred to receive all information via a mobile device. Caregivers’ age, education, race or ethnicity, smartphone ownership, cell phone usage duration, or tablet usage duration did not seem to have a relationship with how much dementia-related information caregivers wanted to receive via a mobile device. Only 2 predicative variables were found. Women wanted to receive more dementia-related information via a mobile device than men. This is not surprising; research has consistently shown that women are more interested than men in obtaining health-related information [72-74]. Moreover, caregivers who owned a tablet wanted to receive more dementia-related information via a mobile device than those who did not own a tablet. This finding is particularly interesting given that no relationship was found between the other mobile device-related variables (smartphone ownership, cell phone usage duration, and tablet usage duration) and the amount of information caregivers wanted to receive via a mobile device.

Limitations and Future Directions

Due to limited resources, we were able to use only an English instrument; thus, our sample included only caregivers fluent in English and bilingual in English and Spanish. As such, the findings of this study might not be generalized to caregivers not fluent in English. The small sample might also limit the findings’ generalizability. Future research should be conducted with larger and more representative samples. This pilot study focused specifically on mHealth and did not include interventions that were internet-based and that relied largely on computers (for a systematic review, see the study by Hopwood et al [75]). We chose to focus on mHealth mainly because those who live in rural Hispanic communities are more likely to have less formal education and higher levels of poverty and they might be more likely to use mobile devices than computers on a daily basis. However, it might be interesting to explore in future research whether or how mobile device and internet-based interventions might be perceived and used differently and/or similarly by rural caregivers.

Conclusions

This pilot study generated preliminary data about key characteristics of people with dementia and their family caregivers in rural Hispanic communities, including caregivers’ preferences for different types and amounts of health information and decision-making participation and the needs of rural caregivers for mHealth-based interventions tailored to their unique circumstances. In particular, our data show that 42% (21/50) of the patients did not have a power of attorney for their health care and 40% (20/50) did not have a living will or advance directive. These findings illustrate the need for effective interventions to improve the rates of having a power of attorney and a living will or advance directive in rural Hispanic communities. Compared with the national data, our study found an even higher percentage of female caregivers, perhaps because Hispanic women in rural areas are even more likely than the general population to be caring for their families. Caregivers, women or men, were interested in a broad range of health information and decision-making participation; women, compared with their male counterparts, wanted to have even more dementia-related information via a mobile device. Together, these findings support a need for mHealth interventions that can provide relevant information for caregivers in rural Hispanic communities.

However, in developing mHealth interventions for these caregivers, it is important to bear in mind that although almost all caregivers in our study sample had a mobile phone, 16% lacked a smartphone. This is consistent with the findings for national samples. Thus, mHealth interventions that do not require smartphones (eg, SMS text messages supported by all mobile phone devices, smart or nonsmart) may be the best way to reach the most caregivers in rural areas, particularly those who cannot afford smartphones and associated data plans. Furthermore, caregivers’ levels of interest in dementia-related information and decision-making participation varied across the 7 subscales. Thus, mHealth interventions, smartphone-based or not, should strive to provide information tailored to individual caregivers’ specific preferences (eg, providing more self-care related information to caregivers who want more of such information, whereas providing more CAM-related information to those who want more CAM-related information).

The findings of this pilot study have implications for dementia research, practice, and policy making. Our study of the characteristics of people with dementia and their family caregivers in rural areas, especially those in racial or ethnical minority groups, supports a patient- and family-centered approach to address the significant need for interventions sensitive to underserved populations’ unique situations. Affordable and easy-to-use mHealth interventions can help caregivers obtain desired health information to make informed decisions, even if they have limited technology experience and/or cannot afford the cost of smartphones and services. Such interventions should have a long-term and broad impact on EOL care for people with dementia and their caregivers in the rapidly evolving mHealth era.
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Abstract

Background: Health literacy research seems to lack a consensus on what aspects to include into literacy in the context of health and on how to operationalize these concepts for measurement purposes. In addition to health literacy, several other concepts, such as electronic health (eHealth) literacy and mental health literacy, have been developed across disciplines. This study examines how these different concepts are used when studying health-related competencies in Web contexts.

Objective: This study systematically reviews health literacy concepts and definitions and their operationalization in studies focused on Web-based health information environments.

Methods: A systematic literature search was conducted in April 2016 in 6 electronic databases with a limitation to articles in English published between January 2011 and April 2016. Altogether, 1289 unique records were identified and screened according to the predefined inclusion criteria: (1) original, peer-reviewed research articles written in English; (2) the topic of the article concerned literacy in the context of health; (3) informants of the study were lay people, not health professionals or students of the field; and (4) the focus of the study was placed on a Web-based information environment. In total, 180 full texts were screened, of which 68 were included in the review. The studies were analyzed with an emphasis on the used health literacy concepts and measures.

Results: On the basis of the included studies, several concepts are in use when studying health-related literacy in Web environments, eHealth literacy and health literacy being the most common ones. The reviewed studies represent a variety of disciplines, but mostly medical sciences. Typically, quantitative research methods are used. On the basis of the definitions for health literacy, 3 thematic categories were identified: general and skill-based, multidimensional, and domain-specific health literacy. Most studies adopted a domain-specific concept, followed by the ones that used a general and skill-based concept. Multidimensional concepts occurred least frequently. The general health literacy concepts were usually operationalized with reading comprehension measures, the domain-specific concepts with self-efficacy measures, and multidimensional concepts with several types of measures. However, inconsistencies in operationalization were identified.

Conclusions: The results show that in studies conducted in Web-based information environments, several different health literacy concepts are in use, and there is no clear consensus on the definitions for these concepts. Future studies should place emphasis on the conceptual development of health literacy in Web contexts to gain better results on operationalization for measurement. Researchers are encouraged to provide clear operational definitions for the concepts they use to ensure transparency in reporting.
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Introduction

Background
The contemporary digital information environment challenges our understanding of what it means to be literate. The fast and free flow of information on the internet offers multiple ways to communicate, but it can also challenge with overload of information and loss of authority and identity [1]. Exercising critical thinking and employing information and digital literacies are ways to reduce the effects of information overload [2]. These types of literacies usually refer to a diverse set of competencies, skills, and strategies vital for acting in multimodal and transforming information environments. In the context of Web-based health information, these competencies are essential as the amount of health information is rapidly increasing and the possibility to encounter misinformation is apparent.

The concept of health literacy has been widely used to address literacy competencies required in health settings. A recent definition [3] describes health literacy as a concept that recognizes people’s different capacities to find, understand, and use health information as well as the different life experiences that shape peoples’ willingness and confidence to do these tasks. According to the World Health Organization (WHO) [4], health literacy regards the environmental, political, and social factors that determine health, and it is gained through comprehensive health education at the individual and community levels. Both the concept of health literacy and the means to measure it have been under development for over three decades. Yet, the research on the phenomena seems to lack a consensus on what aspects to include into literacy in the context of health and on how to operationalize it for measurement purposes [5-8].

On the basis of earlier reviews, health literacy is typically understood as individuals’ functional skills, such as reading comprehension and numeracy [9] that are assessed in clinical settings [5], and the research is conducted predominantly within medical sciences [10]. More recently, however, research on health literacy–associated issues has been conducted in several other disciplines and subconcepts and related concepts have emerged [11,12]. Although the definitions have unique elements, especially the most recent definitions for health literacy overlap substantially [3]. The digital context that has changed the ways people communicate has been taken into account in the definitions of the concept only recently and, thus, needs to be investigated further.

The aim of this study was to increase understanding of the health literacy concepts that are used as well as their definitions and operationalization in Web-based information environments. The purpose was to provide a synthesis of their use in a sample of studies published between the years 2011 and 2016.

From Health Literacy to Electronic Health Literacy
Contemporary discussion on health literacy reveals that there is no consensus on the definition of the concept [5,10,13,14]. For instance, the attributes included in the concept [10] and the distinction between basic functional health literacy, communicative or interactive health literacy, and critical health literacy have been debated [14]. Mårtensson and Hensing [9] note that the research on health literacy is heterogeneous and identify 2 perspectives: health literacy as a polarized phenomenon focused on the extremes of high and low and health literacy as a multidimensional concept that acknowledges the broadness of skills in interaction with social and cultural contexts. These definitions emphasize the interactive and critical skills needed to use information for making appropriate health decisions [9]. They also consider multiple settings and recognize that there are both social and individual components to the concept [3].

The internet and the new digital tools for seeking, communicating, and using information have become embedded in the social actions of people since the 1990s. Moreover, the growing interest in consumer health and digital solutions to tailor health information for electronic health (eHealth) purposes has increased research and generated new conceptualizations for health literacy. The concept of eHealth literacy by Norman and Skinner [15] was one of the first attempts to capture the meaning of health literacy in the digital context. The definition draws on Eng’s [16] definition of eHealth as “the use of emerging information and communication technology, especially the internet, to improve or enable health and health care.” However, Norman and Skinner [15] add to it by stating that “[c]onsumer eHealth requires basic reading and writing skills, working knowledge of computers, a basic understanding of science, and an appreciation of the social context that mediates how online health information is produced, transmitted, and received.”

The definition of eHealth literacy by Norman and Skinner [15] has been criticized for not fully describing the competencies essential in digital environments [17-19]. Gilstad [18] notes that the concept lacks the notions of contextual and cultural literacy and communicative expertise as central literacy competencies. There are several new definitions proposed for the concept. For example, Griebel et al [19] recently proposed a definition of eHealth literacy that encompasses aspects of interactivity, the dynamic evolvement of literacy, changing information practices of individuals, and the integration of technology aspects. The authors note that there are several models describing eHealth literacy but also that there is a lot of research that deals with the themes related to eHealth literacy but uses other terms [19]. Typically, health literacy is seen as an umbrella concept that covers other concepts such as eHealth literacy and mental literacy. However, the hierarchy is not entirely clear. For example, health information literacy, a concept used in information science, can be seen as a related rather than a subconcept to health literacy as it combines the concepts of health literacy and information literacy [20]. In this study, we do not focus on the hierarchical relationships of these concepts and use the phrase health literacy concepts to refer to all health-related literacy concepts.
Measuring Health Literacy

The first health literacy assessment tools were designed to measure the functional health literacy of individuals in clinical settings [21]. The basis of these measures is on the definitions of health literacy that present individuals’ reading comprehension and numeracy as central competencies when dealing with medical texts. Therefore, these measures have been criticized for capturing only a narrow spectrum of the conception of health literacy [5,11,22]. Another way to assess health literacy is to measure the level of health knowledge of individuals. Usually, these measures are content- and context-based knowledge tests that have been developed in and for the use of clinical settings [11]. The more recent measures for health literacy consider individuals’ self-reported abilities or self-efficacy as an indicator of health literacy. These measures usually aim to detect the self-perceived abilities of the individual to, for example, collect, communicate, and evaluate health information [23] or to rate the individuals’ ability to understand health-related material [24]. However, the risk of assessing merely self-efficacy or behavior instead of health literacy is considered to be a major disadvantage of self-reported health literacy measures [11].

Altin et al. [25] reviewed generic health literacy instruments and categorized them by their measurement modes (print, oral, numeracy, and multimodal) and their measurement approaches (objective, subjective, mixed, and multidimensional construct). The review indicated that more than two-thirds of the generic health literacy instruments were based on multidimensional constructs of health literacy. Moreover, it was shown that there is a trend toward mixing objective and subjective measurement approaches. In addition, a third of the reviewed instruments were based on existing functional literacy screeners. O’Neill et al. [26] reviewed self-administered health literacy instruments and discovered that the majority of the instruments measured general health literacy, whereas one-third of them measured condition- or context-specific health literacy (see also [22]). Therefore, it was suggested that for the instruments to progress, more research should be focused on the investigation and elaboration of the construct of health literacy itself [26,27].

A systematic review on eHealth literacy measures [28] found that all the identified measures were based on self-report and measured the self-efficacy of individuals. The authors identified 3 concept-based eHealth literacy measurement tools and 5 dual-design tools that comprised individual measures of health literacy and digital literacy. The dual-design measurement tools did not intend to measure eHealth literacy but ended up doing so by including the main components of the concept [28]. An overview of the recent eHealth literacy research [29] indicates that although international research has been conducted, the tools to measure eHealth literacy lack acknowledgment of different personal backgrounds influencing the measured competencies, such as social and cultural factors. Griebel et al. [19] criticize the eHealth literacy community for missing an agreement on how to measure eHealth literacy. Accordingly, it is stated that the new tools should consider the earlier research and create a well-founded theoretical basis to place eHealth literacy into broader context [19].

Objectives

Earlier reviews have focused on: (1) the definitions and measures of the concepts of health literacy [5,6,9,11,12,25,26], eHealth literacy [28,29], and critical health literacy [13,14] and their (2) operationalization in a specific demographic group, for example, adolescents [30-32] and older adults [33], or in a specific context, for example, eHealth service use [34].

This systematic review contributes to these earlier reviews by synthesizing health literacy research conducted in Web-based information environments and in different disciplines. It differs from the earlier reviews as it reviews not only the definitions of different health literacy concepts but also the measures used to operationalize these concepts in empirical studies. By elaborating remarks made in previous literature about the conceptions of health literacy, the following objectives were set:

1. To categorize thematically the definitions of health literacy and related concepts used in empirical studies focused on Web-based information environments.
2. To examine the operationalization of the concepts within these thematic categories.

Methods

Data Sources and Search Strategy

This systematic review follows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [35]. The review is interpretive [36] and emphasizes the integration of studies across different disciplines to create a synthesis of the data. A search strategy was developed to identify articles examining health literacy or related concepts in a Web-based information environment. Overall, 6 academic databases were searched on April 14, 2016. The databases were Library and Information Science Abstracts, Applied Social Sciences Index and Abstracts, Education Resources Information Center, US National Library of Medicine premier bibliographic database (MEDLINE), Library and Information Science and Technology Abstracts, and the Cumulative Index to Nursing and Allied Health Literature. The search terms used covered 3 domains, “web,” “health,” and “literacy,” including related terms. The search was limited to title and abstract and to peer-reviewed articles published in English between years 2011 and 2016. This time span was chosen to provide a sample of studies published during a period within which Web information seeking [37] and the use of social media [38] have increased considerably. This tight time frame enabled reviewing a manageable sample of studies. A broader time frame would have required a narrower search strategy. The search strategy is reported in detail in Multimedia Appendix 1.

In addition, 1 academic journal (Computers in Human Behavior) was searched manually as it was not indexed in the searched databases but showed potential to finding relevant articles. Search from this journal was conducted by searching with the phrase “health” AND “literac*” OR “knowledge” from article titles and abstracts and within the same time frame as the database search. This search resulted in 4 relevant articles. In
total, 1289 articles were identified through the literature search, as presented in Figure 1.

**Study Selection and Extraction of Data**

The screening process of the articles was 2-phased. In the first phase, the duplicates were removed and the titles and abstracts of the articles (n=1289) screened independently by the first author to identify eligible articles for full-text screening. A 10% random sample was screened by the second author with an interrater agreement rate of 93%. The articles chosen for the full-text screening had to fulfill the following inclusion criteria: (1) original, peer-reviewed full-text article written in English; (2) the topic of the article concerned literacy in the context of health; (3) informants of the study were lay people, not health professionals or students of the field; and (4) the focus of study was health literacy in a Web-based information environment.

In the second phase of the selection process, 180 full-text articles were screened, 112 of which were excluded.

After the study selection process, 68 articles were included in the review. The following data were extracted from these articles:

1. Title
2. Authors
3. Publication title
4. Year of publication
5. Research area or discipline (according to the first authors’ affiliation)
6. Aim or objective of the study
7. Method of data collection
8. Method of data analysis
9. Health literacy concept used
10. Definition of the concept

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram of the study selection process. LISA: Library and Information Science Abstracts; LISTA: Library and Information Science and Technology Abstracts; ASSIA: Applied Social Sciences Index and Abstracts; ERIC: Education Resources Information Center; CINAHL: Cumulative Index to Nursing and Allied Health Literature.
A detailed description of the study selection process is presented in the PRISMA chart (see Figure 1). The characteristics of the included studies can be found in Multimedia Appendix 2.

Results

Characteristics of the Included Studies

In total, 68 studies were included in the systematic review. The studies represent a variety of disciplines (based on the first author’s affiliation), including medicine (n=13), health education and promotion or health communication (n=8), nursing (n=6), health sciences or public health (n=5), health policy (n=2), nutrition science (n=2), pharmacy (n=2), gerontology (n=1), biomedical informatics (n=1), communication or advertising (n=9), psychology (n=8), information science and information studies (n=8), sociology or social work (n=2), and behavioral sciences (n=1).

A total of 8 different health literacy concepts (Table 1) with 21 definitions (Multimedia Appendix 3) were identified. The most commonly used concepts were health literacy, which was referred to in 38 studies, and eHealth literacy, which was used in 37 studies. Other health-related literacy concepts that emerged were mental health literacy (n=3), oral health literacy (n=1), and bad health literacy (n=1). The concepts of health information literacy and everyday health information literacy were presented in 1 study. Refer to the study by Huhta et al [10] for a detailed description of the concepts and their definitions.

The most common method for data collection was a questionnaire survey, which was the only data collection method in 58 studies. There were 2 studies where interviews or focus groups were the only methods used. In 8 studies, several data collection methods were used. The analysis methods were predominantly quantitative (n=62). Mixed methods were applied in 4 studies and qualitative methods in 2 studies.

The included studies focused on different populations: patients or adults with risk factors for a disease (n=17), older adults or veterans (n=14), students (n=8), adults (n=8), and parents or caregivers (n=4). Other groups were participants with limited health literacy or computer literacy (n=2), middle-aged men (n=1), library users (n=1), members of an online support group (n=1), and the general public (n=12). The sample sizes ranged from 20 to 4368.

Categorization

The content analysis focused on the health literacy concepts along with their definitions and measures. On the basis of the definitions of the health literacy concepts identified in the included articles, the studies were grouped into 3 thematic categories: health literacy as (1) a general skill, (2) a multidimensional concept, and (3) as a domain-specific concept. The categorization is drawn from the data, and it follows remarks made on health literacy research in earlier literature [9,25]. In Table 1, the identified definitions are presented in these categories.

If several concepts were cited, the main concept of the included study was derived from the article title, or if it was not mentioned, from the abstract. A detailed description of all identified concepts and their definitions is provided in Multimedia Appendix 3.

Health Literacy as a General Skill

The definitions that describe health literacy as personal skills to utilize health information to gain better health were categorized as general and skill-based constructs. A general health literacy concept was adopted as the main concept in 23 studies. These studies referred to the health literacy definitions by Nutbeam [39], American Medical Association [40], Ratzan and Parker [41], Australian Bureau of Statistics [42], Rootman and Gordon-El-Bihbety [43], Berkman et al [44], The Patient Protection and Affordable Care Act [45], National Network of Libraries of Medicine [46], and the health information literacy definition by Shipman et al [20].

Table 1. Health literacy concepts identified in the included articles.

<table>
<thead>
<tr>
<th>Thematic category</th>
<th>Concept</th>
<th>Defined by</th>
<th>Example of definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>General and skill-based</td>
<td>Health literacy; Health information literacy</td>
<td>Nutbeam [39], American Medical Association [40], Ratzan and Parker [41], Australian Bureau of Statistics [42], Rootman and Gordon-El-Bihbety [43], Berkman et al [44], The Patient Protection and Affordable Care Act [45], National Network of Libraries of Medicine [46], Shipman et al [20]</td>
<td>Health literacy is “the degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions.” Ratzan and Parker [41]</td>
</tr>
<tr>
<td>Multidimensional</td>
<td>Health literacy</td>
<td>Nutbeam [47], Zarcadoolas et al [48], Baker [49], Nutbeam [50], Sørensen et al [6]</td>
<td>“Health literacy is linked to literacy and entails people’s knowledge, motivation and competences to access, understand, appraise, and apply health information in order to make judgments and take decisions in everyday life concerning healthcare, disease prevention and health promotion to maintain or improve quality of life during the life course.” Sørensen et al [6]</td>
</tr>
<tr>
<td>Domain-specific</td>
<td>eHealth literacy; Mental health literacy; Oral health literacy; Bad health literacy</td>
<td>Norman and Skinner [15], Bodie and Dutta [51], Norman [52], Jorm et al [53]; US Department of Health and Human Services [54]; Schultz and Nakamoto [55]</td>
<td>“eHealth literacy is defined as the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem.” Norman and Skinner [15]</td>
</tr>
</tbody>
</table>
The definition of health literacy as a capacity that individuals have in certain degrees by Ratzan and Parker [41] was cited in 24 studies [56-79]. Overall, it is the most often cited definition for health literacy in the included articles. Most of the articles cited a secondary source for the definition, such as that by the Healthy People 2010 initiative of the US Department of Health and Human Services [54]. The concept is process-oriented, focusing on obtaining basic health information and health services to make health decisions. A rather similar definition, but one with a wider scope including oral communication skills by Berkman et al [44] was cited in 5 studies [62,74,80-82]. This was the second most cited definition.

The health literacy definition adopted by the WHO and outlined by Nutbeam [39], stressing on both cognitive and social skills of an individual in the process of building motivation and understanding health information, was cited in 4 studies [83-86]. The health literacy definition by the American Medical Association [40] focused on individuals’ skills to perform tasks on reading comprehension and numeracy. It was cited in 2 studies [87,88]. Other definitions for general health literacy were cited only once and were rather similar to each other with only minor differences. For example, the definition by Rootman and Gordon-El-Bihbety [43] includes the attribute of evaluation and presents health literacy as an ability that can be improved across the life-course.

The concept of health information literacy by the Medical Library Association [20] presents individuals’ skills to recognize an information need, seek information, and use it as key competencies needed to make good health choices [20]. It was cited in 1 study [89]. In this definition, the focus is placed on the process of information seeking, described in more detail compared with the definitions for health literacy. The concept of health information literacy addresses the individuals’ ability to assess the found information critically and to evaluate its applicability to a specific situation. This critical attribute is not present in all the definitions for health literacy and related concepts [10] and thus distinguishes the concept from other, more functional health literacy definitions.

Common for these definitions of health literacy and health information literacy is the focus on individuals’ abilities to obtain health information to make good health decisions. These definitions describe health literacy from 2 perspectives. First, health information is seen as general information obtained through information seeking. Second, health literacy is seen as a general skill set that an individual has to some degree and that it can be utilized universally in decision-making situations. Thus, health literacy is understood as a general, skill-based ability that can be applied to all kinds of situations that are related to health.

**Operationalization of the General Health Literacy Concepts**

In total, 11 studies in this category used 1 or several measurement tools with an aim to detect the functional reading skills and numeracy of the selected population (see Table 2). The most often used functional measurement tools were the Newest Vital Sign [90] used in 4 studies [57,62,73,87] and the Rapid Estimate in Adult Literacy in Medicine (REALM) [91] used in 3 studies [56,58,63]. Other measurement tools used were The Test for Functional Health Literacy in Adults (TOFHLA) [21] (cited in [59]) and its shorter version S-TOFHLA [92] (cited in [84]), Short Assessment of Health Literacy in Dutch [93] (cited in [81]), and Adult Literacy & Life Skills Survey [94] (cited in [67]). These tools were developed to detect limited health literacy among adult patients in clinical settings.

Self-efficacy measures of health literacy were used in 5 studies [66,68,70,83,96] that adopted a general health literacy concept. Of these studies, 3 used a self-efficacy measure with only few screening items. Kim [66] states that individuals with higher levels of health literacy are expected to search health-related information from the Web more efficiently, and thus, in the study, health literacy was measured by asking whether the respondents searched for health information from the Web. Lee et al [68] used a 1-item health literacy screener by Chew et al [24], and Mayberry et al [70] used a modified 3-item version of the screener. It consists of questions about reading problems and confidence in filling out medical forms [24].

Other self-efficacy measures used were a reading comprehension screener called Single Item Literacy Screener [97] (cited in [71]) and the Functional Communicative and Critical Health Literacy scale (FCCHL) [23] (cited in [61]), which is based on Nutbeam’s [47] multidimensional definition of health literacy. FCCHL is a self-efficacy measure containing questions about the frequency of the patient’s actions, such as how often the patient had problems to read and comprehend medical texts (functional health literacy); how often they collect information, communicate about medical conditions, and apply the found information (communicative health literacy); and how often they critically evaluate the found information (critical health literacy) [23]. Furnival et al [89] used the Everyday Health Information Literacy (EHIL) screening tool by Niemelä et al [98] to measure the study participants’ health information literacy. The screening tool is based on the concept of health information literacy and was developed for studying “laypersons’ general and nonprofessional abilities related to health information” [98].

In addition, 2 studies [65,80] measured health literacy with a knowledge test. Jiang and Beaudoin [65] referred to Ratzan’s and Parker’s [41] definition of health literacy in their study and operationally defined the concept as “one’s knowledge and understanding on health-related issues.” The test consists of self-reported knowledge about medical research (scientific literacy), beliefs about US tobacco regulation (civic literacy), and a numeracy section. The authors suggested that the used knowledge test aligns with the multidimensional model of health literacy developed by Zarcadoolas et al [48]. Lee et al [80] cited the health literacy definition by Berkman et al [44] and stated that health knowledge is seen as a subdimension or a proxy of health literacy. In their study, health knowledge was measured by asking respondents to indicate the plausibility of 7 health statements [44]. Other types of measures identified were a skill-based health literacy performance test [74] and qualitative assessment of health-related information literacy [86].
Moreover, 2 studies [64,99] used several types of measures to assess general health literacy. In both studies, health literacy is defined as a skill-based construct, and it is assessed with reading comprehension and self-efficacy measures [64] or additionally also with a knowledge test [99]. For example, in a study by Woods et al [99], the study participants completed 11 different questionnaires that measured health knowledge, health literacy, and internet and computer skills. In 1 study [86], a qualitative assessment of health and information literacy was conducted.

Almost all the studies that adopted a general health literacy concept screen participants’ internet use [56,57,59,61-68,70,71,74,77,80,84,86,87], usually with a simple yes or no question. In 4 studies [60,61,66,68] computer or internet literacy was measured, although in 2 of these, this means screening the internet use of the participants. In fewer cases, measures also included access to internet [59,63,87], skills [56,68,85,100] or comfort [70] to use internet or a computer, and abilities to communicate with peer or health professionals and providers in the Web [57,68]. In 3 studies [58,73,81] internet, computer, or technology-related measures were not included.

### Health Literacy as a Multidimensional Concept

Models that include several attributes, such as the social factors and cultural context into the definitions of health literacy, were categorized as multidimensional health literacy concepts. For example, the critical appraisal of found information is taken into account more thoroughly in these models. These multidimensional health literacy definitions and models by Nutbeam [47,50], Baker [49], Zarcadoolas et al [48], and Sørensen et al [6] were cited in 9 studies, the last 2 being the most used. In total, 6 studies chose the multidimensional construct as the main health literacy concept.

The health literacy definition by Zarcadoolas et al [48] was cited in 3 studies [72,83,88]. The definition includes the notion of health literacy as a lifelong learning process and sets the outcome of acquiring health literacy skills as an improved quality of life. This definition presents health and health literacy as the lifelong projects of people, not individuals. The model complementing the definition of health literacy by Zarcadoolas et al [48] is built around 4 central domains of literacy: fundamental, scientific, civic, and cultural. Of these, especially the domain of civic literacy represents the sociocultural aspect of literacy, as it includes “[u]nderstanding the relationship between one’s actions and the larger social group.” The civic literacy domain also stresses critical media literacy skills that include, for example, awareness of possible biased authorities in consumer advertising [48].

The health literacy definition by Sørensen et al [6] was cited in 3 studies [75,88,101]. Sørensen et al [6] reviewed health literacy research and created an integrated model with 6 dimensions of health literacy: (1) competence, skills, and abilities; (2) actions; (3) information and resources; (4) objective; (5) context; and (6) time. The definition considers individual capabilities, but it also aims to address the public health perspective [6].

Baker’s [49] conceptual model of health literacy was cited in 2 studies [102,103]. It presents several domains that affect health literacy. In the model, prior knowledge, such as vocabulary and conceptual knowledge of health together with reading fluency, is seen as a resource for an individual for facilitating health literacy. Health-related print and oral literacy are seen as dimensions of holistic health literacy that can lead to improved health outcomes. In addition, influencing factors, such as culture and norms, and barriers, such as limited access to health care, can have an effect on health behavior change [49].

Nutbeam [47] continued his examination on health literacy by broadening the definition into a conceptual model. The model consists of 3 literacy concepts: functional health literacy relates to health education and learning of factual information on health risks and on how to use the health system. Interactive health literacy concerns improving personal capacity to act independently on knowledge. Critical health literacy regards cognitive and skills development outcomes that support effective social and political action. According to Nutbeam [47], the first 2 literacy dimensions are effective on an individual level, but the third can also be seen linked to population level benefits. The model is developed to address the challenges for health education, and therefore, it presents health literacy as an outcome of health promotion. In his more recent article, Nutbeam [50] suggests that instead of conceptualizing health literacy as a risk factor influencing clinical outcomes, it should be seen as an asset that can support individual and population level health outcomes, when improved through patient education.

### Operationalization of the Multidimensional Health Literacy Concepts

In total, 6 studies [75,83,88,101,103,108] adopted a multidimensional health literacy concept as the central concept of the study. The operationalization of these concepts varied, and several types of measures were used, as seen in Table 2.
Rowsell et al [101] referred to the multidimensional health literacy definitions by Sørensen et al [6] and Nutbeam [50] and evaluated the level of health literacy with a single-item self-efficacy measure by Chew et al [24] with the aim to detect patients’ difficulties in understandable written information. On the other hand, van der Vaart et al [103] adopted Baker’s [49] health literacy definition as their main literacy concept and measured it with the FCCHL self-efficacy scale that includes several literacy domains.

In 4 studies, several types of measures were used. In a study by Tam et al [75], the combination of measures included a reading comprehension and numeracy measure the Rapid Estimate of Adult Literacy in Medicine and Dentistry measure (REALMD-20) [107], a 2-item self-efficacy measure by Chew et al [24], and a dental health knowledge test. In this study, oral health literacy was measured, although the authors did not provide a clear definition of the concept itself. Instead, the health literacy definition by Sorensen et al [6] and the concept of eHealth literacy [15] were discussed. In other studies that adopted a multidimensional health literacy concept, reading comprehension and numeracy [88], self-efficacy [83,88,108], knowledge [88,108], and performance [83] were measured.

Computer or internet literacy was not measured in studies that adopted a multidimensional concept of health literacy. Instead, internet access [103,108] and use [103] were screened. Subramania et al [88] included internet-related questions to their overall assessment of health literacy skills of the participants. Moreover, 3 studies [75,83,101] did not include any kinds of internet- or computer-related measures to their study.

**Health Literacy as a Domain-Specific Concept**

The health literacy concepts that focus on a specific context or target a specific patient group are categorized as domain-specific concepts of health literacy. In total, a domain-specific concept of health literacy was cited in 41 of the included studies. Of these, eHealth literacy by Norman and Skinner [15], Bodie and Dutta’s [51] elaboration of the same concept, and Norman’s [52] suggestion of eHealth literacy 2.0 definition are essentially targeted to address health literacy in Web contexts. Of these, Norman’s and Skinner’s definition was the most often cited definition in included studies. In several studies (n=11), in addition to eHealth literacy, also other health literacy concepts and definitions were discussed (see Multimedia Appendix 2).

In total, 39 studies adopted a domain-specific health literacy concept as the main concept of the study. In most of these studies (n=34), the main concept was eHealth literacy [60,69,72,76-79,82,85,95,96,100-102,104-106,109-126]. The concept of eHealth literacy is accompanied by the Lily model that consists of 6 literacies organized in 2 central types: analytic (traditional, media, and information) and context-specific (computer, scientific, and health). The analytic literacy types are described as skills that are applicable to a wide range of information sources [15]. The context-specific types involve skills that are applied in specific situations. According to Norman and Skinner [15], all these skills are required when engaging with electronic sources. In the definition of eHealth literacy, the electronic element of health information seeking seems to be addressed as a contrast to nonelectronic information seeking, although a deeper explanation of those electronic sources is absent in the definition [15].

Bodie and Dutta [51] present an elaborated definition for eHealth literacy that stresses the significance of the Web context in seeking, evaluating, and using health information. This definition was presented in 1 study [114]. Norman’s [52] definition for eHealth literacy 2.0 was presented in 1 study [126]. With the definition, Norman attempts to emphasize the context of social media regarding eHealth literacy screening tool development by presenting social media relevant tasks and skills to the concept [52].

Other domain-specific health literacy concepts identified in the studies were mental health literacy used in 3 studies [127-129], oral health literacy used in 1 study [130], and bad health literacy used in 1 study [31]. The definition of mental health literacy by Jorm et al [53], unlike other health literacy definitions, also addresses beliefs and attitudes toward health issues. The definition of oral health literacy by the US Department of Health and Human Services [54] is based on the health literacy definition by Ratzan and Parker [41] and thus takes a skill-based approach to the concept. The concept of bad health literacy originally introduced by Schulz and Nakamoto [55] refers, according to Allam et al [131], to “the presence of the ability to understand medical information turned sour by the simultaneous absence of the ability to recognize it as false.” In other words, the information seeker might be literate enough to find, understand, and process even low-quality information, obtained, for example, from electronic sources but is incapable to recognize it as false, irrelevant, or fraudulent [131].

**Operationalization of the Domain-Specific Health Literacy Concepts**

Within the studies that adopted a domain-specific concept as the main health literacy concept (n=39), the operationalization is more often done with a self-efficacy measurement tool than other types of measures, as seen in Table 2.

Most of the studies that adopted eHealth literacy as the main concept used the eHealth Literacy Scale (eHEALS) by Norman and Skinner [132] as the main measurement tool. In total, the eHEALS is used in 29 of the 39 studies in this category and as the only used tool in 25 of them [60,72,76,77,79,82,85,95,96,100,102,104-106,113,115-123,125]. The 8-item eHEALS scale aims to measure “consumers’ combined knowledge, comfort, and perceived skills at finding, evaluating, and applying electronic health information to health problems.” The scale is proposed to address the 6 literacy types of the Lily model [15]. In the included studies, the eHEALS is described in different ways. Typically, the scale is described as a measurement that detects consumers’ perceived information technology or computer skills. In addition, the abilities to seek health information from the Web are seen as central attributes of the scale. Other studies that adopted the eHealth Literacy as the main concept of the study also used other self-efficacy measures, such as EHIL [98] (cited in [110]) and Brief Health Literacy Screening Tool BRIEF [133] (cited in [112]). In addition, 2 studies [69,114] present a new eHealth literacy measure. Hsu et al [114] discuss eHealth literacy definitions by Norman and Skinner [15] and Bodie and Dutta [51] and present a new
eHealth literacy measure eHL that seeks to detect individuals’ “ability to seek, find, understand, and evaluate health information from electronic sources and apply this knowledge to address or solve a health problem” [114]. The self-efficacy measure eSEARCH, eHealth Literacy Tool used in a study by Manafö et al [69], was developed to measure eHealth literacy skills of older adults.

Other types of measures used in the included articles that adopted eHealth literacy as the main concept were performance tests [109,126]; combined measures of reading comprehension, numeracy, and knowledge [124]; and self-efficacy [78]. In 1 study [111], eHealth literacy was assessed qualitatively based on focus group discussions of the participants.

Mental health literacy was measured in 3 studies [127-129] and oral health literacy [130] and bad health literacy [131] both in 1 study. In 2 of the studies that focused on mental health literacy [128,129], the concept was operationalized by measuring the participants’ knowledge about and attitudes toward mental health issues. Li et al [127] used several types of measures. The 31-item questionnaire consists of questions about the participant’s knowledge and self-efficacy on mental health issues. In a study by Tse et al [130], oral health literacy was measured with REALD-30 [134], a word recognition instrument that requires participants to read aloud 30 oral health–related words. Allam et al [131] measured bad health literacy with a knowledge test focused on vaccine information.

Discussion

Principal Findings

The aim of this systematic review was to identify health literacy concepts and their definitions and operationalization in studies focused on Web-based information environments. The concept of eHealth literacy by Norman and Skinner [15] was used most often. However, the concept of health literacy was also used and a variety of definitions were presented for it in the selected studies. On the basis of the definitions for health literacy, 3 thematic categories were identified, namely, general and skill-based, multidimensional, and domain-specific. Most studies adopted a domain-specific concept, followed by the ones that used a general and skill-based concept. Multidimensional concepts occurred least frequently.

The general concept of health literacy was typically operationalized by using reading comprehension and numeracy measures. In turn, the domain-specific concepts were most often operationalized by using a self-efficacy measure. Several types of measures were used in studies that adopted multidimensional constructs of health literacy. Nevertheless, inconsistencies in the operationalization of the different concepts were identified.

Comparison With Prior Work

The lack of consensus in defining health literacy, as presented in several reviews [6,11,30], is supported by the results of this systematic review as several different definitions for the concept were identified in the included studies. The modern health literacy definitions are more often multidimensional than functional [3,9]. However, this systematic review shows that there is a tendency to refer to the early definitions of health literacy, which present a functional understanding of the concept. Within the studies that applied the concept of eHealth literacy, a more consistent understanding of the definition was detected as only 2 definitions for the concept were presented.

As earlier reviews indicate, the currently used measures of health literacy have focused on assessing individuals’ reading comprehension and understanding of medical texts in clinical contexts [5,135]. In addition, within the studies conducted in Web-based information environments, general health literacy was measured with a widely used and validated functional measurement tool, although there are more recent and multidimensional measures available [25]. Pleasant et al [135] argue that the focus on measuring only the functional skills of individuals leaves important factors such as individual information and communication skills untested. Despite the trend of understanding health literacy as a multidimensional construct including contextual, cultural, and social factors [5], these were not acknowledged in the studies included in this systematic review.

The concept of eHealth literacy by Norman and Skinner [15] was clearly the most used concept in the included studies. As a domain-specific concept, eHealth literacy aims to address especially the literacy skills needed in Web contexts. However, in the included studies, the concept was described as the technological skills of the study subjects. Yet, it is clear that eHealth literacy competencies are more varied than the mere ability to use the internet or a computer efficiently. Addressing literacy skills or practices through domain-specific concepts offers an opportunity to express domain-specific issues, such as the importance of the technological skills as part of eHealth literacy competencies, or oral health knowledge as part of oral health literacy. However, the development of these concepts may be challenging, as the focus of research is fragmented in empirical studies and the conceptual development is scarce (See also [8]).

Measurement of eHealth literacy is more often focused on assessing the self-reported skills of individuals. Unlike in the systematic review by Karnoe and Kayser [28], dual-design eHealth literacy measures are not common in studies conducted in Web-based information environments, as only few studies included internet or digital literacy measures in their health literacy screening tools.

The trend toward mixing different measuring types, as indicated by Altin et al [25], was noted also within the studies conducted in Web-based information environments. The focus on clinical settings as a study context was not as clearly indicated as in the earlier reviews, and usually, the sample population was a certain age instead of patients.

Strengths and Limitations

To our knowledge, this study is among the first cross-disciplinary reviews of health literacy concepts, definitions, and their operationalization in Web contexts. The systematic process of this review enabled thorough investigation of the health literacy–related academic research focused on the context of Web-based information environments. The main limitations of this review lie within the search strategy. Only
studies written in English were included in the review, which
excluded relevant studies in other languages. In addition, some
studies may have been missed due to the restricted search terms
and limited time frame.

Conclusions
This systematic review identified health literacy concepts,
definitions, and operationalization used in research focusing on
Web-based information environments. On the basis of the
results, several concepts are being used, eHealth literacy and
health literacy being the most common ones. In addition, 3
thematic categories of the different definitions were identified:
general and skill-based, multidimensional, and domain-specific.
Typically, general and skill-based health literacy was measured
with reading comprehension or numeracy tests and domain-specific health literacy with self-efficacy tests.
Multidimensional concepts were used less often and
operationalized by using several types of measures. Future
studies conducted in Web contexts should place emphasis on
the conceptual development of health literacy. Researchers are
encouraged to provide clear operationalization for the concepts
they use to ensure transparency in reporting.
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Abstract

Background: Information and communication technologies have long become prominent components of health systems. Rapid advances in digital technologies and data science over the last few years are predicted to have a vast impact on health care services, configuring a paradigm shift into what is now commonly referred to as digital health. Forecasted to curb rising health costs as well as to improve health system efficiency and safety, digital health success heavily relies on trust from professional end users, administrators, and patients. Yet, what counts as the building blocks of trust in digital health systems has so far remained underexplored.

Objective: The objective of this study was to analyze what relevant stakeholders consider as enablers and impediments of trust in digital health.

Methods: We performed a scoping review to map out trust in digital health. To identify relevant digital health studies, we searched 5 electronic databases. Using keywords and Medical Subject Headings, we targeted all relevant studies and set no boundaries for publication year to allow a broad range of studies to be identified. The studies were screened by 2 reviewers after which a predefined data extraction strategy was employed and relevant themes documented.

Results: Overall, 278 qualitative, quantitative, mixed-methods, and intervention studies in English, published between 1998 and 2017 and conducted in 40 countries were included in this review. Patients and health care professionals were the two most prominent stakeholders of trust in digital health; a third—health administrators—was substantially less prominent. Our analysis identified cross-cutting personal, institutional, and technological elements of trust that broadly cluster into 16 enablers (altruism, fair data access, ease of use, self-efficacy, sociodemographic factors, recommendation by other users, usefulness, customizable design features, interoperability, privacy, initial face-to-face contact, guidelines for standardized use, stakeholder engagement, improved communication, decreased workloads, and service provider reputation) and 10 impediments (excessive costs, limited accessibility, sociodemographic factors, fear of data exploitation, insufficient training, defective technology, poor information quality, inadequate publicity, time-consuming, and service provider reputation) to trust in digital health.

Conclusions: Trust in digital health technologies and services depends on the interplay of a complex set of enablers and impediments. This study is a contribution to ongoing efforts to understand what determines trust in digital health according to different stakeholders. Therefore, it offers valuable points of reference for the implementation of innovative digital health services. Building on insights from this study, actionable metrics can be developed to assess the trustworthiness of digital technologies in health care.

(J Med Internet Res 2018;20(12):e11254) doi:10.2196/11254
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Introduction

Background
Digital health broadly refers to the use of information and communication technologies to improve human health, health care services, and wellness for both individuals and populations [1,2]. It has been argued that the capacity to collect, store, and analyze extensive amounts of health data is the chief driving force of digital health [3]. The accessibility of such data is rejuvenating the process involved in diagnosing, managing, and treating disease, thus exceeding the conventional boundaries of how health care institutions and providers operate. A case in point is the myriad number of smartphone apps that allow patients to seamlessly monitor various aspects of their health care beyond the confines of a health care institution [1].

There is currently no consensus on a definition for digital health. The term “digital medicine” for instance, resembles digital health, as it also refers to the use of digital technologies such as biosensors and smartphones to refine and individualize medicine [4]. Given how they are often described, electronic health, mobile health (mHealth), telecare, and telehealth could also be used interchangeably with digital health [5]. This ambiguity calls for a need to generate an inclusive definition that captures the different terms that may be used to portray digital health.

The US Food and Drug Administration (FDA) depicts digital health as comprising of mHealth, wearable devices, telehealth, telemedicine, personalized medicine, electronic health records (EHRs), and health information technology (IT) [6]. In this review, we adopt this as our working definition of digital health. Throughout this paper, the term “digital health” refers to all of the aforementioned categories. So far, there has been a prolific development of digital health technologies, and the value of such ventures continues to rise at a steady pace. In 2017 alone, the global net worth of the digital health industry was estimated at US $25 billion (£19 billion; €21 billion). Some estimates even project that digital health could cut back up to US $7 billion of US health care expenditure annually [7].

Beyond economic gains, improved safety and efficacy are among the anticipated benefits of digital health [7-10]. Current evidence supports the notion that digital health does indeed bolster safety within health systems [11]. In the domain of health care delivery, digital health promises to abate mortality, shorten hospital admissions, and decrease medication errors [11]. Despite these advances, there are privacy and data protection concerns associated with the pace of development of digital health products [7,12]. Moreover, as data from digital health tools such as mHealth apps increasingly inform medical decision making, the issue of medical liability comes to the fore [13,14].

The considerations about privacy and data protection highlight the ethical challenges that bear directly on the trustworthiness of digital health. While numerous studies have analyzed such ethical issues [15-19], the determinants of trust in digital health are yet to receive comparable levels of attention [1,3,20-22].

What is Trust?
Trust is an elusive concept that is difficult to pin down in operational terms. Relationships of trust can exist between individuals, between individuals and the organizations they come into contact with, or between 2 organizations of any given nature [23]. Trust is oftentimes illustrated as a relationship between one party (a trustor) and another (a trustee) with optimistic anticipation that the trustee will fulfill the trustor’s expectations [23,24]. Trust relationships often lack enforceable obligations and are thus vulnerable to deception [25]. Consequently, different sets of reasons encourage trust relationships. Chief among them are the trustee’s reliability (possessing a good reputation), competence (having the technical skills to perform the task at hand), and integrity (generally acting in an honest way) [26].

Within health systems, trust is a prominent component of doctor-patient relationships [27-29]. It improves not only health care access but also treatment outcomes and patient satisfaction [30,31]. However, whether or not it is appropriate to talk about trust between people and inanimate objects—such as technological products—remains an open question in the literature [21,32]. Indeed, the inclination of individuals to purchase or use products that are derived from “expert systems”—those structures that rely on either technical know-how or professional expertise and whose outcomes are consequently pervasive, opaque, or easily taken for granted—has been described as a tangible component of trust [33].

Some experts suggest that trust is propelled by contingency rather than risk, while others maintain that the ability to weigh risks and to choose between different actions drives trust [34]. Despite the risk of deception within any trust relationship, it is disputable whether one chooses to trust solely by weighing risks or actively by evaluating alternative options. Be that as it may, in the case of medical technologies, institutional trust and technical reliability are deeply intertwined [35]. In terms of digital health technologies, we hypothesize that trust is likely to develop if the risks and uncertainties associated with their use can be minimized.

As health care becomes increasingly dependent on digital technologies, exploring what determines and what foregoes trust in digital health is of paramount importance. Identifying the factors pertinent to trust can inform the development of novel health care services as well as meet the needs and expectations of users and patients. In addition, such factors can be taken into account for the assessment of both new and existing digital health services. Thus, this study seeks to contribute to this discourse by analyzing what the relevant stakeholders in digital health consider as the enablers and impediments of trust in digital health.

Methods
Overview
This review aimed to summarize the enabling and impeding factors of trust in digital health. To this end, we conducted a scoping review using Arksey and O’Malley’s proposed framework on scoping reviews [36]. A scoping review
methodology was chosen, as it appropriately captures broad and ambiguous topics, like digital health, that may involve a myriad of study designs. We searched for studies that reported on the perspectives of different digital health stakeholders. From these perspectives, we discerned views on what was reported to facilitate trust and what hindered it. Often, some of these same factors were recognized as relevant for the acceptance of a particular technology. By acceptance, we mean adoption and use grounded in or at least co-occurring with trust on the part of users. This understanding of trust as a potential determinant of acceptance reflects some credited models of technology acceptance in the health care sector [37].

Information Sources
We searched 5 databases: MEDLINE, EMBASE, the Cumulative Index to Nursing and Allied Health Literature, PsycINFO, and Web of Science for peer-reviewed studies as well as gray literature. We worked with a research librarian at the University of Zurich, Switzerland, to identify relevant bibliographic databases and to construct a search strategy that would ensure comprehensive results.

Search Strategy
The search strategy involved formulating keywords and Medical Subject Headings around the 2 main themes of this study, namely, trust and digital health. Since the concept of trust can be ill-defined within the literature [35], we set out to include synonyms such as expectation, mistrust, confidence, and experience to capture the heterogeneity of trust descriptions within the literature (Multimedia Appendix 1). Digital health, on the other hand, was disaggregated into its distinctive components as described by the FDA: mHealth, wearable devices, telehealth, telemedicine, personalized medicine, and health IT. The searches were restricted to publications available in English, French, German, Italian, and Spanish with no publication date restrictions, to allow the search results to encompass a broad range of relevant studies. The searches commenced on July 20, 2017, and concluded on August 18, 2017. The recovered studies were then exported into the Endnote X8.2 reference software.

Eligibility Criteria of Included Studies
To capture the wide array of studies that may be relevant to this topic, we did not predefine the study designs of included studies. This allowed for the inclusion of qualitative, quantitative, intervention, and mixed-methods studies. We assessed the relevance of the retrieved studies to ensure that they related to either of the abovementioned digital health technologies. Moreover, each study was required to meet at least 1 of the following criteria: (1) investigate stakeholder perceptions, attitudes, expectations, and perspectives toward digital health or (2) highlight some potential enablers and impediments to trust in digital health technologies and services.

Study Selection, Categorization, and Data Extraction
As is customary in scoping reviews, we employed an iterative approach to select, categorize, and extract data from the recovered studies [36]. We used a 2-step process to select relevant articles. At first, 1 author (AA) reviewed all of the titles and abstracts derived from the search. In order to reduce sampling bias [38], a second author (AB) reviewed a random sample of 243 titles along with their associated abstracts (constituting 10% of the total sample after duplicates had been removed). To assess the level of agreement between the 2 reviewers, an interrater reliability score using Cohen kappa was computed along with its corresponding CI and P value. The Cohen kappa score for the 2 coders (AA and AB) was .661 (95% CI 0.465-0.857; P<.001). According to McHugh (2012), a kappa of .661 signifies a moderate agreement between the coders [39].

Overall, we retrieved a total of 3940 search results from the 5 databases. Of these, 1474 were identified as duplicates and discarded. However, during the screening process, we discovered an extra 28 duplicates, increasing the total number discarded to 1502. This led to screening the titles and abstracts of 2438 articles of which 438 were eligible for full-text screening. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram below (Figure 1) lays out these procedures in more detail [40]. The final number of articles included in the review was 278.

From each article, we documented the author’s name, year of publication, country of origin, sample size, study design (eg, qualitative or quantitative), digital health type as well as the relevant stakeholders. A descriptive, analytical approach was used to summarize the outcomes of the studies. We identified the trust elements (enablers and impediments) by charting the key themes and issues identified from each study [36]. To develop these themes, the results section of each study was scrutinized to identify various stakeholder priorities, perspectives, expectations, perceptions, and attitudes toward a particular digital health technology or service. Multimedia Appendix 2 shows the studies from which each element was derived. Since either an enabler or impediment could be derived from the same study, we reported the overall number of studies that support each element rather than percentages. Simultaneously, we compiled a list of recurring terminologies that were used to represent or describe the various digital health technologies, which we termed “health technology types.”
Results

Characteristics of Articles

Of the 278 articles included in this review, 51 (51/278, 18.3%) related to telemedicine and telehealth, 24 (24/278, 8.6%) to personalized medicine, 47 (47/278, 16.9%) to mHealth, 73 (73/278, 26.3%) to health IT, 73 (73/278, 26.3%) to EHRs, and 4 (4/278, 1.4%) to wearable devices, while 6 (6/278, 2.2%) concerned 2 or more digital health technologies. Most of the studies were conducted in 2015 (50/278, 18.0%), and the median year was 2014. The oldest study was conducted in 1998, while the most recent study was from 2017. There were 98 qualitative studies, 133 quantitative studies, 45 mixed method studies, and 2 intervention studies. Data from Web-based sources were collected in 7 studies. Overall, the studies were conducted in 40 countries; the United States was the most represented (101/278, 36.3%). The United Kingdom had the second highest number of studies (47/278, 16.9%) followed by Australia (16/278, 5.8%) and Canada (15/278, 5.4%; see Multimedia Appendix 3).

Digital Health Technologies and Services

For each digital health technology, we uncovered several health technology types employed to provide digital health services. Within each digital health category, there appear to be multiple terminologies to describe identical or variable technologies or services. In many instances, there were only slight variations differentiating one service from the other. For example, electronic patient records, electronic medical records, and electronic health care records were variable forms of EHRs, while Web-based consultations, online support groups, and Web-based health information were some examples of health IT. Multimedia Appendix 4 provides a list of the variable terminologies identified from the included studies.

Stakeholders

In our analysis, we identified 2 major stakeholders: patients or the public (187 studies) and health care professionals (HCPs; 101 studies). A third less predominant group—health administrators (HAs; 20 studies)—was also identified. For the sake of clarity, HCPs refer to a broad range of health care specializations that include pharmacists, occupational therapists, physical therapists, physicians, and nurses. Other stakeholders that were considerably less represented in the analyzed studies included medical and nursing students, consumer groups, health policy makers, data controllers, academic researchers, social workers, counselors, and IT technicians.

Trust Enablers and Impediments

Our findings indicate that trust in digital health technologies and services is affected by a variety of elements. In this study, trust enablers refer to those factors that encourage stakeholders’ trust in digital health, while trust impediments denote the factors that can potentially hinder trust. These trust enablers and impediments, therefore, underscore the elements that influence stakeholder decisions on whether or not to place their trust in digital health technologies.
**Personal Elements**

By personal elements, we designate factors that influence trust in digital health at the individual level. The higher the likelihood of a digital health technology or service to enhance job performance, the more likely stakeholders are to trust it due to convenience and usefulness (110 studies). Moreover, sociodemographic factors (84 studies) such as ethnicity, income, and educational status affected an individual’s trust in digital health either positively or negatively, thereby acting simultaneously as enablers and impediments. *Ease of use* (53 studies)—the propensity for systems to require minimal effort for use—also influenced trust positively. Other personal elements include *fair data access* (21 studies), *recommendations* (17 studies) from family members, acquaintances and colleagues as well as *self-efficacy* (15 studies). The latter denotes a refined acumen to manage one’s own health [41]. *Altruism* (9 studies) also contributed to stakeholder involvement in digital health enterprises and was driven by the prospect of contributing to novel and beneficial therapies that would benefit society.

A number of studies reported *excessive costs* (34 studies) and *limited accessibility* (55 studies) as potential barriers to trust and, therefore, acceptance. *Fear of data exploitation* (25 studies) from third parties such as insurance and pharmaceutical companies was another palpable impediment to trusting digital health systems.

**Technological Elements**

The technological elements refer to the technical components of digital health technologies that make them appealing to accept and use. In terms of sensitive personal data such as genetic data, robust systems that delivered on safety and *privacy* (73 studies) were crucial to trust. There was a high affinity for *customizable design features* (28 studies) that allowed stakeholders to tailor devices to their specific needs. Since HCPs were often required to utilize disparate software programs, they requested *interoperable* (10 studies) systems that ensured that newer systems are compatible with currently existing ones. Relating to trust impediments, *defective technology* (32 studies) was a culprit for the minimal use of digital health technologies or services.

**Institutional Elements**

The institutional elements denote the strategies that are implemented within establishments that influence stakeholder trust in digital health. Several studies highlighted that various stakeholders had suggestions, expectations, or feedback to provide on how best to improve digital health services. Consequently, *stakeholder engagement* (71 studies), which involves taking stakeholders’ opinions into account, emerged as a relevant condition to increase trust in digital health. *Improved communication* (46 studies) was a cross-cutting expectation from digital health technologies. Both patients and HCPs valued the many communication avenues that digital health provided. In 40 studies, it appeared that there was a need for initial face-to-face interactions prior to the introduction of digital health services. Generally, stakeholders expected digital health technologies to build upon and improve on existing systems. Hence, they preferred technologies that decreased *workloads* (82 studies).

The reputation of service providers (71 studies), however, served as either an enabler or impediment to trust in digital health. A good reputation encouraged trust and vice versa. *Time-consuming* (42 studies) technologies as well as those that provided *information of poor quality* (51 studies) impeded trust. Other impediments identified included *insufficient training* (54 studies) and uncertainties originating from *inadequate publicity* (44 studies) about the capabilities, existence, and risks involved in using digital health. Finally, trust was also hindered by the absence of *guidelines for standardized use* (22 studies).

In Table 1, we provide a summary of these findings and highlight the stakeholders for whom these elements appeared pertinent. In the table, found in parenthesis next to each element are the total number of studies (n). A checkmark is also used to illustrate the respective trust elements that each stakeholder is associated with.
Table 1. Trust enablers and impediments alongside their corresponding stakeholders.

<table>
<thead>
<tr>
<th>Element classification</th>
<th>Enablers of trust</th>
<th>Impediments to trust</th>
<th>Stakeholders</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Patients</td>
</tr>
<tr>
<td>Personal elements</td>
<td>Altruism (n=9)</td>
<td>N/A</td>
<td>HCPs a</td>
</tr>
<tr>
<td></td>
<td>Ease of use (n=30)</td>
<td>N/A</td>
<td>HA b</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>Excessive costs (n=34)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fair data access (n=21)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>Fear of data exploitation (n=25)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Recommendation by others (n=17)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Self-efficacy (n=15)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>Limited accessibility (n=55)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sociodemographic factors (n=84) e</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Usefulness (n=110)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Technological elements</td>
<td>Customizable design features (n=28)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>Defective technology (n=32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Interoperability (n=10)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Privacy (n=73)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Institutional elements</td>
<td>Decreased workloads (n=83)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Guidelines for standardized use (n 22)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Improved communication (n=46)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>Inadequate publicity (n=44)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Initial face-to-face contact (n=40)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>Insufficient training (n=54)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>Poor information quality (n=51)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Service provider reputation (n=71) e</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stakeholder engagement (n=71)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>Time-consuming (n=42)</td>
<td></td>
</tr>
</tbody>
</table>

HCP: health care professional.

HA: health administrator.

N/A: not applicable.

Check mark indicates respective trust elements that each stakeholder is associated with.

These elements (sociodemographic factors and service provider reputation) are simultaneously trust enablers and impediments.

Discussion

Principal Findings

This study highlights the enablers of and impediments to trust in digital health technologies and services. Our results show that digital health encompasses a wide variety of health technology types and their respective services. Altogether, we identified 3 primary stakeholders: patients, HCPs, and HAs. Moreover, our findings map out cross-cutting personal, technological, and institutional trust elements in the form of enablers and impediments to trust in digital health technologies. Of these elements, sociodemographic factors and service provider reputation acted simultaneously as enablers and impediments.

A possible interpretation of the ambivalent nature of sociodemographic factors may lie in the fact that a lack of resources, be them material or educational, render people in a vulnerable state. Within health care settings, individuals often compensate for their vulnerability by perceiving health workers as potential threats [42]. The level of risk involved in instances of unfulfilled or broken trust impacts the willingness of vulnerable people to entrust individuals, institutions, or technologies with various tasks. In a similar fashion, those sitting at the high end of the socioeconomic spectrum may be prone to trust new technologies because of their perceived ability to control them. Alternatively, they may have higher expectations with regards to health care services and, thus, set the bar of trustworthiness much higher than the more disadvantaged strata of the population.
The ambiguity that we uncovered in this study reflects what other studies on trust vis-à-vis sociodemographic status have highlighted. Available evidence on the role of sociodemographic factors (eg, ethnicity, gender, and educational status) within the health care context is mixed. For instance, 1 study, has shown that patient characteristics (with the exception of age) rarely predict trust in patient-doctor relationships [43]. Conversely, others have identified patient characteristics such as age, ethnicity, income status, educational level, and literacy levels as crucial factors affecting the use of electronic health [20,44]. In light of these discrepant findings, further research is needed to clarify the underlying effects of sociodemographic factors in digital health.

A prevalent theme throughout this review was that stakeholders appear to trust profit-making entities such as insurance and pharmaceutical companies much less than they do public institutions like universities. This is a widespread phenomenon that reflects greater public assumptions about the private sector’s interests and profits [45]. Our findings support the importance of reputation to trust even though service provider reputation was identified as both a trust impediment and enabler. On the one hand, when a service provider embodies high ethical standards and is proficient at providing required services, they attain the advantage of shaping the expectations of stakeholders positively. In contrast, negative performance statistics of a service provider stand to give rise to negative expectations about their proficiency.

Despite stakeholder optimism about digital health tools, there are notable concerns about the accuracy of digital information exacerbated by the absence of uniform quality controls and standards [23]. Onora O’Neill has underscored the importance of enacting policies that address these challenges [26]. Based on the studies concerning Web-based health information included in this review, it was observed that patients and HCPs struggled to establish the quality of digital information. Consequently, in order to gauge the authenticity, veracity, and usefulness of digital health technologies or services, they relied quite significantly on recommendations from family members, colleagues, or acquaintances.

The FDA definition that we adopted for this review features personalized medicine as one of the components of digital health. Domains such as personalized medicine rely on the creation of large cohorts of deeply characterized individuals, as is the case with the 1 million participant research cohort being built for the Precision Medicine Initiative in the United States [3,46,47]. Success in this area will crucially depend on trust [48,49]. How to gain the degree of public support and personal commitment that is needed to build such infrastructures is far from obvious. In such cases, the ability to measure trustworthiness against a validated set of criteria will greatly increase the odds of success for such initiatives. Our study can be considered as a vital step in this direction, laying the conceptual groundwork for the development of such tools.

As we have shown, trust in digital health technologies and services depends on the interplay of a complex set of enablers and impediments. This study sheds light on what determines trust in digital health according to different stakeholders. More specifically, our findings can be of help in the implementation of innovative digital health technologies and services as well as in the management of existing digital health infrastructures. Building on insights from this study, actionable metrics such as the patient trust in telemedicine services tool can be developed to assess the trustworthiness of digital technologies in health care [50]. Each metric would need to undergo a validation process before being deployed in practice by HAs charged with monitoring or developing digital health services.

Overall, engaging with efforts to investigate the different dimensions of trust is particularly urgent given the growing attention from entities such as governments. This heightened level of attention is warranted due to the potential impacts of ever more innovative forms of digital health. Some approaches to digital health, in particular, those relying on big data, predictive analytics, and artificial intelligence [51-53] will require dedicated governance models in order to deliver on their promises while meeting the expectations of their users [54]. Reliable ways of measuring trustworthiness will, thus, be a key tool in such a rapidly evolving scenario.

**Limitations**

A drawback to this study is the unequal number of studies in each digital health category. Although this was unlikely to have skewed our findings, there were relatively fewer studies on the newer forms of digital health such as wearable devices. Despite suggestions for reviews to be screened by 2 individuals, the volume and the complicated 2-step process involved in gleaning relevant information meant that only 1 author (AA) could fully screen all of the publications. Nevertheless, a second author (AB) screened 10% of the total publications for which a kappa statistic was calculated to ensure a minimal level of bias. Even though there was a moderate intrarater agreement score (kappa=.661; 95% CI 0.465-0.857; P<.001), our kappa statistic is well above the .60 value that represents an inadequate agreement threshold [39]. Lastly, we acknowledge that scoping reviews can have several shortcomings [55]. However, the poorly-defined nature of both digital health and trust within the literature required a method that could map out the discourse and, thus, pave the way for a systematic review.

**Conclusion**

Rapid advances in digital technologies and data science over the last few years are predicted to have a tangible impact on health care services, configuring a paradigm shift into what is now commonly referred to as digital health. Digital health, however, relies heavily on trust to succeed. What counts as the building blocks of trust in digital health systems has so far remained underexplored. In this study via a scoping review approach, we seek to fill this gap by analyzing what relevant stakeholders consider as the constitutive elements of trust in digital health. Overall, 278 qualitative, quantitative, mixed-methods, and intervention studies in English were included in this review. Patients and HCPs were the 2 most prominent stakeholders to trust, while HAs were a third and substantially less prominent stakeholder. Altogether, the trust elements that either enabled or hindered trust in digital health clustered into personal, technological, and institutional factors. This study paves the way for the implementation of the criteria.
necessary to measure and anticipate trust in emerging health care technologies.
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Abstract

Background: Vital signs monitoring is a universal tool for the detection of postoperative complications; however, unwell patients can be missed between traditional observation rounds. New remote monitoring technologies promise to convey the benefits of continuous monitoring to patients in general wards.

Objective: The aim of this pilot study was to evaluate whether continuous remote vital signs monitoring is a practical and acceptable way of monitoring surgical patients and to optimize the delivery of a definitive trial.

Methods: We performed a prospective, cluster-randomized, parallel-group, unblinded, controlled pilot study. Patients admitted to 2 surgical wards at a large tertiary hospital received either continuous and intermittent vital signs monitoring or intermittent monitoring alone using an early warning score system. Continuous monitoring was provided by a wireless patch, worn on the patient’s chest, with data transmitted wirelessly every 2 minutes to a central monitoring station or a mobile device carried by the patient’s nurse. The primary outcome measure was time to administration of antibiotics in sepsis. The secondary outcome measures included the length of hospital stay, 30-day readmission rate, mortality, and patient acceptability.

Results: Overall, 226 patients were randomized between January and June 2017. Of 226 patients, 140 were randomized to continuous remote monitoring and 86 to intermittent monitoring alone. On average, patients receiving continuous monitoring were administered antibiotics faster after evidence of sepsis (626 minutes, n=22, 95% CI 431.7-820.3 minutes vs 1012.8 minutes, n=12, 95% CI 425.0-1600.6 minutes), had a shorter average length of hospital stay (13.3 days, 95% CI 11.3-15.3 days vs 14.6 days, 95% CI 11.5-17.7 days), and were less likely to require readmission within 30 days of discharge (11.4%, 95% CI 6.16-16.7 vs 20.9%, 95% CI 12.3-29.5). Wide CIs suggest these differences are not statistically significant. Patients found the monitoring device to be acceptable in terms of comfort and perceived an enhanced sense of safety, despite 24% discontinuing the intervention early.

Conclusions: Remote continuous vital signs monitoring on surgical wards is practical and acceptable to patients. Large, well-controlled studies in high-risk populations are required to determine whether the observed trends translate into a significant benefit for continuous over intermittent monitoring.

Trial Registration: International Standard Randomised Controlled Trial Number ISRCTN60999823; http://www.isrctn.com/ISRCTN60999823 (Archived by WebCite at http://www.webcitation.org/73ikP6OQz)
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Introduction

Perioperative complications are unfortunately common following surgical procedures. Postoperative mortality is the third leading cause of death in the United States [1]. The International Surgical Outcomes Study found that 17% of patients undergoing inpatient surgery developed at least one complication [2]. This figure rose to 27% in patients undergoing major surgery. In addition, 2.8% of patients who developed a postoperative complication died before discharge from hospital. Monitoring patients beyond the operating room is important to allow early detection of clinical deterioration and timely intervention [3].

The early warning score system is predicated on the idea that derangements in simple physiological observations can identify hospital inpatients at high risk of deterioration [4]. Prodromal warning signs, such as increased respiratory rate or decreased blood pressure, precede critical illness [5], allowing early recognition and management of patients to reverse the abnormal physiological decline or prompt admission to a critical care area.

A critical limitation of early warning score systems is their intermittent nature [6]. Clinical deterioration on general wards may remain undetected for hours before clinicians are alerted [3]. One solution may be continuous vital signs monitoring, which until now has been limited to use on critical care wards owing to prohibitive cost and implications for patient mobility and recovery.

The development of wireless and wearable sensors allows continuous monitoring of ambulatory patients. A number of such tools have already received the Food and Drug Administration clearance, but clinical studies are required to demonstrate their clinical utility in the postsurgical setting [3,7].

A recent systematic review identified 9 studies assessing the effect of continuous vital signs monitoring on general wards [8]. The authors found no evidence of a marked reduction in intensive care unit transfers or other adverse events with continuous monitoring but recognized heterogeneous methods, study populations, and outcome measures. Efficient, well-designed pilot studies are vital to ensure the robust design and implementation of large-scale clinical trials [9].

This study aims to evaluate whether continuous remote vital signs monitoring is a practical way of monitoring surgical patients outside of the critical care setting and whether its use is acceptable to patients. The pilot data will be used to inform a further definitive trial to optimize recruitment, treatment compliance, and follow-up protocols.

Methods

Study Design

The study was designed as a pilot cluster-randomized, prospective, parallel-group, controlled single-center pilot study, comparing remote continuous vital signs monitoring and intermittent monitoring with intermittent monitoring alone.

Ethical approval was granted on November 30, 2016, by the Yorkshire & The Humber—Bradford Leeds Research Ethics Committee (ref: 16/YH/0426). The study was prospectively registered on the International Standard Randomised Controlled Trial Number registry (ISRCTN60999823). No changes were made to the registered protocol. The trial was performed in accordance with the Good Clinical Practice guidelines and the Declaration of Helsinki and is presented according to the Consolidated Standards of Reporting Trials (CONSORT) statement principles [10] and the CONSORT-EHEALTH checklist (Multimedia Appendix 1) [11].

The study population comprised patients admitted to 2 elective general surgery wards (male and female) at a single tertiary center in Leeds, United Kingdom. Patients aged ≥18 years who were able to provide informed consent to participate were included. Patients with a known allergy to the electrode adhesive and those with a cardiac pacemaker in situ were excluded. Patients were approached face-to-face by a research nurse or clinical fellow as soon as possible after their admission onto the wards. After consideration of a patient information sheet (see Multimedia Appendix 2), participants gave informed consent to enter the study.

Randomization

Consenting participants were allocated to one of the two monitoring arms for the length of their admission, according to the ward bay they were first arbitrarily admitted to. Each ward has 4 bays, containing 6 beds each.

Of the 4 bays on each ward, 3 were randomly allocated to one of the monitoring arms; 2 bays were allocated to receive the patch and one to receive usual intermittent monitoring. Each bay was independently block randomized to an intervention arm by the primary investigator (CD) using Web-based software: Sealed Envelope [12].

The 2 remaining bays (one on each ward) could not be randomized because they did not have the required hardware installed. Patients in these bays were therefore allocated to receive usual intermittent monitoring alone.

The allocation of patients to each bay was performed by hospital bed managers, who were independent of the trial and unaware of the bay allocations. Owing to the nature of the intervention, neither patients nor their nurses were blinded to the allocated monitoring arm.
Control

All patients in the study received usual intermittent vital signs monitoring. In our institution, this is the National Early Warning Score, which involves intermittent manual charting of vital signs and the calculation of a combined score, indicating the patient’s status. The control arm received intermittent monitoring alone. For postoperative patients, this typically consisted of an hourly recording of blood pressure, pulse, temperature, respiratory rate, and oxygen saturation until the patient's condition was stable when the frequency of observations was decreased to 2 hourly and, then, 4 hourly. For patients not undergoing an operation, the frequency of monitoring was tailored to their condition.

Intervention

Patients admitted to an intervention bay received usual intermittent monitoring, in addition to continuous vital signs monitoring through the SensiumVitals (Sensium, Abingdon, United Kingdom) system. This system consists of a Conformité Européene–marked wireless patch (Figure 1) worn on the chest of a patient, which continuously monitors heart rate, respiratory rate, and temperature. The data are transmitted wirelessly every 2 minutes to a central monitoring station or a mobile device carried by the patient’s nurse. The nurse is alerted when there is any deviation from preset physiological norms. The alert prompts an acknowledgment of the notification, after which nurses are free to act according to their clinical discretion. Reminders were sent every 14 minutes until acknowledgment, and levels of engagement were monitored through daily ward visits. All other clinical care remained as normal in the intervention group.

The monitoring system was set up in the wards over a period of 6 weeks, during which a number of stakeholders were engaged with the project. Early on, permission from the Estates and Information Technology departments was obtained. The ceiling-mounted bridges were installed by the hospital Estates department using existing electrical wiring circuits to ensure compliance with local policies. The monitoring software was integrated with the hospital admissions data system so that patients could easily be added to the remote monitoring system. All data were stored and retained on the hospital network, alleviating initial concerns about data security by inheriting all hospital security procedures and data backup policies.

General surgeons were informed of the project at local audit meetings so that they would understand potential escalations of care prompted by the device, although they were not expected to apply the patches or carry the mobile devices. Nursing staff were trained face-to-face to use the system over a period of 1 week, after which ad-hoc refresher training was available on request.

Primary Outcome Measure

The primary outcome measure was time to antibiotics after the first evidence of sepsis, defined according to a revised consensus conference definition in 2001 by the presence of a likely source of infection and ≥2 of the following criteria [13]: (1) temperature >38.3°C or <36.0°C; (2) tachycardia >90 beats/minute; (3) tachypnea >20 breaths/minute; (4) partial pressure of carbon dioxide <4.3 kPa; (5) hyperglycemia (blood glucose >6.6 mmol/L) in the absence of diabetes mellitus; (6) acutely altered mental status; and (7) white blood cells count>12×10⁹/L or <4×10⁹/L.

The decision to prescribe antibiotics was usually made by a junior doctor on the ward, based on local protocols and clinical discretion. The time to antibiotics was determined by review of the observations chart, SensiumVitals data, electronic medications record, and medical notes of patients during their hospital admission.

Secondary Outcome Measures

The secondary outcome measures were in-hospital mortality, length of hospital stay, number of admissions to Level II or III care, and readmission to hospital within 30 days of discharge.

Patient Acceptability and Compliance

Patient compliance was determined by the number of patients not wearing a patch for at least 5 days. To assess the acceptability, patients in the continuous monitoring group were asked to complete a short 2-question questionnaire at the bedside on the day of discharge from hospital. Patients were asked to rank the comfort and sense of safety they perceived from wearing the patch on a scale from “Strongly Agree” to “Strongly Disagree.”

Figure 1. The SensiumVitals patch. Photograph used with permission from Sensium (Abingdon, United Kingdom).
Data Collection
The data collection was performed daily by a research nurse and a clinical fellow. This allowed any harms or benefits to be collected in real time. The data were taken from the clinical records made by patients’ usual care teams, including a succession of junior medical staff on rotation, who were unaware of the study. The objective methods of collecting the outcome data minimized the risk of bias. In addition, the predefined criteria for the outcome measures provided minimal scope for interpretation of their presence or absence by the data collection team.

Statistical Analysis
A formal sample size calculation was not possible given the lack of data surrounding the primary outcome measure; thus, assumptions were used to calculate an appropriate sample size. A sample size of 325-625 was suggested as an appropriate target based on the assumed eligibility rate (90%), consent rate (30%-50%), and patient turnover (4 patients per bed per calendar month).

The analysis was on an intention-to-treat basis at the individual patient level. Each of the outcome measures was summarized by the intervention or control group using descriptive statistics. As there was no formal sample size calculation, no statistical comparison between trial arms was made.

Exploratory Analysis
The primary analysis included only the 6 randomized bays. The 2 nonrandomized bays were included in a separate exploratory analysis.

Progression Criteria
Although no formal progression criteria were defined in the protocol, considerations for the progression to a definitive trial included:

- Recruitment rate (at least 325 patients within the 9-month recruitment period)
- Protocol adherence (proportion of patients wearing the patch for at least 5 days)
- Suitability of primary outcome measure to inform the sample size of a definitive trial.

Results
Principal Results
In this study, 226 patients were randomized between January and June 2017. Figure 2 presents the patient flowchart, and Table 1 presents patients’ characteristics.

While 140 patients were allocated to receive continuous monitoring alongside standard care, 86 patients were randomized to the control group. A further 124 patients from nonrandomized bays were included in the exploratory analysis.

Two patients in the control arm (both from randomized bays) were given the continuous monitoring intervention at the request of the direct care team.

Overall, 73% (257/350) of patients underwent a surgical intervention during their admission; these were mostly colorectal resections (n=132), stoma formations (n=23), stoma reversals (n=12), hernia repairs (n=20), and other colorectal laparotomies, including fistula exploration (n=23). Less common procedures were hepatobiliary (n=14), urological (n=9), appendicectomy (n=7), and abdominal wall repair (n=5). Of note, 8 procedures were classified as Other.

A similar number of complications and sepsis events occurred across both arms of the study (see Multimedia Appendix 3), indicating that both groups had similar baseline risk factors.

One patient died of alcoholic liver disease during their participation in the study. This patient was allocated to receive continuous monitoring.

Primary Outcome Measure
Table 2 summarizes the main results of the study. In the intervention arm, 17.1% (24/140) of patients experienced a sepsis event; this figure was 14% (12/86 patients) in the control arm. Of 36 sepsis events recorded in randomized bays, there were sufficient data to analyze the time to antibiotics in 34 cases. The average time from the first evidence of sepsis to the first administration of antibiotics was 626 minutes in the intervention group (n=22, 95% CI 431.7-820.3 minutes). The average time to antibiotics in the control group was 1012.8 minutes (n=12, 95% CI 425.0-1600.6 minutes; Figure 3). Of 36 sepsis events, 34 cases were triggered by derangements in the heart rate, respiratory rate, or temperature—heart rate alone (n=1); temperature alone (n=1); heart rate and temperature (n=23); respiratory rate and temperature (n=2); heart rate, respiratory rate, and temperature (n=7); and unknown (n=2).

Secondary Outcome Measures
There were very few inpatient deaths (n=1) and admissions to level II/III care (n=5) across both study arms. The length of hospital stay was on average 1.3 days shorter in patients who had continuous monitoring (13.3 days, 95% CI 11.3-15.3 days vs 14.6 days, 95% CI 11.5-17.7 days). The rate of readmissions within 30 days of discharge was lower in the continuous monitoring group (11.4%, 95% CI 6.16-16.7 vs 20.9, 95% CI 12.3-29.5; Figure 3).

Exploratory Analysis
When the 2 nonrandomized bays were analyzed alongside the 6 randomized bays, the results were very comparable with narrower CIs (see Multimedia Appendix 3).

Patient Acceptability and Compliance
Overall, 41% (58/140) patients in the continuous monitoring group returned a short questionnaire; the results are shown in Figure 4. The majority of patients found the patch to be comfortable (47/57, 82%) and reported feeling safer while wearing the patch (46/56, 82%).

Table 1 presents patients’ characteristics.
Patients in the continuous monitoring group wore the patch for an average of 5 (range: 1-24) days. Of 142 patients who wore the monitoring patch, 34 had the continuous monitoring discontinued early (Figure 2); 23 of these were at patient request. Two patients developed a rash under the electrodes, 18 patients found it itchy or bothersome, and 3 patients did not offer a reason for removing the patch.

**Progression Criteria**

In the pilot trial, 350 patients were recruited within 7 months, which is well within the recruitment target. Adherence to protocol was acceptable; 75.7% (106/140) of patients in the intervention arm wore the patch for at least 5 days.

The low rate of sepsis events across both arms of the study has meant that the CIs around the mean time to antibiotics are wide, and it has not been possible to accurately estimate the intercluster correlation coefficient for this endpoint from the study data. As such, it is unlikely that the time to antibiotics in cases of sepsis is a suitable outcome measure to inform the sample size of a definitive trial using the same protocol.
Table 1. Baseline patients’ characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>SensiumVitals + intermittent monitoring (n=140)</th>
<th>Intermittent monitoring alone (n=86)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males, n (%)</td>
<td>76 (54.3)</td>
<td>39 (45.4)</td>
</tr>
<tr>
<td>Females, n (%)</td>
<td>64 (45.7)</td>
<td>47 (54.6)</td>
</tr>
<tr>
<td>Age (years), mean, range</td>
<td>65.2, 24-94</td>
<td>63.7, 21-92</td>
</tr>
<tr>
<td>American Society of Anaesthesiologists score for preoperative functional status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>9 (6.4)</td>
<td>9 (10.5)</td>
</tr>
<tr>
<td>2</td>
<td>62 (44.3)</td>
<td>35 (40.7)</td>
</tr>
<tr>
<td>3</td>
<td>42 (30.0)</td>
<td>22 (25.6)</td>
</tr>
<tr>
<td>4</td>
<td>3 (2.1)</td>
<td>3 (3.5)</td>
</tr>
<tr>
<td>Not documented</td>
<td>24 (17.1)</td>
<td>17 (19.8)</td>
</tr>
<tr>
<td>Emergency admissions, n (%)</td>
<td>70 (50)</td>
<td>44 (51.2)</td>
</tr>
<tr>
<td>Elective admissions, n (%)</td>
<td>70 (50)</td>
<td>42 (48.8)</td>
</tr>
<tr>
<td>Surgical intervention, n (%)</td>
<td>103 (73.6)</td>
<td>62 (72.1)</td>
</tr>
<tr>
<td>Medical outliers, n (%)</td>
<td>19 (13.6)</td>
<td>14 (16.3)</td>
</tr>
</tbody>
</table>

Table 2. A summary of outcome measures.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>SensiumVitals + intermittent monitoring (n=140)</th>
<th>Intermittent monitoring alone (n=86)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complicationsa, n (%)</td>
<td>102 (72.9)</td>
<td>57 (66.3)</td>
</tr>
<tr>
<td>Major complicationsb, n (%)</td>
<td>8 (5.7)</td>
<td>5 (5.8)</td>
</tr>
<tr>
<td>Sepsis events, n (%)</td>
<td>24 (17.1)</td>
<td>12 (14.0)</td>
</tr>
<tr>
<td>Time (min) to antibiotics in cases of sepsisc, mean (95% CI)</td>
<td>626.0 (431.7-820.3)</td>
<td>1012.8 (425.0-1600.6)</td>
</tr>
<tr>
<td>Level II or III admissions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>3 (2.1)</td>
<td>2 (2.3)</td>
</tr>
<tr>
<td>95% CI</td>
<td>0-4.54</td>
<td>0-5.51</td>
</tr>
<tr>
<td>Length of stay (in days) in hospital, mean (95% CI)</td>
<td>13.3 (11.3-15.3)</td>
<td>14.6 (11.5-17.7)</td>
</tr>
<tr>
<td>Readmissions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>16 (11.4)</td>
<td>18 (20.9)</td>
</tr>
<tr>
<td>95% CI</td>
<td>6.16-16.7</td>
<td>12.3-29.5</td>
</tr>
<tr>
<td>Inpatient deaths, n (%)</td>
<td>1 (0.7)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aAll.
bClavien-Dindo>2.
cSensiumVitals + intermittent monitoring (n=22); intermittent monitoring alone (n=12)
**Figure 3.** Scatter graphs to show mean (x) and 95% CIs between trial arms for time to antibiotics in sepsis, length of hospital stay, and 30-day readmission rate. NEWS: National Early Warning Score.
Discussion

In this single-center, randomized controlled pilot trial, surgical patients with evidence of sepsis tended to receive antibiotics faster if they received continuous vital signs monitoring compared with those receiving usual intermittent monitoring alone. Patients receiving continuous vital signs monitoring had a shorter average length of hospital stay and were less likely to require readmission within 30 days of discharge. Patients found the monitoring device to be acceptable in terms of comfort and perceived safety.

The findings must be interpreted within the limitations of the study. A formal sample size calculation was not possible given the lack of data surrounding the primary outcome measure, and so the findings were limited to descriptive statistics; no formal statistical comparison was possible [14]. Although the wide, overlapping CIs suggest that a statistically significant difference between the 2 groups is unlikely, with a larger sample size and increased study power, it is possible that the observed trends might become statistically significant. In addition, the relatively small number of sepsis cases means there is likely to be an imbalance in prerandomization variables, which would require an adjustment in a formal analysis.

There were very few cases of inpatient mortality or admission to level II/III care, making comparisons between the monitoring arms difficult. One explanation for this low event rate is that the population contained a high proportion of low-risk patients—medical outliers and those who did not undergo surgery during their admission. A more striking effect might be evident in a higher-risk population.

The limitations of the randomization technique must also be considered. Ideally, the study data would have been analyzed at the cluster level, but small numbers of patients within each bay necessitated analysis at the individual level. The cluster-randomization methodology led to differences in the baseline demographics of the treatment arms. One of the female bays allocated to receive continuous monitoring had a proportionally lower turnover of patients than the other bays. This led to an imbalance in the male:female ratio between the 2 arms. The fact that the control arm was, on average, 1.5 years younger than the treatment arm may have conferred an advantage to this group.

The potential benefits of continuous monitoring may have been underestimated in this study owing to the exposure to the patch in the intervention arm. Nearly a quarter of the patients who were allocated to receive continuous monitoring did not wear the patch for their entire admission; however, this may reflect what can be truly expected in the clinical environment. The patient-reported acceptability of the device was high in the questionnaire results. This result may be subject to selection bias. A number of patients were missed when they were discharged from hospital outside normal working hours, and enthusiastic patients may have been more likely to complete the questionnaire.

There were other challenges to implementing the technology. There was initially an unacceptably high number of alerts sent to nursing staff; these were reduced by 90% by adjusting the alarm thresholds to more clinically appropriate levels and increasing the intervals between reminder alerts. Engagement with the new system varied between nursing staff but was aided by support from senior ward nurses. Engagement was further increased with the implementation of changes suggested by the nursing staff themselves such as smaller devices and louder alert tones.

There are few clinical evaluations of continuous vital signs monitoring in the literature [8]. The preponderance of observational studies means that causal associations between interventions and patient outcomes have to be interpreted with care. The 3 largest randomized controlled trials of continuous monitoring report conflicting results, illustrating the difficulties in evaluating such complex interventions. The potential benefit of the additional monitoring may be negated by inadequacies in other areas, such as staffing levels, escalation protocols, and nursing compliance [15]. Demonstrating clinical benefit will likely require large, well-controlled studies in high-risk populations to find significant differences in clinical outcomes such as critical care admissions. This is important as these systems are not without financial cost. System prices are around US $1500, and the cost of disposable patches varies [7]. Further
research is required to determine with certainty whether continuous postoperative monitoring offers a significant benefit over intermittent monitoring and can be justified for routine care in terms of cost-effectiveness.

In conclusion, this study has demonstrated the practicability and acceptability of implementing a remote continuous monitoring system in the general surgical ward setting. There is a trend toward clinical benefit. The findings of this study will be used to inform the protocols for further evaluations. Follow-up studies should be individually randomized and stratified to minimize the baseline differences between the 2 treatment arms and include a high-risk population with a high rate of adverse events. Furthermore, rare outcomes, such as mortality, should be avoided in preference of endpoints that are common to all participants such as the length of hospital stay.
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Abstract

Background: Over 30 million people in the United States (over 9%) have been diagnosed with diabetes. About 25% of people with diabetes will experience a diabetic foot ulcer (DFU) in their lifetime. Unresolved DFUs may lead to sepsis and are the leading cause of lower-limb amputations. DFU rates can be reduced by screening patients with diabetes to enable risk-based interventions. Skin temperature assessment has been shown to reduce the risk of foot ulceration. While several tools have been developed to measure plantar temperatures, they only measure temperature once a day or are designed for clinic use only. In this report, wireless sensor-embedded socks designed for daily wear are introduced, which perform continuous temperature monitoring of the feet of persons with diabetes in the home environment. Combined with a mobile app, this wearable device informs the wearer about temperature increases in one foot relative to the other, to facilitate early detection of ulcers and timely intervention.

Objective: A pilot study was conducted to assess the accuracy of sensors used in daily wear socks, obtain user feedback on how comfortable sensor-embedded socks were for home use, and examine whether observed temperatures correlated with clinical observations.

Methods: Temperature accuracy of sensors was assessed both prior to incorporation in the socks, as well as in the completed design. The measured temperatures were compared to the reference standard, a high-precision thermostat water bath in the range 20°C-40°C. A total of 35 patients, 18 years of age and older, with diabetic peripheral neuropathy were enrolled in a single-site study conducted under an Institutional Review Board–approved protocol. This study evaluated the usability of the sensor-embedded socks and correlated the observed temperatures with clinical findings.

Results: The temperatures measured by the stand-alone sensors were within 0.2°C of the reference standard. In the sensor-embedded socks, across multiple measurements for each of the six sensors, a high agreement ($R^2=1$) between temperatures measured and the reference standard was observed. Patients reported that the socks were easy to use and comfortable, ranking them at a median score of 9 or 10 for comfort and ease of use on a 10-point scale. Case studies are presented showing that the temperature differences observed between the feet were consistent with clinical observations.

Conclusions: We report the first use of wireless continuous temperature monitoring for daily wear and home use in patients with diabetes and neuropathy. The wearers found the socks to be no different from standard socks. The temperature studies conducted show that the sensors used in the socks are reliable and accurate at detecting temperature and the findings matched clinical observations. Continuous temperature monitoring is a promising approach as an early warning system for foot ulcers, Charcot foot, and reulceration.
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Introduction

An estimated 30.3 million people in the United States (ie, 9.4% of the US population) have been diagnosed with diabetes, according to the Centers for Disease Control and Prevention [1].

Complications of Diabetes, Foot Ulcers, and Prognosis

Diabetes damages blood vessels and nerves, particularly in the feet, and can lead to severe infections that are difficult to treat. About 25% of people with diabetes will experience a diabetic foot ulcer (DFU) in their lifetime [2-4]. When circulation is so poor that a foot ulcer fails to heal or when treatment fails to stop the spread of an infection, sepsis can result. In such cases, amputation is often necessary. Diabetes is the leading cause of lower-limb amputations; DFUs precede approximately 84% of nontraumatic major amputations among people with diabetes [5-7]. The rates of recurrence of foot ulcers are very high, being greater than 40% after one year and 60% within three years [2,8].

Charcot foot, also called Charcot arthropathy, is one of the most debilitating outcomes of diabetes [9]. The condition causes increased blood flow to the foot and increased bone resorption. Immediately keeping all weight off, or off-loading, of incipient Charcot foot appears to minimize fractures and incapacitating deformities. However, there is a potential for delayed diagnosis and therapeutic intervention as plain x-rays may not show fractures at the early stages [10].

Cost to the Health Care System

Diabetic foot ulcers result in considerable cost to the health care system when immediate ulcer episodes, social services, home care, and subsequent ulcer episodes are taken into consideration. Patients with a DFU were seen by their outpatient health care provider about 14 times per year and were hospitalized about 1.5 times per year. The cost of care for these patients was substantial, at about US $333,000 for total reimbursement of all Medicare services per year [11].

The total direct and indirect estimated cost of diagnosed diabetes in the United States in 2012 was US $245 billion. After adjusting for age group and sex, average medical expenditures among people with diagnosed diabetes were 2.3 times higher than expenditures for people without diabetes [12].

The national inpatient and emergency department bill summed to US $8.78 billion per year, averaging US $115,957 per case for major amputations [13].

Diagnosing Foot Ulcers

Screening patients with diabetes to identify those at risk for foot ulceration has been shown to be beneficial [3]. DFU rates can be reduced with screening and appropriate intervention [4,14].

Self-care is a critical factor in detecting early signs of ulcers and injury. However, visual inspection has limitations (eg, patients with obesity or visual impairment cannot see their feet easily); hence, it is not very effective to identify the early signs. A recent study using a remote foot-temperature-monitoring system showed the ability to detect 97% of nontraumatic DFUs five weeks before they presented to the participant and/or clinician [15,16]. Additional options for detecting ulcers early in order to treat and heal ulcer wounds successfully may help prevent lower-limb amputations.

In diabetic foot complications such as foot ulcers and osteomyelitis, elevated temperatures in regions of the foot have been shown to be a precursor for ulceration [17]. In Charcot foot cases, increased plantar foot temperature is observed and is strongly correlated with the location of arthropathy. Temperatures decreased in a predictable manner as acute arthropathy resolved [18,19].

Thus, skin temperature assessment in persons with diabetes is a valuable tool for assessing inflammation in diabetic feet, as well as its resolution [20,21]. Home temperature monitoring has been shown to be an effective approach as an early warning system, to provide patients with objective feedback so they can modify their activity and protect their foot before ulcers develop; such monitoring is included in the International Working Group on Diabetic Foot clinical practice guidelines [16,22].

A handheld, infrared, dermal thermometer was designed to take temperatures on the bottom of both feet at six different spots each morning and compare these temperatures from spot to spot. Temperature differences of 4°F (2.22°C) or higher observed at comparable spots between the feet serve as an early sign of DFUs [16,23-25]. However, this tool has shown limited adoption. A reported shortcoming is that the manual temperature measurement on specific spots on the foot is subjective: asymmetric analysis tended to find false abnormal areas when the left and right feet had different sizes and shapes.

Digital health is a vast and burgeoning field and spans several aspects of health management. With the advent of the Internet of Things and the Internet of Medical Things coupled with smart devices, the potential for improved home care for medical applications is fast becoming a reality. Such devices can facilitate the management of chronic conditions at home, including the effective and timely management of DFUs. Diabetic foot scanners and voice-enabled scales are in development [26]. A “smart mat” allows daily measurement of plantar temperature, compares the temperature profile of the two feet, and aims to identify regions with increased temperature, detecting potential ulcer formation at an early stage [15,27].

Innovation in wearables has led to the development of “smart socks,” with embedded sensors for measuring temperature and reporting increases. A recent report describes socks made
entirely of optical fiber [28]. While laboratory testing verified the accuracy of the sensors within, the fragility of the optical fiber resulted in limited usability. Another report describes socks that measure temperature at 10-minute intervals and contain wires [29].

Continuous Temperature Monitoring and Goal of This Study

All the tools described above are designed to measure temperatures once a day or at long intervals, are for clinic use only, or include wired data transmission. Once-a-day measurements present a risk of giving false positives. Continuous monitoring allows the assessment of temperature over longer periods, taking into consideration varying levels of activity over time, and thus has a greater potential to report consistent and clinically relevant temperature increases [30]. Continuous temperature monitoring can reduce false positives and has the potential to further improve home care and early detection.

Here, we introduce wireless sensor-embedded socks, made of neurofabric textile with microsensors embedded directly into the fabric—for continuous temperature monitoring of the feet of people with diabetes—and wireless reporting. They are designed to be easy to use and are washable as well as reusable.

A pilot study was conducted to assess (1) how comfortable sensor-embedded socks were for daily use and (2) whether observed temperatures correlated with clinical observations. Illustrative cases are presented.

Methods

Sensor-Embedded Socks

The socks are made of “smart textile”: textile with microsensors woven directly into the fabric (Siren Diabetic Socks, Neurofabric, Siren Care Inc, San Francisco, CA). These virtually invisible sensors are seamlessly integrated into the socks to monitor temperature changes on the bottom of the feet. The sensor-embedded socks are designed to be reusable and are machine washable and dryable.

The sensors embedded in the socks are connected to a small tag on the sock, which encases a microcontroller unit, battery, and Bluetooth chip (see Figure 1A). The six sensors take temperature measurements at 10-second intervals to track temperature increases at the bottom of the user’s feet, specifically at the hallux; metatarsal points (MTPs) 1, 3, and 5; midfoot; and heel (see Figure 1B). The data are stored in the tag and sent via Bluetooth to the phone paired with each pair of socks.

The mobile phone app can be programmed to generate alerts when the user’s feet show temperature increases that could be a warning sign of a potential ulcer (see Figure 2). In this study, the mobile phone app displayed temperature readings to the user, but alerts were not generated.

Assessment of Accuracy of Sensors Embedded in Socks in Detecting Temperature

Sensors were tested prior to and after incorporation in the socks using a high-precision, thermostatic water bath (Zhejiang Jinbo Electronic Co, Ltd, China) and verified with a 0.01°C high-precision mercury thermometer. The stand-alone sensors were tested at four temperatures: 20°C, 25°C, 37°C, and 45°C.

The sensors woven into the socks were tested in the range 20°C-40°C. Three pairs of socks were tested by immersion in the thermostatic water bath for 10 seconds. The temperature recorded in the sock tag was compared with the reference standard.
Figure 2. Typical workflow for sensor-embedded socks. The left-hand image shows a temperature-sensing sock: passive continuous monitoring of six key locations occur on the foot. The center image represents continuous monitoring: algorithms monitor temperature reading and generate alerts. The right-hand image displays the patient interface of the app, used for viewing the alerts.

Assessment of Sensor-Embedded Socks Worn by Patients With Diabetes

A single-site study was conducted under an Institutional Review Board-approved protocol to evaluate the usability of the smart socks for patients with diabetic peripheral neuropathy (DPN). Informed consent was obtained from all patients.

A total of 35 patients, 18 years of age and older, from a private clinical practice were enrolled into three groups based on patient-reported medical history and/or medical documents. The groups were as follows: (1) Group 1 included subjects with DPN and no previous history of ulcers (n=11), (2) Group 2 included subjects with DPN and a previous history of ulcers (n=13), and (3) Group 3 included subjects with DPN and a current preulcer as determined by the investigator (n=11).

Subjects participated in two clinic visits. In the first visit, screening procedures were conducted, which included the following: a general physical exam performed by a board-certified podiatrist, visual foot inspection, digital photographs of both feet, and medical history intake. Subjects were provided with the socks and were given an Android mobile phone with the app needed for temperature monitoring. The socks were wirelessly connected with the mobile phone via Bluetooth. The patients were instructed to wear the socks continuously for 6 hours, after which the socks could be removed. The data were streamed via Bluetooth directly to the Android app installed on the phone provided to the patient during the screening and initiation visit. All data were stored in the sock tag and sent via Bluetooth to the phone paired to the socks that were assigned to the enrolled patient.

At the second or end-of-study visit to the clinic—7 days plus or minus 2 days from the screening and initiation visit—the socks were returned to the investigator and the patient was examined for potential adverse reactions. An exit questionnaire was completed to obtain usability information from the patient on the comfortableness of the socks, the ease of Android app use, and the practicality of integrating this specific system into the patient’s everyday life. Upon exit from the trial, data were exported from the Android phone to a secure laptop for analysis. All data collected were deidentified and only subject numbers were used for the duration of the trial.

Results

Accuracy of Sensor-Embedded Socks

Testing of Sensors not Incorporated in Socks

A total of 36 stand-alone sensors were tested in a high-precision thermostatic water bath for 10 seconds at four temperatures: 20°C, 25°C, 37°C, and 45°C. The results are shown in Table 1. The temperatures measured by the sensors were within 0.2°C of the reference standard, demonstrating the high accuracy of the sensors used in the socks.

<table>
<thead>
<tr>
<th>Temperature of water bath (reference standard), °C</th>
<th>Stand-alone sensor temperature, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>20</td>
<td>20.08 (0.04)</td>
</tr>
<tr>
<td>25</td>
<td>25.11 (0.06)</td>
</tr>
<tr>
<td>37</td>
<td>37.10 (0.07)</td>
</tr>
<tr>
<td>45</td>
<td>44.92 (0.08)</td>
</tr>
</tbody>
</table>
Testing of Sensors Embedded in Socks

Three pairs of socks with embedded sensors were tested by immersion in a thermostatic water bath for 10 seconds, in the range 20°C-40°C. The temperature recorded in the sock tag was compared with the reference standard. The average of 18 measurements for each of six sensors is displayed in Figure 3.

Figure 3. Panels A-F show data for sensors 1-6, positioned at the hallux, metatarsal point 1, metatarsal point 3, metatarsal point 5, arch (midfoot), and heel, respectively. The x-axis shows the reference standard and the y-axis shows the temperatures measured by the sensors embedded in the socks.

For each of the six sensors, there was a high agreement ($R^2=1$) between temperatures measured and the reference standard, establishing that sensor-embedded socks can accurately measure temperature across the wide range tested of 20°C-40°C.
Patient Experience of Sensor-Embedded Socks

Patient Information

A total of 35 patients with diabetes assigned to three groups were included in the study as summarized in Table 2.

User Experience

Patients wore the socks at home for 3-21 hours (median 7). Some patients wore the socks at night and slept in them. Upon their return visit to the clinic, they returned the socks and provided feedback via the exit questionnaire on different aspects of the socks, such as design, usefulness, and comfortableness. The results are shown in Figure 4. In these patients’ experience while wearing the socks at home, they found the socks to be safe, comfortable, useful, and well-designed. For each question, the median response was 9 or 10 on a 10-point scale, indicating a high level of satisfaction.

Patients also provided feedback on a different scale for a separate set of questions (see Figure 5), some overlapping with the earlier questions. The findings were consistent with those from the 10-point scale. The median value for each of the responses was 4 or 5 on a 5-point scale, confirming a positive experience. Patients reported that the socks felt just like their normal, everyday socks. Notably, patients did not feel they were wearing sensor-embedded socks or that they had to use the socks carefully. Their stated willingness to wear the socks every day underscores the socks’ suitability for home use. This suggests that smart textiles, which are used to make the sensor-embedded socks, can seamlessly integrate into the life of the wearer and are suitable for home use.

Table 2. Distribution of patients with diabetes included in the study.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Group 1a (n=11)</th>
<th>Group 2b (n=13)</th>
<th>Group 3c (n=11)</th>
<th>Overall (n=35)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>5 (45)</td>
<td>4 (31)</td>
<td>1 (9)</td>
<td>10 (29)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>6 (55)</td>
<td>9 (69)</td>
<td>10 (91)</td>
<td>25 (71)</td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>50 (37-80)</td>
<td>61 (40-71)</td>
<td>64 (50-73)</td>
<td>62 (37-80)</td>
</tr>
<tr>
<td>Age when diagnosed with diabetes (years), median (range)</td>
<td>46 (29-70)</td>
<td>46 (22-61)d</td>
<td>46 (32-65)</td>
<td>46 (29-65)</td>
</tr>
<tr>
<td>Length of time living with diabetes (years), median (range)</td>
<td>8 (1.5-30)</td>
<td>15 (5.4-7)d</td>
<td>13 (4-40)</td>
<td>11 (1.5-47)</td>
</tr>
<tr>
<td>Patients with type 1 diabetes, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (18)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Patients with type 2 diabetes, n (%)</td>
<td>11 (100)</td>
<td>13 (100)</td>
<td>9 (82)</td>
<td>33 (94)</td>
</tr>
</tbody>
</table>

aGroup 1 included subjects with diabetic peripheral neuropathy (DPN) and no previous history of ulcers.

bGroup 2 included subjects with DPN and a previous history of ulcers.

cGroup 3 included subjects with DPN and a current preulcer as determined by the investigator.

dAge at diagnosis not available for two subjects.

Figure 4. Patients reported on their experience on a scale of 1 to 10 where 10 is “Good” and 1 is “Bad.” In the box and whisker plot, the line within the box represents the median, the x in the box represents the mean, the bounds of the box are at the 1st and 3rd quartiles (25% and 75%), the whisker (vertical line) extends to the minimum value, and the dots are outliers.
Patients reported on their experience on a scale of 1-5, where 5 is “Completely Agree” and 1 is “Completely Disagree.” In each box and whisker plot, the line within the box represents the median, the x in the box represents the mean, the bounds of the box are at the 1st and 3rd quartiles (25% and 75%), the whisker (vertical line) extends to the minimum values, and the dots are outliers.

The mobile app was found to be useful and easy to use. The mean and the median responses to key statements on the mobile app are shown in Table 3. Users found it easy to navigate the mobile app and they found the information provided to be informative about their feet.

### Case Studies

A few illustrative cases are shown below, one from each of the three study groups.

#### Case Study 1

Patient 14 (Group 1) is a 64-year-old male diagnosed with type 2 diabetes at 53 years of age. He has no history of foot ulceration or amputation and has experienced neuropathic pain for the past 8 years. His feet showed no visible signs of injury (see Figure 6). Patient 14 wore the socks for 6 hours, during which minor variations in temperature between the contralateral locations were observed with differences of less than 2.2°C or 4°F (see Figure 7). The continuous monitoring of the temperature by the socks show minor variations over the 6-hour period. Consistent with the initial observations and medical history, no temperature elevations were found.

#### Case Study 2

Patient 30 (Group 2) is a 63-year-old male diagnosed with type 2 diabetes at 45 years of age. He has a history of ulcers and was diagnosed with Charcot arthropathy of the right foot at 57 years of age. Intake photographs (see Figure 8) and examination showed Charcot of the right foot with a collapsed midfoot. Patient 30 wore the sensor-embedded socks for 8 hours, during which period the right foot was consistently warmer than the left foot. The temperatures on the right hallux, MTP 1, MTP 3, MTP 5, and midfoot (arch) were elevated more than 2.2°C or 4°F, up to 8°C (see Figure 9).

Thus, the findings from continuous temperature monitoring are consistent with the patient’s medical history and intake evaluation of Charcot of the right foot. This suggests that the clinical assessment of Charcot arthropathy may benefit from this monitoring system, as it provides a temperature map of the entire foot over a long period of time, rather than static and local temperature changes.

#### Case Study 3

Patient 16 (Group 3) is a 73-year-old male diagnosed with type 2 diabetes at 65 years of age. He has a history of preulcerative lesions. Intake photographs (see Figure 10) and exam indicated a current preulcerative lesion at the right plantar region between the second and third metatarsal. Patient 16 wore the socks for 9 hours, during which higher temperatures were recorded by two of the six sensors, at the positions of the right metatarsals 3 and 5 (see Figure 11). This observation is consistent with the patient’s medical records indicating a preulcerative lesion in the MTP 2-3 area. These data suggest that in high-risk patients, continuous monitoring may be able to pick up an injury or preulcerative lesion.

---

Table 3. Patient responses to statements on the mobile app.

<table>
<thead>
<tr>
<th>Statements</th>
<th>Response score, mean (SD)</th>
<th>Response score, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>It is easy to connect the sock to the mobile app</td>
<td>3.4 (0.89)</td>
<td>3 (0.75)</td>
</tr>
<tr>
<td>The mobile app gives useful information about my feet</td>
<td>3.5 (1.10)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>The overview of the feet in the mobile app is easy to understand</td>
<td>3.6 (1.04)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>I would use the app every day</td>
<td>3.9 (0.91)</td>
<td>4 (2)</td>
</tr>
</tbody>
</table>

* Responses were on a 5-point scale where 5 is “Completely Agree” and 1 is “Completely Disagree.”

* IQR: interquartile range.
Figure 6. A digital photograph of patient 14’s feet show no visible signs of injury.

Figure 7. Each line on the graph shows a moving average of the temperature difference (ie, left foot temperature-right foot temperature) for the hallux (blue), metatarsal points 1, 3, and 5 (orange, gray, and yellow, respectively), arch (black), and heel (green). The lines span the period the socks were worn, with time shown on the x-axis. The dashed and dotted red lines show the 2.2°C temperature threshold for the left and right foot, respectively. MTP: metatarsal point.
Figure 8. A digital photograph of patient 30’s feet show Charcot of the right foot with collapsed midfoot (arch), designated by the red circle.

Figure 9. Each line on the graph shows a moving average of the temperature difference (ie, left foot temperature-right foot temperature) for the hallux (blue), metatarsal points 1, 3, and 5 (orange, gray, and yellow, respectively), arch (black), and heel (green). The moving average of the temperature difference shows elevated temperatures of the right foot compared to the left foot at all points except the heel. MTP: metatarsal point.
Figure 10. A digital photograph of patient 16’s feet show a preulcerative lesion between the second and third metatarsal.

Figure 11. Each line on the graph shows a moving average of the temperature difference (ie, left foot temperature-right foot temperature) for the hallux (blue), metatarsal points 1, 3, and 5 (orange, gray, and yellow, respectively), arch (black), and heel (green). The moving average of the temperature difference shows elevated temperatures at metatarsal points 3 and 5 of the right foot. MTP: metatarsal point.

Discussion

Principal Findings

To our knowledge, this is the first study to introduce wireless continuous temperature monitoring of feet for daily and home use in patients with diabetes. The sensor-embedded socks introduced here contain microsensors embedded directly and seamlessly into the fabric and are designed to look and feel like any other garment. Particularly important for daily and home use, the socks are wireless. Wireless transmission of data is achieved via Bluetooth technology. Through the mobile app, wearers can view the current temperature as measured at six points on the user’s foot. While the app was not set up to generate alerts in this study, users can receive a notification, alert, or text message when a temperature increase is detected between contralateral positions.

The aim of this study was to assess whether these sensor-embedded socks can measure temperature accurately on a continuous basis, whether the temperature findings are consistent with clinical observations, and to obtain feedback on
patient experience in using the socks. The temperature studies presented here show that the sensors used in the socks are reliable and accurate at detecting temperature.

In this pilot study of 35 patients, participants found the socks to be no different from standard socks in terms of wearability and reported feelings of comfort and safety. Patients found the app interface to be useful. Furthermore, as shown in the illustrative cases, the temperature differences between the two feet as recorded by the sensor-embedded socks were consistent with the clinical status of the patient.

An earlier report described socks made of optical fiber designed for the clinic environment [28]. A more recent design of smart socks has woven-in sensors and measures temperature at 10-minute intervals, but contains wires [29]. The sensor-embedded socks described in this study are designed for daily wear, both inside and outside the home; are wireless; are machine washable; and do not need to be recharged. Unlike garments made of optical fiber, these socks are made of smart textile, which is designed to be made on standard industrial equipment and can be used anywhere without assistance.

For patients with diabetes and neuropathy, continuous temperature monitoring for the feet now offers information that was not previously available or possible, as was the case with the introduction of continuous glucose-monitoring technology for blood glucose levels.

Static or once-a-day measurements can present a risk of reporting false positives. With continuous monitoring, algorithms can be designed to identify and filter out outliers in measurements spanning several hours and, thus, can potentially reduce false positives by taking into consideration trends over time instead of a single static threshold. As shown in Case Study 2, temperature measurements of the entire foot may be particularly beneficial to patients with Charcot arthropathy. For patients undergoing treatment for an existing injury as in Case Study 3, continuous temperature monitoring provides an objective method to identify injuries.

Patterns of temperature can be obtained via continuous temperature monitoring that are specific to individuals and, in the future, variations from a person’s typical pattern may trigger alerts, rather than a single one-size-fits-all temperature threshold for all individuals. Monitoring patients over time may reveal temporal changes in individual temperature patterns. With further research, algorithms can be developed to detect temperature differences within one foot, without the need for the contralateral foot. Advanced statistical pattern recognition analysis could be used to determine patterns indicative of diabetes-related foot complications.

In future iterations, sensor-embedded socks can be coupled with built-in activity tracking to improve adherence and monitor patient compliance: data from the socks can be used to monitor patient activity and determine whether the patient is compliant with set activity guidelines.

This unique new data stream opens up questions regarding the manner in which the results are best reported, on the content and frequency of notifications, whether preulcerative lesions can be prevented from developing into ulcers, and whether amputations can be reduced. The pilot study reported here was not statistically powered to assess the performance characteristics of this novel device.

Further studies are planned to address such questions, with patient follow-up to obtain data on correlations of the temperature findings with patient outcomes.

**Strengths and Limitations**

The strengths of the study are as follows. The sensor-embedded socks were found to work reliably and consistently. The temperature differences reported matched clinical observations. Importantly, the study confirmed that patients can use the socks as a part of their daily lives, within or outside the home. Furthermore, the automatic collection and analysis of the data remove the element of subjectivity from the measurements as currently exists in visual inspection [30].

This study was not without limitations. As it was a single-day study, the findings could not be correlated with longer-term outcomes. More research is needed to further understand data points in continuous temperature monitoring, including as it relates to patient activity and timely intervention. Socks with built-in activity tracking and monitoring are planned to reliably and accurately measure activity concurrent with temperature measurement to further reduce subjective reporting. Future studies will be statistically powered to collect and analyze temperatures and correlate the findings to patient outcomes.

**Conclusions**

In this study, we explored the first use of wireless continuous temperature monitoring for daily and home use in patients with diabetes and neuropathy. This noninvasive device designed to behave as a normal sock is the first of its kind to combine wireless continuous temperature monitoring into a wearable device. The socks appear to the wearers to be no different than standard socks. When used with the mobile app, the wearer is kept informed about temperature increases in one foot relative to the other. The socks can reliably and consistently collect temperature data from the wearer’s feet, which are consistent with clinical observations. Continuous temperature monitoring has emerged as a promising tool which could serve as an early warning system for the management of foot ulcers, Charcot foot, and reulceration.
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Abstract

Background: Clinical trials are key to advancing evidence-based medical research. The medical research literature has identified the impact of publication bias in clinical trials. Selective publication for positive outcomes or nonpublication of negative results could misdirect subsequent research and result in literature reviews leaning toward positive outcomes. Digital health trials face specific challenges, including a high attrition rate, usability issues, and insufficient formative research. These challenges may contribute to nonpublication of the trial results. To our knowledge, no study has thus far reported the nonpublication rates of digital health trials.

Objective: The primary research objective was to evaluate the nonpublication rate of digital health randomized clinical trials registered in ClinicalTrials.gov. Our secondary research objective was to determine whether industry funding contributes to nonpublication of digital health trials.

Methods: To identify digital health trials, a list of 47 search terms was developed through an iterative process and applied to the “Title,” “Interventions,” and “Outcome Measures” fields of registered trials with completion dates between April 1, 2010, and April 1, 2013. The search was based on the full dataset exported from the ClinicalTrials.gov database, with 265,657 trials entries downloaded on February 10, 2018, to allow publication of studies within 5 years of trial completion. We identified publications related to the results of the trials through a comprehensive approach that included an automated and manual publication-identification process.

Results: In total, 6717 articles matched the a priori search terms, of which 803 trials matched our latest completion date criteria. After screening, 556 trials were included in this study. We found that 150 (27%) of all included trials remained unpublished 5 years after their completion date. In bivariate analyses, we observed statistically significant differences in trial characteristics between published and unpublished trials in terms of the intervention target condition, country, trial size, trial phases, recruitment, and prospective trial registration. In multivariate analyses, differences in trial characteristics between published and unpublished trials remained statistically significant for the intervention target condition, country, trial size, trial phases, and recruitment; the odds of publication for non-US–based trials were significant, and these trials were 3.3 (95% CI 1.845-5.964) times more likely
to be published than US–based trials. We observed a trend of 1.5 times higher nonpublication rates for industry-funded trials. However, the trend was not statistically significant.

Conclusions: In the domain of digital health, 27% of registered clinical trials results are unpublished, which is lower than nonpublication rates in other fields. There are substantial differences in nonpublication rates between trials funded by industry and nonindustry sponsors. Further research is required to define the determinants and reasons for nonpublication and, more importantly, to articulate the impact and risk of publication bias in the field of digital health trials.

(J Med Internet Res 2018;20(12):e11924) doi:10.2196/11924
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Introduction

Background

Empirical observations demonstrate that not all clinical studies successfully publish their results in peer-reviewed journals. Perhaps, the earliest indication of publication bias in the area of scientific research was in 1979 by Robert Rosenthal with the term “file drawer problem,” acknowledging the existence of selective publication bias for studies with positive and significant results [1]. A decade later, Kay Dickersin defined publication bias as “the tendency on the part of investigators, reviewers, and editors to submit or accept manuscripts for publication based on the direction or strength of the study findings.” [2]. The phenomenon of publication bias in clinical trials was attributed to the tendency of primary investigators and editors to submit or publish findings that are strong or statistically significant [3-5].

In 2008, a study of publication rates of clinical trials supporting successful new Food and Drug Administration drug applications found that over half of all the included trials were unpublished 5 years after obtaining approval from the Food and Drug Administration [6]. Similar findings were reported by other studies, indicating that half of all clinical trials remain unpublished in any peer-reviewed journal [7-9]. In 2014, two studies on discontinued randomized clinical trials reported discontinuation rates of 21% and 24.9%. This presents an ethical concern when considering the scarce research resources invested in the respective trials without the dissemination of any findings [10,11].

The registration of clinical trials, first proposed by Simes in 1986 [5], provides a means to mitigate publication bias by allowing researchers, scholars, and healthcare professionals to explore another source of trial results and information that may not be published [3-5]. It also helps identify discrepancies in primary outcome reporting by comparing primary outcome measures, as indicated in the trial protocols and published primary outcomes, which poses a key risk to the validity of trials [12-17]. During the past two decades, this proposal triggered numerous calls demanding mandatory registration of clinical trials [18-23]. In September 2004, the International Committee of Medical Journal Editors (ICMJE) mandated trial registration in a public registry at or before study enrollment as a prerequisite for publication in any of the ICMJE member journals and that the public trial registry should be publicly accessible at no charge and managed by a not-for-profit organization [24,25]. Soon thereafter, major medical journals announced the adoption of this new policy, including the British Medical Journal, the Lancet, and the Journal of Medical Internet Research [18,21,26]. In October 2008, the 7th revision of the Declaration of Helsinki was adopted by the World Medical Association’s General Assembly, with increasing emphasis on prospective registration of trials and the ethical obligation on researchers to publish their study results [27].

Since its establishment in the year 2000, the ClinicalTrials.gov website, which is maintained by the United States National Library of Medicine at the National Institutes of Health, has become the world’s largest clinical trial registry, with 286,717 registered trials, 60% of which are non-US–based as of October 11, 2018 [24,28-30].

A number of studies have analyzed and reported the characteristics of publication rates of clinical trials registered in ClinicalTrials.gov [8,9,11,31] and other data sources [6,10]. However, to our knowledge, no study has thus far analyzed and reported the characteristics of publication rates within the domain of digital health. Digital health randomized clinical trials face specific challenges, including a high attrition rate, usability issues, and insufficient prior formative research [18,32-37]. These challenges may contribute to nonpublication of trial results. This study aimed to examine the prevalence and characteristics of the nonpublication rate of digital health randomized controlled trials registered in ClinicalTrials.gov.

Research Objectives

The primary research objective was to examine the prevalence and characteristics of the nonpublication rate among digital health randomized clinical trials registered in the ClinicalTrials.gov database. The secondary research objective was to determine whether industry funding contributes to nonpublication of trials. Considering that the ClinicalTrials.gov registry is a US–based registry including 60% of non-US–based trials, we intended to explore differences in the nonpublication rate and trial size between US- and non-US–based trials [38]. We also aimed to report outcome discrepancy between prospective and published primary outcomes of the included trials.
Methods

Data Source
The ClinicalTrials.gov website provides free, global open access to the online registry database through a comprehensive website search page as well as download capabilities; for example, all registration information for a given trial can be downloaded in XML format via a Web service interface. For our study, we downloaded the entire ClinicalTrials.gov online database, with 265,657 registered clinical trials entries, on February 10, 2018.

Inclusion Criteria
The research included all eHealth-, mHealth-, telehealth-, and digital health-related randomized clinical trials that are registered in the ClinicalTrials.gov website and include any information and communication technology component, such as cellular phones, mobile phones, smart phones; devices and computer-assisted interventions; internet, online websites, and mobile applications; blogs and social media components; and emails, messages, and texts.

We also included interventional and behavioral trials with or without the results. We limited our inclusion criteria to trials with latest completion dates between April 1, 2010, and April 1, 2013. The latest date between trials’ primary completion date and completion date fields was considered the latest completion date. Details regarding the evaluation of the latest completion date of trials are described in Multimedia Appendix 1 [39,40].

Justification of the Completion Date
Our search allowed for almost 5 years of a “publication lag period” between the stated trial completion date (up to April 1, 2013) and the search date for published reports (February 10, 2018). This strategy allowed us to account for longer publication cycles that may take up to several years, as indicated in prior studies [28]. For example, a study from the Netherlands that investigated the effects of a mobile phone app on the quality of life in patients with type 1 diabetes was published on May 11, 2015 [41], but the underlying clinical trial (NCT01444534) was first received by ClinicalTrials.gov on September 26, 2011, and the last update in ClinicalTrials.gov was made on October 23, 2012. To keep our data sample relevant, representative, and manageable, we chose to focus our study on a 3-year cross-sectional analysis for trials completed between April 2010 and April 2013.

Exclusion Criteria
Our search excluded registered clinical trials that were not randomized or only focused on electronic record-management systems such as electronic medical records, electronic health records, and hospital information systems as well as back-end integration systems, middleware applications, and Web services. Registered clinical trials that only reported on internet, Web-based, online, and computer-based surveys as well as television or online advertisement were also excluded. In addition, the search excluded registered clinical trials that focused only on biotechnology, bioinformatics analysis, and sequencing techniques. Finally, trials on medical devices and those only related to diagnostic imaging device, computerized neuropsychological, cognition, and oxygen assessment tools were excluded.

Search Terms
The search terms and phrases were conceptually derived from the inclusion criteria. A complete list of included search terms and phrases was developed through an iterative process (Multimedia Appendix 2 [42-52]). The following list presents the final list of the 47 search terms and phrases that were included in the search process: “smartphone,” “smart-phone,” “cellphone,” “cell-phone,” “cellular-phone,” “cellular-phone,” “mobile phone,” “cell phone,” “messaging,” “sms,” “texting,” “text reminder,” “short message,” “email,” “e-mail,” “iphone,” “android,” “ipad,” “fitbit,” “online,” “e-Health,” “eHealth,” “mhealth,” “m-health,” “internet,” “e-therapies,” “social-media,” “social media,” “facebook,” “twitter,” “whatsapp,” “information technology,” “communication technology,” “app,” “information application,” “health application,” “mobile application,” “electronic application,” “phone application,” “touch application,” “well-being application,” “informatic,” “computer,” “digital,” “web,” and “wearable.”

Data Extraction

Conditions
The “condition” field in ClinicalTrials.gov was defined as “the disease, disorder, syndrome, illness, or injury that is being studied” [53]. We analyzed and consolidated a total of 487 unique conditions of the 556 included registered randomized clinical trials into eight different groups, as reported in Table 2. Details of the condition classifications are provided in Multimedia Appendix 3 [54].

Discontinuation Reasons
The data exported from the ClinicalTrials.gov database includes a field “Why_Stopped” that indicates the reasons for trial discontinuation. This field is populated for trials with a withdrawn, suspended, and terminated recruitment status. We extracted and evaluated the textual content of this field as part of our recruitment analysis. Details of classification of the reasons for trial discontinuations are indicated in Multimedia Appendix 4.

Major Technology
We analyzed the descriptions of the 556 included randomized clinical trials to identify the major type of technology that was utilized within the respective interventions. Details of major technology classifications of the trials are indicated in Multimedia Appendix 5.
Table 1. Analysis of randomized clinical trials by their lead sponsor information.

<table>
<thead>
<tr>
<th>Lead sponsor category (N=556)</th>
<th>Trials, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foundations, Institutes, and Research Centers</td>
<td>72 (12.9%)</td>
</tr>
<tr>
<td>Hospitals and Medical Centers</td>
<td>102 (18.3%)</td>
</tr>
<tr>
<td>United States Federal Government</td>
<td>25 (4.5%)</td>
</tr>
<tr>
<td>University</td>
<td>301 (54.1%)</td>
</tr>
<tr>
<td>Other</td>
<td>18 (3.2%)</td>
</tr>
<tr>
<td><strong>Industry</strong></td>
<td></td>
</tr>
<tr>
<td>Insurance</td>
<td>6 (15.8%)</td>
</tr>
<tr>
<td>Pharmaceuticals</td>
<td>2 (5.3%)</td>
</tr>
<tr>
<td>Technology and Services</td>
<td>29 (76.3%)</td>
</tr>
<tr>
<td>Telecommunication</td>
<td>1 (3.1%)</td>
</tr>
</tbody>
</table>

Prospective Trial Registrations
The XML data exported from the ClinicalTrials.gov database did not include an explicit field to indicate whether the trial was registered prospectively. We compared each trial’s “study_first_submitted” field to the “start_date” field in order to determine if the trial was registered prospectively or retrospectively. The “study_first_submitted” field indicates the dates when the trial’s primary investigator first submitted the trial record to ClinicalTrials.gov, whereas the “start_date” field indicates the date when the first participant was enrolled in the study [53]. We considered the registration to be prospective if the “study_first_submitted” date was before the “start_date.”

Reporting of Study Results
The data exported from the ClinicalTrials.gov database includes a field “Has Results” to indicate whether results have been submitted for the underlying study. The XML export of the trial metadata also includes the field “FirstReceived_Results_Date,” which is the date on which the study’s first results were received. These fields are maintained by the primary investigators of the respective trials and, in many cases, as explained in the “Limitations” section, this field is updated voluntarily by the primary investigator and seems to be inconsistent. Our analysis showed that only 61 (11%) of all included 556 randomized clinical trials reported results in the ClinicalTrials.Gov database.

Lead Sponsor of Trials
We defined a comprehensive and specific categorization of the funding sources of trials. We analyzed the content of the “Lead_Sponsor” field, available in trials’ XML files exported from ClinicalTrials.gov, which comprises information regarding the entity or individual that sponsors the clinical study [55]. We were able to categorize the “Lead_Sponsor” field into six different groups, with a more specific breakdown for industry sponsors (Table 1).

Identification of Publication
We exported all the contents of the 556 included registered randomized clinical trials from the ClinicalTrials.gov website in XML format and then identified existing publications by two processes: automated and manual identification processes. The automated identification process considered all publications referenced in the trial's registry record as well as a PubMed search according to each trial’s National Clinical Trial registration number. The manual identification process was a multistep process aimed to search trial publications by key trial attributes and author details in two major bibliographic databases (PubMed and Medline) as well as the Google search engine. We only considered the results of a clinical trial to be “published” if at least one of the primary outcome measures was reported. Complete details of the publication-identification processes are described in Multimedia Appendix 6 [56-59].

Results
Screening Process
We exported the entire ClinicalTrials.gov database, with 265,657 registered clinical trials entries as of February 10, 2018, into a local Structured Query Language server database. The 47 indicated search terms and phrases were then applied in the Structured Query Language server database as follows:

1. For every search term and phrase, identify matching records by the [Title] OR [Interventions] OR [Outcome Measures] fields. We identified 6717 matching trials.
2. Apply the latest completion date criteria between April 1, 2010, and April 1, 2013. We obtained 803 matching trials.
3. After screening against all inclusion and exclusion criteria, 247 registered clinical trials were excluded as per the following breakdown:
   - 149 trials were not randomized.
   - 52 trials had false-positive matching terms. For example, the registered clinical trial NCT01287377 examined the association between nicotine patch messaging and smoking cessation. The trial term “messaging” was a false-positive match to one of our search terms.
   - 17 trials were only related to computerized neuropsychological, cognition, and oxygen assessment tools.
   - 11 trials focused only on internet, Web-based, online, and computer-based surveys.
   - 9 trials were limited to the phone call intervention component.
• 5 trials were related to scanners and diagnostic imaging devices.
• 3 trials were related to television or online advertisement.
• 1 trial was related to electronic medical record systems.

4. Finally, 556 studies were included after screening.

A summary of the search results is presented in Figure 1.

**Publication Rates**

In summary, 406 of 556 (73%) trials were associated with identified outcome publications and 150 of 556 (27%) trials did not have any identified publications or their identified publications did not report any of their primary outcomes. Only 6 of the 556 (1.1%) published trials did not report any of the primary outcome measures indicated in the trial’s registration protocols (Figure 2).

**Analysis of Trial Characteristics**

We conducted a statistical descriptive analysis, describing and summarizing the characteristics of all the 556 included registered randomized clinical trials by the following standard data elements exported from and defined by the ClinicalTrials.gov database: age group, condition, country, gender, intervention model, lead sponsor, masking, recruitment status, start date, study arms, study results, trial phase, and trial size [55]. To further our analysis, we added additional data fields that were extracted from the trial descriptions: follow-ups, latest completion date, major technology, primary outcome measure, and prospective trial registration.

We examined the relationship between trial characteristics and the nonpublication rate using bivariate and multivariate analyses. For bivariate analysis, we used the Pearson Chi-square statistical test, and for multivariate analyses, we used binary logistics regression in SPSS (IBM Corporation, Armonk, NY). The results of this analysis are depicted in Table 2.

The Pearson Chi-square test and binary logistic regression test results reported significant relationships (P < .05) between the nonpublication rate of trials and trial characteristics including trial condition, country, prospective registration, recruitment, trial size, and trial phases. Both tests reported no significant relationships between the nonpublication rate of trials and the age group, follow-up period, gender, intervention model, latest completion date, lead sponsor, primary outcome measures, major technology, masking, start date, study arms, and updates of trials in ClinicalTrials.gov results database.

**Figure 1.** Trials included from the search results.
Conditions

The Pearson Chi-square test results showed a significant association ($P=0.005$) between the nonpublication rate and the eight different condition groups. The highest nonpublication rate was 45.2% for randomized clinical trials focusing on the “Cancer” condition. In contrast, the lowest nonpublication rate was 15.8% for randomized clinical trials focusing on “Smoking, Alcohol Consumption, Substance Abuse and Addiction” conditions. The binary logistic regression test results showed a significant association ($P=0.01$) between the nonpublication rate and intervention condition groups; however, trials on cancer or addiction/smoking conditions were not a significant predictor for nonpublication ($P=0.10$, odds ratio [OR] = 0.414, 95% CI: 0.740-16.173 and $P=0.12$, OR = 3.458, 95% CI: 0.740-16.173, respectively).

Country

The Pearson Chi-square test results showed significant differences ($P<0.001$) in the nonpublication rates between the United States and other countries; the highest nonpublication rate was observed for trials in the United States (32.8%) as compared to non-US trials. The binary logistic regression test results showed a significant association between the nonpublication rate between the US and non-US trials. The odds of publication for non-US trials were significant, and these trials were 3.3 times more likely to be published than the reference group of the US–based trials ($P<0.001$, OR = 3.882, 95% CI: 1.460-10.318) than other phase trials. The odds of nonpublication showed a trend towards significance for phase III/IV trials (including trials registered for both phase II and III), and these trials were 3.1 times more likely to be published ($P=0.08$, OR = 3.112, 95% CI: 0.876-11.054); however, the trend did not reach statistical significance.

Phases

Our Pearson Chi-square test results showed significant differences ($P=0.01$) between the nonpublication rate of trials and their respective study phases. Of the 556 randomized clinical trials, 427 (76.8%) had no information reported on trial phases. For 129 (23.2%) of the randomized clinical trials that reported a study phase, phase II trials (including trials registered for both phase I and II) were most commonly reported (56 trials) and had the lowest nonpublication rate (14.3%). There were 42 phase III/IV trials (including trials registered for both phase II and III), with the highest nonpublication rate of 40.5%. The binary logistic regression test results showed a significant relationship ($P=0.004$) between the nonpublication rate and trial size, and phase II trials (including trials registered for both phase I and II) were 3.9 times more likely to be published ($P=0.01$, OR = 3.882, 95% CI: 1.460-10.318) than other phase trials. The odds of nonpublication showed a trend towards significance for phase III/IV trials (including trials registered for both phase II and III), and these trials were 3.1 times more likely to be published ($P=0.08$, OR = 3.112, 95% CI: 0.876-11.054); however, the trend did not reach statistical significance.

Registration of Prospective Trials

We examined the relationship between prospective trial registrations and trial nonpublication rates. Results of the Pearson Chi-square test showed a statistically significant relationship ($P=0.006$) between prospective trial registrations and the nonpublication rates, with higher nonpublication rates for prospectively registered trials (11.3%) than retrospectively registered trials. Our analysis also showed that only 163 (29.3%) of all our included trials were registered prospectively. We advanced our analysis to explore the impact of the 2004 ICMJE mandate and the 2008 Declaration of Helsinki on prospective trial registrations in ClinicalTrials.gov [25,27]. Results of the Pearson Chi-square test showed a statistically significant relationship ($P<0.001$) between prospective trial registration and the start date of trials, with a lower number of prospective registrations reported for trials that started after 2008 (29.7%; Table 3).
Table 2. Relationship between the characteristics of randomized clinical trials and nonpublication rate.

<table>
<thead>
<tr>
<th>Trial characteristics</th>
<th>Unpublished RCTs/Total RCTs, n (%)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Binary logistic regression</th>
<th>P value</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>150/556 (27%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Age Group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult</td>
<td>27/97 (27.8%)</td>
<td>0.52</td>
<td>0.47</td>
<td>0.689</td>
<td>(0.254 to 1.871)</td>
</tr>
<tr>
<td>Adult/Senior</td>
<td>90/312 (28.8%)</td>
<td>—</td>
<td>0.73</td>
<td>0.864</td>
<td>(0.337 to 1.987)</td>
</tr>
<tr>
<td>Child</td>
<td>0/2 (0%)</td>
<td>—</td>
<td>0.99</td>
<td>&gt;999.999 (0 to &gt;999.999)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Child/Adult</td>
<td>20/79 (25.3%)</td>
<td>—</td>
<td>0.29</td>
<td>1.738</td>
<td>(0.627 to 4.821)</td>
</tr>
<tr>
<td>Child/Adult/Senior</td>
<td>13/66 (19.7%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Condition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>14/31 (45.2%)</td>
<td>—</td>
<td>—</td>
<td>0.1</td>
<td>0.414 (0.740 to 16.173)</td>
</tr>
<tr>
<td>Chronic pain and chronic conditions (including diabetes, asthma, and COPD&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>24/81 (29.6%)</td>
<td>—</td>
<td>0.52</td>
<td>0.752</td>
<td>(0.317 to 1.784)</td>
</tr>
<tr>
<td>Heart disease, hypertension, and stroke</td>
<td>15/53 (28.3%)</td>
<td>—</td>
<td>0.8</td>
<td>1.130</td>
<td>(0.436 to 2.931)</td>
</tr>
<tr>
<td>Mental health, neurodevelopmental disorders, Alzheimer, dementia, and epilepsy</td>
<td>14/78 (17.9%)</td>
<td>—</td>
<td>0.31</td>
<td>1.585</td>
<td>(0.648 to 3.877)</td>
</tr>
<tr>
<td>Multiconditions</td>
<td>23/53 (43.4%)</td>
<td>—</td>
<td>0.11</td>
<td>0.480</td>
<td>(0.197 to 1.165)</td>
</tr>
<tr>
<td>Obesity, weight management, nutrition, and physical activity</td>
<td>17/60 (28.3%)</td>
<td>—</td>
<td>0.11</td>
<td>2.455</td>
<td>(0.810 to 7.438)</td>
</tr>
<tr>
<td>Smoking, alcohol consumption, substance abuse, and addiction</td>
<td>9/57 (15.8%)</td>
<td>—</td>
<td>0.12</td>
<td>3.458</td>
<td>(0.740 to 16.173)</td>
</tr>
<tr>
<td>Others</td>
<td>34/143 (23.8%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outside the United States</td>
<td>39/218 (17.9%)</td>
<td>—</td>
<td>&lt;.001</td>
<td>3.317</td>
<td>(1.845 to 5.964)</td>
</tr>
<tr>
<td>United States</td>
<td>111/338 (32.8%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Enrollment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5th percentile (up to 26 participants)</td>
<td>15/29 (51.7%)</td>
<td>—</td>
<td>0.99</td>
<td>&gt;999.999 (0 to &gt;999.999)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Between the 5th and 50th percentile (between 27 and 148 participants)</td>
<td>58/244 (23.8%)</td>
<td>—</td>
<td>0.99</td>
<td>&gt;999.999 (0 to &gt;999.999)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Between the 50th and 95th percentile (between 149-1962 participants)</td>
<td>59/246 (24%)</td>
<td>—</td>
<td>0.99</td>
<td>&gt;999.999 (0 to &gt;999.999)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&gt;95th percentile (more than 1962 participants)</td>
<td>8/27 (29.6%)</td>
<td>—</td>
<td>0.99</td>
<td>&gt;999.999 (0 to &gt;999.999)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Undefined</td>
<td>10/10 (100%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Follow-up period</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 month</td>
<td>13/56 (23.2%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>1-3 months</td>
<td>34/138 (24.6%)</td>
<td>—</td>
<td>0.44</td>
<td>1.436</td>
<td>(0.574 to 3.595)</td>
</tr>
<tr>
<td>4-6 months</td>
<td>32/171 (18.7%)</td>
<td>—</td>
<td>0.62</td>
<td>0.792</td>
<td>(0.314 to 1.997)</td>
</tr>
<tr>
<td>6-12 months</td>
<td>45/128 (35.2%)</td>
<td>—</td>
<td>0.39</td>
<td>0.670</td>
<td>(0.272 to 1.653)</td>
</tr>
<tr>
<td>12-24 months</td>
<td>12/40 (30%)</td>
<td>—</td>
<td>0.89</td>
<td>1.085</td>
<td>(0.330 to 3.570)</td>
</tr>
<tr>
<td>&gt;24 months</td>
<td>5/17 (29.4%)</td>
<td>—</td>
<td>0.9</td>
<td>0.908</td>
<td>(0.200 to 4.124)</td>
</tr>
<tr>
<td>Undefined</td>
<td>9/60 (15%)</td>
<td>—</td>
<td>0.19</td>
<td>2.199</td>
<td>(0.673 to 7.185)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>132/491 (26.9%)</td>
<td>—</td>
<td>0.88</td>
<td>0.877</td>
<td>(0.168 to 4.567)</td>
</tr>
<tr>
<td>Female</td>
<td>15/55 (27.3%)</td>
<td>—</td>
<td>0.76</td>
<td>1.318</td>
<td>(0.225 to 7.738)</td>
</tr>
<tr>
<td>Trial characteristics</td>
<td>Unpublished RCTs(^a)/Total RCTs(^a), n (%</td>
<td>P value(^b)</td>
<td>Binary logistic regression</td>
<td>P value</td>
<td>Odds ratio (95% CI)</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>---------------------------------------------</td>
<td>---------------</td>
<td>---------------------------</td>
<td>---------</td>
<td>-------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intervention model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single assignment</td>
<td>14/33 (42.4%)</td>
<td>—</td>
<td>0.99</td>
<td>1.475</td>
<td>(0.929 to 2.343)</td>
</tr>
<tr>
<td>Crossover assignment</td>
<td>4/21 (19%)</td>
<td>—</td>
<td>0.99</td>
<td>&lt;.001</td>
<td>(&lt;.001 to &gt;999.999)(^c)</td>
</tr>
<tr>
<td>Parallel assignment</td>
<td>121/464 (26.1%)</td>
<td>—</td>
<td>0.99</td>
<td>&lt;.001</td>
<td>(&lt;.001 to &gt;999.999)(^c)</td>
</tr>
<tr>
<td>Factorial assignment</td>
<td>11/32 (34.4%)</td>
<td>—</td>
<td>0.99</td>
<td>&lt;.001</td>
<td>(&lt;.001 to &gt;999.999)(^c)</td>
</tr>
<tr>
<td>Undefined</td>
<td>0/6 (0%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Latest completion date by year(^d)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before 2012</td>
<td>63/269 (23.4%)</td>
<td>—</td>
<td>0.06</td>
<td>1.636</td>
<td>(0.987 to 2.714)</td>
</tr>
<tr>
<td>On or after 2012</td>
<td>87/287 (30.3%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Lead sponsor – industry</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>135/518 (26.1%)</td>
<td>—</td>
<td>0.3</td>
<td>1.609</td>
<td>(0.650 to 3.986)</td>
</tr>
<tr>
<td>Yes</td>
<td>15/38 (39.5%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Major technology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer-based intervention (offline)</td>
<td>27/97 (27.8%)</td>
<td>—</td>
<td>0.99</td>
<td>0.995</td>
<td>(0.119 to 8.299)</td>
</tr>
<tr>
<td>Email notifications</td>
<td>7/24 (29.2%)</td>
<td>—</td>
<td>0.88</td>
<td>0.834</td>
<td>(0.082 to 8.444)</td>
</tr>
<tr>
<td>Mobile phone application</td>
<td>5/14 (35.7%)</td>
<td>—</td>
<td>0.84</td>
<td>0.771</td>
<td>(0.058 to 10.204)</td>
</tr>
<tr>
<td>Telemonitoring devices</td>
<td>16/64 (25%)</td>
<td>—</td>
<td>0.54</td>
<td>1.950</td>
<td>(0.226 to 16.842)</td>
</tr>
<tr>
<td>Text messaging</td>
<td>9/53 (17%)</td>
<td>—</td>
<td>0.61</td>
<td>1.799</td>
<td>(0.188 to 17.215)</td>
</tr>
<tr>
<td>Web-based intervention</td>
<td>84/294 (28.6%)</td>
<td>—</td>
<td>0.93</td>
<td>0.914</td>
<td>(0.114 to 7.336)</td>
</tr>
<tr>
<td>Wii</td>
<td>2/10 (20%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Masking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open label</td>
<td>86/319 (26.7%)</td>
<td>—</td>
<td>0.07</td>
<td>12.986</td>
<td>(0.786 to 213.344)</td>
</tr>
<tr>
<td>Single label</td>
<td>53/177 (29.9%)</td>
<td>—</td>
<td>0.12</td>
<td>9.041</td>
<td>(0.546 to 149.7930)</td>
</tr>
<tr>
<td>Double label</td>
<td>7/30 (23.3%)</td>
<td>—</td>
<td>0.07</td>
<td>15.213</td>
<td>(0.781 to 296.201)</td>
</tr>
<tr>
<td>Triple label</td>
<td>1/16 (6.3%)</td>
<td>—</td>
<td>0.99</td>
<td>&gt;999.999 (0 to &gt;999.999)(^c)</td>
<td></td>
</tr>
<tr>
<td>Quadruple label</td>
<td>1/7 (14.3%)</td>
<td>—</td>
<td>0.17</td>
<td>13.859</td>
<td>(0.332 to 578.089)</td>
</tr>
<tr>
<td>Undefined</td>
<td>2/7 (28.6%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Phases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0/I</td>
<td>5/31 (16.1%)</td>
<td>—</td>
<td>0.08</td>
<td>3.112</td>
<td>(0.876 to 11.054)</td>
</tr>
<tr>
<td>I/II or II</td>
<td>8/56 (14.3%)</td>
<td>—</td>
<td>0.01</td>
<td>3.882</td>
<td>(1.460 to 10.318)</td>
</tr>
<tr>
<td>II/III, III, or IV</td>
<td>17/42 (40.5%)</td>
<td>—</td>
<td>0.13</td>
<td>0.512</td>
<td>(0.217 to 1.208)</td>
</tr>
<tr>
<td>Undefined</td>
<td>120/427 (28.1%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td><strong>Primary outcome measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence to treatment</td>
<td>11/26 (42.3%)</td>
<td>—</td>
<td>0.69</td>
<td>0.761</td>
<td>(0.202 to 2.868)</td>
</tr>
<tr>
<td>Clinical evaluation</td>
<td>76/316 (24%)</td>
<td>—</td>
<td>0.42</td>
<td>1.386</td>
<td>(0.631 to 3.044)</td>
</tr>
<tr>
<td>Drug, tobacco, and alcohol use</td>
<td>10/41 (24.1%)</td>
<td>—</td>
<td>0.81</td>
<td>0.813</td>
<td>(0.148 to 4.475)</td>
</tr>
<tr>
<td>Physical activity and diet intake</td>
<td>9/30 (30%)</td>
<td>—</td>
<td>0.97</td>
<td>1.022</td>
<td>(0.330 to 3.161)</td>
</tr>
<tr>
<td>Process evaluation</td>
<td>13/58 (22.4%)</td>
<td>—</td>
<td>0.04</td>
<td>2.924</td>
<td>(1.036 to 8.250)</td>
</tr>
<tr>
<td>Undefined</td>
<td>1/3 (33.3%)</td>
<td>—</td>
<td>0.3</td>
<td>1.341</td>
<td>(0.782 to 2.297)</td>
</tr>
<tr>
<td>Vital measurement</td>
<td>30/82 (36.6%)</td>
<td>—</td>
<td>—</td>
<td>Reference</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3. Results of the Pearson Chi-square test between start date of trials and prospective trial registration.

<table>
<thead>
<tr>
<th>Trial start date</th>
<th>Prospective trial registrations/total, n (%)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before or on 2008</td>
<td>73/142 (51.4%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>After 2008</td>
<td>90/414 (21.7%)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Recruitment

Results of the Pearson Chi-square test showed a statistically significant relationship ($P<.001$) between the trial recruitment status and nonpublication rate. Similarly, the binary logistic regression test showed a significant relationship ($P<.001$) between the trial recruitment status and nonpublication rate, and the completed trials were 3.3 times more likely to be published ($P=.002$, OR=3.303, 95% CI: 1.564-6.976). Our results also showed that discontinued trials have higher nonpublication rates than completed or active trials. We referred to trials with withdrawn, suspended, and terminated recruitment statuses as discontinued trials. We extended our analysis to explore the reasons for trial discontinuation as potential contributors to higher nonpublication rate. We examined the reasons for discontinuation of 31 trials with withdrawn, suspended, and terminated recruitment statuses among the included trials (Table 4).
Table 4. Summary of reasons for discontinuation.

<table>
<thead>
<tr>
<th>Reason for discontinuation</th>
<th>Trials (N=31), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment challenges</td>
<td>9 (29%)</td>
</tr>
<tr>
<td>Funding challenges</td>
<td>6 (19%)</td>
</tr>
<tr>
<td>New study priorities</td>
<td>3 (10%)</td>
</tr>
<tr>
<td>Primary investigator/staff attrition</td>
<td>2 (6%)</td>
</tr>
<tr>
<td>Drop out</td>
<td>2 (6%)</td>
</tr>
<tr>
<td>Technical challenges</td>
<td>2 (6%)</td>
</tr>
<tr>
<td>Primary investigator/staff attrition and funding challenges</td>
<td>2 (6%)</td>
</tr>
<tr>
<td>Not provided</td>
<td>5 (16%)</td>
</tr>
</tbody>
</table>

Our analysis showed that recruitment and funding challenges are major factors contributing to discontinuation of trials and their nonpublication rates. Details of the classification of discontinuation reasons are provided in Multimedia Appendix 4.

**Reporting of Study Results**

Results of the Pearson Chi-square test showed no statistically significant relationship \((P=0.86)\) between the primary investigators who reported the results in the ClinicalTrials.gov database and the publication of trial results.

**Time to Publication**

We aimed to analyze the duration required to publish trial results for the 556 included trials. We measured the time to publication as the duration in years between the start date of trials and their respective publication date, which we then reported along with the number of published trials and cumulative nonpublication rates on a biyearly scale (Table 5, Figure 3).

The majority of our 556 included trials were published within 6 and 8 years of the trial’s start date \((356 [64\%] and 393 [70.7\%], respectively)\). A total of 148 \((26.6\%)\) trials were published in the fourth year of the trial. We also observed that half of our included trials were published between the fourth and fifth year after the trial start date.

Table 5. Analysis of trial publication cycles (duration).

<table>
<thead>
<tr>
<th>Time to publication (start date to publication date), years</th>
<th>Published trials (N=556), n (%)</th>
<th>Cumulative nonpublication rate (N=556), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>108 (19.4%)</td>
<td>80.6</td>
</tr>
<tr>
<td>4</td>
<td>148 (26.6%)</td>
<td>54</td>
</tr>
<tr>
<td>6</td>
<td>100 (18%)</td>
<td>36</td>
</tr>
<tr>
<td>8</td>
<td>37 (6.7%)</td>
<td>29.3</td>
</tr>
<tr>
<td>10</td>
<td>9 (1.6%)</td>
<td>27.7</td>
</tr>
<tr>
<td>&lt;15</td>
<td>3 (1%)</td>
<td>27.2</td>
</tr>
</tbody>
</table>

**Trial Size**

No enrollment values were identified for ten trials in the ClinicalTrials.gov database, and we could not identify any publications for these trials. We stratified all trials into four strata by size at the 5th, 50th, and 95th percentiles and found a statistically significant difference between the nonpublication rate of trials and trial size. The highest nonpublication rate was 51.7\% for small trials that enrolled no more than 26 participants \((5\text{th percentile})\), whereas the lowest nonpublication rate was 23.8\% for trials that enrolled between 27 and 148 participants \((5\text{th and 50th percentile})\).

The Pearson Chi-square test showed a statistically significant relationship between the nonpublication rate and trial size \((P<.001)\). In addition, we found that half of the 546 randomized controlled trials that provided details of the trial size enrolled \(\geq 148\) participants (actual or intended). The cumulative enrolment in the 546 trials was 312,906 participants, split between 236,066 \((75.44\%)\) participants in published trials and 76,840 \((24.56\%)\) in unpublished trials. We found that the nonpublication rate was twice as high as that for trials below the 5th trial size percentile \((\leq 26\text{ participants})\) compared to other trials above the 5th trial size percentile \((>26\text{ participants})\).
Discussion

Overview

The research literature has identified the impact and risks of publication bias for researchers, clinicians, healthcare professionals, and health policy decision makers as well as a number of factors contributing to nonpublication and discontinuation of clinical trials [21,30,60-63]. Recruitment challenges were the most-frequently reported factor contributing to clinical trial discontinuation [10], and clinical trials with larger numbers of participants or statistically significant positive outcomes were more likely to be published [6,31,64,65]. Funding sources, study language (in particular non-English language) and study design (single-center versus multicenter studies) were also identified as contributing factors for potential bias [21,64]. Authors and primary investigators reported a lack of time as the key factor for not publishing their results in a peer-reviewed journal along with other factors such as the lack of relevance and importance of their results and disagreement with coauthors [65,66].

In the domain of digital health, we analyzed the nonpublication rate among 556 randomized clinical trials that were registered in ClinicalTrials.gov, with the latest completion date between April 2010 and April 2013. We found that 27% of all included trials remain unpublished 5 years after the latest completion date. Our finding is in line with a similar study of large randomized clinical trials, with at least 500 enrolled participants, that reported a 29% nonpublication rate [31]. However, our reported nonpublication rate (27%) was considerably less than that reported in a few other similar studies with nearly half of the trials remaining unpublished [6,7,9]. We postulate that this difference may be explained by two major factors. First, the fast-paced technology involved in digital health trials could provide more extrinsic motivation for primary investigators to share and publish their results in order to become leaders in the field and stay ahead of the digital innovation curve. Second, digital health trials are likely to be sponsored by academic entities, such as universities, hospitals, and medical and research centers, that are more disciplined and obliged by scholarly ethics to publish their results. Industry sponsors and digital technology developers, on the other hand, are likely to be more driven by the scale and opportunity in the broader digital health marketplace, beyond the realm for academia and the complexity of randomized trials design.

As part of our publication-identification process, we compared the published outcomes and primary outcomes of trials indicated in the trial registration entries in ClinicalTrials.gov. Only 6 of the 556 (1.1%) published trials did not report any of the primary outcome measures indicated in the trial registration protocols. Our finding is substantially different and should not be compared to findings from other studies that reported that 40%–62% of clinical trials had at least one change in primary outcome when comparing trial publications and protocols [12,13,15]. The difference lies in our focus on identifying trial publications with at least one reported primary outcome from the trial protocol without measuring whether all, or a subset, of the primary outcomes outlined in the trial protocol were reported or examining if secondary outcomes were reported.

We reported a statistically significant relationship between the nonpublication rate and eight different condition groups in the Pearson Chi-square test ($P=0.005$) and the binary logistic regression test ($P=0.01$). The highest nonpublication rate was 45.2% for randomized clinical trials focusing on the “Cancer” condition. This relative underreporting suggests challenges in conducting digital health oncology trials. These challenges align with and may be explained by findings from other studies that reported several barriers to traditional oncology trials, such as recruitment, eligibility, follow-up, and oncologist and patient attitudes [67-69]. However, we suspect that there are explicit
barriers to digital health oncology trials, in particular, at the pre-enrollment and recruitment stages of the trial. Oncologists may be more inclined to enroll their patients in other traditional, nondigital health, oncology trials, where experimental drug treatment could have more tangible outcomes for their patients. Patients’ perceptions and priorities to enroll in a trial could also be influenced by the preferences of their treating oncologists. In our study, only two trials were funded by the pharmaceutical industry: This clearly small number of pharmaceutical industry-funded trials supports our postulate of explicit pre-enrollment barriers to digital health oncology trials.

We also found that half of our included trials enrolled ≥148 participants, which is similar to other findings from two different studies: 46% of trials included ≥160 participants, and 45% of trials included ≥100 participants [8,70]. On comparing trial enrollment between US–based and international randomized controlled trials, we found that US–based trials had a cumulative enrollment of 228,479 participants as compared to 48,427 participants in international trials. This finding indicates that digital health trials within the United States enroll 4.7 times more participants than international trials; this value is higher than that in all clinical trials reported in a different study, which showed that US–based trials enroll only two-thirds of the number of participants enrolled in international trials [67]. The nonpublication rate was twice as high for trials with a trial size below the 5th percentile (≤26 participants) as compared to trials with a trial size above the 5th trial size percentile (>26 participants), which is consistent with the findings of similar studies reporting that clinical trials with a larger number of participants are more likely to be published [6,31].

Randomized clinical trials are usually conducted in a series of phases, 0 to IV, to examine the intervention efficacy, safety, and adverse events over various periods and sizes of population samples [53,71-74]. However, clinical studies focusing on medical devices or behavioral interventions might not be conducted in phases and did not report information in the phase field in the ClinicalTrials.gov database [55]. The finding of our study confirms this notion, as 427 (76.8%) of the 556 included randomized clinical trials reported no information on the trial phases in the ClinicalTrials.gov database. Our results showed that phase III/IV trials have the highest nonpublication rate (40.5%) among all other phase trials and are terminated and withdrawn four times more often than other phase trials. The fact that phase III/IV trials include a large group of participants may justify the higher nonpublication, termination, and withdrawal rates when considering recruitment and attrition challenges.

In our study, we reported a statistically significant relationship between the trial recruitment status and trial nonpublication rate, and completed trials were 3.3 times more likely to be published (P=.002, OR=3.303, 95% CI: 1.564-6.976). Our analysis of 31 discontinued trials (trials with withdrawn, suspended, and terminated recruitment statuses) showed that enrollment and funding challenges were major contributors to the higher nonpublication rate among our included trials. This finding is in line with that of another study indicating that recruitment challenges were the most-frequently reported factor contributing to discontinuation of clinical trials [10]. Another less-frequently reported reason for discontinuation of trials is new study priorities—when the primary investigator shifts his or her priority to a new trial. The fact that a primary investigator discontinues an existing registered trial to start another new, and perhaps, similar trial questions his or her commitment to the ethics of trial registration. It is important to understand the motivation behind the discontinuation of the existing trial and the interest in starting a new trial. Primary investigators should explain if the shift in priorities to a new trial was driven by implementation challenges of the existing trial (such as insignificant outcomes and adverse events) or the research perspective of the new trial (such as a new funding or collaboration opportunity).

We analyzed the nonpublication rate with regard to the start date year of trials, stratified according to their start before or after 2008, when the 7th revision of the Declaration of Helsinki was adopted [27]. We found that the nonpublication rate for trials started in or before 2008 was 3% higher than that for trials started after 2008, although the difference was not statistically significant.

We postulate that the nonpublication rate may be higher for trials registered prospectively, as the primary investigator would register a trial before the enrollment of any participant, without knowing if the trial would be completed successfully or the results would ultimately be published. The Pearson Chi-square test showed a statistically significant relationship (P=.006) between prospectively registered trials and nonpublication rates, with a higher nonpublication rate for prospectively registered trials (11.3%). We also expected to see an incremental trend in the prospective registration of trials after 2008, when the 7th revision of the Declaration of Helsinki was adopted to raise awareness of prospective trial registration within the scholarly community [27]. Contrary to our expectation, the Pearson Chi-square test showed a statistically significant relationship (P<.001) between the prospective trial registration and the trial start date, with a lower number of prospective registrations for trials starting after 2008 (29.6%). This significant decline in prospective registration, compared to the influx in retrospective registration, may be explained by the general emphasis on trial registration after 2008. It is possible that the primary investigators of unregistered trials were increasingly required to register their trials retrospectively prior to publication by the editors or the submission guidelines of the scholarly journals. However, there are two major limitations to this finding in our study: the majority (74.3%) of our included trials started after 2008, and the study scope was limited to digital health trials. These two limitations can impact the internal and external validity of our analysis to evaluate the general impact of adoption of the 7th revision of the Declaration of Helsinki on the nonpublication rate of trials and prospective trial registrations.

Most of our included trials were published within 6 to 8 years after the trial start date (356 [64%] and 393 [70.7%], respectively). We also observed that half of our included trials were published between the fourth and fifth year of the trial start date. The timelines of our findings are comparable to those of a 2007 study that analyzed time to publication of clinical trials (also measured from the start to publication date) and
reported that clinical trials with statistically significant positive results were published 4-5 years after their start date, whereas trials with negative results were published in 6-8 years [75].

When we analyzed the funding sources of trials, we found that only a small number of trials (38 [6.8%] of our included trials) were funded by the industry. This finding is in contrast with the results of other studies, in which most included trials were funded by the industry. A study of delayed and nonpublication of randomized clinical trials on vaccines reported that 85% of their included trials were funded by the industry [31], whereas an observational study of discontinuation and nonpublication of surgical randomized controlled trials reported that 42% of the included trials were funded by the industry [11]. In our study, a majority (76.3%) of the 38 industry-sponsored trials were funded by a technology and service industry sponsor, and only two trials were funded by a pharmaceutical industry sponsor.

We observed a trend of 1.5 times higher nonpublication rates among industry-funded trials than among non-industry-funded trials. However, the trend was not statistically significant, which may be explained by the small sample size. We also found that the ratio of industry-funded trials in the United States is five times higher than that of international trials. Although these findings may be interpreted by the predominantly privately funded healthcare system in the United States, they could also be attributed to the scale of the digital health industry in the United States compared to the rest of the world, with US–based digital health startups holding 75% of the global market shares between 2013 and 2017 [76-78].

Limitations

Despite ICMJE–mandated trial registration since 2005, not all randomized trials are registered [79]. Therefore, in practice, the proportion of unreported trials, trials that failed, and publications that did not report the primary outcomes may be different.

In this study, the ClinicalTrials.gov database was the sole data source of trial registrations. The choice was driven by feasibility challenges with limited research resources available for this study initiative and broader and global adoption of the ClinicalTrials.gov registry within the biomedical research enterprise. There are many other trials registries such as the European Clinical Trials Registry [80] and the International Standard Registered Clinical/Social Study Number (ISRCTN) registry [81]. The exclusion of all trial registries other than ClinicalTrials.gov in our analysis may have impacted the external validity (generalizability) of our findings.

Our publication-identification process was conducted between June 29, 2016, and February 10, 2018, for all included 556 randomized clinical trials. Therefore, our findings did not include studies published after February 10, 2018. This study includes trials based on their completion date and primary completion date declared in the registry record in ClinicalTrials.gov. When not provided, we considered the latest completion date as described in Multimedia Appendix 1. These criteria assume that the primary investigators and study sponsors provided and updated trial details in the ClinicalTrials.gov database. However, this is a manual and voluntarily process that may not be fully complied with, given the competing priorities and limited resources available for the primary investigators and study sponsors. These limitations may impact the generalizability of our study results.

Conclusion

From our study of 556 randomized clinical trials in the field of digital health that are registered in the ClinicalTrials.gov database, we found that nonpublication of trials is prevalent, with almost a third (150, 27%) of all included trials remaining unpublished 5 years after their completion date. There are distinct differences in nonpublication rates between US- and non-US–based trials and according to the funding sources (industry sponsors vs non-industry sponsors). Further research is required to define the rationale behind the nonpublication rates from the perspectives of primary investigators and, more importantly, to articulate the impact and risk of publication bias in the field of digital health clinical trials. Future studies could also include nonrandomized trials such as projects published in protocols (such as JMIR Research Protocols).

It is not clear whether the research or technology failed, or if the results were disappointing and scholars did not write up a report, or if reports were rejected by journals; however, given the multitude of potential publication venues, and increased transparency in publishing, the former seems more likely. Scholarly communication is evolving, and short reports of failed trials may not always be published in peer-reviewed journals, but may be found in preprint servers. With the growing popularity of preprints, future analyses may also include searches for draft reports on preprint servers (such as preprints.jmir.org) to include unpublished reports, which may further shed light on why trials failed or remained unpublished.

In the meantime, a general recommendation would be to conduct thorough formative research and pilot studies before conducting a full randomized controlled trial to reduce the risk of failure such as having insufficient power due to lack of participant engagement and nonuse attrition [82].
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Authors’ Correction
The authors of “Two-Way Social Media Messaging in Postoperative Cataract Surgical Patients: Prospective Interventional Study” (J Med Internet Res 2017;19(12):e413) advise that in order to address concerns raised by the purported holders of intellectual property interests in the Morisky Medication Adherence Scale (“MMAS”), Multimedia Appendix 7 (Morisky Medication Adherence Scale-8 Item questionnaire for postoperative cataract surgery) should be removed from the article. As a result, Appendix 7 was removed and all subsequent appendices 8-10 were renumbered.

The correction will appear in the online version of the paper on the JMIR website on December 10, 2018, together with the publication of this correction notice. Because this was made after submission to PubMed, Pubmed Central, and other full-text repositories, the corrected article has also been re-submitted to those repositories.

Editorial Notice
This is the second correction we have to publish due to the actions by Steven Trubow and Donald Morisky from the company MMAS Research LLC, the copyright holder of the instrument. The developers of this scale are known to comb the literature and ask those who used the scale for research to pay for a retroactive license which may cost thousands or tens of thousands of dollars, to add references to their work, or to remove details such as the actual instrument used from publications [1].

While it is certainly the prerogative of copyright holders of research instruments to enforce their rights, the Committee on Publication Ethics (COPE) has recently discussed the ethics of the behavior of certain copyright holders who “hold authors to ransom”, and recommends that affected journals emphasize “the fact that this is not good for the advancement of scientific knowledge or in the public interest” [2]. As open access and open science publisher, JMIR Publications could not agree more.

http://www.jmir.org/2018/12/e12120/
and we remind our authors of our policies and preference for public and free availability of research tools, including questionnaires [3], in the interest of reproducability and transparency of research. Given the flurry of legal disputes and correction notices related to MMAS (a third one affecting a JMIR journal is forthcoming), we now actively discourage use of MMAS and other instruments which are not available under a Creative Commons Attribution license, and encourage our authors to use or develop/validate new instruments which can be freely reproduced.

We are also hereby issuing a special call for papers for short paper instruments or electronic tools licensed under Creative Commons (or available under an Open Source license) that can be used instead of MMAS to measure medication adherence, and will waive the article submission fee for such development and validation papers describing new instruments that can be used as a free alternative to MMAS.
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Abstract

Background: Although evidence-based cognitive behavioral sleep treatments have been shown to be safe and effective, these treatments have limited scalability. Mobile health tools can address this scalability challenge. iREST, or interactive Resilience Enhancing Sleep Tactics, is a mobile health platform designed to provide a just-in-time adaptive intervention (JITAI) in the assessment, monitoring, and delivery of evidence-based sleep recommendations in a scalable and personalized manner. The platform includes a mobile phone–based patient app linked to a clinician portal.

Objective: The first aim of the pilot study was to evaluate the effectiveness of JITAI using the iREST platform for delivering evidence-based sleep interventions in a sample of military service members and veterans. The second aim was to explore the potential effectiveness of this treatment delivery form relative to habitual in-person delivery.

Methods: In this pilot study, military service members and veterans between the ages of 18 and 60 years who reported clinically significant service-related sleep disturbances were enrolled as participants. Participants were asked to use iREST for a period of 4 to 6 weeks during which time they completed a daily sleep/wake diary. Through the clinician portal, trained clinicians offered recommendations consistent with evidence-based behavioral sleep treatments on weeks 2 through 4. To explore potential effectiveness, self-report measures were used, including the Insomnia Severity Index (ISI), the Pittsburgh Sleep Quality Index (PSQI), and the PSQI Addendum for Posttraumatic Stress Disorder.

Results: A total of 27 participants completed the posttreatment assessments. Between pre- and postintervention, clinically and statistically significant improvements in primary and secondary outcomes were detected (eg, a mean reduction on the ISI of 9.96, t26=9.99, P<.001). At posttreatment, 70% (19/27) of participants met the criteria for treatment response and 59% (16/27) achieved remission. Comparing these response and remission rates with previously published results for in-person trials showed no significant differences.

Conclusion: Participants who received evidence-based recommendations from their assigned clinicians through the iREST platform showed clinically significant improvements in insomnia severity, overall sleep quality, and disruptive nocturnal disturbances. These findings are promising, and a larger noninferiority clinical trial is warranted.

(J Med Internet Res 2018;20(12):e10124) doi:10.2196/10124
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Introduction

Sleep disturbances such as insomnia and nightmares are among the most prevalent complaints reported by post-9/11 military service members (SMs) and veterans [1-3]. Insomnia affects between 40% and 70% of SMs and veterans [4] and can compromise readiness by impairing critical cognitive and moral reasoning abilities while increasing the risk of injuries and costly mishaps due to the resulting fatigue [5].

Insomnia also constitutes a robust risk factor for poor psychological health outcomes, including posttraumatic stress disorder (PTSD), major depressive disorder, suicidal tendencies, hazardous alcohol use, and addictive disorders [6-8]. Furthermore, insomnia impedes the response to treatment of those aforementioned conditions and increases the risk of onset or recurrence [9].

Insomnia is a treatable sleep disorder and a modifiable risk factor of compromised readiness and health. The National Institutes of Health and the American College of Physicians recommend nonpharmacological treatments for insomnia [10,11]. Nonpharmacological treatments are commonly the core of cognitive behavioral therapy for insomnia (CBTI). These treatment protocols are typically delivered in person over 1 to 4 sessions (brief version) or to 5 to 8 sessions (standard version) and are usually delivered by a licensed psychologist trained in behavioral sleep medicine [12-14] or a master’s level clinician [15-17]. CBTI has been shown to be safe, effective, and associated with durable improvements [18] in the general population [19-21] and in military samples [22-25].

Nevertheless, the scalability of CBT for sleep disturbances remains limited. One of the main barriers in making CBTI widely available is the shortage of trained clinicians and availability of expertise outside urban centers. For instance, specialty sleep care clinics are not readily available in rural areas in the United States, where approximately 25% of veterans are located [26], and the more than 150 countries where US Armed Forces are stationed. Furthermore, the traditional in-person treatment format often creates barriers to receiving or adhering to treatment visit schedules due to travel distance (to and from the clinics), conflict with work and family schedules, childcare availability, etc. To reduce these potential burdens, brief behavioral treatment protocols (1 to 4 sessions) and online programs have been developed and tested. Brief in-person programs yield comparable or greater benefits as standard longer 6- to 8-week CBTI protocols [27-31]. Telehealth programs [32] and online commercial treatment programs such as SHUTi (BeHealth Solutions LLC) [33,34], Sleepio (Sleepio Ltd) [35], and RESTore (CCBT Ltd) [36] have also been shown to be efficacious and typically require anywhere between 5 weeks to several months of patient engagement [25,33,37,38].

From the patient perspective, traditional CBTI typically requires them to keep a paper sleep diary, which is cumbersome. Most importantly, the rigid schedule of the current CBTI delivery formats (ie, weekly in-person visits) limits the clinician’s ability to personalize the intervention (ie, deliver the right intervention, at the right time, to the right patient).

Current advancements in mobile technology and increases in its adoption have the potential to increase access to evidence-based behavioral sleep treatments as well as to enhance the efficacy of these interventions by tailoring them to each individual’s dynamic moment-to-moment needs. For example, a patient with insomnia typically shows high night-to-night variability in wake times and bedtimes, which leads to irregular sleep duration and unpredictable sleep quality (Figure 1).

Figure 1. An illustration of just-in-time adjustment of sleep recommendations consistent with sleep restriction and stimulus control based on changes in a patient’s sleep pattern. Before the start of the treatment, a high night-to-night variability in wake times and bedtimes was observed. A sleep restriction recommendation was sent to the patient (Adjustment 1). After several nights, the patient adjusted to this restriction and achieved a reduction in the night-to-night wake/bedtimes variability. At this point, the interactive Resilience Enhancing Sleep Tactics (iREST) portal would suggest a reduction in the amount of sleep restriction (lengthening the recommended time allowed in bed). With clinician approval, this recommendation was sent to the patient’s iREST app (Adjustment 2).
Baseline bedtime and wake times are determined by data collected by the patients using their mobile phone. Based on these parameters, a clinician is likely to use principles of sleep restriction [39] and/or stimulus control [40]. Sleep restriction is one of the most common behavioral treatments for insomnia and aims to optimize the predictability and quality of sleep by implementing regular wake times and bedtimes. Stimulus control aims to reinforce learned associations between sleep and specific environmental cues (eg, bed, bedroom). Based on data collected with daily sleep/wake diaries, the interactive Resilience Enhancing Sleep Tactics (iREST) portal calculates and suggests personalized recommendations for the implementation of sleep restriction and stimulus control. The clinician can then review and approve or modify these recommendations (or prescriptions) before they are forwarded to the patient through the iREST app (Figure 1, Adjustment 1). Recommendations sent to a patient include specific information on what new sleep behaviors should be adopted, how to implement the recommendations, and the rationale supporting each recommendation. As the patient adopts these recommendations, changes in behaviors and improvements in sleep quality and predictability are detected by the iREST system (Figure 1, Adjustment 2), which iteratively reassesses what behavioral changes may be required and, again with the clinician’s approval, sends an adjustment in the personalized recommendations in a just-in-time fashion [41] until the desired sleep outcomes are achieved (ie, regular sleep behaviors and satisfactory sleep quality). This sort of adaptability includes personalization of the intervention not only at the beginning of the episode of care but throughout the intervention period, in the form of frequent iterative adjustments based on patient-reported data. This type of adaptability and personalization in delivering evidence-based interventions is known as a just-in-time adaptive intervention (JITAI) [42].

With this in mind, we developed iREST [43]. iREST is a JITAI implementation of existing behavioral sleep intervention techniques, particularly the military-version brief behavioral therapy for insomnia [17], an intervention that has been found to be effective in SMs and veterans. The iREST system consists of the following (Figure 2):

- Cross-platform mobile phone app [43] that records sleep data, shows feedback and related educational materials, and provides cues and notifications
- Web-based portal that allows therapists to monitor sleep information, prescribe treatment, and engage participants via secure messaging
- Wearable integration that allows objective measurement of the patient’s sleep-wake pattern. The preliminary feasibility report on this integration has been published elsewhere [43]
- Communication protocol that allows real-time bidirectional exchange of data among the app, portal, and wearable sensors

iREST, as a mobile phone–based intervention, has the potential to improve the delivery of traditional CBTI with such novel features as personalization and context awareness. Assessments and interventions are best delivered when they are personalized to fit each individual’s needs and conditions [44,45]. iREST can further tailor the treatment by dynamically adapting both the assessment and intervention. This ability to adapt the intervention can expand to accommodating the environment and social situation, especially important for the military population where training or deployment may not be compatible with prescribed sleep treatments. Such continual adaptation requires personalization of the intervention not only at the beginning of the episode of care but also frequent iterative adjustments during the course of care—something for which a JITAI such as iREST may reveal promising potential.

This pilot study first sought to evaluate the potential effectiveness of digital monitoring and delivery of evidence-based CBT for sleep disturbances in this sample using an open-trial design. In addition, to provide a comparative effectiveness framework, results were compared with previously published effect sizes and rates of treatment responses and remission following traditional [46] in-person CBT for sleep disturbances in this population [17].
Figure 2. A model representing the interactive Resilience Enhancing Sleep Tactics (iREST) app and clinician portal’s two-way interactions including assessment, education/information delivery, progress reporting, scheduling, notification delivery, and secure messaging. The model also shows objective data gathering using wearable devices.

Methods

Participants

The University of Pittsburgh Institutional Review Board approved this study. SMs and veterans between the ages of 18 and 60 years were recruited from other studies (Military Operational Medicine Research Program proposal number PT130572, PI: Reifman/Germain; Military Operational Medicine Research Program log number 11293006, PI: Germain; log number 13154004, PI: Okonkwo) that used postcards, flyers, study websites, social media/Facebook (San Francisco, CA), and public television advertisements for recruiting purposes. Since our study required participants to use their own device, eligible SMs and veterans had to both own a mobile phone with internet access and be fluent in the use of that mobile phone. Other eligibility criteria included the presence of a clinically significant sleep complaint as determined by a baseline score of 10 or higher on the Insomnia Severity Index (ISI) [47] and having consistently experienced sleep disturbances for at least 1 month. Participants who were diagnosed with obstructive sleep apnea or who scored greater than or equal to 4 on the STOP-BANG (snoring, tiredness, observed apnea, blood pressure, body mass index, age, neck size, and gender) questionnaire [48-50] were excluded from the study. Other exclusion criteria included a history of psychotic disorder or bipolar disorder, the presence of symptoms of narcolepsy or any other sleep disorder requiring further evaluation and treatment, the presence of any severe or untreated psychiatric disorders associated with marked impairments in functioning, and any scheduled/imminent military deployment during the course of the study. Finally, pregnant or breastfeeding women were not included in the study.

Screening Procedures

After obtaining each participant’s verbal consent, a telephone screening was conducted to assess eligibility prior to the initial in-person visit. Screening questions were related to the current use of a mobile phone, past and current psychiatric and physical health, and the presence of any suspected or diagnosed physiological sleep disorders or sleep apnea. Eligible participants were invited for an in-person consent and assessment visit.
After obtaining written informed consent, participants underwent a 2-part diagnostic evaluation that included a diagnostic interview and a series of screening questionnaires. The diagnostic interview focused on assessing the insomnia, presence and severity of trauma history, alcohol/substance use disorders, other psychiatric disorders, and current physical health. A weekly consensus meeting was held to review diagnostic information and establish the participant eligibility for the open-trial phase of the study. Participants also completed a series of self-report screening questionnaires:

- **Structured Clinical Interview for the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV), nonpatient version [51]:** used to assess the participant’s past and current psychiatric history
- **DSM Sleep Disorder: developed locally and similar to the Structured Clinical Interview; this instrument assesses the presence of core symptoms of sleep disorders as defined by the International Classification of Sleep Disorders [52], including insomnia, sleep-disordered breathing, restless legs syndrome and other sleep-related movement disorders, and parasomnias
- **PTSD Checklist–Civilian version (PCL-C) [53]:** used to measure PTSD symptoms; only participants with PCL-C less than 51 were included in the study
- **STOP-BANG [54]:** a set of 8 yes/no questions performed to assess the participant’s risk for sleep apnea
- **Insomnia Severity Index (ISI) [47]:** used to assess the subjective severity of participant’s insomnia symptoms
- **Pittsburgh Sleep Quality Index (PSQI) [55]:** administered to assess different components of a participant’s sleep quality (cutoff of 5 differentiating between good and bad sleepers)
- **PSQI Addendum for PTSD (PSQI-A) [56,57]:** performed to assess the frequency of disruptive nocturnal behaviors commonly experienced by trauma-exposed individuals
- **Epworth Sleepiness Scale (ESS) [58]:** used to assess a participant’s daytime sleepiness, with higher scores indicating greater sleepiness

**Outcome Measures**

Because insomnia is the most prevalent sleep disorder among post–9/11 SMs and veterans [59,60], the ISI [47] was used as the primary sleep outcome metric. The ISI is a 7-item self-administered questionnaire that subjectively assesses the severity of a participant’s insomnia symptoms, including level of satisfaction with sleep, noticeability and extent of daytime impairment, and additional concerns caused by sleep problems. Each item has a scale with a range from 0 to 4, with a total score of 10 or higher reflecting the presence of clinically significant insomnia [47]. Daytime sleepiness was assessed using the ESS [58], an 8-item self-report questionnaire where respondents are asked to rate, on a scale from 0 to 4, their usual chances of dozing off or falling asleep while engaged in 8 different activities. The overall ESS score can range from 0 to 24, where a score of 10 or higher indicates clinically significant somnolence.

Overall sleep quality was assessed using the PSQI [55] and PSQI-A [56,57]. The PSQI is an 18-item self-administered questionnaire that assesses different components of sleep quality with scores ranging from 0 to 21. A score of 5 or higher has been shown to reflect clinically significant sleep complaints. Disruptive nocturnal behaviors were assessed using the PSQI-A, which is a 7-item self-report measure that assesses the severity of 7 disruptive nocturnal behaviors commonly experienced by trauma-exposed individuals [56,57]. PSQI-A scores range from 0 to 21, with a score of 4 or higher indicating clinically significant disruptive nocturnal behaviors.

Given the common comorbidity between sleep disturbances and psychiatric symptoms, participants also completed the PCL-C [53], the Patient Health Questionnaire 9-item (PHQ-9) [61] to measure symptoms of depression, and the Generalized Anxiety Disorder 7-item (GAD-7) [62] to measure symptoms of anxiety. The PCL-C is a 17-item self-report rating scale of PTSD symptom severity, with higher scores reflecting more severe symptomatology. The PHQ-9 item assesses the frequency of 9 symptoms of depression over the preceding 2 weeks. Scores of 5, 10, 15, and 20 represent no to mild, moderate, and moderately severe depression, respectively. Finally, the GAD-7 is a brief self-report measure of symptoms of generalized anxiety.

Consistent with the previous trials [17,46], treatment response was defined as a reduction of 8 or more points on the ISI [63]. Furthermore, remission was defined as meeting the treatment response criteria and achieving a posttreatment ISI score below the clinical threshold of 7. Treatment response was also assessed with more global measures of improvements, using the PSQI (defined as a decrease of at least 3 points from pre- to posttreatment) [21,46] and the Patient- and Clinician-Rated Clinical Global Improvement Scales [64-66].

**Exploratory Evaluation of Noninferiority**

The second aim of the study was to compare clinical improvements in sleep and psychiatric symptoms using iREST relative to habitual, in-person delivery formats of evidence-based behavioral sleep treatments. To do so, we extracted data from 2 previously published trials [17,46]. The first trial included an 8-week treatment arm (CBTI+IRT) that combined in-person CBTI and imagery rehearsal therapy (IRT) for nightmares [46]. The second trial tested an abbreviated, 4-week CBTI protocol specifically designed for SMs and veterans [17]. In this trial, the intervention was delivered during a 45-minute session in week 1 followed by a booster telephone session in week 3 [67]. Both of these trials enrolled SMs and veterans presenting chronic, service-related sleep complaints and employed the same sleep measures (ie, ISI, PSQI, PSQI-A, and ESS). Symptoms of PTSD were assessed with the PCL-C. Symptoms of depression and anxiety were assessed with the Beck Depression Inventory [68] and the Beck Anxiety Inventory (BAI) [69].
Treatment Conditions

Figure 3 depicts this study’s overall workflow. After providing their written informed consent, participants were issued a 6-digit ID and then asked to complete the series of self-report questionnaires aimed at assessing their military history and any demographic variables, baseline sleep quality, current sleep habits and behaviors, current psychological well-being, and overall perceived physical health. Participants also completed clinician-administered interviews to assess the presence of psychiatric disorders. After the interviews, participants downloaded the iREST app on their personal mobile phone and received instructions on how to use the app. They were instructed to complete the morning and evening sleep diary for the next 7 to 10 days, at which point they would receive their personalized sleep recommendations via the app. They were also instructed to contact their clinicians via the text messaging function or by telephone as needed. This first visit took approximately 90 minutes.

After this initial period of 7 to 10 days with the app, participants received their individualized recommendations via the app, with specific instructions on how to implement recommended behavioral changes. Each week, they completed a short battery of self-report measures to assess overall perceived improvements in sleep, side effects, and symptoms of depression, anxiety, and PTSD to monitor progress. Clinicians reviewed participant sleep information and reported symptoms and improvements via the portal. Adjustments to the initial recommendations were provided on average on a weekly basis. During the intervention phase, participants who reported an exacerbation of symptoms were scheduled for telephone or in-person visit. After the intervention phase, participants who continued to experience significant sleep complaints were offered in-person sleep consults with the clinician and/or referral to a sleep clinic or mental health services.

Statistical Analysis

Descriptive statistics were performed to describe the demographic characteristics of the study participants using frequencies for categorical variables and means and standard deviations for continuously measured demographic variables.

SPSS Statistics software version 24.0 (IBM Corp) was used to assess pre- to postintervention changes in sleep and psychiatric symptom severity. For the first aim, paired t tests were used to test pre- to posttreatment differences on self-reported sleep and psychiatric symptom measures. To better contextualize the magnitude of improvement, Cohen d effect sizes were also computed. In addition, mixed model analyses of variance (ANOVAs) were performed to explore whether the improvement in outcomes differed based on the presence or absence of comorbid disorders.

For the second aim, descriptive statistics were performed to describe the demographic characteristics of the study participants using frequencies for categorical variables and means and standard deviations for continuously measured demographic variables. Using a chi-square test for categorical variables and ANOVAs for continuous variables, each demographic variable was compared with the same variable from the previously published in-person trials [17,46] to determine whether there existed any statistically significant differences between the distribution in this study sample and the previous one. Rates of treatment response and remission across 3 delivery formats were compared using the chi-square test. Finally, a mixed model ANOVA was conducted on the primary sleep outcome (ISI) to explore on whether there were different effects between the groups.
Results

Participant Flow
A total of 111 SMs and veterans expressed interest in participating in this pilot feasibility study (Figure 4). Of these, 40 provided written consent and 33 were found eligible to complete the study. Out of the participants who started the intervention, 84% (27/33) completed the posttreatment/follow-up assessment and were included in the follow-up analysis.

Demographics
Of the 5 participants who did not finish the treatment, 3 were excluded due to poor compliance and 2 withdrew because they were no longer interested in the study. There were no significant differences between those who completed the study and those who did not. Table 1 shows the demographics and baseline scores for the 27 completers.

Figure 4. Participant flow diagram.

Pre- to Posttreatment Changes in Sleep and Psychiatric Symptoms
The pre- and postintervention tests show statistically significant improvement in primary and secondary sleep outcomes. As shown in Table 2, the mean reduction on the ISI was 9.96, \( t_{26} = 9.99, P < .001 \), which reflects a decrease by at least 1 severity category on this measure. Additionally, there was marked improvement in sleep quality, with a mean reduction on the PSQI of 6.67, \( t_{26} = 8.22, P < .001 \), and mean reduction on the overall severity of disruptive nocturnal disturbances on the PSQI-A of 2.37, \( t_{26} = 3.55, P = .001 \). Finally, there was a decrease in daytime sleepiness, with a mean reduction on the ESS of 2.04, \( t_{26} = 2.98, P = .006 \). Clinically and statistically significant improvements in symptoms of depression, anxiety, and PTSD were also detected (see Table 2 for details on these improvements).
Table 1. Participant demographics and baseline scores (N=27).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>24 (89)</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>20 (74)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>36.48 (9.64)</td>
</tr>
<tr>
<td>Army, n (%)</td>
<td>15 (56)</td>
</tr>
<tr>
<td>Current posttraumatic stress disorder, n (%)</td>
<td>8 (30)</td>
</tr>
<tr>
<td>Using psychotropic medications, n (%)</td>
<td>7 (26)</td>
</tr>
<tr>
<td>Current mood or anxiety disorder, n (%)</td>
<td>10 (37)</td>
</tr>
</tbody>
</table>

Table 2. Mean score changes pre- and postintervention.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline score, mean (SD)</th>
<th>Posttreatment score, mean (SD)</th>
<th>Mean change (SE)</th>
<th>t statistics (df)</th>
<th>P value</th>
<th>Cohen d effect sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISI</td>
<td>15.59 (4.13)</td>
<td>5.63 (4.76)</td>
<td>9.96 (1.00)</td>
<td>9.99 (26)</td>
<td>&lt;.001</td>
<td>1.93</td>
</tr>
<tr>
<td>ESS</td>
<td>7.07 (4.51)</td>
<td>5.04 (3.82)</td>
<td>2.04 (0.69)</td>
<td>2.98 (26)</td>
<td>.006</td>
<td>0.57</td>
</tr>
<tr>
<td>PSQI</td>
<td>11.81 (3.19)</td>
<td>5.15 (3.43)</td>
<td>6.67 (0.81)</td>
<td>8.22 (26)</td>
<td>&lt;.001</td>
<td>1.58</td>
</tr>
<tr>
<td>PSQI-A</td>
<td>4.59 (3.83)</td>
<td>2.22 (2.81)</td>
<td>2.37 (0.67)</td>
<td>3.55 (26)</td>
<td>.001</td>
<td>0.71</td>
</tr>
<tr>
<td>PCL-C</td>
<td>38.41 (14.10)</td>
<td>27.22 (11.87)</td>
<td>11.19 (1.86)</td>
<td>6.58 (26)</td>
<td>&lt;.001</td>
<td>1.19</td>
</tr>
<tr>
<td>PHQ-9b</td>
<td>8.41 (5.22)</td>
<td>3.63 (5.34)</td>
<td>4.78 (0.81)</td>
<td>5.89 (26)</td>
<td>&lt;.001</td>
<td>1.13</td>
</tr>
<tr>
<td>GAD-7i</td>
<td>6.17 (5.32)</td>
<td>2.91 (2.94)</td>
<td>3.26 (0.90)</td>
<td>3.64 (22)</td>
<td>.001</td>
<td>0.74</td>
</tr>
</tbody>
</table>

aISI: Insomnia Severity Index.

bESS: Epworth Sleepiness Scale.

cPSQI: Pittsburgh Sleep Quality Index.

dPSQI-A: Pittsburgh Sleep Quality Index–Addendum for Posttraumatic Stress Disorder.

ePCL-C: Posttraumatic Stress Disorder Checklist–Civilian.

fPCL-C scores were not normally distributed and a natural log transformation was used in the analyses.

gRaw scores are presented.

hPHQ-9: Patient Health Questionnaire 9-itm.

iGAD-7: Generalized Anxiety Disorder 7-item.

Table 3. Insomnia improvement grouped by comorbidity diagnoses.

<table>
<thead>
<tr>
<th>Grouping variable and effect</th>
<th>F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttraumatic stress disorder diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>84.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>0.22</td>
<td>.64</td>
</tr>
<tr>
<td>Time × group</td>
<td>0.25</td>
<td>.62</td>
</tr>
<tr>
<td>Mood and anxiety diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>87.86</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>3.01</td>
<td>.09</td>
</tr>
<tr>
<td>Time × group</td>
<td>0.25</td>
<td>.62</td>
</tr>
</tbody>
</table>

Rates of Treatment Response and Remission With the Interactive Resilience Enhancing Sleep Tactics App

Using the global measures of clinical improvement, 74% (20/27) of participants reported that they were much or very much improved posttreatment, whereas clinicians rated 82% (22/27) of participants much or very much improved posttreatment. Using the criterion of a decrease of at least 3 points on the PSQI, 85% (23/27) of patients showed improvements in global sleep quality and, of those, 19 achieved full remission, defined as a posttreatment PSQI score of less than 5. Using the stringent definition of treatment response of a reduction by 8 points or more on the ISI, 70% (19/27) of participants met the criterion for treatment response and 16 presented full remission of...
insomnia (ie, ISI score less than 7 posttreatment—59% (16/27) of the full sample and 84% (16/19) of responders).

Exploratory Assessment of Noninferiority of the Interactive Resilience Enhancing Sleep Tactics App Relative to Standard and Abbreviated Cognitive Behavioral Therapy for Insomnia

As shown in Table 4, there were no statistically significant demographic differences between participants in this study (iREST) and those in the traditional trials used as a control. Furthermore, participants for the iREST study and prior traditional studies were drawn from the same geographical area. For all 3 studies, participants had to be able to attend an in-person assessment at the University of Pittsburgh Military Sleep Tactics and Resilience Research Team office.

Mixed model ANOVAs were also performed within-group to explore whether the improvement in outcomes differed based on the presence or absence of comorbid PTSD and mood and anxiety disorders. After controlling for baseline ISI scores, the only significant effect observed was expressed in terms of time (pre- to post-). No significant effect from comorbidity conditions or any significant interactions between time and these conditions was observed. See Table 3 for additional results.

On the ISI, the CBTI+IRT, brief CBTI, and iREST yielded large and clinically significant improvements, with Cohen d effect sizes of $d=1.50$, $d=1.96$, and $d=1.93$, respectively (shown in Figure 5). Additionally, significant improvements in sleep quality, or reductions in PSQI score, were also observed in all 3 groups, with $d=1.45$ in the CBTI+IRT group, $d=1.56$ in the brief CBTI group, and $d=1.58$ in the iREST group. There were also significant improvements in PSQI-A scores for the CBTI+IRT and the iREST groups, with $d=0.87$ and $d=0.71$, respectively.

PTSD symptoms were similarly reduced in the CBTI+IRT and iREST groups pre- to posttreatment, with Cohen d effect sizes of $d=1.08$ and $d=1.19$, respectively; a lower Cohen d effect size of $d=0.20$ was reported on the brief CBTI group. Depression symptom severity was also significantly reduced in all groups, with $d=0.65$ in the CBTI+IRT group and $d=0.69$ in the brief CBTI group compared with $d=1.13$ in the iREST group. For symptoms of anxiety measured with the BAI, pre- to posttreatment changes in both the CBTI+IRT and brief CBTI groups were nonsignificant ($d=0.08$ and $d=0.14$, respectively), whereas the pre- to posttreatment changes in symptoms of generalized anxiety as measured by the GAD-7 were significantly more pronounced in the iREST group ($d=0.89$).

Furthermore, a mixed model ANOVA conducted before and after treatment, with time functioning as a within-subject repeated measure on the primary clinical outcome (ISI), showed no significant group x time interaction ($F_{2,53}=0.36, P=.70$) and no main effect of group (iREST vs brief CBTI vs CBTI+IRT; $F_{2,53}=1.02, P=.37$). Instead, only a main effect of time was detected ($F_{1,53}=140.5, P<.001$). This further suggests that iREST may be noninferior to the in-person brief CBTI and standard CBTI.

### Table 4. Demographic and clinical information at baseline compared with in-person standard (8 weeks) [46] and brief (4 weeks) cognitive behavioral therapy for insomnia trials in military samples [17].

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>iREST$^a$ (n=27)</th>
<th>CBTI$^b$ + IRT$^c$ (n=17)</th>
<th>Brief CBTI (n=20)</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2$</td>
</tr>
<tr>
<td>Variable</td>
<td></td>
<td></td>
<td></td>
<td>$F_{2,61}$</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>24 (88.9)</td>
<td>14 (88.9)</td>
<td>19 (95)</td>
<td>1.51</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>20 (74.1)</td>
<td>12 (70.6)</td>
<td>14 (70)</td>
<td>0.11</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>36.48 (9.6)</td>
<td>40.0 (14.1)</td>
<td>40.9 (12.0)</td>
<td>—</td>
</tr>
<tr>
<td>Army, n (%)</td>
<td>15 (55.6)</td>
<td>NR$^d$</td>
<td>16 (80)</td>
<td>3.06</td>
</tr>
<tr>
<td>Current posttraumatic stress disorder, n (%)</td>
<td>8 (29.6)</td>
<td>7 (41.2)</td>
<td>4 (20)</td>
<td>1.18</td>
</tr>
<tr>
<td>Using psychotropic medications, n (%)</td>
<td>7 (25.9)</td>
<td>6 (35.3)</td>
<td>5 (25)</td>
<td>0.59</td>
</tr>
<tr>
<td>Current mood or anxiety disorder, n (%)</td>
<td>10 (37.0)</td>
<td>2 (11.8)</td>
<td>2 (10)</td>
<td>4.14</td>
</tr>
<tr>
<td>Baseline sleep assessment, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epworth Sleepiness Scale$^e$</td>
<td>7.4 (4.6)</td>
<td>NR</td>
<td>7.3 (4.4)</td>
<td>—</td>
</tr>
<tr>
<td>Insomnia Severity Index</td>
<td>17.4 (4.0)</td>
<td>16.5 (4.0)</td>
<td>16.3 (3.9)</td>
<td>0.52</td>
</tr>
<tr>
<td>Pittsburgh Sleep Quality Index</td>
<td>11.9 (3.9)</td>
<td>10.3 (2.9)</td>
<td>11.3 (3.5)</td>
<td>2.14</td>
</tr>
</tbody>
</table>

$^a$iREST: interactive Resilience Enhancing Sleep Tactics.

$^b$CBTI: cognitive behavioral therapy for insomnia.

$^c$IRT: imagery rehearsal therapy.

$^d$NR: value for this category was not reported on the CBTI+IRT study.

$^e$t$^2_{46}=0.08$
Figure 5. Reductions in the Insomnia Severity Index from baseline to posttreatment with cognitive behavioral therapy for insomnia (CBTI; 8 in-person visits over 8 weeks), brief CBTI (2 in-person visits over 4 weeks), and the interactive Resilience Enhancing Sleep Tactics (iREST) app (visits=interventions through the app over 4 weeks).

Figure 6. Comparison of the interactive Resilience Enhancing Sleep Tactics (iREST) app and traditional intervention remission and treatment response rates. BBTI: brief behavioral therapy for insomnia; CBTI: cognitive behavioral therapy for insomnia; IRT: imagery rehearsal therapy.

The response rate for the previous in-person brief CBTI study was 76.47% with a remission rate of 52.94%, while the rates for the CBTI+IRT trial were 70.59% and 64.70%, respectively. No significant difference exists between the rates in our trial and the previous in-person brief and standard CBTI studies (illustrated in Figure 6). Here the chi-square values are $\chi^2=0.22$, $P=.90$, and $\chi^2=0.49$, $P=.78$, for response and remission, respectively.

Discussion

Principal Findings

The purpose of this pilot study was to evaluate clinical feasibility and potential benefits of a novel JITAI app (iREST) for the delivery of evidence-based behavioral sleep treatments. In this study, clinically significant improvements in insomnia, general sleep quality, and disruptive nocturnal behaviors were detected pre- to posttreatment with iREST. Clinically meaningful improvements in symptoms of PTSD, depression, and anxiety were also detected. These findings suggest that iREST, a novel mobile health (mHealth) platform, has a high potential for augmenting the current inventory of evidence-based recommended behavioral sleep treatments.

To explore the potential noninferiority of iREST, we compared clinical outcomes observed with iREST in this study to improvements we observed in previous randomized clinical trials with standard or abbreviated in-person delivery of CBTI [17,46]. Consistent with previous JITAI studies [45,70-73], we found that the implementation of personalized and time-varying JITAI approaches with iREST yielded noninferior outcomes with regard to insomnia or measures of sleep quality and disruptive nocturnal behaviors. The rates of treatment response and remission were also comparable to previously reported rates in CBTI trials [17,46,74-76]. Finally, this exploratory comparison suggested that the magnitude of improvements detected for psychiatric symptoms of PTSD and depression were noninferior with iREST as previously detected in clinical trials. Although improvements in symptoms of anxiety seem to be superior with iREST relative to the standard in-person treatments, the different measures used across trials warrant caution.
The use of a mobile phone app and clinician Web portal, features that allow for real-time monitoring and delivery of personalized treatment prescriptions (eg, bedtime reminders, wake-up alarms, appropriate bibliotherapies, and additional assessments) matching the needs of the individual, contributed to the promising results of this study. Furthermore, delivering the behavioral sleep intervention digitally (through mHealth/mobile app) reduced or eliminated the costs associated with an in-person visit to a sleep clinic (eg, loss of wages and cost for travel, accommodations, and child care). It also potentially addressed access and scalability barriers; through the personalization and prioritization embedded in a JITAI-based system, clinicians could optimize their service so it would reach a greater number of patients while maintaining the same level of care. Last, digital interventions such as JITAI allow seamless integration of patients’ clinical progress and outcomes into the medical center or clinic’s electronic health record system and each patient’s own personal health record. This integration is important in maintaining the continuity of care, especially since insomnia is highly comorbid with other health and psychological conditions [6,77,78].

Limitations

Inherent to the pilot nature of the study, a first limitation is the relatively small sample size. Therefore, the effect sizes detected in this sample, albeit moderate to large, may be attenuated in a larger, confirmatory noninferiority clinical trial. A second limitation relates to the exclusion of individuals with severe psychiatric disorders or sleep apnea. The high rate of exclusion in this study and previous clinical trials highlights the fact that these disorders are highly prevalent among SMs and veterans [59,60] and hence limit the generalizability of the findings to the more severely affected populations. In a related manner, the inclusion of military SMs and veterans may limit the generalizability of the findings to the general civilian population. Future studies should include a wider set of participants and narrower exclusion criteria to assess the effectiveness and generalizability of the treatment for patients with comorbidities.

Conclusions

In this preliminary study, iREST, a novel JITAI app, was associated with statistically significant and clinically meaningful improvements in sleep and psychiatric symptoms in a sample of SMs and veterans with chronic, service-related insomnia. Exploratory comparisons strongly suggest that iREST is noninferior to the traditional in-person delivery formats for CBTI for sleep and related psychiatric symptoms. Together, these findings support the notion that iREST and the JITAI approach can be an acceptable and effective approach to enhance the scalability of evidence-based behavioral sleep treatments. Larger confirmatory noninferiority trials are needed in order to fully understand the effectiveness of JITAI-based iREST among military and civilian populations.
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Abstract

Background: Collection of patient-reported outcomes measures (PROs) may augment clinical data and inform health research, improving care, yet approaches to sustaining interest among patient cohorts in research participation are needed. One approach may involve returning aggregate research results (ARRs), which may help patients contextualize personal experiences, prompt conversations with providers or family, and encourage information seeking. This model has been demonstrated for Web-based patient-centered registries. Studies with clinical cohorts may further elucidate the model, its impacts on interest in research participation and planned actions, and potential for participants to experience this as helpful or harmful—gap areas.

Objective: We sought to investigate the impacts of returning ARRs comprising summaries of PROs and clinical metrics to parents of children with rheumatic disease, assessing interest in future research participation among parents who viewed ARRs and plans for acting on returned information. Further, we sought to investigate reactions to viewing ARRs and how these reactions impacted planned actions.

Methods: Clinical and PRO data were obtained about children in a national clinical disease registry, summarized, and processed into annotated infographics, comprising ARRs for children’s parents. Parents who viewed ARRs (n=111) were surveyed about the information’s perceived value and their reactions. Reaction patterns were summarized using principal components analysis (PCA), and associations among reaction patterns and interest in research participation and planned actions were estimated using multivariate logistic regression.

Results: Parental endorsement of the value of ARRs for understanding their child’s condition and making care decisions was high (across 10 topics for which ARRs were shared, 42.2%-77.3% of the parents reported information was “very valuable”). Most (58/111, 52.3%) parents reported being more interested in participating in research after viewing ARRs, with the remainder reporting that their interest levels were unchanged. Reactions to viewing ARRs reflected experiencing validation/affirmation and information burden based on PCA. Reactions were not associated with child demographic or clinical characteristics and PROs, except that parents from households with less education reported greater information burden than those from more educated households (P=.007). In adjusted models, parents with higher validation/affirmation scores had increased odds of reporting heightened interest in research participation (adjusted odds ratio [AOR] 1.97, 95% CI 1.18-3.30), while higher information burden scores were associated with decreased odds of planned discussions with their child (AOR 0.59, 95% CI 0.36-0.95) and increased odds of planned discussions with providers (AOR 1.75, 95% CI 1.02-3.00).
Conclusions: Returning ARRs may foster a “virtuous cycle” of research engagement, especially where ARRs are experienced favorably and affect plans to share and discuss ARRs in support of a child’s chronic disease care and treatment. Reactions to ARRs vary with education level, underscoring the need for attention to equity for this model.

(J Med Internet Res 2018;20(12):e10647) doi: 10.2196/10647
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Introduction
Growing evidence supports the importance of engaging patients in research to share information about their disease and treatment experiences and health-related quality of life [1,2]. Where shared data flow into health care systems and clinical epidemiologic studies, better symptom management, improved treatments, and better outcomes result [3]. In support of engaging patients in sharing high-quality data, considerable investment has been made in developing standardized patient-reported outcomes measures (PROs) that characterize aspects of patients’ physical, mental, and social health [3-6]. PROs enable scientific rigor and help capture the patient voice, consistent with the paradigm shifting efforts to advance patient-centered outcomes research [7-10]. Yet, open questions remain about how to motivate ongoing patient engagement in research, and this question is central to ambitious efforts to activate vast cohorts in donating PROs and clinical data [11].

One possible approach is to operationalize a process whereby patients donate health data that are subsequently processed and returned in aggregate. Here, the return of aggregate research results (ARRs) about the cohort is hypothesized to motivate a virtuous cycle of data donation that can help grow the evidence base to advance more acceptable, effective therapies [12]. Viewing ARRs may be motivating for research participation if the returned information helps patients appraise personal experiences of disease and treatment [13] and informs conversations with health care providers and family members, factors that are relevant to health care decision making [14]. These actions, which reflect an engaged and activated patient and socially embedded nature of health care decision making, are central to models of chronic illness care [15-17]). These factors are also consistent with survey reports about what motivates sharing of personal health information [18-20] and are reflected in the appeal of Web-based patient-centered health information repositories [17]. Additional empirical testing of this “closed-loop” model is essential for ascertaining whether it fosters interest in research participation among clinical cohorts and to better understand its potential for being experienced as helpful or harmful—gap areas that are central to ensuring equipoise.

Returning ARRs may be informative and reassuring for some research participants, providing a normalizing context around experiences; ARRs may also be overwhelming and disquieting for others, including if ARRs show evidence of problems experienced by others with the same condition. Other factors, including the level of education and health literacy, might also affect acceptability. Concern about the balance of benefit or harm experienced when viewing ARRs may be especially acute for conditions that are rare, have treatments that rest on an immature evidence base or incompletely ameliorate symptoms or health-related quality of life, and pose risks for side effects [21]. Arguably, motivating ongoing research engagement for such conditions is especially important because gaps in knowledge might be filled, driving improvements in therapies at the system level and decision making at the patient or family level.

Pediatric-onset rheumatic disease (RD) is a trenchant case for examining these issues. Among youth, RD is rare but rising in incidence [22], with affected children facing significant hurdles regarding health-related quality of life due to the chronic relapsing nature of RD, unpredictable disease course, and difficult treatments [1-3]. Lack of a mature evidence base guiding RD care makes maintaining patient engagement in research especially important for gathering information about disease and treatment experiences to improve care and outcomes. For example, in a prior study focused on youth with RD, we found that treatment-related problems for standard RD therapies were common and contributed to poor health-related quality of life even after controlling for patient clinical characteristics and ameliorative effects of these treatments on symptoms, such as pain [23].

This study aims to investigate impacts of returning ARRs on interest in participating in future research within a larger project focused on investigating pediatric-onset RD. We engaged parents of children with RD in donating PROs about their child’s health and treatment experiences and then returned cohort-level summaries of clinical measures and PROs to parents, testing whether viewing these ARRs increased parents’ interest in future research participation and their intentions to discuss ARRs with others or seek further information. Such discussions might encourage shared decision making, consistent with theory [6,24]. We hypothesized that the receipt of ARRs would be highly motivating for future research engagement and that reactions to and planned actions arising from viewing ARRs would vary with participants’ experiences of benefit and burden.

Methods
Study Design and Setting
We obtained data from The Learning Cohort (TLC) study [23], which surveyed consented parents of youth with a pediatric-onset RD enrolled in the Childhood Arthritis and Rheumatology Research Alliance (CARRA) Registry [25] during subspecialty care visits. Surveys included PROs to capture aspects of disease or treatment experience and
well-being [23]. PRO survey measures were programmed in the Research Electronic Data Capture system [25], from whence they could flow into the registry using a modular, ontology-based, federated informatics infrastructure constructed from open-source software; this infrastructure provides research investigators full ownership and access to their contributed data while supporting permissioned and robust data-sharing across federated sites [26]. In total, 4 CARRA Registry sites participated in this study, with Institutional Review Board approval from each. All participants provided informed consent. Details of the TLC study are published elsewhere [23].

Toward the close of the study period, the research team aggregated PRO data from the full TLC cohort (N=202 dyads) and clinical metrics from the CARRA Registry. These results were summarized by the research team into a curated, annotated set of ARRs, reflecting areas of leading concern to parents of registry-involved youth based on an initial survey of their information needs conducted when they enrolled [23]. ARRs comprised 68 unique slides (including titles and section headers) delivered on a tablet computer at a routine visit and were delivered as static infographics (visuals, figures, and charts). Topics covered study methods, clinical and treatment characteristics of children in the cohort, including medications used, patterns of health-related quality of life, experiences of pain and morning stiffness, and treatment problems (Figure 1). All materials were pretested, including the ARR slides, and the survey that was to be administered to parents to elicit reactions to returned data. The process was iterative to address all concerns. Pretests for accessibility were conducted with 5 parent volunteers and a representative of a family-based disease advocacy group. Pretests for accuracy and safety were conducted with 6 pediatric rheumatologists and 1 pediatric emergency room physician/informatician.

From August 2015 to February 2016, in lieu of collecting additional PROs during clinic visits, an approximately 50% convenience sample of participating parents viewed ARRs (119 were approached, 115 consented; 96.6% consent rate), after which they completed a survey about their reactions to these materials; 111 parents provided complete data on their reactions to ARRs.

**Measures**

**Demographic, Clinical and Health Characteristics**

Parents reported their child’s age; sex, race/ethnicity; diagnosis (juvenile idiopathic arthritis, systemic lupus erythematosus, or mixed connective tissue disease); overall health status; health-related quality of life [27]; pain interference [28]; morning stiffness; experience of serious side effects from a medication; methotrexate intolerance [29]; and highest education attained in the family. Disease duration was obtained from the CARRA Registry. Time in cohort was calculated as the number of days from the enrollment date (initial PRO collection date) to the final PRO collection date. Sample mode and mean imputation were used for 9 participants with incomplete data on demographic or clinical characteristics.

**Perceived Value of and Reactions to the Return of Aggregate Research Results**

Novel measures were developed and used to assess parents’ reactions to the return of ARRs. Perceived value of the return of ARRs was ascertained with the question, “Overall, how valuable might this summary information be when understanding and making decisions about your child’s condition and care?” asked for each of 10 topics that were shared in ARRs. Responses were given using a 3-point Likert scale (very valuable, somewhat valuable, and not valuable) and reported as frequencies. Sample size for each item ranged from 106 to 111 due to participant nonresponse on select items. Parents’ reactions to seeing ARRs were determined by the extent to which they agreed or disagreed with the following 6 statements, each rated on a 5-point Likert scale (strongly agree, agree, undecided, disagree, strongly disagree): “Seeing summary information about the experiences of other study participants was comforting because it made me feel like my experiences are shared and validated as real;” “Overall, seeing summary information about other patients’ experiences help me understand my child’s experience;” “Reviewing this type of information is within my comfort zone;” “Overall, this type of information raises more questions than it answers;” “This type of information requires more knowledge or expertise than I have to understand it;” and “I prefer to let my rheumatologist digest this type of information.” The mean of nonmissing items within the scale was used to impute missing response for 5 participants missing 1 or 2 (of 6) items.

**Engagement Outcomes**

Parents were asked to report their interest in participating in research studies after seeing ARRs; options included more interested, less interested, and not any more or less interested. As one respondent endorsed “less interested,” this response was combined with “not any more or less interested” to create a dichotomous variable. Parents were asked to report their planned actions after reviewing the summary information provided in ARRs by selecting all that applied from the following list: (1) discuss contents of the slide-deck with my child’s health care provider; (2) discuss contents of the slide-deck with my child; (3) explore different medications; (4) look up information about something I saw in this slide-deck; and (5) do something else.

**Statistical Analyses**

All analyses were conducted using SAS 9.4 software (SAS Institute, Inc, Cary, North Carolina). Summary statistics were generated to describe sample characteristics; differences in demographic and clinical characteristics between parents who did (n=111) or did not (n=91) receive ARRs were evaluated using t tests, Kruskal-Wallis, or chi-square (χ²) tests, as appropriate. Principal components analysis (PCA) was conducted to investigate the commonalities between ARR reactions and generate summary variables based on individual reaction measures. All factors with eigenvalues >1 were retained consistent with the standard practice [30,31], leading to a 2-factor solution, and an orthogonal rotation was applied to generate 2 uncorrelated scales (hereafter referred to as “validation/affirmation” and “information burden”).
Validation/affirmation reflects reactions to ARRs that reflect experiences of recognizing the legitimacy of personal experiences, greater insight into their child’s condition, and level of comfort with ARRs. Information burden reflects reactions to ARRs that reflect experiences akin to being over one’s head or uncomfortable with information in ARRs owing to perceived lack of personal expertise, preferences for their provider to digest the information and uncertainty. Pearson correlations, t tests, and analysis of variance (as appropriate) were used to examine bivariate relationships between each of the 2 ARR reaction constructs and demographic and clinical characteristics. Subsequently, multivariate logistic regression was used to model engagement outcomes as predicted by the 2 ARR reaction constructs; both unadjusted (controlling only for both factors simultaneously) as well as models adjusting for child age, race/ethnicity, and parent education were used.

Results

Sample Characteristics

Children in this cohort were 12.0 years of age on average (SD 3.6) and predominantly female (n=161, 79.7%), diagnosed with juvenile idiopathic arthritis (n=187, 92.6%), white/non-Hispanic individuals (n=152, 75.2%), and had parents with any college education (n=144, 71.3%); the average disease duration was 7.7 (SD 3.5) years. No differences were observed in demographic or clinical characteristics between those who did or did not receive ARRs (Table 1).

Perceived Value of and Reactions to the Return of Aggregate Research Results

The proportion of parents finding the ARR topics to be “very valuable” ranged from 42.2% (for experiences of morning stiffness) to 77.3% (for medication problems; Figure 2).

PCA identified a 2-factor solution with high loadings for all 6 ARR reaction items (Figure 3). The validation/affirmation construct was defined by 3 items reflecting having one’s experience validated (factor loading=0.873), improved understanding of their child’s condition (factor loading=0.865), and feeling that the ARR materials are within their comfort zone (factor loading=0.564). The information burden construct was defined by reports of requiring more knowledge to understand ARRs (factor loading=0.856), preferring a physician to “digest” ARRs (factor loading=0.717), and viewing ARRs raising more questions than were answered (factor loading=0.682). Parents from households with less education reported greater information burden than those from more educated households (P=.007; Table 2); factors were not significantly associated with other demographic or clinical characteristics.

Engagement Outcomes

The majority of the parents (58/111, 52.3%) reported that after seeing ARR, they were more interested in participating in research. Higher validation/affirmation scores were associated with nearly a 2-fold increase in the odds of reporting more interest in research participation (adjusted odds ratio [AOR]: 1.97, 95% CI 1.18-3.30; Table 3). Nearly one-third (35/111, 31.5%) of the parents reported that they would discuss the contents of ARRs with their child, nearly one-fifth (20/111, 18.0%) reported they would look up information, 15.3% (17/111) said that they would discuss ARR contents with their child’s health care provider, and approximately one-tenth (11/111, 9.9%) reported they would explore different medications. Parents who reported greater information burden were less likely to report wanting to discuss the contents of ARRs with their child (AOR 0.59, 95% CI 0.36-0.95) but were more likely to report wanting to discuss the contents of ARRs with their child’s health care provider (AOR 1.75, 95% CI 1.02-3.00).
Table 1. The parent-reported sample characteristics by receipt of aggregate research results (ARRs).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=202)</th>
<th>Received ARRs (n=111)</th>
<th>Did not receive ARRs (n=91)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child age (years), mean (SD)</td>
<td>12.0 (3.6)</td>
<td>11.7 (3.6)</td>
<td>12.3 (3.7)</td>
<td>.29</td>
</tr>
<tr>
<td>Child sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Female</td>
<td>161 (79.7)</td>
<td>88 (79.3)</td>
<td>73 (80.2)</td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>41 (20.3)</td>
<td>23 (20.7)</td>
<td>18 (19.8)</td>
<td>—</td>
</tr>
<tr>
<td>Child race or ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>152 (75.2)</td>
<td>85 (76.6)</td>
<td>67 (73.6)</td>
<td>—</td>
</tr>
<tr>
<td>Non-white or Hispanic</td>
<td>50 (24.8)</td>
<td>26 (23.4)</td>
<td>24 (26.4)</td>
<td>—</td>
</tr>
<tr>
<td>Highest level of parent education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>58 (28.7)</td>
<td>31 (27.9)</td>
<td>27 (29.7)</td>
<td>—</td>
</tr>
<tr>
<td>Any college</td>
<td>144 (71.3)</td>
<td>80 (72.1)</td>
<td>64 (70.3)</td>
<td>—</td>
</tr>
<tr>
<td>Clinical characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td>Juvenile idiopathic arthritis</td>
<td>187 (92.6)</td>
<td>104 (93.7)</td>
<td>83 (91.2)</td>
<td>—</td>
</tr>
<tr>
<td>Systemic lupus erythematosus or mixed connective tissues disease</td>
<td>15 (7.4)</td>
<td>7 (6.3)</td>
<td>8 (8.8)</td>
<td>—</td>
</tr>
<tr>
<td>Disease duration (in years), mean (SD)</td>
<td>7.7 (3.5)</td>
<td>7.7 (3.5)</td>
<td>7.7 (3.6)</td>
<td>.99</td>
</tr>
<tr>
<td>Methotrexate use and intolerance, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>No methotrexate use</td>
<td>103 (51.0)</td>
<td>59 (53.2)</td>
<td>44 (48.4)</td>
<td>—</td>
</tr>
<tr>
<td>Use with no intolerance</td>
<td>60 (29.7)</td>
<td>30 (27.0)</td>
<td>30 (33.0)</td>
<td>—</td>
</tr>
<tr>
<td>Methotrexate intolerance</td>
<td>39 (19.3)</td>
<td>22 (19.8)</td>
<td>17 (18.7)</td>
<td>—</td>
</tr>
<tr>
<td>Overall healthb, mean (SD)</td>
<td>8.1 (2.0)</td>
<td>8.2 (1.8)</td>
<td>8.0 (2.3)</td>
<td>.45</td>
</tr>
<tr>
<td>Typical morning stiffness in the past 2 weeks (minutes)c</td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>&gt;15</td>
<td>36 (17.8)</td>
<td>17 (15.3)</td>
<td>19 (20.9)</td>
<td>—</td>
</tr>
<tr>
<td>≤15</td>
<td>166 (82.2)</td>
<td>94 (84.7)</td>
<td>72 (79.1)</td>
<td>—</td>
</tr>
<tr>
<td>Lifetime serious medication side effects</td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>One or more</td>
<td>52 (25.7)</td>
<td>30 (27.0)</td>
<td>22 (24.2)</td>
<td>—</td>
</tr>
<tr>
<td>None</td>
<td>150 (74.3)</td>
<td>81 (73.0)</td>
<td>69 (75.8)</td>
<td>—</td>
</tr>
<tr>
<td>Pediatric Quality of Life Inventory 4.0 scores, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>75.7 (18.3)</td>
<td>74.9 (18.4)</td>
<td>76.7 (18.4)</td>
<td>.50</td>
</tr>
<tr>
<td>Psychosocial score</td>
<td>76.1 (18.0)</td>
<td>75.2 (18.2)</td>
<td>77.1 (17.8)</td>
<td>.46</td>
</tr>
<tr>
<td>Physical score</td>
<td>75.1 (22.6)</td>
<td>74.4 (22.3)</td>
<td>75.9 (23.1)</td>
<td>.65</td>
</tr>
<tr>
<td>Patient-Reported Outcomes Measurement Information System Pain Interferencee, mean (SD)</td>
<td>50.5 (10.9)</td>
<td>51.2 (11.0)</td>
<td>49.7 (10.9)</td>
<td>.35</td>
</tr>
<tr>
<td>Time in cohort (days), mean (SD)</td>
<td>95.8 (100.9)</td>
<td>105.1 (100.7)</td>
<td>84.3 (100.4)</td>
<td>.14</td>
</tr>
</tbody>
</table>

aNot applicable.
bParents’ rating of their child’s overall health from 1 to 10, where higher scores indicate better health.
cParents’ report of the number of minutes of morning stiffness their child experiences on a typical day over the past 2 weeks.
dThe possible range of scores is from 0 to 100, with higher score indicating better quality of life.
eRaw pain interference scores were transformed into a “t score” for each participant. The t score rescales the raw score into a standardized score with a mean of 50, SD of 10, and the possible range of 38-78, with higher score indicating more pain interference.
Figure 2. Parents’ ratings of the value of each patient-reported topic presented in aggregate research results for understanding and making decisions regarding their child’s condition and care.
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Figure 3. Percentages and factor loadings of response items regarding reactions to the return of aggregate research results.
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Table 2. Reactions to aggregate research results (ARRs) by demographic and clinical characteristics (n=111).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Factor 1: Validation/affirmation</th>
<th>P value</th>
<th>Factor 2: Information burden</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Child age (years), correlation coefficient</td>
<td>0.12</td>
<td>.21</td>
<td>0.00</td>
<td>.98</td>
</tr>
<tr>
<td><strong>Child sex, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>−0.05 (1.02)</td>
<td>.29</td>
<td>0.07 (1.02)</td>
<td>.15</td>
</tr>
<tr>
<td>Male</td>
<td>0.20 (0.92)</td>
<td>.00</td>
<td>−0.27 (0.89)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Child race or ethnicity, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>−0.01 (1.05)</td>
<td>.92</td>
<td>−0.06 (0.96)</td>
<td>.24</td>
</tr>
<tr>
<td>Non-white or Hispanic</td>
<td>0.02 (0.81)</td>
<td>.00</td>
<td>0.20 (1.11)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Highest level of parent education, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>0.07 (0.89)</td>
<td>.67</td>
<td>0.41 (1.10)</td>
<td>.007</td>
</tr>
<tr>
<td>Any college</td>
<td>−0.03 (1.04)</td>
<td>.00</td>
<td>−0.16 (0.92)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Clinical characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Juvenile idiopathic arthritis</td>
<td>−0.02 (1.02)</td>
<td>.52</td>
<td>0.01 (0.99)</td>
<td>.69</td>
</tr>
<tr>
<td>Systematic lupus erythematosus or mixed connective tissues disease</td>
<td>0.24 (0.70)</td>
<td>.00</td>
<td>−0.15 (1.15)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Disease duration (years), correlation coefficient</strong></td>
<td>0.11</td>
<td>.27</td>
<td>0.05</td>
<td>.57</td>
</tr>
<tr>
<td><strong>Methotrexate use and intolerance, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No methotrexate use</td>
<td>−0.01 (0.96)</td>
<td>.27</td>
<td>0.07 (0.97)</td>
<td>.54</td>
</tr>
<tr>
<td>Use with no intolerance</td>
<td>0.20 (0.82)</td>
<td>.00</td>
<td>−0.17 (1.01)</td>
<td>.24</td>
</tr>
<tr>
<td>Methotrexate intolerance</td>
<td>−0.25 (1.28)</td>
<td>.00</td>
<td>0.04 (1.08)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Overall health</strong>, correlation coefficient</td>
<td>−0.07</td>
<td>.48</td>
<td>−0.03</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Typical morning stiffness in the past 2 weeks (minutes)</strong>, mean (SD)</td>
<td>0.11 (1.05)</td>
<td>.61</td>
<td>0.05 (1.02)</td>
<td>.83</td>
</tr>
<tr>
<td>&gt;15</td>
<td>−0.02 (1.00)</td>
<td>.00</td>
<td>−0.01 (1.00)</td>
<td>.24</td>
</tr>
<tr>
<td>≤15</td>
<td>−0.02 (1.00)</td>
<td>.00</td>
<td>−0.01 (1.00)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Lifetime serious medication side effects, mean (SD)</strong></td>
<td>0.27 (0.95)</td>
<td>.09</td>
<td>−0.25 (0.78)</td>
<td>.10</td>
</tr>
<tr>
<td>One or more</td>
<td>−0.10 (1.01)</td>
<td>.00</td>
<td>0.09 (1.06)</td>
<td>.10</td>
</tr>
<tr>
<td>None</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pediatric Quality of Life Inventory 4.0 scores</strong>, correlation coefficient</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>−0.09</td>
<td>.34</td>
<td>−0.11</td>
<td>.24</td>
</tr>
<tr>
<td>Psychosocial Score</td>
<td>−0.11</td>
<td>.25</td>
<td>−0.10</td>
<td>.29</td>
</tr>
<tr>
<td>Physical Score</td>
<td>−0.05</td>
<td>.61</td>
<td>−0.11</td>
<td>.26</td>
</tr>
<tr>
<td>Patient-Reported Outcomes Measurement Information System Pain Interference, correlation coefficient</td>
<td>0.06</td>
<td>.54</td>
<td>−0.02</td>
<td>.82</td>
</tr>
<tr>
<td>Time in Cohort (days), correlation coefficient</td>
<td>−0.02</td>
<td>.80</td>
<td>0.08</td>
<td>.43</td>
</tr>
</tbody>
</table>

aReflects the extent to which parents feel their experience is validated or affirmed when viewing ARRs; higher scores indicate greater agreement.
bReflects the extent to which parents experienced information burden when viewing; higher scores indicate greater agreement.
cNot applicable.
dParent’s rating of their child’s overall health from 1 to 10, where higher scores indicate better health.
eParent’s report of the number of minutes of morning stiffness their child experiences on a typical day over the past 2 weeks.
fThe possible range of scores is from 0 to 100, with higher score indicating better quality of life.
gRaw pain interference scores were transformed into a “t score” for each participant. The t score rescales the raw score into a standardized score with a mean of 50, SD of 10, and the possible range of 38-78. A higher score indicates more pain interference.
Table 3. Associations between reactions to aggregate research results and engagement outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Outcome prevalence, n (%)</th>
<th>Unadjusted models, OR (95% CI)</th>
<th>Adjusted models, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>More interest in participating in research</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation/affirmation</td>
<td>58 (52.3)</td>
<td>1.97 (1.21-3.18)</td>
<td>1.97 (1.18-3.30)</td>
</tr>
<tr>
<td>Information burden</td>
<td></td>
<td>1.33 (0.89-1.98)</td>
<td>1.36 (0.89-2.09)</td>
</tr>
<tr>
<td>Planned actions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discuss with child</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation/affirmation</td>
<td>35 (31.5)</td>
<td>1.22 (0.79-1.87)</td>
<td>1.18 (0.75-1.86)</td>
</tr>
<tr>
<td>Information burden</td>
<td></td>
<td>0.69 (0.45-1.07)</td>
<td>0.59 (0.36-0.95)</td>
</tr>
<tr>
<td>Look up information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation/affirmation</td>
<td>20 (18.0)</td>
<td>0.93 (0.58-1.47)</td>
<td>0.87 (0.54-1.41)</td>
</tr>
<tr>
<td>Information burden</td>
<td></td>
<td>0.68 (0.39-1.17)</td>
<td>0.64 (0.36-1.15)</td>
</tr>
<tr>
<td>Discuss with providers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation/affirmation</td>
<td>17 (15.3)</td>
<td>0.69 (0.43-1.11)</td>
<td>0.69 (0.42-1.13)</td>
</tr>
<tr>
<td>Information burden</td>
<td></td>
<td>1.63 (0.98-2.71)</td>
<td>1.75 (1.02-3.00)</td>
</tr>
<tr>
<td>Explore different medications</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation/affirmation</td>
<td>11 (9.9)</td>
<td>1.03 (0.54-1.98)</td>
<td>1.06 (0.53-2.10)</td>
</tr>
<tr>
<td>Information burden</td>
<td></td>
<td>1.15 (0.63-2.11)</td>
<td>1.31 (0.69-2.52)</td>
</tr>
</tbody>
</table>

*Frequency and unadjusted prevalence of engagement outcomes among those who received aggregate research results (n=111). Planned action prevalence did not sum to 100% as participants could endorse multiple actions. “Unadjusted” models controlled for validation/affirmation and information burden scales only. Adjusted models controlled for the child’s age, race/ethnicity, and highest education attained in the family in addition to both validation/affirmation and information burden scales.

Discussion

This study provides evidence that returning ARRs to study participants who have donated data is highly motivating for ongoing research participation. By investigating effects of sharing ARRs on interest in research participation and planned actions stemming from this experience, findings extend the understanding of benefits of patient engagement in health care research [32]. More than half of the parents in the cohort exposed to ARRs reported increased interest in research participation as a function of receiving ARRs—good news for participatory research models, including those predicated on engaging cohorts in donating data. Moreover, parents endorsed plans for proactive engagement in their child’s treatment and outcomes after receiving ARRs, with specific plans varying as a function of validation/affirmation and information burden. Overall, reactions to ARRs aligned with hopes for fostering motivation for research participation and activation in the health care process [33,34].

As hypothesized, the experience of viewing ARRs was not “one size fits all”—participants’ responses to the model reflected both experiences of validation/affirmation, wherein parents gained value from contextualizing disease or treatment experiences through viewing cohort-level data, and information burden, wherein aggregate results may be cognitively overwhelming. Yet, as greater information burden was associated with plans to discuss results with a provider, even parent participants who may have felt overwhelmed by ARRs might benefit if they are stimulated to talk with health care providers to understand findings and discuss any implications for their child. Such activities could foster improved patient-provider partnership and shared decision making. Notably, experiencing greater information burden was evident among participants who reported lower levels of educational attainment. As such, achieving goals of optimizing and equalizing health benefits and reducing the potential for disparities stemming from this model may require additional support around interpreting and processing ARRs [34]. Nationally, low levels of health literacy and numeracy indicate that large segments of the US population may face barriers to understanding health data, underscoring the importance of attending to these issues [35,36].

This investigation was undertaken with a cohort situated in a well-defined national multisite disease registry, whose members’ diagnoses were clinically confirmed—significant strengths. Still, several limitations merit mention. First, findings reflect the experiences of engaged parents of registry participants who viewed a specific set of ARRs and may not generalize to other populations that may differ in conditions, concerns, and experiences (including the history of benefit or harm from research and care); the ARR contents are also specific to the population. Second, this study leveraged the visit structure of a registry-engaged clinical cohort, layering data collection and return onto the natural visit cycle of this cohort. Additional research using a randomized trial design would inform comparisons of engagement outcomes for participants who did and did not receive ARRs over time. Third, participants shared structured PROs, some validated, others novel; items describing motivation to participate in research and experiences of receiving...
ARRs are not validated but capture important patient-centered dimensions of research experience. Fourth, parent proxy reports of child clinical characteristics and PROs and parent reactions to the return of ARRs may differ from those of the child [9,37], and results from this study should not be construed as reflecting child (ie, patient) reactions to the return of ARRs or reactions of another parent or guardian. Relatedly, excepting the measure of the highest parent education attained, demographic characteristics describe the child not parents. Congruence between child and parent experiences of this model and further investigation of effects of parent demographics on outcomes may further inform this work and merit future study. Lastly, self-reported data are subject to recall and social desirability biases; however, the use of structured and validated measures and electronic data collection help protect against known validity threats.

In sum, viewing ARRs increased motivation for research participation among a majority of study participants and shows promise for driving greater patient activation and engagement. Results of this study are encouraging in light of national plans for engaging volunteers in donating personally generated data, including PROs, to drive precision medicine and comparative effectiveness research [7,11,38,39]. To the extent that these efforts utilize a closed loop approach in which ARRs are returned to a learning and sharing cohort, they may thrive. Protecting against the potential for unintentionally worsening health disparities is vital as results show that participants from households with less parent education were more likely to experience information burden from viewing ARRs. Should this lead to the differential engagement or attrition of less educated participants, biases in study findings could be introduced and the ultimate fairness and beneficence of the model undermined.
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Abstract

Background: Studies have reported on the proportion of the population looking for potential sexual partners using internet sites and smartphone apps, but few have investigated those who have sex with these partners, arguably a more important target group for health promotion.

Objective: This study aimed to determine the proportion of people who have had sex with someone they met on an internet site or a smartphone app in the previous year.

Methods: We analyzed data from the 2012-2013 Second Australian Study of Health and Relationships, a nationally representative telephone survey of Australian residents aged 16-69 years (N=20,091). The participation rate for the telephone survey was 66.22%. The prevalence of looking for a potential partner, physically meeting, and having sex with someone first met through an internet site or a smartphone app was estimated. Multivariate logistic regression was used for men and women separately to determine demographic and behavioral factors associated with having had sex with someone met using internet sites or smartphone apps.

Results: Overall, 12.09% of respondents had looked for potential partners using these technologies and 5.40% had done so in the last year. In the last year, 2.98% had met someone in person and 1.95% reported having had sex with someone first met through an internet site or a smartphone app. The prevalence of all behaviors was greater in men than in women and in younger respondents than in older respondents. Among sexually active men, factors associated with having had sex with someone met using internet sites or smartphone apps included identifying as gay or bisexual (adjusted odds ratio, AOR: 15.37, 95% CI 8.34-28.35), having either 2-3 or >3 sexual partners in the last year (AOR: 9.20, 95% CI 9.20-34.68 and AOR: 35.77, 95% CI 18.04-70.94, respectively), having had a sexually transmissible infection (STI) test in the past year (AOR: 2.02, 95% CI 1.21-3.38), or an STI in the last year (AOR: 3.15, 95% CI 1.25-7.97). Among sexually active women, factors associated with having had sex with someone met on an internet site or a smartphone app were as follows: having either 2-3 or >3 sexual partners in the last year (AOR: 32.01, 95% CI 13.17-77.78 and AOR: 71:03, 95 % CI 27.48-183.57, respectively), very low and low income (vs very high AOR: 3.40, 95% CI 1.12-10.35), and identifying as lesbian or bisexual (AOR: 2.27, 95% CI 1.04-4.49).

Conclusions: More than a third of adults who had looked for potential partners using websites and apps each year had sex with such partners, and those who had done so were more sexually active, suggesting that dating and hookup websites and applications are suitable settings for targeted sexual health interventions.
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Introduction

A range of dating websites, accessible via the internet or smartphone apps, are now available to search for potential sexual partners. These sites first surfaced in 1995 with match.com and eHarmony in 2000; in 2009, Grindr was launched, targeting men who have sex with men, followed by Tinder in late 2012 (targeted more toward heterosexually active adults). Since then, increasing numbers of these apps have become available. People have various motivations for using these sites and apps; some may be searching for a life partner and others for just a one-off encounter. The platforms enable selection of partners based on preferred personal characteristics, and some sites use geospatial technology to allow the user to determine the geographical proximity of a potential partner (eg, both Grindr and Tinder are location-based hookup apps). Sites are also available for particular cultural groups, and some focus on certain sexual preferences. The sites are generally open to people aged ≥18 years.

Beyond that, dating sites have the potential to provide sexual health promotion interventions. However, there is little available information on how many people access these sites and what their characteristics are. To date, most studies of meeting partners online have recruited specific populations and used convenience-sampling strategies, such as targeting online users, gay venues, or health care settings [1-3]. However, these settings are not representative and may result in an overestimation of prevalence.

Furthermore, earlier studies reported on the proportion and characteristics of people who looked for partners using Web-based technologies (but may not have intended to have sex with them or actually have done so). However, the characteristics of people who have sex with these partners are of the greatest relevance for health promotion. Of the two population-level studies conducted to date, a study among Norwegian young people (aged 15-20 years) in 2009 found that 30% reported ever having had sex with someone they met online (but did not ask about the last year), and a British survey of adults (aged 16-74 years), conducted from 2010 to 2012, focused only on respondents looking for sexual partners in the last year, nor whether respondents had sex with them [4,5].

In 2012-2013, the Second Australian Study of Health and Relationships (ASHR2) survey was conducted just after the introduction of Tinder and other geosocial dating apps [6]. ASHR2 is a national representative survey of the Australian population covering demographics, knowledge, attitudes, behaviors, and experiences related to sexual health. A series of questions about looking for, physically meeting, and having sex with people met on websites or smartphone apps were also asked [7,8], providing an opportunity to determine both the prevalence of Australian adults who had looked for potential partners on websites and apps and the characteristics of people who had sex with these partners in the past year.

Methods

Study Population

This study was a cross-sectional analysis of data from ASHR2. The methods of ASHR2 have been described elsewhere [7]. In brief, ASHR2 is a national survey of 20,091 Australian residents aged 16-69 years. Data were collected in 2012 and 2013 via a computer-assisted telephone survey by trained interviewers. The study sample was selected using a modified random digit dialing sampling frame, which combined random digit dialing of landlines with that of cell phones. The overall participation rate among eligible people was 66.22%; the study population has been shown to be broadly representative of the Australian population, except for an overrepresentation of people with postgraduate degrees [7].

To allocate resources efficiently and gather more information from those with potentially higher HIV and sexually transmissible infection (STI) risk, we administered interviews in two forms [7]. All respondents who reported no sexual partners or >1 sexual partner in the previous year or any lifetime same-sex experience were given a long-form interview, as were a 20.00% random sample of survey respondents who had reported having 1 partner in the previous year and no same-sex experience; the remaining 80.00% of one-partner respondents were given the short-form interview. Questions asked only in the long-form interview included those on meeting and having sex with a partner met on websites and smartphone apps.

Statistical Analysis

The estimates of prevalence included sexually active and sexually inactive respondents. However, the predictor analysis of factors associated with meeting and having had sex with someone met on websites or smartphone apps was restricted to sexually active respondents because many sexual health outcomes were queried only of sexually active survey respondents. For this study, people were considered sexually active if they had ≥1 partners (for vaginal or anal intercourse or oral or manual sex) of the same or other sex in the previous 12 months. Respondents who reported no lifetime sexual experience were coded as not sexually active.


1. Have you ever used an internet site or smartphone application to look for potential partners? Have you done so in the past year?
2. In the last year have you met someone in person that you first met on an internet site?
3. And did you have sex with that person?
**Outcome Measure**

The primary outcome of this study was having sex with someone met on a website or a smartphone app in the past year. We also calculated the proportion of people looking for partners and meeting someone in person who they first met on a website or mobile app. These outcomes were ascertained using the following questions collected in the long-form questionnaire. The questions’ exact wording is shown in Textbox 1.

The proportion of people searching for, meeting, and having sex with partners on websites and smartphone apps were calculated separately using descriptive statistics. Data were weighted according to the Australian population and the probability of being selected for the long-form questionnaire. The characteristics of respondents who reported searching for partners using these technologies were compared with respondents who reported having sex with someone met on a website or a smartphone app. A chi-square test was used to compare differences in distributions between groups for a range of covariates.

Univariate and multivariate logistic regression, weighted in accordance with study procedures, were used to examine factors associated with having had sex with someone met on a website or a smartphone app in the last year. All data were analyzed using Stata statistical software version 14. Variables significant at the $P < .1$ level in the univariate analysis were included in multivariate logistic regression analyses. Backward elimination of variables was then used to determine the final adjusted model.

The demographic covariates included in the models were age group (16-29 years, and then 10-year age groups up to 69 years), language spoken at home (English or other), annual household income: very low or low (<$A$52,000), middle ($A$52,001-$A$83,000), high ($A$83,001-$A$125,000), and very high (> $A$125,000), and area of residence (urban or rural and remote) according to the Accessibility/Remoteness Index of Australia [9].

The behavioral covariates included in models were levels of alcohol consumption (high or not, with high alcohol consumption classified as >28 standard drinks per week for men and >14 standard drinks per week for women), injecting drug use in the last year (yes or no), smoking status (never and former, or current), sexual identity (heterosexual or gay, lesbian, bisexual, and other), condom use at last event (used or did not use condoms), STI history the last year (no STI test, STI test, or STI diagnosis), and sexual partner numbers in the previous year (1, 2-3, or >3). The numbers of sexual partners included both male and female partners. In relation to STIs, respondents were asked whether they had had an STI in the past year and whether they had an STI test; these two questions were combined to provide the composite variable. The STIs included were pubic lice, genital warts, chlamydia, genital herpes, gonorrhea, and syphilis; in addition, for women, warts virus on Pap smear, pelvic inflammatory disease, bacterial vaginosis or gardnerella, and trichomoniasis were included and for men, nonspecific urethritis and anal warts were included [10].

**Ethical Approval**

The study received La Trobe University’s (HEC 11-040) ethical approval, which was ratified by the ethics committees of the University of New South Wales, the University of Sydney, and the University of Sussex.

**Results**

**Prevalence of Looking for Potential Partners on Websites and Smartphone Apps and Meeting Them in Person**

Overall, 12.09% (2346/19,398) of respondents reported ever searching for potential partners on websites and smartphone apps (13.52% men [1320/9761], 10.65% women [1026/9637]) and 5.40% (1048/19,398) of respondents (7.01% men [685/9637] and 3.77% women [364/9636]) reported doing so in the last year. Table 1 shows that searching for potential partners using smartphone apps and websites in the last year was most common among people aged 16-29 years (8.42%, 435/5169) and decreased with increasing age to 1.87% (52/2785) among people aged 60-69 years. Furthermore, 4.92% (815/16586) of sexually active respondents used websites and smartphone apps to look for potential partners in the last year, and 8.28% (233/2811) of sexually inactive respondents did. The activity was more common among gay, lesbian, and bisexual respondents (25.32%, 172/680) than among heterosexual respondents (4.68%, 876/19715).
Table 1. Prevalence of looking for potential partners on websites and smartphone apps and prevalence of having sex with these partners.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Searched for potential partner (ever), % (95% CI)</th>
<th>Searched for potential partner (last year), % (95% CI)</th>
<th>Met in person (last year), % (95% CI)</th>
<th>Had sex (last year), % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All participants(b,c)</td>
<td>12.09 (11.24-13.00)</td>
<td>5.40 (4.89-5.97)</td>
<td>2.98 (2.63-3.37)</td>
<td>1.95 (1.69-2.25)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>13.52 (12.26-14.88)</td>
<td>7.01 (6.20-7.93)</td>
<td>3.70 (3.14-4.36)</td>
<td>2.54 (2.14-3.02)</td>
</tr>
<tr>
<td>Women</td>
<td>10.65 (9.54-11.87)</td>
<td>3.77 (3.17-4.48)</td>
<td>2.19 (1.81-2.65)</td>
<td>1.35 (1.04-1.74)</td>
</tr>
<tr>
<td>Sexually active in last year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11.41 (10.46-12.44)</td>
<td>4.92 (4.35-5.55)</td>
<td>2.97 (2.58-3.42)</td>
<td>N/A(d)</td>
</tr>
<tr>
<td>No</td>
<td>16.10 (14.58-17.74)</td>
<td>8.28 (7.16-9.56)</td>
<td>3.01 (2.36-3.85)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-29</td>
<td>14.24 (12.25-16.50)</td>
<td>8.42 (7.05-10.02)</td>
<td>4.73 (3.85-5.79)</td>
<td>3.03 (2.41-3.81)</td>
</tr>
<tr>
<td>30-39</td>
<td>15.89 (13.71-18.35)</td>
<td>6.30 (5.07-7.80)</td>
<td>3.57 (2.68-4.73)</td>
<td>2.25 (1.66-3.05)</td>
</tr>
<tr>
<td>40-49</td>
<td>11.83 (10.21-15.67)</td>
<td>4.78 (3.92-5.82)</td>
<td>2.40 (1.87-3.08)</td>
<td>1.79 (1.32-2.42)</td>
</tr>
<tr>
<td>50-59</td>
<td>10.00 (8.54-11.67)</td>
<td>3.52 (2.78-4.45)</td>
<td>2.00 (1.42-2.80)</td>
<td>1.23 (0.79-1.92)</td>
</tr>
<tr>
<td>60-69</td>
<td>5.84 (4.74-7.17)</td>
<td>1.87 (1.43-2.44)</td>
<td>0.98 (0.66-1.47)</td>
<td>0.54 (0.29-0.99)</td>
</tr>
<tr>
<td>Sexual identity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>10.98 (10.12-11.90)</td>
<td>4.68 (4.17-5.25)</td>
<td>2.40 (2.07-2.78)</td>
<td>1.45 (1.21-1.73)</td>
</tr>
<tr>
<td>Homosexual or lesbian or bisexual</td>
<td>42.80 (37.97-0.47.78)</td>
<td>25.32 (21.40-29.69)</td>
<td>18.9 (15.48-22.87)</td>
<td>15.8 (12.66-19.55)</td>
</tr>
<tr>
<td>Language spoken at home</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English only</td>
<td>12.14 (11.27-3.06)</td>
<td>5.26 (4.76-5.81)</td>
<td>2.98 (2.63-3.37)</td>
<td>2.02 (1.75-2.29)</td>
</tr>
<tr>
<td>Other</td>
<td>11.44 (7.95-16.19)</td>
<td>7.47 (4.66-11.76)</td>
<td>2.94 (1.37-6.17)</td>
<td>0.89 (0.380-2.10)</td>
</tr>
<tr>
<td>Annual household income</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very low or low</td>
<td>11.89 (10.08-13.98)</td>
<td>6.60 (5.21-8.32)</td>
<td>3.98 (2.43-3.19)</td>
<td>2.49 (1.77-3.46)</td>
</tr>
<tr>
<td>Middle</td>
<td>10.48 (8.57-12.75)</td>
<td>4.65 (3.62-5.96)</td>
<td>1.92 (1.39-2.64)</td>
<td>1.12 (0.75-1.73)</td>
</tr>
<tr>
<td>High</td>
<td>9.52 (7.72-11.68)</td>
<td>2.43 (1.65-3.55)</td>
<td>0.94 (0.62-1.40)</td>
<td>0.55 (0.33-0.93)</td>
</tr>
<tr>
<td>Very high</td>
<td>9.76 (7.98-11.)</td>
<td>2.70 (1.94-3.75)</td>
<td>1.58 (1.04-2.41)</td>
<td>1.03 (0.72-1.46)</td>
</tr>
<tr>
<td>Area of residence(e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>12.92 (11.82-14.09)</td>
<td>5.62 (4.97-6.36)</td>
<td>3.37 (2.90-3.91)</td>
<td>2.11 (1.78-2.51)</td>
</tr>
<tr>
<td>Regional or remote</td>
<td>10.25 (8.98-11.7)</td>
<td>4.94 (4.14-5.88)</td>
<td>2.13 (1.71-2.64)</td>
<td>1.52 (1.17-1.96)</td>
</tr>
<tr>
<td>High alcohol consumption</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>12.47 (11.45-13.56)</td>
<td>5.51 (4.89-6.21)</td>
<td>2.91 (2.51-3.36)</td>
<td>1.86 (1.57-2.20)</td>
</tr>
<tr>
<td>Yes</td>
<td>11.20 (9.72-12.87)</td>
<td>5.14 (4.27-6.18)</td>
<td>3.15 (2.28-3.99)</td>
<td>2.10 (1.61-2.75)</td>
</tr>
<tr>
<td>Injected drugs in last year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>11.93 (11.07-12.85)</td>
<td>5.28(4.76-5.86)</td>
<td>2.93 (2.57-3.33)</td>
<td>191 (1.65-2.22)</td>
</tr>
<tr>
<td>Yes</td>
<td>19.08 (14.21-25.13)</td>
<td>10.50 (7.43-14.63)</td>
<td>4.90 (3.00-7.90)</td>
<td>3.6 (2.00-6.43)</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never smoked/former</td>
<td>11.09 (10.15-12.10)</td>
<td>4.65 (4.10-5.27)</td>
<td>2.6 (2.25-3.01)</td>
<td>1.79 (1.51-2.12)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>16.75 (14.63-19.12)</td>
<td>9.07 (7.63-10.74)</td>
<td>4.86 (3.79-6.21)</td>
<td>2.88 (2.20-3.77)</td>
</tr>
<tr>
<td>STI(f) testing in last year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No test</td>
<td>9.13 (8.20-10.14)</td>
<td>3.32 (2.81-3.92)</td>
<td>1.70 (1.38-2.09)</td>
<td>1.18 (0.94-1.48)</td>
</tr>
<tr>
<td>STI test</td>
<td>23.86 (20.38-27.73)</td>
<td>13.57 (11.20-16.35)</td>
<td>9.55 (7.73-11.76)</td>
<td>7.24 (5.84-8.93)</td>
</tr>
</tbody>
</table>
Had sex (last year), %

Met in person (last year), %

Searched for potential partner (last year), %

Searched for potential partner (ever), %

Condom use with most recent partner

Used condoms

Did not use

Number of sexual partners in last year

1

2-3

>3

Characteristics

14.69 (12.50-17.18)

12.11 (10.49-13.94)

9.35 (7.79-11.17)

4.51 (3.66-5.54)

5.78 (4.69-7.13)

2.70 (2.12-3.45)

4.2 (3.55-5.74)

1.92 (1.51-2.44)

Having met in person was reported by 2.98% (578/19,398) of survey respondents (3.70% men [363/9761], 2.19% women [214/9637]), whereas having had sex with someone first met on a website or a smartphone app was reported by 1.95% (378/19,398) of respondents (2.54% men [248/9761], 1.35% women [130/9637]). Having had sex with someone met on an internet site or a smartphone app in the last year was the highest among respondents who identified as gay, lesbian, or bisexual (15.80%, 107/680) and also more frequent among people aged 16-29 years and 30-39 years, as well as those who had had an STI test or STI diagnosis in the past year, those with a higher number of sexual partners, and those who used a condom at their last sexual event (Table 1). Results from Table 1 stratified by sex are presented in Multimedia Appendices 1 and 2.

When restricted to sexually active respondents, 11.41% (1893/16586) had ever searched for potential partners online, 4.92% (815/16586) had done so in the last year, and 2.97% (493/16586) had met with someone in person in the last year (Table 1).

Table 2 displays the proportion of respondents who had sex with someone met on a website or a smartphone app, among those who reported using websites and smartphone apps to search for potential partners in the last year overall and according to selected characteristics. Overall, slightly over one-third (36.07%, 378/1048) of those who searched for partners also reported having had sex with someone they met using these technologies in the last year. There were no statistical differences by sex. Differences were observed for sexual identity, with gay, lesbian, and bisexual respondents being more likely also to report having sex with someone they met on a website or a smartphone app, than heterosexual respondents (62.41% [107/172] vs 30.89% [271/876], P < .001). Differences were also seen for STI testing history (no test: 35.89% [170/473], STI test: 53.77% [171/318], and STI diagnosis: 64.94% [33/51], P < .001), condom use at most recent event (used condoms: 48.43% [151/312] vs not used: 42.85% [122/285], P < .001), and numbers of sexual partners (1 partner: 15.36%, [83/541], 2-3 partners: 48.82% [150/307], and >3 partners 72.44% [145/200], P < .001).

aAll proportions have been weighted to match the Australian population.

bN = 19,398 (8184), weighted (unweighted) denominators

cIndividuals with missing data are not shown; this was <5% for all variables except for income, which was incomplete for 24.5% of participants.

dN/A: not applicable.

eAccessibility/Remoteness Index of Australia.

fSTI: sexually transmissible infection.
Table 2. Proportion of respondents reporting having had sex with someone met on a website or a smartphone app among people who searched for partners on websites and smartphone apps.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>%a (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All participantsb</td>
<td>36.07 (31.64-40.75)</td>
<td>N/Ac</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>36.28 (30.90-42.02)</td>
<td>.90</td>
</tr>
<tr>
<td>Women</td>
<td>35.68 (28.20-43.93)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sexual identity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>30.89 (26.19-36.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Homosexual or lesbian or bisexual</td>
<td>62.41 (53.24-70.75)</td>
<td>N/A</td>
</tr>
<tr>
<td>STId testing in the last year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No test</td>
<td>35.89 (28.86-43.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>STI test</td>
<td>53.77 (43.94-63.31)</td>
<td>N/A</td>
</tr>
<tr>
<td>STI diagnosis</td>
<td>64.94 (46.76-79.61)</td>
<td>N/A</td>
</tr>
<tr>
<td>Condom use with most recent partner</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used condoms</td>
<td>48.43 (39.7 57.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Did not use</td>
<td>42.85 (33.5-52.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Missing or don’t know or refused</td>
<td>23.26 (18.0-29.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of sexual partners in the last year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>15.36 (10.50-21.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2-3</td>
<td>48.82 (41.66-56.02)</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;3</td>
<td>72.44 (63.95-79.57)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

a All data have been weighted to match the Australian population.
b n=1048 (720) weighted (unweighted) denominators.
c N/A: not applicable.
d STI: sexually transmissible infection.

Among the respondents who had had sex with someone they met on a website or a smartphone app, 62.88% (363/578) were male and 37.12% (214/578) were female. The majority of people who reported having had sex with someone met on a website or a smartphone app identified as heterosexual (77.75%, 129/578). In terms of STI testing, 41.91% (242/578) reported not having had an STI test in the previous year, 38.81% (224/578) reported having had an STI test, and 7.24% (42/578) reported being diagnosed with an STI in the last year (12.03%, 70/578) of respondents either refused to answer, could not recall, or were not asked). Regarding the numbers of sexual partners, 36.45% (211/578) had 1 sexual partner in the last year, 35.28% (204/578) had 3 sexual partners, and 28.27% (163/578) had >3 sexual partners.

Correlates of Having Sex With Someone Met Online

**Men**

Among sexually active males, most respondents were heterosexual (97.34%, 8339/8567), spoke English at home (93.80% (8012/8526), and resided in an urban area (68.04%, 5788/8526). Age was distributed as follows: 24.24% (2077/8567) were aged 16-29 years, 21.03% (1802/8567) were aged 30-39 years, 22.12% (1896/8567) were aged 40-49 years, 18.66% (1599/8567) were aged 50-59 years, and 13.92% (1192/8567) were aged 60-69 years. Most respondents had either very high (30.61%, 2623/8567) or high (20.06%, 1719/8567) annual household incomes.

The peak reporting of having had sex with someone met on a website or a smartphone app was among sexually active men aged 16-29 years (4.78%, 100/2077). This declined with increasing age to 0.81% (10/1192) among sexually active men aged 60-69 years. Reporting having had sex with someone met on a website or a smartphone app was substantially higher among homosexual and bisexual men than among heterosexual men (36.23% [83/228] vs 1.86% [155/8339]). In terms of sexual practices, 1.43% (106/7468) of sexually active men with no STI test in the last year reported having had sex with someone met on a website or a smartphone app, compared with 10.92% (111/1017) of men with an STI test in the last year and 31.09% (20/66) of men who reported having had an STI diagnosis in the last year. In addition, 0.61% (45/7352) of sexually active men with 1 sexual partner in the last year reported having had sex with someone met on a website or a smartphone app, compared with 11.85% (91/772) of those with 2-3 sexual partners and 22.85% (101/444) of those with >3 sexual partners in the last year.

https://www.jmir.org/2018/12/e10683/
Table 3. Sociodemographic and other behavioral characteristics of having sex with someone met on a website or a smartphone app among sexually active men.

<table>
<thead>
<tr>
<th>Characteristics²,³</th>
<th>% (95% CI) in subgroup</th>
<th>% (95% CI) outcome</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
<th>Adjusted odds ratio (95% CI)²</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-29</td>
<td>24.24 (22.01-26.61)</td>
<td>4.78 (3.54-6.45)</td>
<td>1.60 (0.95-2.68)</td>
<td>.08</td>
<td>0.43 (0.23-0.82)</td>
<td>.01</td>
</tr>
<tr>
<td>30-39</td>
<td>21.03 (19.05-23.2)</td>
<td>3.05 (2.06-4.55)</td>
<td>Referent</td>
<td></td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>22.12 (20.26-24.1)</td>
<td>2.39 (1.68-3.41)</td>
<td>0.78 (0.45-1.34)</td>
<td>.36</td>
<td>1.01 (0.51-2.01)</td>
<td>.97</td>
</tr>
<tr>
<td>50-59</td>
<td>18.66 (17.03-20.41)</td>
<td>1.76 (1.13-2.75)</td>
<td>0.57 (0.31-1.05)</td>
<td>.07</td>
<td>0.62 (0.28-1.40)</td>
<td>.25</td>
</tr>
<tr>
<td>60-69</td>
<td>13.96 (12.59-15.46)</td>
<td>0.81 (0.46-1.43)</td>
<td>0.26 (0.13-0.52)</td>
<td>&lt;.001</td>
<td>0.28 (0.12-0.65)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Sexual identity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>97.34 (96.86-97.75)</td>
<td>1.86 (1.48-2.35)</td>
<td>Referent</td>
<td></td>
<td>Referent</td>
<td></td>
</tr>
<tr>
<td>Homosexual, bisexual or other</td>
<td>2.66 (2.25-3.14)</td>
<td>36.23 (28.83-44.34)</td>
<td>30.01 (19.88-45.31)</td>
<td>&lt;.001</td>
<td>15.37 (8.34-28.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Language spoken at home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English only</td>
<td>93.80 (92.41-94.95)</td>
<td>2.87 (2.44-3.50)</td>
<td>N/A²</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>6.20 (5.05-7.59)</td>
<td>—f</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Annual household income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very high</td>
<td>30.65 (28.46-32.92)</td>
<td>30.61 (28.43-32.89)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>High</td>
<td>20.06 (18.20-22.05)</td>
<td>0.67 (0.34-1.32)</td>
<td>0.49 (0.22-10.9)</td>
<td>.08</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Middle</td>
<td>16.19 (14.45-18.10)</td>
<td>1.79 (1.11-2.89)</td>
<td>1.28 (0.67-2.45)</td>
<td>.45</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Very low or low</td>
<td>13.52 (12.02-15.17)</td>
<td>2.11 (1.47-3.94)</td>
<td>1.82 (0.93-3.56)</td>
<td>.08</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Area of residence⁶</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>68.04 (65.86-70.15)</td>
<td>3.05 (2.46-3.76)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Regional or remote</td>
<td>30.34 (28.28-32.49)</td>
<td>2.21 (1.56-3.10)</td>
<td>0.72 (0.48-1.09)</td>
<td>.12</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>High alcohol consumption⁶</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>2.65 (2.18-3.23)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>3.22 (2.18-4.74)</td>
<td>1.22 (0.78-1.92)</td>
<td>.38</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Injected drugs in last year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>2.71 (2.26-3.27)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>5.31 (2.59-10.57)</td>
<td>2.00 (0.93-4.33)</td>
<td>.08</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never smoked or former smoker</td>
<td>N/A</td>
<td>2.38 (1.92-2.95)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>N/A</td>
<td>4.37 (3.14-6.05)</td>
<td>1.87 (1.25-2.81)</td>
<td>.002</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>STI¹ testing in last year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No test</td>
<td>N/A</td>
<td>1.43 (1.09-1.88)</td>
<td>Referent</td>
<td>N/A</td>
<td>Referent</td>
<td>N/A</td>
</tr>
<tr>
<td>STI test</td>
<td>N/A</td>
<td>10.98 (8.42-14.21)</td>
<td>10.92 (8.37-14.12)</td>
<td>&lt;.001</td>
<td>2.02 (1.12-3.38)</td>
<td>.008</td>
</tr>
<tr>
<td>STI diagnosis</td>
<td>N/A</td>
<td>31.09 (17.57-48.86)</td>
<td>31.30 (14.07-69.69)</td>
<td>&lt;.001</td>
<td>3.15 (1.25-7.97)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Condom use with most recent partner</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used condoms</td>
<td>N/A</td>
<td>5.25 (3.92-6.99)</td>
<td>3.26 (2.11-5.04)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Did not use</td>
<td>N/A</td>
<td>1.65 (1.23-2.21)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of sexual partners in last year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>N/A</td>
<td>0.61 (0.36-1.1)</td>
<td>Referent</td>
<td>N/A</td>
<td>Referent</td>
<td>N/A</td>
</tr>
<tr>
<td>2-3</td>
<td>N/A</td>
<td>11.85 (9.12-15.24)</td>
<td>24.40 (13.82-43.07)</td>
<td>&lt;.001</td>
<td>17.86 (9.20-34.68)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
## Characteristics \(^a\) \(^b\)  

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>% (^c) (95% CI) in subgroup</th>
<th>% (^c) (95% CI) outcome</th>
<th>Odds ratio (95% CI)</th>
<th>(P) value</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&gt;3)</td>
<td>N/A</td>
<td>22.85 (18.3-28.14)</td>
<td>69.64 (36.75-131.97)</td>
<td>&lt;.001</td>
<td>35.77 (18.04-70.94)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)n=8567 (2735), weighted (unweighted) denominators.  
\(^b\)Individuals with missing data are not shown; this was <5% for all variables, except for income and condom use with last sexual partner (not available for 42%).  
\(^c\)All data have been weighted to match the Australian population.  
\(^d\)Adjusted for age group, sexual identity, STI testing in the last year, and numbers of sexual partners in last year.  
\(^e\)N/A: not applicable.  
\(^f\)Too few responses for analysis (n<15).  
\(^g\)Accessibility/Remoteness Index of Australia (ARIA).  
\(^h\)≥28 standard drinks per week.  
\(^i\)STI: sexually transmissible infection.

In multivariate analyses, among sexually active men, several factors were associated with having had sex with someone met on a website or a smartphone app (Table 3): identifying as homosexual or bisexual compared with heterosexual (adjusted odds ratio, AOR: 15.37, 95% CI 8.34-28.35), having 2-3 sexual partners (AOR: 9.20, 95% CI 9.20-34.68) or >3 sexual partners in the last year (AOR: 35.77, 95% CI 18.04-70.94) compared with 1 partner, having STI in the previous year (AOR: 3.15, 95% CI 1.25-7.97), and having had an STI test in the previous year (AOR: 2.02, 95% CI 1.21-3.38) compared to not having an STI test.

### Women

Among sexually active women, most were heterosexual (96.09%, 7838/8158), spoke English at home (96.25%, 7852/8158), and lived in urban areas (67.78%, 5530/8158). Furthermore, 28.86% (2355/8158) were aged 16-29 years, 23.45% (1913/8158) were aged 30-39 years, 20.74% (1692/8158) were aged 40-49 years, 17.12% (1397/8158) were aged 50-59 years, and 9.83% (802/8158) were aged 60-69 years. Most sexually active women reported very high (23.16%, 1890/8158) or high (22.36%, 1824/8158) annual household income compared with middle (17.68%, 1442/8158) or low and very low (16.73%, 1265/8158) annual household income.

Among sexually active women, those aged 16-29 years (2.38%, 55/2355) were most likely to report having had sex with someone met on a website or a smartphone app, and the least likely to report were those aged 60-69 years. Having had sex with someone met on a website or a smartphone app was higher among lesbian and bisexual women than among heterosexual women (5.51% [111/7838] vs 1.42% [18/319]). Women with low and very low annual household income (3.25%, 44/1365) more frequently reported having had sex with someone met using these technologies, compared with women with middle (0.58%, 8/1442), high (0.41%, 7/1824), and very high incomes (0.51%, 10/1890). Those with either an STI test (4.25%, 56/1330) or an STI diagnosis (9.99%, 13/130) in the last year were more likely to report having had sex with someone met online than those who had not had an STI test in the last year (0.89%, 59/6667). Women with 2-3 (13.37%, 59/438) or >3 (25.30%, 37/147) sexual partners in the last year were substantially more likely to report having had sex with someone met online than women with 1 sexual partner (0.44%, 33/7574).

Among sexually active women, several factors were associated with having had sex with someone met online (Table 4): having 2-3 sexual partners in the last year (AOR: 32.01, 95% CI 13.17-77.78) or >3 sexual partners in the last year (AOR: 71.03, 95% CI: 27.48-183.57), reporting a very low and low annual household income compared with very high annual household income (AOR: 3.40, 95% CI 1.12-10.35), and identifying as lesbian or bisexual (AOR: 2.27, 95% CI 1.04-4.49).
### Table 4. Sociodemographic and behavioral correlates of having sex with someone met on a website or a smartphone app among sexually active women.

<table>
<thead>
<tr>
<th>Characteristics***b</th>
<th>%c (95% CI) in subgroup</th>
<th>%c (95% CI) outcome</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
<th>Adjusted odds ratio (95% CI)d</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-29</td>
<td>28.86 (26.36-31.51)</td>
<td>2.38 (1.62-3.38)</td>
<td>2.34 (1.62-3.38)</td>
<td>.29</td>
<td>0.43 (0.21 -0.86)</td>
<td>.02</td>
</tr>
<tr>
<td>30-39</td>
<td>23.45 (21.39-25.63)</td>
<td>1.69 (1.04-2.72)</td>
<td>Referent</td>
<td>N/A</td>
<td>Referent</td>
<td>N/A</td>
</tr>
<tr>
<td>40-49</td>
<td>20.74 (18.91-22.70)</td>
<td>1.28 (0.68-2.38)</td>
<td>0.75 (0.34 - 1.68)</td>
<td>.49</td>
<td>1.16 (0.45 - 3.01)</td>
<td>.75</td>
</tr>
<tr>
<td>50-59</td>
<td>17.12 (15.55-18.82)</td>
<td>1.07 (0.38-2.98)</td>
<td>0.63 (0.20-1.99)</td>
<td>.43</td>
<td>1.22 (0.36 -4.18)</td>
<td>.75</td>
</tr>
<tr>
<td>60-69</td>
<td>9.83 (8.65-11.14)</td>
<td>0.60 (0.13-2.77)</td>
<td>0.35 (0.07- 1.79)</td>
<td>.21</td>
<td>0.66 (0.11 -3.98)</td>
<td>.65</td>
</tr>
<tr>
<td><strong>Sexual identity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>96.09 (95.35-96.72)</td>
<td>1.42 (1.08 - 1.91)</td>
<td>Referent</td>
<td>N/A</td>
<td>Referent</td>
<td>N/A</td>
</tr>
<tr>
<td>Lesbian, bisexual, or other</td>
<td>3.91 (3.28-4.65)</td>
<td>5.51 (3.12- 9.54)</td>
<td>4.05 (2.09 - 7.84)</td>
<td>&lt;.001</td>
<td>2.27 (1.04-4.94)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Language spoken at home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English only</td>
<td>96.25 (2.78-5.04)</td>
<td>0.84 (0.20 - 3.88)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>3.75 (94.96-97.22)</td>
<td></td>
<td>_e</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Annual household income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very high</td>
<td>23.16 (21.15-25.31)</td>
<td>0.51 (0.25-1.06)</td>
<td>Referent</td>
<td>N/A</td>
<td>Referent</td>
<td>N/A</td>
</tr>
<tr>
<td>High</td>
<td>22.36 (20.33-24.54)</td>
<td>0.41 (0.17 - 1.00)</td>
<td>0.79 (0.25 - 2.53)</td>
<td>.69</td>
<td>0.86 (0.28 - 2.67)</td>
<td>.80</td>
</tr>
<tr>
<td>Middle</td>
<td>17.68 (15.83-19.69)</td>
<td>0.58 (0.25-1.31)</td>
<td>1.12 (0.37 - 3.39)</td>
<td>.84</td>
<td>1.00 (0.31 - 3.23)</td>
<td>.99</td>
</tr>
<tr>
<td>Very low or low</td>
<td>16.73 (14.95-18.68)</td>
<td>3.25 (2.05)</td>
<td>6.49 (2.71-15.55)</td>
<td>&lt;.001</td>
<td>3.40 (1.12 - 10.35)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Area of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>67.78 (65.44-70.03)</td>
<td>1.74 (1.26 - 2.40)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Regional or remote</td>
<td>30.54 (28.34-32.82)</td>
<td>1.19 (0.79 - 1.78)</td>
<td>0.68 (0.40 - 1.14)</td>
<td>.12</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>High alcohol consumption</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>1.44 (1.02 - 2.05)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>1.82 (1.24 - 2.67)</td>
<td>1.27 (0.75 - 2.15)</td>
<td>.38</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Injected drugs in last year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>1.57 (1.22 - 2.07)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>2.09 (0.64 - 6.76)</td>
<td>1.34 (0.39 - 4.62)</td>
<td>.65</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never smoked or former smoker</td>
<td>N/A</td>
<td>1.56 (1.18 - 2.12)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Current smoker</td>
<td>N/A</td>
<td>1.69(1.03 - 2.81)</td>
<td>1.08 (0.60 - 1.97)</td>
<td>.81</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>STI testing in last year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No test</td>
<td>N/A</td>
<td>0.89 (0.59 - 1.36)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>STI test</td>
<td>N/A</td>
<td>4.25 (2.97 - 6.16)</td>
<td>4.94 (2.79 - 8.77)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>STI diagnosis</td>
<td>N/A</td>
<td>9.99 (4.93 - 19.20)</td>
<td>12.38 (5.17 - 29.62)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Condom use with most recent partner</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used condoms</td>
<td>N/A</td>
<td>3.41 (2.24 -5.15)</td>
<td>1.06 (0.57-1.96)</td>
<td>.86</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Did not use</td>
<td>N/A</td>
<td>3.60 (2.34-5.48)</td>
<td>Referent</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of sexual partners in last year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>N/A</td>
<td>0.44 (0.22-0.88)</td>
<td>Referent</td>
<td>N/A</td>
<td>Referent</td>
<td>N/A</td>
</tr>
<tr>
<td>2-3</td>
<td>N/A</td>
<td>13.37 (9.93-17.77)</td>
<td>35.13 (16.12-76.59)</td>
<td>&lt;.001</td>
<td>32.01 (13.17-77.78)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Principal Findings

Overall, our findings indicate that in 2012-2013, approximately 1 in 10 Australian adults aged from 16 to 69 years had ever looked for potential partners using websites or smartphone apps, of whom approximately half had done so in the in the last year. Among people who searched in the last year, over half had physically met with someone, and approximately two-thirds of these people had had sex with someone they met online in the last year, equating to 1.95% of the population.

These nationally representative estimates of looking for and having had sex with someone met on website and smartphone apps are lower than those of surveys focusing on specific subpopulations and using convenience-sampling frames, which have reported 6%-40% of the population meeting sexual partners using websites [2,5,11,12] and 18%-76% using dating applications and websites [3,13-18]. The difference is almost certainly related to different populations sampled and may also be related to the fact that ASHR2 asked specifically about having sex with someone, rather than only looking for partners or meeting in person. Age was strongly correlated with having had sex with someone met on a website or smartphone app, especially since younger people tend to have higher levels of mobile phone and Internet access, but this study included a broader range of ages than many others. Just over a third (36.07%) of people who used internet dating and hookup applications in the last year reported having had sex with someone they met on a website or using a smartphone app in the last year. Certain populations were less likely to report having had sex with someone met using these technologies. For example, 30.89% of heterosexual respondents who reported that they had used the Internet or a mobile phone app to search for a potential partner in the last year reported having had sex with someone they met online, compared with 62.41% of gay, lesbian, and bisexual survey respondents (see Table 2). This suggests that other studies reporting on the use of internet dating and hookup apps as a proximal marker of having had sex with someone met online are likely to overestimate the practice’s prevalence among lower-risk segments of the population.

In this survey, 15.58% of gay, lesbian, and bisexual respondents reported meeting a sexual partner in the last year. Higher uptake of finding partners using websites among nonheterosexual respondents was also observed in a British population survey [4]. Yet, in our study, after adjusting for age and other characteristics, the strongest correlate of having had sex with someone met using a website or smartphone app was higher numbers of sexual partners in the last year, suggesting that these technologies are favored by the most sexually active respondents. This finding is consistent with other studies reporting that people who look for partners with these tools have increased sexual activity compared with nonusers, including younger age at first sex [2,5] and higher numbers of sexual partners [2,4,5,12,15,16]. Due to the cross-sectional nature of the survey, determining causality is not possible, so findings could mean platforms provide an efficient means for more sexually active individuals to connect with new partners, or alternatively, people who were already more sexually active were attracted to these sites and other ways to meet sexual partners.

In general, people who met partners using websites and apps and had sex with them were more likely to engage in higher-risk practices than those who did not—except for condom use at the last sexual event, which was higher among people who met partners online. There was attenuation of the condom use variable in the multivariate analysis, meaning that the association was not significant in the adjusted analysis after controlling for the numbers of sexual partners and other demographic factors. Higher levels of condom use at the last event could reflect condom use with newer and less established partners, with whom STI prevention is prioritized. This explanation seems highly plausible because online tools are often used to facilitate new sexual partnerships and those who report using websites and apps to find sexual partners also report higher numbers of recent sexual partners. However, the finding contrasts with many other studies that tend to find meeting or seeking partners online is linked to condomless sexual intercourse [4,5,14,15].

In relation to STI history, both STI testing and diagnoses were higher among people who reported meeting partners using websites and smartphone apps and having sex with them. Again, adjusted analysis showed attenuation of STI history for women after adjusting for the number of sexual partners. This implies

---

Discussion

---

In this survey, 15.58% of gay, lesbian, and bisexual respondents reported meeting a sexual partner in the last year. Higher uptake of finding partners using websites among nonheterosexual respondents was also observed in a British population survey [4]. Yet, in our study, after adjusting for age and other characteristics, the strongest correlate of having had sex with someone met using a website or smartphone app was higher numbers of sexual partners in the last year, suggesting that these technologies are favored by the most sexually active respondents. This finding is consistent with other studies reporting that people who look for partners with these tools have increased sexual activity compared with nonusers, including younger age at first sex [2,5] and higher numbers of sexual partners [2,4,5,12,15,16]. Due to the cross-sectional nature of the survey, determining causality is not possible, so findings could mean platforms provide an efficient means for more sexually active individuals to connect with new partners, or alternatively, people who were already more sexually active were attracted to these sites and other ways to meet sexual partners.

In general, people who met partners using websites and apps and had sex with them were more likely to engage in higher-risk practices than those who did not—except for condom use at the last sexual event, which was higher among people who met partners online. There was attenuation of the condom use variable in the multivariate analysis, meaning that the association was not significant in the adjusted analysis after controlling for the numbers of sexual partners and other demographic factors. Higher levels of condom use at the last event could reflect condom use with newer and less established partners, with whom STI prevention is prioritized. This explanation seems highly plausible because online tools are often used to facilitate new sexual partnerships and those who report using websites and apps to find sexual partners also report higher numbers of recent sexual partners. However, the finding contrasts with many other studies that tend to find meeting or seeking partners online is linked to condomless sexual intercourse [4,5,14,15].

In relation to STI history, both STI testing and diagnoses were higher among people who reported meeting partners using websites and smartphone apps and having sex with them. Again, adjusted analysis showed attenuation of STI history for women after adjusting for the number of sexual partners. This implies

---

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>% (95% CI in subgroup)</th>
<th>% (95% CI) outcome</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;3</td>
<td>N/A</td>
<td>25.30 (17.20-35.58)</td>
<td>77.08 (32.75-181.43)</td>
<td>&lt;.001</td>
<td>71.03 (27.48 - 183.57)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

---

a=8158 (2580), weighted (unweighted) denominators
bIndividuals with missing data are not shown; this was <5% for all variables, except for income and condom use with most recent partner (not available for 42%).
cAll data have been weighted to match the Australian population.
dAdjusted for age group, income, and numbers of sexual partners in the last year.
eN/A: not applicable.
fToo few responses for analysis (n=15).
gAccessibility/Remoteness Index of Australia.
h≥14 standard drinks per week (for women).
iSTI: sexually transmissible infection.
that women who reported either an STI test or diagnosis in the
last year were also more likely to have multiple sexual partners
in the last year. The relationship between STI history and
meeting partners using websites and apps remained significant
for men, even after adjusting for partner numbers and other
demographic factors. Interestingly, this pattern has also been
seen in the other two population studies with a significant
relationship between STIs and searching for or meeting partners
on websites and smartphone apps among men, but not among
women [4,5]. Findings from other studies have been mixed as
to whether STI diagnoses are related to either finding or
searching for sexual partners on internet sites and geosocial
apps [1-4,16,19]. A number of studies have reported on HIV
testing history among gay men and tend to find that men who
use apps are more likely to have been tested for HIV [14,19].
Studies with gay men in Australia suggest that men who use a
combination of mobile phone apps, internet websites, and offline
places to meet partners appear to be at increased risk of STIs
or HIV compared with men who use a narrower range of online
and offline methods [20].

In women, low annual household income was associated with
meeting partners on websites and apps. Socioeconomic
derprivation has been linked with poor health outcomes,
including STI acquisition [21-23], and other reports from
ASHR2 found lower income related to multiple sexual partners
[24]. Aside from age and income level for women, other
sociodemographic factors, smoking, high alcohol consumption,
and injecting drug use were not associated with having sex with
someone met online.

Limitations
To our knowledge, this is the first study to report the prevalence
of having had sex with someone met on a website or a mobile
phone app in the past year from a representative survey of the
general adult population. One of this study’s strengths is the
capacity to assess the proportion of people who used internet
dating and apps, met in person, and had sex with someone met
online within the same population. Nonetheless, our study also
has several limitations to consider when interpreting findings.
First, the study was conducted in 2012-2013, and since that
time, the technology landscape and behaviors related to the
uptake of technology have changed. Very likely, the uptake of
dating and hookup apps has substantially increased since the
survey was conducted. Second, the sample of homosexual and
bisexual men was not sufficiently large to enable analyses
focused on this group. Third, all outcomes including STI
outcomes were based on self-report, which is susceptible to
recall and other reporting biases. Several similar studies have
used biological measurement to ascertain STI prevalence, a
more robust measure [2,4,5]. However, when asked, 88.55% of
participants reported answering all survey questions truthfully,
and a further 9.89% reported that they had answered 90%-99%
of the survey honestly. This equates to 98.44% of participants
answering at least 90% of questions truthfully [7]. Furthermore,
the clear majority (89.97%) of participants reported that they
were either not embarrassed or only slightly embarrassed by
the questions. Evidence of the relatively low embarrassment
and discomfort with questions related to sexual practices is seen
in the number of people declining to answer particular questions.
The question with the highest rate of refusal involved annual
income compared with much lower refusal rates for questions
about sexual practices.

Implications
Understanding the number and characteristics of people most
likely to use these technologies to meet new sexual partners
assists organizations responsible for HIV and STI prevention
programs in identifying places and populations wherein they
can focus their health promotion and testing initiatives. Our
study has also demonstrated that although the prevalence of
having had sex with someone met on a website or a smartphone
app was 3.03% in people aged 20-29 years, it remained at 2.25%
in people aged 30-49 years, suggesting the need for promotional
material to cover a broad range of ages, not just younger adults.
Although STIs are most prevalent in people aged 16-29 years,
recent studies have suggested an increased rate in people over
30 years [25]. Furthermore, despite the finding that people who
met partners on dating websites and apps were more likely to
have had an STI test in the last year, a substantial proportion of
respondents who reported having sex with someone they met
online (likely to be a new sexual partner) reported not having
an STI test in the past year, suggesting an opportunity to raise
awareness about STI testing further and to use targeted
advertisements to direct people to easy access points such as
new websites where pathology request forms can be downloaded
without attending a clinic [26]. Some have also suggested that
these platforms have the capacity to enable partner notification
and data collection in relation to sexual health [27]. Notably,
however, the owners of dating websites and apps have
historically been concerned about associating their platforms
with STIs and therefore are reluctant to promote public health
initiatives [27].

Conclusions
Internet and smartphone technologies are a relatively common
way of meeting new sexual partners among highly sexually
active survey respondents, homosexual and bisexual men, and
younger adults, suggesting that the use of in-app health
promotion is a feasible approach to targeting these populations
[28,29]. Future research could explore the potential of health
promotion in dating websites and geosocial applications. The
use of smartphone technologies to search for potential sexual
partners may become a normative dating practice among
Australian adults in their twenties and thirties, so repeat surveys
would be important to document this prevalence over time.
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Abstract

Background: Men who have sex with men (MSM) frequently seek partners through mobile apps (geosocial networking [GSN] apps). However, it is unclear whether GSN apps’ use is associated with the increase in HIV incidence among MSM.

Objective: The aim of this study was to clarify the characteristics of GSN apps’ users and to determine the association and putative mechanisms between GSN apps’ use behavior and HIV incidence.

Methods: We conducted an 18-month prospective cohort study of MSM in Shenyang, China, and the participants were surveyed every 3 months from March 2015 to December 2016. An in-person interview collected information on sociodemographics, GSN apps’ use, recreational drug use, and sexual behaviors. In addition, blood was drawn to test for HIV and syphilis. We used a multivariable Cox regression model to determine possible predictors for increased HIV incidence.

Results: Of the enrolled 686 HIV-negative MSM, 431 (431/686, 62.8%) were GSN apps’ users. Compared with GSN apps’ nonusers, GSN apps’ users were younger; had an earlier age of sexual debut; and in the past 3 months, were more likely to have used recreational drugs, more likely to have 5 or more casual partners (CPs), more likely to have had group sex with males, and more likely to have had condomless anal intercourse (CAI) with male steady partners (SPs). In addition, 59.4% (256/431) of the GSN apps’ users were willing to accept HIV and AIDS prevention information push services through GSN apps. In total, 19 MSM seroconverted to HIV during the follow-up period; the HIV incidence density rate was 8.5 (95% CI 5.0-13.5) per 100 person-years (PY) among GSN apps’ users and 2.0 (95% CI 0.4-5.8) per 100 PY among nonusers. New HIV infections were independently associated with ever using GSN apps to seek male sexual partners (P=.04) and in the past 3 months, using recreational drugs (P=.048), having group sex with males (P=.01), and having CAI with male CPs (P=.02).

Conclusions: GSN apps’ use is associated with higher HIV incidence and may be mediated through recreational drug use and having multiple CPs. Researchers must develop an intervention propagated through GSN apps to reach this high-risk population to mitigate the HIV epidemic in the MSM community.

(J Med Internet Res 2018;20(12):e11303) doi:10.2196/11303
Introduction

Background

Men who have sex with men (MSM) are disproportionately affected by HIV [1-3]. The percentage of MSM with HIV and AIDS in China increased from 13.7% in 2011 to 28.3% in 2015 [4,5]. Understanding the driving forces of this epidemic is essential to provide tailored interventions to MSM.

In the past decade, how MSM seek sexual partners has changed dramatically. In the 1990s, MSM mainly socialized and sought sexual partners in public facilities such as gay bars and Bathrooms. Today, with the current popularity of smartphones, tablets, or computers with geosocial networking (GSN) abilities, a large number of GSN apps have been developed and are widely used by MSM. These GSN apps have revolutionized social communication and how MSM seek casual partners (CPs) or multiple sexual partners [6-10]. On average, 36.0% to 63.6% of MSM in the United States [7,11,12] and 40.6% of MSM in mainland China [6] have sought male sexual partners by using GSN apps. Previous research has shown that people who use GSN apps have more sexual partners and more frequent casual (ie, a quick, unplanned encounter without inquiring about the partner’s HIV serostatus) sexual intercourse compared with people who do not, leading to concerns about GSN apps’ use affecting increases in HIV transmission around the world [12-16].

However, the prevalence of HIV and other sexually transmitted infections (STIs) among GSN apps’ users and nonusers is inconsistent with expectations based on the above behavioral differences. A recent meta-analysis concluded that GSN apps’ users compared with nonusers had significantly higher prevalence of STIs, including gonorrhea and chlamydia, but had lower HIV prevalence [16]. Possible reasons for these differences in the prevalence of specific STIs among GSN apps’ users and among nonusers may be related to the designs of these studies. First, in most of these studies, the HIV/STI infection history was developed through the respondents’ self-report [14,17,18], which is subject to recall bias and social desirability bias. Second, most studies were cross-sectional surveys and, thus, only examined the relationship between GSN apps’ use and prevalent HIV infection among MSM. Furthermore, the cross-sectional study design cannot define the time duration of current GSN apps’ use among GSN apps’ users nor can it clarify whether these GSN apps are linked to HIV-related behavioral changes or HIV incidence over time. Finally, compared with using recent HIV infection, using overall HIV infection (includes both recent and established cases) as the outcome of interest does not accurately reflect the effects of GSN apps’ use among MSM. Previous studies have found that among MSM, GSN apps’ users were younger compared with GSN apps’ nonusers, and as this younger population has a shorter duration of potential exposure to HIV, they are expected to have lower HIV prevalence [6,11,14,19,20]. Although 1 recent study reported finding casual sex partners on the internet was an independent risk factor for incidence of HIV infection among MSM in Bangkok, Thailand [21], finding partners through the GSN apps is a more innovative way for MSM to seek sexual partners [6]. No publications have examined the association between using GSN apps and HIV incidence rates among MSM so far. Longitudinal studies of MSM are needed to clarify the HIV incidence among GSN apps’ users over time and to compare the HIV incidence rate among GSN apps’ users with the incidence rate among GSN apps’ nonusers to determine if using GSN apps is contributing to the HIV epidemic among MSM [16].

Objectives

We conducted an 18-month prospective cohort study among MSM in Shenyang, China, to clarify the characteristics of GSN apps’ users, the association and putative mechanisms between GSN apps’ use behavior and HIV incidence, and their willingness to accept an HIV prevention information dissemination service through a GSN app platform.

Methods

Recruitment

Between March 2015 and December 2016, MSM participants in Shenyang, Liaoning province, were recruited through a mixed recruitment method of internet sampling, venue-based sampling, or chain-referral sampling [22]. The inclusion criteria of this cohort were as follows: (1) being 18 years or older; (2) born male; (3) had anal and/or oral intercourse with male partners in the past 6 months; (4) tested as serologically negative for both HIV antibodies and HIV nucleic acid amplification testing (NAAT); and (5) willing and able to provide a written informed consent.

The survey was conducted at The First Affiliated Hospital of China Medical University in Shenyang, China.

Follow-Up of the Prospective Men Who Have Sex With Men Cohort

All eligible participants were prospectively followed-up at a 3-month frequency. After the initial eligibility interview screening, trained staff interviewed in-person eligible participants in a private counseling room and assigned each participant a unique 6-number identification code to be linked to their laboratory testing results. Venous blood specimens were then drawn and tested for HIV and syphilis. All participants who tested positive for HIV or syphilis received posttest counseling for the infection and referrals to relevant clinics. Each participant received 50 RMB (US $7.4), free condoms, and 1 free lubricant after each completed study visit. Each participant was asked to provide at least two different current methods of contact, and reminder phone calls were made before each follow-up visit.

Data Collection and Related Measures

Baseline and each follow-up questionnaires repeatedly asked for the following information: (1) sociodemographics, including
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age, marital status, ethnicity, education, and monthly income; (2) sexual practices in the past 3 months, including number of male sexual partners, how many were steady partners (SPs), sexual activity that takes place between partners in a romantic relationship and usually implies commitment, emotional attachment, or familiarity between sexual partners), how many were casual partners (CPs, affairs like one-night stands or casual sex between males who have little or no knowledge of each other), condom use, and group sex with males (sexual behavior involving more than 2 male participants); (3) recreational drug use in the past 3 months, including using the following types of drugs: poppers (alkyl nitrites), ecstasy, ice (methamphetamine), amphetamine, tramadol, and ketamine; and (4) the names, numbers, and current length of use of GSN apps to seek male sexual partners.

We defined the main outcome of incident HIV infection as seroconversion determined by the presence of HIV antibody during a visit after a previous visit with a laboratory-confirmed HIV-negative serostatus.

We calculated the sample size of MSM participants based on a Cox regression of the log hazard ratio analysis model [23]. When GSN-app-use behavior (X1) is estimated to be .50, the estimated HIV incidence rate (outcome event) is 0.07. We used the parameters of 85% power at a two-sided .05 significance level, an assumed hazard ratio of 3, an SD of X1=0.5, and an \( R^2 \) (R-squared of X1 with other Xs)= 0.18, and calculated that the smallest sample size was 432 observations. We used PASS (Power Analysis & Sample Size) software version 11 (NCSS, Kaysville, UT, USA) to calculate the sample size.

**Laboratory Testing**

After obtaining informed consent at the baseline survey and each follow-up time point, we drew 10 mL of venous blood from each participant to test for HIV and syphilis. HIV-1 antibody screening was performed by enzyme-linked immunosorbent assay, and positive cases were further confirmed through a Western blot test. Specimens that had negative or indeterminate HIV antibody results were further tested using RNA with pooled NAAT (COBAS AmpliPrep, COBAS TaqMan HIV-1 Test, Roche, Germany). Syphilis serology was performed with the rapid plasma reagin (RPR) test (Shanghai Kehua, China), and positive cases were further confirmed by the Treponema pallidum particle agglutination assay (TPPA, Serodia, Japan). Participants with plasma positive for both RPR and TPPA were concluded to be currently infected with syphilis.

All related biological tests were conducted in the Key Laboratory of AIDS Immunology of National Health and Family Planning Commission of The First Affiliated Hospital of China Medical University.

**Statistical Analysis**

Data were entered twice and checked for accuracy using EpiData Entry software. All data analyses were performed using IBM SPSS (International Business Machines Corporation Statistical Product and Service Solutions) 20.0. MSM who self-reported ever using GSN apps to seek male sexual partners were defined as GSN apps’ users, and the men who self-reported never using GSN apps to seek male sexual partners were considered GSN apps’ nonusers. Comparisons between GSN apps’ users and nonusers and between MSM retained for at least one 3-month follow-up and MSM who withdrew from the cohort were analyzed by chi-square tests. The time of HIV seroconversion was defined as the middle time point between the last laboratory-confirmed HIV seronegative date and the first laboratory-confirmed HIV seropositive date. We measured the follow-up in person-years (PY), and the follow-up spanned from the date of enrollment to either the date of HIV seroconversion or the date of the last follow-up session. We used a mixed Cox proportional hazards model to assess cumulative hazard ratios (HRs), both crude (cHR) and adjusted (aHR), for high-risk factors for HIV infection to determine their effects on HIV incidence rates. Time-dependent covariates for the Cox proportional hazards model included over the past 3 months, condom use with male SPs, condom use with male CPs, group sex with males, number of CPs, recreational drug use, and use of GSN apps to seek male sexual partners. The models were adjusted for age, level of education, registered residence, ethnicity, marital status, and monthly income. A two-sided \( P \) value of less than .05 was considered statistically significant.

**Ethics Statement**

This study protocol was reviewed and approved by the Institutional Review Board of the First Affiliated Hospital of China Medical University, with ethical review number of 2011-36. The study protocol, contents, and procedure were explained to each participant before the survey. Written informed consent was obtained from all participants before the interview and blood collection. The procedures in the study were performed in accordance with the study protocol and relevant regulations.

**Results**

**Sociodemographic Characteristics of the Participants**

A total of 761 MSM who had no prior positive HIV test were screened for HIV, of which 91% (69/761) individuals were detected as HIV-positive and excluded from this study. The HIV-negative MSM were invited to participate in an 18-month prospective cohort study, of which 9.9% (6/692) HIV-negative MSM declined to participate. Thus, a total of 686 eligible HIV-negative MSM were included in this prospective cohort study, of which 431 (431/686, 62.8%) self-identified as GSN apps’ users and 255 (255/686, 37.2%) as nonusers (Figure 1).

Table 1 summarizes the sociodemographics, sexual behaviors, recreational drug use, and HIV testing behaviors of the baseline eligible HIV-negative GSN apps’ users and nonusers. Most GSN apps’ users were older than 24 years (294/431, 68.2%), were originally not from Shenyang city (253/431, 58.7%), had college-level education or above (236/431, 54.8%), were ≤20 years at their sexual debut with males (234/431, 54.3%), had male SPs in the past 3 months (250/431, 50.8%), and had male CPs in the past 3 months (224/431, 52.0%), and were willing to receive HIV and AIDS prevention information through a push service conducted through a GSN app platform (256/431, 59.4%), but not many GSN apps’ users had been tested for HIV before (113/431, 26.2%). In addition, in the past 3 months, 85.8% (370/431) of GSN apps’ users sought male sexual activity.
partners through at least one GSN app, 32.7% (141/431) GSN apps’ users used recreational drugs, 10.9% (47/431) had at least five male CPs, and 8.1% (35/431) had group sex with males. At baseline, 10.4% (45/431) of GSN apps’ users were infected with syphilis.

GSN apps’ users were younger ($P<.001$), had higher proportion of college or above education level ($P<.001$), had higher HIV testing rates ($P=.02$), had higher proportion of recreational drug use ($P<.001$), had higher proportion of group sex with males ($P=.01$), and had higher proportions of having 5 or more CPs in the past 3 months ($P=.01$) compared with its counterpart group.

In total, GSN apps’ users reported using mainly 7 types of GSN apps, in which Blued was the most popular GSN app used to seek male partners (403/431, 93.5%), followed by Zank (91/431, 21.1%), WeChat (55/431, 12.8%), Jack’d (51/431, 11.8%), Tencent QQ (10/431, 2.3%), Momo (8/431, 1.9%), and Gpark (4/431, 0.9%). In addition, 3.7% (16/431) of GSN apps’ users used other kinds of GSN apps (Figure 2). In addition, 35.0% (151/431) of GSN apps’ users had once used at least two GSN apps to seek partners, and the median duration for which GSN apps were used was 12 (interquartile range: 4-30) months.

**Figure 1.** Flowchart of the prospective cohort study examining the relationship between using geosocial networking apps and HIV incidence among men who have sex with men population. MSM: men who have sex with men, GSN: geosocial networking, PY: person-years.
Table 1. Sociodemographics and behavioral characteristics of geosocial networking apps’ users and nonusers (N=686).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, N (%)</th>
<th>GSN apps users, n (%)</th>
<th>GSN apps nonusers, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>686 (100)</td>
<td>431 (62.8)b</td>
<td>255 (37.2)b,e</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>176 (25.7)</td>
<td>137 (32)</td>
<td>39 (15.3)f</td>
</tr>
<tr>
<td>&gt;24</td>
<td>510 (74.3)</td>
<td>294 (68.2)</td>
<td>216 (84.7)</td>
</tr>
<tr>
<td><strong>Residency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shenyang city</td>
<td>269 (39.2)</td>
<td>178 (41.3)</td>
<td>91 (35.7)</td>
</tr>
<tr>
<td>Other</td>
<td>417 (60.8)</td>
<td>253 (58.7)</td>
<td>164 (64.3)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>570 (83.1)</td>
<td>362 (84.0)</td>
<td>208 (81.6)</td>
</tr>
<tr>
<td>Other</td>
<td>116 (16.9)</td>
<td>69 (16.0)</td>
<td>47 (18.4)</td>
</tr>
<tr>
<td><strong>Education level being college or above</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>319 (46.5)</td>
<td>236 (54.8)</td>
<td>83 (32.5)f</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>466 (67.9)</td>
<td>311 (72.2)</td>
<td>155 (60.8)d</td>
</tr>
<tr>
<td>Married or divorced or widowed or cohabiting</td>
<td>220 (32.1)</td>
<td>120 (27.8)</td>
<td>100 (39.2)</td>
</tr>
<tr>
<td><strong>Monthly income</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤3000 RMB/Yuan</td>
<td>392 (57.1)</td>
<td>254 (58.9)</td>
<td>138 (54.1)</td>
</tr>
<tr>
<td>&gt;3000 RMB/Yuan</td>
<td>294 (42.9)</td>
<td>177 (41.1)</td>
<td>117 (45.9)</td>
</tr>
<tr>
<td><strong>Currently a university student</strong></td>
<td>79 (11.5)</td>
<td>67 (15.5)</td>
<td>12 (4.7)e</td>
</tr>
<tr>
<td><strong>Age of sexual debut with males ≤20 years</strong></td>
<td>320 (46.6)</td>
<td>234 (54.3)</td>
<td>86 (33.7)f</td>
</tr>
<tr>
<td><strong>Anal sex position</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Versatile</td>
<td>287 (41.8)</td>
<td>185 (42.9)</td>
<td>102 (40.0)</td>
</tr>
<tr>
<td>Bottom</td>
<td>264 (38.5)</td>
<td>151 (35.0)</td>
<td>113 (44.3)f</td>
</tr>
<tr>
<td>Top</td>
<td>135 (19.7)</td>
<td>95 (22.0)</td>
<td>40 (15.7)</td>
</tr>
<tr>
<td>Ever been tested for HIV</td>
<td>160(23.3)</td>
<td>113(26.2)</td>
<td>47 (18.4)f</td>
</tr>
<tr>
<td>Used recreational drugs in the past 3 months</td>
<td>169 (24.6)</td>
<td>141 (32.7)</td>
<td>28 (11.0)c</td>
</tr>
<tr>
<td>Had male SPs in the past 3 months</td>
<td>407 (59.3)</td>
<td>250 (58.0)</td>
<td>157 (61.6)</td>
</tr>
<tr>
<td>Had male CPs in the past 3 months</td>
<td>334 (48.7)</td>
<td>224 (52.0)</td>
<td>110 (43.1)f</td>
</tr>
<tr>
<td>Two or more male SPs in the past 3 months</td>
<td>68 (9.9)</td>
<td>40 (9.3)</td>
<td>28 (11.0)</td>
</tr>
<tr>
<td>Five or more male CPs in the past 3 months</td>
<td>59 (8.6)</td>
<td>47 (10.9)</td>
<td>12 (4.7)e</td>
</tr>
<tr>
<td>CAIb with male CPs in the past 3 months</td>
<td>114 (16.6)</td>
<td>67 (15.5)</td>
<td>47 (18.4)</td>
</tr>
<tr>
<td>CAI with male SPs in the past 3 months</td>
<td>174 (25.4)</td>
<td>94 (21.8)</td>
<td>80 (31.4)d</td>
</tr>
<tr>
<td>Had group sex with males in the past 3 months</td>
<td>43 (6.3)</td>
<td>35 (8.1)</td>
<td>8 (3.1)d</td>
</tr>
<tr>
<td>Positive for syphilis at baseline</td>
<td>77 (11.2)</td>
<td>45 (10.4)</td>
<td>32 (12.5)</td>
</tr>
<tr>
<td>Willing to accept HIV prevention information push service through GSN apps</td>
<td>259 (37.8)</td>
<td>256 (59.4)</td>
<td>3 (1.2)</td>
</tr>
</tbody>
</table>

aGSN: geosocial networking.
bThese percentages are out of the overall total number of men who have sex with men (N=686). The rest of the percentages are out of the specified group (Total, GSN apps’ users, or GSN apps’ nonusers).
c\(P<.001\). Statistical significance was set at alpha=.05.
d\(P<.01\).
The statistical significance of the difference between GSN apps’ users and GSN apps nonusers \( P < .05 \).

SPs: steady partners (sexual activity that takes place between male partners in a romantic relationship and usually implies commitment, emotional attachment, or familiarity between sexual partners).

CPs: casual partners (a one-night stand or casual sex between males who have little or no history with each other).

CAI: condomless anal intercourse.

Figure 2. The percentage of men who have sex with men who used geosocial networking apps over the past 3 months to seek male sexual partners and the HIV incidence density for each specific geosocial networking app. GSN: geosocial networking, PY: person-years.

HIV and Syphilis Incidence and Factors Correlated With HIV Seroconversion

During the follow-up period, 36.0% (155/431) of GSN apps’ users and 27.5% (70/255) of nonusers withdrew from the study. In total, 19 MSM who remained in the study seroconverted to HIV during the study period, of which 16 were GSN apps’ users and 3 were GSN apps’ nonusers. The pooled HIV incidence densities were 8.5 (95% CI 5.0-13.5) per 100 PY among GSN apps’ users and 2.0 (95% CI 0.4-5.8) per 100 PY among nonusers and were significantly different from each other (aHR 3.7, 95% CI 1.1-13.1, \( P = .04 \)). Figure 2 showed the percentage of MSM GSN apps users to seek male sexual partners and the corresponding HIV incidence density in each group.

In total, 56 MSM who remained in the study became seropositive to syphilis during the follow-up, of which 34 were GSN apps’ users and 22 were GSN apps’ nonusers. The syphilis incidence densities were similar among GSN apps’ users (17.4, 95% CI 12.0-22.7 per 100 PY) and nonusers (16.1, 95% CI 9.8-22.3 per 100 PY).

The Kaplan-Meier curves show the differences of the cumulative hazard ratios of HIV seroconversion between GSN apps’ users and nonusers (Figure 3, Panel A), between those who used recreational drugs in the past 3 months and those who did not (Figure 3, Panel B), between MSM who had CAI with CPs in the past 3 months and those who did not (Figure 3, Panel C), and between MSM who had group sex with males in the past 3 months and those who did not (Figure 3, Panel D).

Table 2 contains the HIV incidence among MSM retained in our cohort. Table 3 shows the results of the multivariable Cox regression analysis for predictors correlating with HIV incidence after adjusting for age, level of education, registered residence, ethnicity, marital status, and monthly income. The following characteristics were independently associated with HIV incidence: have ever used GSN apps to seek male sexual partners (i.e. GSN-apps’ users vs nonusers) (aHR 3.7, 95% CI 1.1-13.1, \( P = .04 \)), have used recreational drugs in the past 3 months (aHR 2.6, 95% CI 1.0-6.9, \( P = .048 \)), have had group sex with males in the past 3 months (aHR 4.8,95% CI 1.6-15.0, \( P = .01 \)), and have had CAI with male CPs in the past 3 months (aHR 3.2, 95% CI 1.2-8.4, \( P = .02 \)). The covariate of using GSN apps to seek male sexual partners in the past 3 months had a marginally significant statistical association with HIV incidence (aHR 2.6, 95% CI 0.9-7.9, \( P = .08 \)). In contrast, age of sexual debut (\( P = .90 \)), ever had sexual intercourse with females (\( P = .28 \)), having anal sex position of versatile (\( P = .24 \)) or bottom (\( P = .27 \)) compared with top, having CAI with male SPs in the past 3 months (\( P = .12 \)), the number of CPs (\( P = .30 \), ever being tested for HIV (\( P = .75 \)), and syphilis infection at baseline (\( P = .67 \)) were not statistically associated with HIV incidence (Table 3).
Figure 3. Kaplan-Meier estimates for high-risk factors of HIV seroconversion. GSN: geosocial networking, CAI: condomless anal intercourse, CP: casual partner.
Table 2. HIV incidence among men who have sex with men retained in our cohort in Shenyang (N=461).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=461&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Incidence, n (%)</th>
<th>Observed person-years (PY)</th>
<th>Incidence rate (per 100 PY)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age of sexual debut (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>205</td>
<td>9 (4.4)</td>
<td>153.1</td>
<td>5.9</td>
</tr>
<tr>
<td>&gt;20</td>
<td>256</td>
<td>10 (3.9)</td>
<td>181.5</td>
<td>5.5</td>
</tr>
<tr>
<td><strong>Ever had sexual intercourse with females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>246</td>
<td>7 (2.8)</td>
<td>177.2</td>
<td>4.0</td>
</tr>
<tr>
<td>No</td>
<td>215</td>
<td>12 (5.6)</td>
<td>157.4</td>
<td>7.6</td>
</tr>
<tr>
<td><strong>Anal sex position</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Versatile</td>
<td>208</td>
<td>7 (3.4)</td>
<td>162.3</td>
<td>4.3</td>
</tr>
<tr>
<td>Bottom</td>
<td>168</td>
<td>6 (3.6)</td>
<td>118.1</td>
<td>5.1</td>
</tr>
<tr>
<td>Top</td>
<td>85</td>
<td>6 (7.1)</td>
<td>54.2</td>
<td>11.1</td>
</tr>
<tr>
<td><strong>Ever been tested for HIV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>95</td>
<td>5 (5.3)</td>
<td>63.9</td>
<td>7.8</td>
</tr>
<tr>
<td>No</td>
<td>366</td>
<td>14 (3.8)</td>
<td>270.7</td>
<td>5.2</td>
</tr>
<tr>
<td><strong>Used recreational drugs in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>141</td>
<td>10 (7.1)</td>
<td>75.3</td>
<td>13.3</td>
</tr>
<tr>
<td>No</td>
<td>320</td>
<td>9 (2.8)</td>
<td>259.3</td>
<td>3.5</td>
</tr>
<tr>
<td><strong>Number of male steady partners in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥2</td>
<td>51</td>
<td>0 (0.0)</td>
<td>39.4</td>
<td>0.0</td>
</tr>
<tr>
<td>&lt;2</td>
<td>410</td>
<td>19 (4.6)</td>
<td>295.2</td>
<td>6.4</td>
</tr>
<tr>
<td><strong>Number of male casual partners in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>43</td>
<td>3 (7.0)</td>
<td>31.9</td>
<td>9.4</td>
</tr>
<tr>
<td>&lt;5</td>
<td>418</td>
<td>16 (3.8)</td>
<td>302.7</td>
<td>5.3</td>
</tr>
<tr>
<td><strong>Condomless anal intercourse with male casual partners in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>77</td>
<td>7 (9.1)</td>
<td>55.4</td>
<td>12.6</td>
</tr>
<tr>
<td>No</td>
<td>384</td>
<td>12 (3.1)</td>
<td>279.2</td>
<td>4.3</td>
</tr>
<tr>
<td><strong>Condomless anal intercourse with male steady partners in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>120</td>
<td>2 (1.7)</td>
<td>89.2</td>
<td>2.2</td>
</tr>
<tr>
<td>No</td>
<td>341</td>
<td>17 (5.0)</td>
<td>245.5</td>
<td>6.9</td>
</tr>
<tr>
<td><strong>Had group sex with males in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>31</td>
<td>4 (12.9)</td>
<td>28.6</td>
<td>14.0</td>
</tr>
<tr>
<td>No</td>
<td>430</td>
<td>15 (3.5)</td>
<td>306.1</td>
<td>4.9</td>
</tr>
<tr>
<td><strong>Positive for syphilis at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>59</td>
<td>3 (5.1)</td>
<td>47.0</td>
<td>6.4</td>
</tr>
<tr>
<td>No</td>
<td>402</td>
<td>16 (4.0)</td>
<td>287.6</td>
<td>5.6</td>
</tr>
<tr>
<td><strong>Ever used geosocial networking apps to seek male sexual partners (ie, GSN-apps’ users vs nonusers)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>264</td>
<td>16 (6.1)</td>
<td>187.3</td>
<td>8.5</td>
</tr>
<tr>
<td>No</td>
<td>197</td>
<td>3 (1.5)</td>
<td>147.3</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>Used geosocial networking apps to seek male sexual partners in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>239</td>
<td>14 (5.9)</td>
<td>175.5</td>
<td>8.0</td>
</tr>
<tr>
<td>No</td>
<td>222</td>
<td>5 (2.3)</td>
<td>159.2</td>
<td>3.1</td>
</tr>
</tbody>
</table>

<sup>a</sup>The number of GSN apps’ users and nonusers retained to at least one 3-month follow-up visit.
Table 3. Multivariable Cox regression analysis of HIV incidence among men who have sex with men retained in our cohort in Shenyang (N=461).

<table>
<thead>
<tr>
<th>Characteristics of users and nonusers&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Crude analysis</th>
<th>Multivariable analysis&lt;sup&gt;b&lt;/sup&gt;, cHR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age of sexual debut (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>1.3 (0.5-3.3)</td>
<td>1.1 (0.4-2.8)</td>
<td>.90</td>
</tr>
<tr>
<td>&gt;20</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>Ever had sexual intercourse with females</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.5 (0.2-1.3)</td>
<td>0.6 (0.2-1.6)</td>
<td>.28</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>Anal sex position</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Versatile</td>
<td>0.4 (0.1-1.2)</td>
<td>0.5 (0.1-1.6)</td>
<td>.24</td>
</tr>
<tr>
<td>Bottom</td>
<td>0.5 (0.1-1.4)</td>
<td>0.5 (0.1-1.7)</td>
<td>.27</td>
</tr>
<tr>
<td>Top</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>Ever been tested for HIV</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.5 (0.5-4.1)</td>
<td>1.2 (0.4-3.4)</td>
<td>.75</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>Used recreational drugs in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.5 (1.0-6.2)</td>
<td>2.6 (1.0-6.9)</td>
<td>.048</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>Number of male SPs&lt;sup&gt;d&lt;/sup&gt; in the past 3 months</strong></td>
<td></td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>≥2</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td><strong>Number of male CPs&lt;sup&gt;b&lt;/sup&gt; in the past 3 months</strong></td>
<td></td>
<td>1.7 (0.5-6.0)</td>
<td>1.9 (0.6-6.7)</td>
</tr>
<tr>
<td>≥5</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td>&lt;5</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>CAI with male CPs in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.9 (1.1-7.4)</td>
<td>3.2 (1.2-8.4)</td>
<td>.02</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>CAI with male SPs in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.3 (0.1-1.4)</td>
<td>0.3 (0.1-1.4)</td>
<td>.12</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>Had group sex with males in the past 3 months</strong></td>
<td></td>
<td>4.3 (1.4-13.1)</td>
<td>4.8 (1.6-15.0)</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>Positive for syphilis at baseline</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.2 (0.4-4.1)</td>
<td>1.3 (0.4-4.8)</td>
<td>.67</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td><strong>Ever used GSN&lt;sup&gt;l&lt;/sup&gt; apps to seek male sexual partners</strong></td>
<td></td>
<td>4.1 (1.2-14.2)</td>
<td>3.7 (1.1-13.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>---</td>
</tr>
</tbody>
</table>

<sup>a</sup> Crude analysis vs Reference

<sup>b</sup> Multivariable analysis vs Reference

<sup>c</sup> cHR = Crude Hazard Ratio

<sup>d</sup> N/A = Not applicable

<sup>e</sup> Reference

<sup>f</sup> CAI = Contactless Anal Interactions

<sup>g</sup> GSN = Geosocial Networking

<sup>h</sup> VNS = Virtual Networking System

<sup>i</sup> SP = Social Partner

<sup>j</sup> CP = Commercial Partner
Factors Correlated With Cohort Retention

Compared with MSM who withdrew from the cohort, MSM who were retained to at least one follow-up visit had lower HIV proportion of using GSN apps to seek male sexual partners (57.1% [264/461] vs. 74.2% [167/225], \( P < .01 \)), displayed marginally higher rates of syphilis at baseline (12.8% [59/461] vs 8.0% [18/225], \( P = .06 \)), had marginally higher rates of being older than 20 years at the age of sexual debut (55.5% [256/461] vs 48.4% [109/225], \( P = .08 \)), and had marginally higher proportion of \( \geq 2 \) SPs in the past 3 months (11.1% [51/461] vs 6.7% [15/225], \( P = .07 \)). There were no statistically significant differences between these 2 groups over the 3 months before the baseline interview in terms of recreational drug use (\( P = .65 \)), having CAI with male CPs (\( P = .93 \)), having CAI with male SPs (\( P = .57 \)), the number of CPs (\( P = .33 \)), having group sex with males (\( P = .48 \)), and having used GSN apps to seek male sexual partners (\( P = .12 \); Table 4).
### Table 4. Comparisons of high-risk factors for HIV infection between men who have sex with men who were retained and who withdrew from the follow-up (N=686).

<table>
<thead>
<tr>
<th>High-risk factors for HIV infection</th>
<th>Retained (n=461), n (%)</th>
<th>Withdrew (n=225), n (%)</th>
<th>Chi-square</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Used recreational drugs in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>141 (30.6)</td>
<td>65 (28.9)</td>
<td>0.2</td>
<td>1</td>
<td>.65</td>
</tr>
<tr>
<td>No</td>
<td>320 (69.4)</td>
<td>160 (71.1)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Age of sexual debut (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>205 (44.5)</td>
<td>116 (51.6)</td>
<td>3.1</td>
<td>1</td>
<td>.08</td>
</tr>
<tr>
<td>&gt;20</td>
<td>256 (55.5)</td>
<td>109 (48.4)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>CAI&lt;sup&gt;b&lt;/sup&gt; with male CPs&lt;sup&gt;c&lt;/sup&gt; in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>77 (16.7)</td>
<td>37 (16.4)</td>
<td>0.0</td>
<td>1</td>
<td>.93</td>
</tr>
<tr>
<td>No</td>
<td>384 (83.3)</td>
<td>188 (83.6)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>CAI with male SPs&lt;sup&gt;d&lt;/sup&gt; in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>120 (26.0)</td>
<td>54 (24.0)</td>
<td>0.3</td>
<td>1</td>
<td>.57</td>
</tr>
<tr>
<td>No</td>
<td>341 (74.0)</td>
<td>171 (76.0)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Had group sex with males in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>31 (6.7)</td>
<td>12 (5.3)</td>
<td>0.5</td>
<td>1</td>
<td>.48</td>
</tr>
<tr>
<td>No</td>
<td>430 (93.3)</td>
<td>213 (94.7)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of SPs in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥2</td>
<td>51 (11.1)</td>
<td>15 (6.7)</td>
<td>3.4</td>
<td>1</td>
<td>.07</td>
</tr>
<tr>
<td>&lt;2</td>
<td>410 (88.9)</td>
<td>210 (93.3)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of CPs in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>43 (9.3)</td>
<td>16 (7.1)</td>
<td>0.9</td>
<td>1</td>
<td>.33</td>
</tr>
<tr>
<td>&lt;5</td>
<td>418 (90.7)</td>
<td>209 (92.9)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Positive for syphilis at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>59 (12.8)</td>
<td>18 (8.0)</td>
<td>3.5</td>
<td>1</td>
<td>.06</td>
</tr>
<tr>
<td>No</td>
<td>402 (87.2)</td>
<td>207 (92.0)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Ever used GSN&lt;sup&gt;e&lt;/sup&gt; apps to seek male sexual partners</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>264 (57.1)</td>
<td>167 (74.2)</td>
<td>18.6</td>
<td>1</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>No</td>
<td>197 (42.7)</td>
<td>70 (25.8)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Used GSN apps to seek male sexual partners in the past 3 months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>239 (51.8)</td>
<td>131 (58.2)</td>
<td>2.5</td>
<td>1</td>
<td>.12</td>
</tr>
<tr>
<td>No</td>
<td>222 (48.2)</td>
<td>94 (41.8)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>CAI: condomless anal intercourse.
<sup>c</sup>CPs: casual partners.
<sup>d</sup>SPs: steady partners.
<sup>e</sup>GSN: geosocial networking.

### Discussion

#### Principal Findings

This 18-month prospective cohort study found that GSN apps’ users had significantly higher HIV incidence compared with GSN apps’ nonusers. We also determined possible mechanisms for how GSN apps’ use causes higher HIV incidence. GSN apps’ users were more likely to participate in group sex with males, have CAI with male CPs, use recreational drugs, and could have used GSN apps to facilitate these risky behaviors that are associated with HIV infection. In addition, 59.4% (256/431) of GSN apps’ users were willing to accept HIV prevention information disseminated through these GSN apps.
Comparison With Prior Work

Almost all previous peer-reviewed GSN apps–related surveys in MSM have been conducted in the United States and China. In our study, 62.8% (431/686) of MSM participants had used GSN apps at least once to seek male sexual partners, which is similar to the percentage previously published in the United States (36.0%-63.6%) [7,11,12], but slightly higher than a prior study of Chinese MSM (40.6%) [6]. In addition, 85.8% (370/431) GSN apps’ users had sought sexual partners through GSN apps in the past 3 months; this percentage is higher than the percentage of MSM GSN apps’ users in the United States (56.0%), and the median duration for which MSM use GSN apps to seek male sexual partners in our cohort is similar to that used by MSM in the United States (about 12 months) [17,18]. These results suggest that GSN apps’ use in China is similar to that in the United States; thus, China’s HIV prevention strategies targeting MSM using GSN apps can build on previous experiences of using GSN-APP platforms in the United States to conduct improved novel HIV prevention approaches focused on MSM [24], although the types of GSN apps used by MSM to seek sexual partners may be different.

Significance of the Study Results

Since the emergence of GSN apps, it is unclear whether their use increases the risk of HIV among their users. It has been speculated that as GSN apps allow for easier access to casual sexual relationships, their use increases the number of sexual partners and, thus, increases the risk of HIV infection [12-16]. In contrast, others have argued that specifically GSN apps’ use does not increase HIV–related high-risk behaviors including CAI [6,19] and, thus, does not increase the risk of HIV infection [11,14,16]. As all previous peer surveys were cross-sectional studies, they were unable to establish temporality and, thus, were unable to draw conclusions on the relationship between putative causes and the outcome of HIV infection. This study showed that among MSM in China, GSN apps’ users have nearly 4 times the HIV incidence rate of nonusers. As this study is a prospective cohort survey, it can not only evaluate whether the HIV incidence rate is linked with GSN apps’ use but can also control the influence of related confounding factors. The multivariable Cox regression model indicated that certain high-risk behaviors are significantly correlated with higher HIV incidence rates after adjusting for potential confounding factors.

In addition, the prospective study allowed for a temporal sequence between putative cause and outcome and, thus, addressed a critical gap in the available literature about GSN apps’ use and new HIV infections among MSM. We were able to determine potential mechanisms underpinning how GSN apps’ use may lead to new HIV infections for its users. We found that GSN apps’ users were more likely to use recreational drugs, have larger numbers of male CPs, and have group sex with males compared with GSN apps’ nonusers. These high-risk behaviors for HIV infection were later confirmed in the multivariable Cox regression analysis to be independent correlates of HIV incidence, and these results were consistent with previous publications [8,10-12,16,25-27]. These results suggest that GSN apps’ use increases the HIV incidence rate among their users through facilitating recreational drug use and higher numbers of sexual partners. Interestingly, we found ever using GSN apps to seek male sexual partners at baseline was an independent significant predictor of HIV seroconversion (P=0.04), but the covariate of using GSN apps to seek male sexual partners in the past 3 months only had a marginal statistical association with study outcome (.05< P<.10). One of the possible reasons for the above difference may be attributed to insufficient efficiency of statistical power for the latter covariate. Statistical power is positively associated with sample size, and the number of participants who ever used GSN apps to seek male sexual partners in this study was just relatively higher than that of participants who used GSN apps to seek male sexual partners in the past 3 months (264 vs 226), which may partly explain the above inconsistence of P values. In this study, we used time-dependent Cox regression model to analyze the influence of GSN apps’ use on HIV incidence. The baseline life-time GSN-app using behavior and the GSN app using behavior in past 3 months was set as a fixed covariate and time-dependent covariate, respectively. This data analysis strategy may help public health workers to fully understand the influence of GSN app use behavior within different window periods on HIV seroconversion risk.

Encouragingly, we also found that 59.4% (256/431) of GSN apps’ users in this survey were willing to accept HIV prevention information disseminated through GSN apps. These results have important implications considering the severe social discrimination toward MSM, low sexual orientation disclosure rate, and low HIV testing rate in China [28]. Recently, some social media platforms, including Facebook and Grindr, have collaborated with researchers to disseminate HIV prevention information, promote HIV testing, and link MSM to medical care [24,29]. Thus, future steps include developing interventions circulated through these GSN-APP platforms to reach the target high-risk MSM population to mitigate the HIV epidemic in this community. Further studies need to evaluate the relative impact of HIV prevention interventions disseminated through GSN apps used by MSM compared with traditional facility-based interventions at voluntary counseling and testing clinics or hospitals.

Our study indicated that MSM who use GSN apps compared with nonusers were more likely to be younger than 24 years (31.8% [137/431] vs 15.3% [39/255]) and to be university students (15.5% [67/431] vs 4.7% [12/255]). Currently in China, rates of new HIV infections among young MSM, especially university students, have greatly increased [30]. The Chinese government reported that the number of 15- to 24-year-olds in China who live with HIV more than doubled from 8354 people living with HIV (PLWH) in 2008 to 16,986 PLWH in 2015. Furthermore, the proportion of university students among PLWHs aged between 15 and 24 years increased from 5.8% in 2008 to 19.1% in 2015. Our study results indicate that many young MSM using GSN apps suggest that using these platforms to promote HIV prevention strategies could be effective at targeting young MSM in China.

Future Studies

The results suggest that GSN apps’ users were significantly associated with higher education levels and higher HIV testing
rates compared with nonusers. Studies have shown that people with higher levels of education tend to have higher incomes [31] and, thus, are more likely to have the income needed to purchase expensive smartphones that recognize GSN app software. Less than 50% of Chinese MSM in a prior study got tested for HIV in the previous 12 months [32]; this low HIV testing rate is a serious obstacle in controlling the HIV epidemic [33]. Studies in the United States and in the United Kingdom have shown that promotion of HIV testing can be effectively conducted through GSN app platforms [34,35]. However, currently, there is no published research discussing using GSN app platforms to promote HIV testing among Chinese MSM. The study results support integrating GSN app platforms, in particular Blued, into public health HIV testing promotion strategies to reach MSM.

As there were no significant differences in high-risk sexual behaviors between those who were retained in the study and those who withdrew, it is possible that missing data from those who withdrew from the cohort did not lead to serious bias. Thus, the HIV incidence rate derived from the MSM who were retained to at least one follow-up visit may accurately represent the HIV incidence of the overall recruited MSM population.

Study Strengths
The study design was a prospective cohort study; this study was conducted among a relatively large sample of MSM and controlled for the influence of many relevant confounders. In addition, it included information on sociodemographics, high-risk behavior for HIV infection, and laboratory testing for HIV and syphilis. Moreover, this study explored possible mechanisms through which GSN apps’ use leads to an increase in the HIV incidence rate; the study results suggested the association between GSN apps’ use and higher HIV incidence.

Conclusions
The GSN apps’ users had higher incidence rates of HIV seroconversion than nonusers, which may be influenced by their higher rates of HIV-related high-risk behavior, including recreational drug use and multiple CPs. Thus, public health workers must collaborate with GSN-app operators to develop an Web-based and offline comprehensive HIV intervention strategy targeting users of these platforms to mitigate the HIV epidemic among MSM.
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