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Abstract

Background: Self-guided internet-based cognitive behavioral therapies (iCBTs) for depressive symptoms may substantially increase accessibility to mental health treatment. Despite this, questions remain as to the generalizability of the research on self-guided iCBT.

Objective: We sought to describe the clinical entry criteria used in studies of self-guided iCBT, explore the criteria’s effects on study outcomes, and compare the frequency of use of these criteria with their use in studies of face-to-face psychotherapy and antidepressant medications. We hypothesized that self-guided iCBT studies would use more stringent criteria that would bias the sample toward those with a less complex clinical profile, thus inflating treatment outcomes.

Methods: We updated a recently published meta-analysis by conducting a systematic literature search in PubMed, MEDLINE, PsycINFO, and EMBASE. We conducted a meta-regression analysis to test the effect of the different commonly used psychiatric entry criteria on the treatment-control differences. We also compared the frequency with which exclusion criteria were used in the self-guided iCBT studies versus studies of face-to-face psychotherapy and antidepressants from a recently published review.

Results: Our search yielded 5 additional studies, which we added to the 16 studies identified by Karyotaki and colleagues in 2017. Few self-guided iCBT studies excluded patients with severe depressive symptoms (6/21, 29%), but self-guided iCBT studies were more likely than antidepressant (14/170, 8.2%) studies to use this criterion. However, self-guided iCBT studies did not use this criterion more frequently than face-to-face psychotherapy studies (6/16, 38%). Beyond this, we found no evidence that self-guided iCBTs used more stringent entry criteria. Strong evidence suggested that they were actually less likely to use most entry criteria, especially exclusions on the basis of substance use or personality pathology. None of the entry criteria used had an effect on outcomes.

Conclusions: A conservative interpretation of our findings is that the patient population sampled in the literature on self-guided iCBT is relatively comparable with that of studies of antidepressants or face-to-face psychotherapy. Alternatively, studies of unguided cognitive behavioral therapy may sample from a more heterogeneous and representative patient population. Until evidence emerges to suggest otherwise, the patient population sampled in self-guided iCBT studies cannot be considered as less complex than the patient population from face-to-face psychotherapy or antidepressant studies.

(J Med Internet Res 2018;20(11):e10113) doi:10.2196/10113
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Introduction

Background
Depression is one of the leading causes, if not the leading cause, of disability worldwide [1,2]. A well-recognized barrier to reducing the level of disability associated with depression and other common mental disorders is the scarcity of available treatment providers [3]. Although there is a scarcity of providers, the research data support a wide variety of treatments for depression that vary in their modality (eg, self-management, psychotherapy, medications), as well as in how time and resource intensive they are for patients and providers. The combination of antidepressants and psychotherapy is widely seen as providing the best cost-benefit ratio for severe depression [4]. However, it is nearly impossible to advocate this or any other treatment approach as a first-line intervention because depression is highly heterogeneous in its prognosis [5-7]. For example, 50% to 75% of patients with first-onset major depressive episodes recover within a 3- to 6-month period, but 15% to 20% of cases are chronic [8-11]. Similarly, although 50% of patients recover and do not experience a relapse in 20- to 30-year follow-ups, approximately 35% of individuals experience a recurrent course [9,12,13]. Moreover, the presentation of depressive symptoms is highly heterogeneous. Approximately half of cases are classified as mild to moderate [14], but a proportion of cases involve psychotic symptoms (eg, 27%-53% [15]) or suicidal risk (eg, 15% [15]). As well, there is a substantial degree of comorbidity with other disorders [14].

A major advancement in the study of treatments for depression is the discovery that self-guided internet-based cognitive behavioral therapy (iCBT) can be more effective than control conditions [17]. In these interventions, patients complete interactive Web-based programs based on the principles of cognitive behavioral therapy with no therapeutic support, although sometimes technical support is available. The efficacy of these interventions can be enhanced by therapist support, although this effect may be smaller than previously thought (eg, standardized mean difference symptoms = 0.27 [18-20]). The high prevalence of depression and the ubiquity of internet access and mobile phone ownership make self-guided iCBTs hugely promising in reducing the burden of disability associated with depressive symptoms, even if they were somewhat less effective than guided iCBTs [21]. Kazdin and Blase [3] have called attention to the fact that the number of individuals with mental disorders such as depression far outnumbers the number of mental health providers available to deliver treatment. Thus, self-guided iCBT has the potential for a greater public health impact than guided iCBT or other forms of treatment that require contact with a trained professional [21]. However, a key concern in evaluating the self-guided iCBT treatment literature is the degree to which the patient population in randomized controlled trials (RCTs) is representative of the heterogeneous nature of the prognosis, severity, and comorbidity found in depressed patients. More than 20 years ago, Seligman [22] pointed out that the literature attesting to the efficacy of face-to-face psychotherapy was limited by virtue of the inclusion and exclusion criteria used, which excluded patients with subthreshold symptoms as well as comorbid conditions. Western

Objective
We sought to review the entry criteria used in trials of self-guided iCBT. We did this by updating and coding the studies from the latest meta-analysis of self-guided iCBT, which was published by Karyotaki et al [17]. In addition to reporting the overall frequency with which specific criteria were used, we sought to explore the relationship between the specific entry criteria and the study-level outcome. Finally, to provide some context for evaluating the frequency with which self-guided iCBT studies used different exclusion criteria, we compared the frequency of use of entry criteria in self-guided iCBT trials versus the rate of inclusion criteria used in face-to-face psychotherapy trials and trials of antidepressant medications. The aim of this analysis was for face-to-face psychotherapy and antidepressant studies to serve as a kind of benchmark against which to compare the self-guided iCBT literature. A prior study suggested that face-to-face psychotherapy trials were less likely than antidepressant trials to use most of the specific entry criteria coded by the study authors [30]. Other studies similarly suggested that psychotherapy studies may be somewhat more generalizable than pharmacotherapy studies for adolescent depression [31], borderline personality disorder [32], social anxiety [33], and posttraumatic stress disorder [34], although not generalized anxiety disorder [35]. Based on prior data [23], we hypothesized that the use of more stringent entry criteria would be associated with better outcomes. However, because studies of self-guided iCBT are often fully remote and lack human support, we hypothesized that studies of self-guided iCBT would use more stringent psychiatric entry criteria than would face-to-face psychotherapy and pharmacotherapy trials.

Methods
Identification and Rating of Studies
We obtained RCTs exploring the efficacy of self-guided iCBT for depression in adults by referencing and updating the latest meta-analysis of self-guided iCBT for depression [17]. Those authors consulted a broad database of psychological treatments for depression that was constructed from a systematic literature search of free terms combining “psychotherapy” and “depression” in PubMed, EMBASE, PsycINFO, and the Cochrane Library published up to January 1, 2016. We updated

http://www.jmir.org/2018/11/e10113/
the review by applying the same search criteria (see Multimedia Appendix 1), narrowing our search for internet-based interventions. We included studies if they included adults (>18 years of age) with a diagnosis of major depressive disorder on a psychiatric semistructured interview, with elevated symptoms of depression (ie, any specific cutoff score on a depression questionnaire), or who were seeking or undergoing treatment for depression. Two of the authors (LLL, EJ) rated all articles for the presence of common psychiatric inclusion and exclusion criteria used in treatment studies [26], resolving discrepancies by consensus. Descriptive analyses summarizing the specific entry criteria of the iCBT trials are presented. We rated risk of bias according to the Cochrane Collaboration risk-of-bias assessment tool [36]. We rated the primary outcome studies. When we could not determine a specific domain category from the main outcome study, we rated protocol articles if they were available or any publicly available study registry (eg, ClinicalTrials.gov).

Meta-Regression

We calculated Hedges g to quantify the difference between self-guided iCBT and control conditions on symptoms of depression. Hedges g is derived from the difference between the average posttreatment scores on self-reported measures of depressive symptoms in the 2 groups (ie, self-guided iCBT group vs the control group), divided by the pooled standard deviation while adjusting for small-sample bias. For entry criteria that had sufficient representation in the dataset (ie, ≥3 studies used them), we conducted meta-regressions, using the R statistical computing language version R-3.5.0. (R Foundation) package metafor [37], to examine the relationship between using specific entry criteria and outcomes. First, we conducted individual meta-regressions in which we repressed the study-level effect size on each of the exclusion criteria used. Then, we repressed the number of exclusion criteria used on the study-level outcomes. Finally, we conducted a simultaneous meta-regression in which we repressed outcomes on all entry criteria.

Meta-regressions were run in a random effects meta-analytic framework, using exclusion criteria either as dummy-coded categorical variables (0/1) or as an ordinal variable (ie, the number of exclusions). In line with current best practices for calculating confidence intervals with more accurate coverage and less-inflated type I error, we used the Sidik-Jonkman random effects estimator and the Hartung-Knapp adjustment [38,39].

Benchmarking Against Antidepressant and Face-to-Face Psychotherapy

To provide a rough index of how entry criteria for guided iCBT studies compare with those of other treatments, we drew on recent reviews of the entry criteria of trials of adult depression with antidepressants [26-29] and face-to-face psychotherapy [30]. These reviews employed searches in PubMed, EMBASE, and PsycINFO, as well as individual meta-analyses and specific journals, to identify acute treatment outcomes studies for depression. The search was limited to studies in which antidepressants or face-to-face psychotherapy was compared with a control condition, so studies of multiple treatments (eg, 2 psychotherapies) were only included if a control condition was used. There are systematic differences between antidepressant and face-to-face pharmacotherapy studies regarding the type of controls employed [40]. Virtually all pharmacotherapy studies use a pill placebo, whereas the efficacy of face-to-face psychotherapy, as well as self-guided iCBT, is tested with a more diverse mix of controls, including a waiting list, treatment as usual, pill placebos, and other conditions (eg, relaxation) that are intended as a control for nonspecific effects (eg, attention). Thus, we searched for face-to-face psychotherapy trials in which a waiting list, treatment as usual, or placebo control was used. We excluded trials if they focused exclusively on comorbidities (eg, only depression and alcohol use), whether psychiatric or general medical, as they are, by definition, less inclusive. As well, we did not include trials focused on subtypes of depression, inpatients, or patients with specific symptom profiles (eg, cognitive symptoms). The application of these criteria yielded 170 studies of antidepressants and 16 studies of face-to-face psychotherapy. To compare the differences between the self-guided iCBT studies and studies of antidepressants and face-to-face psychotherapies, we used a chi-square test, or Fisher exact test when we expected any cell to have a frequency lower than 5.

Results

Study Characteristics

We identified 5 new studies (see Multimedia Appendix 1) since the publication of the review by Karyotaki et al [17] that met our inclusion criteria (see Figure 1). Thus, we coded 21 RCTs comparing self-guided iCBTs versus a control in our updated review. These studies analyzed data for 4781 participants. Like Karyotaki et al, we found risk of bias to be low across most studies (see Multimedia Appendix 1).

There were differences between the self-guided iCBT studies, the antidepressant studies, and the face-to-face psychotherapy studies in terms of sample size per study arm ($F_{2,204}=6.45$, $P=.002$) and country of origin ($\chi^2=48.3$, $P<.001$), but no differences in the percentage of studies that excluded participants based on an upper age limit ($\chi^2=1.5$, $P=.48$). Antidepressant (mean 120.69, SD 74.10) and self-guided iCBT (mean 140.61, SD 109.16) studies tended to have more participants in each study arm than face-to-face psychotherapy studies did (mean 55.12, SD 39.48). Most self-guided iCBT studies originated from single sites within European countries (14/21, 67%). By way of contrast, only 5 of the psychotherapy studies were conducted in Europe (5/16, 31%) and, instead, the face-to-face psychotherapy studies were more likely to be published in the United States (8/16, 50%). Very few antidepressants studies were published from within single European countries (15/170, 8.8%), as most were published in the United States (101/171, 59.4%).

Table 1 lists the psychiatric inclusion and exclusion criteria used in the self-guided iCBT trials.
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flowchart for self-guided internet-based cognitive behavioral therapy (iCBT) studies included in the systematic review and meta-regression analysis. CBT: cognitive behavioral therapy.
Table 1. Psychiatric exclusion criteria of randomized controlled trials of self-guided internet-based cognitive behavioral therapy for depressive symptoms (N=21).

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severity scale score below the cutoff (minimum score)</td>
<td>15 (71)</td>
</tr>
<tr>
<td>Severity scale score above the cutoff (maximum score)</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Psychosis</td>
<td>12 (57)</td>
</tr>
<tr>
<td>Substance abuse or dependence</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Significant suicidal ideation or risk</td>
<td>13 (62)</td>
</tr>
<tr>
<td>History of suicide attempt(s)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Episode length too long</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Episode length too short</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Any axis II disorder</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Any axis I disorder</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Antisocial personality disorder</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Schizotypal personality disorder</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

At least half of the iCBT studies used the following 3 criteria: psychotic disorder or current psychotic symptoms (12/21, 57%), a minimum symptom severity on a depression scale (15/21, 71%), and significant suicidal ideation (13/21, 62%). The other criteria were used relatively infrequently. As has been noted of studies of antidepressants and face-to-face psychotherapy, there was considerable variability in the operationalization of these criteria. For example, of the 15 studies that excluded patients on the basis of a minimum score on a depression severity measure, 6 used the Patient Health Questionnaire-8 or -9 as an exclusion criterion, 4 used the Beck Depression Inventory (BDI), and 2 used the Kessler Psychological Distress Scale. The remaining 3 studies used other scales (eg, the Center for Epidemiologic Studies Depression Scale [CES-D]).

Effects of Entry Criteria on Outcomes

Only 5 of the exclusion criteria were used with enough frequency (ie, >3 uses) that we could explore whether their use was associated with treatment outcomes: minimum symptom severity, maximum symptom severity, psychosis, substance misuse, and suicidality. Table 2 lists the results of the meta-regressions in which we regressed the study-level effect sizes (I^2) on the basis of a minimum score on a depression severity measure, 6 used the Patient Health Questionnaire-8 or -9 as an exclusion criterion, 4 used the Beck Depression Inventory (BDI), and 2 used the Kessler Psychological Distress Scale. The remaining 3 studies used other scales (eg, the Center for Epidemiologic Studies Depression Scale [CES-D]).

When specifically compared with studies of antidepressant medications, studies of self-guided iCBT were less likely to use almost all the exclusion criteria coded. For example, compared with studies of antidepressants (143/170, 84.1%), self-guided iCBT studies were less likely (12/21, 57%) to exclude patients on the basis of psychotic symptoms or a diagnosis (χ²₁=7.2, P=.01). Similarly, 41.2% (70/170) of studies on antidepressants excluded patients on the basis of borderline personality disorder, although no self-guided iCBT study used this criterion (Fisher P<.001). The only exception to this general pattern of self-guided iCBT studies being more, rather than less, inclusive was on the basis of a maximum symptom severity exclusion. Only 29% (6/21) of the self-guided iCBT studies excluded patients on the basis of high symptom severity. However, this exclusion occurred more frequently in the iCBT studies than in the antidepressant studies (14/170, 8.2%; χ²₁=6.2, P=.01). The self-guided iCBT studies were no more likely than face-to-face psychotherapy studies (6/16, 38%; χ²₁=.05, P=.83) to use this criterion.
Table 2. Meta-regression coefficients for the relationship between individual exclusion criteria and study-level internet-based cognitive behavioral therapy controlled outcomes. No findings were significant at $P<.05$.

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
<th>Single-predictor models, $g$ (95% CI)</th>
<th>Simultaneous-predictor model, $g$ (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum symptom severity</td>
<td>$-0.12 (-0.41$ to $0.17)$</td>
<td>$-0.18 (-0.52$ to $0.16)$</td>
</tr>
<tr>
<td>Maximum symptom severity</td>
<td>$-0.04 (-0.33$ to $0.25)$</td>
<td>$-0.10 (-0.45$ to $0.26)$</td>
</tr>
<tr>
<td>Psychosis</td>
<td>$0.07 (-0.20$ to $0.34)$</td>
<td>$0.04 (-0.38$ to $0.46)$</td>
</tr>
<tr>
<td>Substance problems</td>
<td>$0.02 (-0.29$ to $0.33)$</td>
<td>$0.05 (-0.39$ to $0.49)$</td>
</tr>
<tr>
<td>Suicidality</td>
<td>$0.09 (-0.18$ to $0.36)$</td>
<td>$0.16 (-0.24$ to $0.55)$</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the frequency of use of different inclusion and exclusion criteria across self-guided internet-based cognitive behavioral therapy (iCBT), face-to-face psychotherapy (F2F), and antidepressant medication (AM) trials.

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
<th>iCBT (n=21)</th>
<th>F2F (n=16)</th>
<th>AM (n=170)</th>
<th>P value</th>
<th>iCBT vs F2F vs AM</th>
<th>iCBT vs F2F</th>
<th>iCBT vs AM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum symptom severity</td>
<td>15 (71)</td>
<td>13 (81)</td>
<td>170 (100.0)</td>
<td>&lt;.001</td>
<td>.70</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Maximum symptom severity</td>
<td>6 (29)</td>
<td>6 (38)</td>
<td>14 (8.2)</td>
<td>&lt;.001</td>
<td>.83</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Psychosis</td>
<td>12 (57)</td>
<td>14 (88)</td>
<td>143 (84.1)</td>
<td>.02</td>
<td>.07</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Substance abuse or dependence</td>
<td>5 (24)</td>
<td>12 (75)</td>
<td>137 (80.6)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Suicidal risk</td>
<td>13 (62)</td>
<td>9 (56)</td>
<td>128 (75.3)</td>
<td>.14</td>
<td>.99</td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td>Prior suicide attempt(s)</td>
<td>1 (5)</td>
<td>2 (12)</td>
<td>35 (20.6)</td>
<td>.21</td>
<td>.57</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>Episode length too long</td>
<td>1 (5)</td>
<td>2 (12)</td>
<td>34 (20.0)</td>
<td>.21</td>
<td>.57</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>Episode length too short</td>
<td>1 (5)</td>
<td>2 (12)</td>
<td>81 (47.6)</td>
<td>&lt;.001</td>
<td>.57</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Any axis II disorder</td>
<td>0 (0)</td>
<td>3 (19)</td>
<td>60 (35.3)</td>
<td>&lt;.001</td>
<td>.07</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Any axis I disorder</td>
<td>1 (5)</td>
<td>1 (6)</td>
<td>46 (27.1)</td>
<td>.01</td>
<td>&gt;.99</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>0 (0)</td>
<td>5 (31)</td>
<td>70 (41.2)</td>
<td>&lt;.001</td>
<td>.01</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Antisocial personality disorder</td>
<td>0 (0)</td>
<td>5 (31)</td>
<td>68 (40.0)</td>
<td>&lt;.001</td>
<td>.01</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Schizotypal personality disorder</td>
<td>0 (0)</td>
<td>5 (31)</td>
<td>63 (37.1)</td>
<td>&lt;.001</td>
<td>.01</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

Most of the differences between self-guided iCBT and face-to-face psychotherapy studies did not meet the statistical significance threshold of $P<.05$, although the arithmetic differences were often in favor of the self-guided iCBT studies. Face-to-face therapy studies were more likely to specifically exclude participants based on the diagnoses of borderline, schizotypal, or antisocial personality disorder (each 5/16, 31%) than were the iCBT studies, which did not use this exclusion (each 0/21, 0%; Fisher $P<.001$).

By far the largest observed difference between the iCBT studies and the face-to-face and antidepressants studies was that iCBT studies infrequently excluded patients on the basis of a substance use disorder (5/21, 24%), though this exclusion was typical in antidepressant (137/170, 80.6%; Fisher $P<.001$) and face-to-face psychotherapy studies (12/16, 75%; Fisher $P=.003$).

Discussion

Principal Findings

We summarized the exclusion criteria used in self-guided iCBT studies, explored the relationship of the use of these criteria and the treatment effect size reported in the trial, and compared the frequencies with which such criteria were used in antidepressant trials or trials of face-to-face psychotherapy. Overall, self-guided iCBT studies infrequently used exclusion criteria that are the norm in studies of depression. Contrary to our hypotheses, we did not find the type and number of exclusion criteria to be related to outcomes. Also contrary to our hypothesis, self-guided iCBT trials were either equally likely or less likely to use specific psychiatric entry criteria.

Limitations

A noteworthy limitation of this review is the small number of self-guided iCBT studies. It is possible that the entry criteria used had a small effect on outcomes, but a larger number of studies is needed to detect this effect. Our review was limited to studies of self-guided iCBTs. While these interventions may have a broader public health impact than guided iCBT [21], there is evidence that they have somewhat smaller effects and lower rates of treatment completion [18-20]. Future research should study the entry criteria in studies of guided iCBT.

The fact that studies did not use a specific entry criterion (eg, substance use disorder) does not imply that the trial actually had patients representative of that feature, which is another limitation of our study. Because studies do not uniformly report on all characteristics of their patient sample (eg, substance use, duration, suicide risk), it is impossible to test for the presence of these features of the sample across all the studies. It is also
possible that studies used specific entry criteria but did not disclose them in the published report. Moreover, the psychiatric inclusion and exclusion criteria are only one aspect of the generalizability of the sample. Self-guided iCBT studies may have more selective patient samples by virtue of other criteria that they use explicitly (eg, access to the internet) or implicitly (eg, willingness to participate in an iCBT study).

While we updated the review by Karyotaki et al [17], we drew on published reviews by Lorenzo-Luaces et al [30], instead of updating this review as well. A difference between the 2 reviews is that the review by Lorenzo-Luaces and colleagues was limited to studies in which patients had a diagnosis of major depressive disorder. This difference specifically limited the number of face-to-face therapy studies eligible for coding. Our aim, however, was not to provide an exact estimate of the difference in frequency of use of exclusion criteria, but to provide a benchmarking context to evaluate the frequency with which self-guided iCBT studies excluded patients. The studies also differed by year of publications, as per the search strategy, country of origin, and size. These differences, along with the differences we identified as per our objectives, suggest that the studies are not directly or indirectly comparable (eg, as in a network meta-analysis). Our aim, however, was not to claim that the evidence base behind self-guided iCBTs is equivalent to the evidence base behind antidepressants or face-to-face psychotherapy but to provide a frame of reference against which to compare the entry criteria of self-guided iCBTs.

Implications

Only 29% of the self-guided iCBT studies excluded patients on the basis of severe depression, but it is still worth noting that self-guided iCBT studies appeared more likely than antidepressant studies to exclude participants on this basis. The perception that self-guided iCBT will not be effective for cases of more severely symptomatic depression aligns with common sense but is not supported by research data. For example, Bower et al [41] reported that the effects of self-guided internet-based therapies were more rather than less pronounced among patients high in symptom severity. In our analyses, we found no evidence that the effects of iCBT varied strongly according to exclusions by high or low symptom severity. It is possible that self-guided iCBTs are less effective for patients who have more complex presentations, with symptom severity being only one index of case complexity [5]. For example, the presence of anxiety and chronic depression duration have all been implicated in treatment outcomes in depression and may relate to lower response to iCBT [42]. Although we did not find the use of psychosocial or specific exclusion criteria to be related to outcomes, psychotic depression is relatively rare, and even studies allowing these patients into the trial may have had a low representation of psychotic depression. In contrast, approximately 50% of cases of depression are rated as severe or very severe. It is probable that patients self-select into treatment trials in a way that patients with severe depression avoid iCBT studies, but the data do not strongly support this conclusion. For example, Karyotaki et al [17] reported a mean score of 28 on the BDI for patients in their dataset along with a score of 26 on the CES-D, both of which are in the moderate to severe range for each measure.

Self-guided iCBT studies often excluded patients on the basis of suicidal risk. Our findings suggest that this exclusion criterion was not associated with outcomes, a finding that mirrors the results of van der Lem et al [24], as well as the fact that suicidal risk is not consistently reported as a predictor of treatment outcomes with face-to-face psychotherapy or antidepressants. A common exclusion criterion in antidepressant and face-to-face psychotherapy studies is substance use disorder, although this was missing from most self-guided iCBT studies. The findings of van der Lem et al [24] suggested that alcohol use disorder is not a strong predictor of outcomes in treatment for depression, and other studies have also not found an association between substance use disorder and outcomes in treatment for depression [43]. Given that there is no evidence to suggest negative outcomes for suicidal patients and those with substance use disorders, as well as the low rate of treatment utilization in these and other patient groups, more self-guided iCBT studies specifically recruiting from these patient groups are needed. Hoertel et al [44] have argued that using, or not using, specific criteria may influence not only the external validity and generalizability of a study but also its internal validity, by virtue of influencing outcomes. This runs counter to the prevailing logic that there is a trade-off between external and internal validity. Overall, our results suggest that the inclusion criteria commonly used in the field sacrifice external validity but provide no gains in internal validity.

Conclusions

To our knowledge, this is the first exploration of the effects of inclusion and exclusion criteria in self-guided iCBT studies, as well as the first comparison of the specific inclusion and exclusion criteria used in RCTs of iCBTs versus studies of face-to-face psychotherapy or antidepressants. Our findings can be taken to suggest that self-guided iCBT studies are more inclusive by design than studies of antidepressants or face-to-face psychotherapy. It is possible that, by using remote designs in which no individual face-to-face interviews can be conducted, self-guided iCBT trials limit their ability to exclude participants on specific features. For example, no self-guided iCBT trial excluded participants due to personality pathology broadly construed or borderline, schizotypal, or antisocial personality diagnosis, which are usually measured in psychiatric interviews, not self-reported questionnaires. By comparison, around a third of psychotherapy and around 40% of antidepressant trials used these exclusions. Given the differences in the entry criteria used, it stands to reason that, by design, studies of self-guided iCBT may be characterized by a more heterogeneous group of patients than studies of antidepressant or face-to-face psychotherapy. This level of heterogeneity in the underlying patient population increases the external validity of the research. Moreover, this variability can facilitate the discovery of process-outcome correlations [45], as well as effects of individual patient differences on outcomes [5]. This heterogeneity in the patient population may also contribute to heterogeneity in the overall effect size reported in treatment-control comparisons. Until evidence emerges to the contrary, however, it cannot be said that iCBT studies apply more stringent inclusion and exclusion criteria than studies of other treatments for depression or that the efficacy of the
treatments is inflated by using a less complex or severe patient population.
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Abstract

Background: Until now, the use of technology in health care was driven mostly by the assumptions about the benefits of electronic health (eHealth) rather than its evidence. It is noticeable that the magnitude of evidence of effectiveness and efficiency of eHealth is not proportionate to the number of interventions that are regularly conducted. Reliable evidence generated through comprehensive evaluation of eHealth interventions may accelerate the growth of eHealth for long-term successful implementation and help to experience eHealth benefits in an enhanced way.

Objective: This study aimed to understand how the evidence of effectiveness and efficiency of eHealth can be generated through evaluation. Hence, we aim to discern (1) how evaluation is conducted in distinct eHealth intervention phases, (2) the aspects of effectiveness and efficiency that are typically evaluated during eHealth interventions, and (3) how eHealth interventions are evaluated in practice.

Methods: A systematic literature review was conducted to explore the evaluation methods for eHealth interventions. Preferred reporting items for systematic reviews and meta-analyses (PRISMA) guidelines were followed. We searched Google Scholar and Scopus for the published papers that addressed the evaluation of eHealth or described an eHealth intervention study. A qualitative analysis of the selected papers was conducted in several steps.

Results: We intended to see how the process of evaluation unfolds in distinct phases of an eHealth intervention. We revealed that in practice and in several conceptual papers, evaluation is performed at the end of the intervention. There are some studies that discuss the importance of conducting evaluation throughout the intervention; however, in practice, we found no case study that followed this. For our second research question, we discovered aspects of efficiency and effectiveness that are proposed to be assessed during interventions. The aspects that were recurrent in the conceptual papers include clinical, human and social, organizational, technological, cost, ethical and legal, and transferability. However, the case studies reviewed only evaluate the clinical and human and social aspects. At the end of the paper, we discussed a novel approach to look into the evaluation. Our intention was to stir up a discussion around this approach with the hope that it might be able to gather evidence in a comprehensive and credible way.

Conclusions: The importance of evidence in eHealth has not been discussed as rigorously as have the diverse evaluation approaches and evaluation frameworks. Further research directed toward evidence-based evaluation can not only improve the quality of intervention studies but also facilitate successful long-term implementation of eHealth in general. We conclude that the development of more robust and comprehensive evaluation of eHealth studies or an improved validation of evaluation methods could ease the transferability of results among similar studies. Thus, the resources can be used for supplementary research in eHealth.

(J Med Internet Res 2018;20(11):e10971) doi:10.2196/10971
KEYWORDS
evidence-based practice; program evaluation; systematic review; technology assessment

Introduction

Background
The use of electronic health (eHealth) is still driven by assumptions about the benefits of eHealth rather than its evidence [1]. With time, the trustworthiness and robustness of eHealth to facilitate safe and cost-efficient care are being questioned because of a lack of evidence [2]. This may trigger reluctance in investing and developing policies related to eHealth in organizations as well as in countries [3].

The term eHealth was introduced in the 1990s [4]; however, it was hardly in use until 1999 [5]. According to Eysenbach [5]:

*e-health is an emerging field in the intersection of medical informatics, public health and business, referring to health services and information delivered or enhanced through the Internet and related technologies.*

Eysenbach believes eHealth stands for more than internet and medicine [5]. In our study, eHealth was used as the broadest umbrella encompassing everything that comes within information and communication technology and health care, including telemedicine, mobile health, and health informatics.

Systematic evaluation can capture the evidence and criteria that evaluative judgment is based on and curtail the sources of biases [6]. The quality of an evaluation is assessed by the credibility of evidence assembled through it and using evidence in refining the policies and programs [7]. Evaluation of eHealth interventions is complex because of several reasons (eg, the need for multidisciplinary collaboration [8], context dependency [9], and differences in epistemological beliefs considering the interventions in clinical studies or including social aspects as well [10-14]). Therefore, variety exists concerning how the evaluation of eHealth interventions is performed and presented. Garnering robust evidence through evaluation becomes difficult because of these circumstances.

It is relevant to understand evidence-based medicine (EBM) while discussing the importance of evidence in eHealth interventions. A common query is how EBM can help generate evidence for eHealth interventions [15]:

Evidence-based medicine is the conscientious, explicit, and judicious use of current best evidence in making decisions about the care of individual patients. The practice of EBM means integrating individual clinical expertise with the best available external clinical evidence from systematic research.

As per this definition, evidence in EBM is conspicuously related to the clinical aspect. Although it is argued whether EBM is only about randomized controlled trials [16] or not [15], it is quite explicit that EBM usually does not contemplate anything outside clinical practices. However, eHealth interventions have more aspects to evaluate besides the clinical aspects. An extensive assessment of the aspects including sociotechnical aspects is needed through each phase of the technology’s life cycle while evaluating eHealth interventions [10,11,17]. Hence, to gather evidence from eHealth intervention, the evaluation process requires a distinct approach than what is usually put forward within EBM.

Objective
Our objective was to elucidate how the evidence of effectiveness and efficiency of eHealth can be generated through evaluation. Consequently, a literature review was conducted to understand the evaluation process regarding both theories of eHealth and the practices in case studies of eHealth interventions. We decided to employ a broader perspective at the beginning of the review process to achieve our research objective. As the literature review progressed, our research objective narrowed, and the research questions were redefined several times. However, the objective was always to understand the evaluation of eHealth from a comprehensive perspective. It was pertinent to recognize the phases of eHealth interventions where evaluation occurs and the aspects of effectiveness and efficiency that are evaluated during such interventions. Our 3 research questions were as follows:

1. How is evaluation conducted in distinct eHealth intervention phases?
2. What aspects of effectiveness and efficiency are typically evaluated during eHealth interventions?
3. How have eHealth intervention case studies been evaluated?

Finally, we presented an approach to evaluate eHealth interventions by developing a model—Evidence in eHealth Evaluation. To our knowledge, this model is a novel way of looking into evaluation of eHealth interventions for comprehensive evidence. This conceptual model was based on the findings of the literature review.

Methods

Systematic Review

Identification and Screening
A systematic search of relevant literature was conducted following preferred reporting items for systematic reviews and meta-analyses (PRISMA) guidelines [18]. Google Scholar and Scopus were used to search the following identified terms, “research methods” and “eHealth interventions,” “study design” and eHealth interventions,” “evaluation methods” and “eHealth interventions,” “eHealth interventions” and “evaluation framework,” “evidence based” and “evaluation,” and “eHealth interventions.” The selected set of terms is aligned to the broad scope of eHealth interventions’ evaluation methods and to the aim of including and analyzing as many relevant studies as possible in the review. We included scientific papers published between 1990 and 2016. As the term eHealth evolved during the 1990s [4], we deemed it reasonable to consider the literature published on eHealth interventions since then. A total of 1624 records were found with these selected search keywords.
The screening of the papers was conducted in 3 steps. For the first 2 steps, the screening was based on the title of the manuscripts using a predefined set of exclusion and inclusion criteria. Only scientific papers were used, whereas books and patents were excluded during the search. To avoid overanalysis and repetition of the papers, the exclusion criteria for the first step were citations, literature reviews, and meta-analyses. In addition, studies addressing specific health issues designed to answer clinical research questions were excluded (i.e., publications solely addressing behavior change theory, ergonomics, drugs, sedentary issues, or physical activity intervention as well as those addressing nonadult patients). The number of records was reduced to 813 after the first elimination. At this point, all the records were listed together, and duplicate records were removed. During the second step, title screening was conducted. For papers whose titles did not explicitly mention the intervention target group, the abstracts were read to decide. When in doubt, the papers were included for further scrutiny in the next step. Consequently, only those records that included either a conceptual discussion about eHealth interventions or discussion about eHealth interventions that focused on adult patients and caregivers were selected. The third step of the screening process started with 279 records; this time, all the abstracts and the methodology of the papers were read by 2 of the authors individually. Previously, we devised the inclusion parameters for this stage; specifically, the selected papers ought to (1) be aligned to the study objective, (2) have the potential to provide insight for 1 or more research question, and (3) comply with the inclusion and exclusion criteria described above. At the end of step 3, the authors discussed their observations, and 81 papers were selected for thorough reading and analysis. Besides the papers selected through systematic search, 10 records were added for further analysis. These records were found from the citation of the papers selected using the systematic literature search. All 10 papers were included in this study because of their relevance to our objective.

**Eligibility and Inclusion**

To extract and record useful information from the papers and to gain a general overview of evaluation in eHealth interventions, a Microsoft Excel spreadsheet was created with the criteria shown in Multimedia Appendix 1. Although most of the criteria were adopted from section 2.2.3 Planning the topic and scope of a review in the Cochrane review [19], criterion such as learning point was included by us. This section of Cochrane review was adapted to identify the potentials of the selected papers in fulfilling the research objectives. On the other hand, it seemed advantageous to record novelties of the studies concerning learning points for our own development. During these phases, the papers (N=91) were read meticulously, which led to the final screening. As a result, 46 papers were selected for the qualitative analysis that categorically focused on evaluation in terms of phases and aspects. The flow diagram of the papers selection process is presented in Figure 1.

**Identification**

**Screening**
- 1624 records identified through database searching
- 10 additional records identified through other sources
- 813 records after duplicates removed
- 279 records screened
- 187 records excluded

**Eligibility**
- 91 full-text articles assessed for eligibility
- 45 full-text articles excluded

**Included**
- 46 studies included in qualitative synthesis
Qualitative Analysis

On the basis of the summary of studies mentioned in the previous section, the papers (N=46) were classified into 2 categories: (1) conceptual exploration of eHealth interventions (n=21) and (2) case studies of eHealth interventions (n=25). Using the summary table (Multimedia Appendix 1), the papers in the first category were divided into 2 groups: (A) evaluation of distinct eHealth intervention phases (n=10) and (B) aspects of evaluation in eHealth interventions (n=11).

Evaluation of Distinct Phases of an Electronic Health Intervention

For the papers in group A, thematic scrutiny was applied by mapping out the content of the papers and grouping the phases of intervention with similar objectives, activities, or results. The objective of the analysis was to understand whether the researchers emphasize some phases over others during evaluation and, if so, what phases are most frequently evaluated during an intervention.

Aspects of Electronic Health Intervention Supposed to Be Evaluated According to Electronic Health Literature

The studies in group B elaborated on the aspects evaluated to gather evidence of the efficiency and effectiveness of eHealth evaluations. These aspects and their key area of measurements were extracted from the papers to understand the parameters of efficiency and effectiveness that are emphasized by eHealth literature.

Evaluation Reported in Empirical Studies of Electronic Health Interventions

The studies categorized as case studies of eHealth interventions were analyzed based on several characteristics (ie, duration of the intervention, number of participants, used a framework or predefined theory for evaluation or designing the intervention, aspects assessed for evaluation, phases involved in the evaluation, data collection method, and presentation of intervention results). The purpose of the analysis was to conduct a descriptive comparison of the characteristics of evaluation performed in case studies with that of the conceptual papers.

Results

Evaluation of Distinct Phases of an Electronic Health Intervention

This subsection concentrates on how evaluation is conducted in distinct phases of an eHealth intervention. From the selected studies in group A, a spectrum of phases of an eHealth intervention was identified including design, pretesting, pilot study, pragmatic trial, evaluation, and postintervention. Table 1 provides a compilation of the phases along with the area of focus and key activities within each phase.

It can be ascertained from Table 1 that evaluation is not commonly performed in the design and pretesting phases. Although some researchers see evaluation as an ongoing process throughout the intervention [12,21,23], others believe there is value in evaluating the intervention at the end of the study period [12]. Concerning the latter, evaluation itself is one of the phases of the intervention.
Table 1. Characteristics of distinct phases of an electronic health intervention.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Area of focus</th>
<th>Key activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design phase</td>
<td>Conceptualization</td>
<td>Gather theoretical foundations and empirical evidence to detect the existing problems and identify viable solutions [20-24] and define the objectives of the to-be-developed technology [20,25]</td>
</tr>
<tr>
<td></td>
<td>Contextual inquiry</td>
<td>Identify the end users and stakeholders to define and analyze the characteristics of the context the technology is going to be implemented on [20,21,23-25]</td>
</tr>
<tr>
<td></td>
<td>Value specification</td>
<td>Prioritize the critical values of the technology derived from the end users and stakeholders’ needs [12,22-25]</td>
</tr>
<tr>
<td></td>
<td>Requirements specification</td>
<td>Translate the values into functional and technical requirements that frame the final design and the technology development [12,23-25]</td>
</tr>
<tr>
<td>Pretesting phase</td>
<td>Conduct short-term trials</td>
<td>Provide evidence of efficacy of the technology [12,24,26]; measure factors such as optimal intensity, timing, safety, feasibility, usability, intervention content, and logistic issues [21,22,26]; and evaluate the correspondence between technology capabilities and technology requirements [24]</td>
</tr>
<tr>
<td>Pilot study</td>
<td>Strategic plan</td>
<td>Define the preliminary plan of the pilot study (ie, objective, timeline, budget, sponsors, and team members [27,28] and identify related ethical and legal issues [20,28]</td>
</tr>
<tr>
<td></td>
<td>Study design</td>
<td>Define the study type, duration, and participants [20,26,28] as well as data collection methods [28] and design the recruitment process to conform to statistical validity and minimize selection bias [27]</td>
</tr>
<tr>
<td></td>
<td>Evaluation</td>
<td>Evaluate the technology and its impact simultaneously [27] and evaluate the effectiveness of the intervention [22]</td>
</tr>
<tr>
<td>Pragmatic trial phase</td>
<td>Execution</td>
<td>Administer the intervention to a larger group of participants [21,23,26] with fewer eligibility restrictions [26]</td>
</tr>
<tr>
<td></td>
<td>Evaluation</td>
<td>Formative and summative evaluation (discussed in the evaluation phase) and internal and external evaluation (discussed in the evaluation phase)</td>
</tr>
<tr>
<td>Evaluation phase</td>
<td>Formative evaluation</td>
<td>Generate measures that provide timely feedback [12,23] and perform an evaluative iterative process, as the findings from each step are used to inform subsequent steps [21]</td>
</tr>
<tr>
<td></td>
<td>Summative evaluation</td>
<td>Provide generalizable knowledge and benefits of the intervention [12,23]</td>
</tr>
<tr>
<td></td>
<td>Internal evaluation</td>
<td>Perform an evaluative process intrinsic to information and communication technology implementations and conducted by the implementation team [12]</td>
</tr>
<tr>
<td></td>
<td>External evaluation</td>
<td>Conduct the evaluation by external evaluators to provide expertise where it is needed and minimize the bias of in-house evaluators [12]</td>
</tr>
<tr>
<td>Postintervention phase</td>
<td></td>
<td>Conduct postmarketing or surveillance studies to follow up the technology once scaled up and used by a wider audience [22,26]</td>
</tr>
</tbody>
</table>

Aspects of Electronic Health Intervention Supposed to Be Evaluated According to Electronic Health Literature

We determined the aspects that researchers evaluated to gather the evidence of efficiency and effectiveness of an eHealth intervention. To understand the aspects of efficiency and effectiveness, we compiled the dimensions of eHealth interventions that are proposed to be measured by the studies categorized in group B (n=11). While excerpting the dimensions during the qualitative analysis, we found that they can be classified into 7 aspects: organizational aspect, technological aspect, human and social aspect, clinical aspect, cost and economic aspect, ethical and legal aspect, and transferability aspect. Table 2 exhibits these aspects along with their key area of measurements.

http://www.jmir.org/2018/11/e10971/
To summarize Multimedia Appendix 2, it can be said that out of 25 case studies, 16 (64%), 16/25 evaluate clinical aspects, 12 (48%, 12/25) evaluate human and social aspects, 5 (20%, 5/25) evaluate technological aspect, and 4 (16%, 4/25) evaluate organizational aspect. The other aspects discussed by the theory-based literature (Table 2) are not evaluated in any of the case studies.

Discussion

Principal Findings

From the papers reviewed in this study, it has been revealed that numerous approaches to conceptualize and conduct eHealth intervention coexist. Several attributes of evaluation of eHealth intervention have become known through this review. There are vivid differences between how evaluation is conducted in practice (case studies) and how it is discussed in the conceptual

<table>
<thead>
<tr>
<th>Aspects of assessment</th>
<th>Key areas of measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational aspect</td>
<td>Organizational setting where the intervention is taking place; it can differ depending on the scale of the intervention (eg, health center, region, and country) [29]; all type of individuals or groups in the health care system that participate in the eHealth intervention, their characteristics, and expectations [30]; organizational performance and professional practice standards [30]; changes in the functions of the health care provider, skills and resource demands, and the roles of the professionals in the organization [29,31-33]; representativeness and participation rates of the health care professionals during the intervention [34]; capability of the organization to implement the intervention [30,34-38] and the extent that the technology fits the organizational strategy, operations, culture, and processes [30]; and sustainability or the degree that the technology becomes accustomed in the daily practice of an organization [29,32,34]</td>
</tr>
<tr>
<td>Technological aspect</td>
<td>Ensure trust [38], effectiveness, and contribution of quality of care [30,36] of the technology implemented; system performance: hardware and software requirements, correct functioning of the components [29,38], and system capability to meet users’ needs and fit the work patterns of the health care system’ professionals [30,39,40]; usability: broad experience of the users with the system [29,33,37,40]; privacy and security: safety and reliability of the technology [29], and security of the data managed in the technology [37,38]; technical accuracy: quality of the transfer of data [41]; information quality: relates to accuracy, completeness, and availability of the information produced by the system (eg, patients’ records, reports, images, and prescriptions), and it depends on users’ subjectivity [30,39]; service quality: measures the support and follow-up service delivered by the technology provider [39]; triability: the ability of the innovation to be tested on a small scale before the final implementation [40]; maturity: whether the system has been used on a sufficient number of patients to address all the technical problems [36]; and interoperability: communication between the technology and the pre-existing systems, the fit between the technology and the existing work practices [37]</td>
</tr>
<tr>
<td>Human and social aspect</td>
<td>Acceptance and usability satisfaction of the technology used in the intervention [30,31,33,36,38,39,41] where the user can be physicians, nurses and other staff, and patients, depending on the type of the participants in the intervention [41]; system use: volume of use, who is using, purpose of use, and motivation to use the technology [39]; user satisfaction: perceived usefulness, enjoyment, decision-making satisfaction, and overall satisfaction for the technology [30,39]; and psychological aspects such as satisfaction, well-being, and other psychological variables, and social aspects such as accessibility to the technology, the social relationships evolving over the transmission of care, or activities of the patients under the intervention [31]</td>
</tr>
<tr>
<td>Clinical aspect</td>
<td>Benefits and unanticipated negative effects of the intervention, biological outcomes including disease risk factors, behavioral outcomes of the participants, staff who deliver the intervention and the sponsors, and quality-of-life outcomes to evaluate participants’ mental health and satisfaction [34] and long-term measurements of the diagnostic and clinical effectiveness [41,35,36], safety of care [33,35,36], and quality of care [33]</td>
</tr>
<tr>
<td>Cost and economic aspect</td>
<td>Cost analysis methods to compare the intervention with relevant alternatives in terms of costs and consequences [36]; diverse cost analysis methods can be considered (eg, cost-minimization analysis, cost-effectiveness analysis, cost-benefit analysis, cost-utility analysis, and cost-consequence analysis) [30,31,41] and are conducted from several perspectives such as societal, third-party payers, health care providers, or patient [31]; and diverse costs can be included such as investment cost, monthly user charge of equipment, costs of used communication line, education of the technology, costs of patients and their close relatives [41], wages of doctor and other staff [30,41], expenditure and revenue for the health care organization adopting the technology [36], and resource utilization and opportunity cost of the eHealth intervention [34]</td>
</tr>
<tr>
<td>Ethical and legal aspect</td>
<td>Ethical concerns of the app itself and its implementation including all the stakeholders’ viewpoints on using the technology and the key ethical principles associated with the context in which intervention is conducted [35,36] and legal aspect identifies and analyzes the legislative documents and legal obligations that may exist in each context involved in the intervention [30,35,36]</td>
</tr>
<tr>
<td>Transferability aspect</td>
<td>Participation and representativeness of the intervention, percentage of persons who receive or are affected by the program, and the characteristics of participants and nonparticipants to investigate the extent that participants are representative and what population group should be a priority for future research [34] and transferability of results from studies of eHealth from one setting to another and the assessment of validity and reliability of the study [36]</td>
</tr>
</tbody>
</table>

Table 2. Description of identified aspects of evaluation in electronic health interventions.
papers. Moreover, a wide range of variety prevails within each group. Evaluation has been depicted as both static action performed at the end of the intervention [20,24,26-28] and dynamic action dividing it further into summative and formative evaluation [12,21,23]. Depending on the evaluators, evaluation can also be classified into internal and external assessment [12]. However, all case studies conducted evaluation at the end of the intervention. Although several aspects of evaluation have been found in conceptual papers [32-39,41], the case studies mostly evaluated clinical [20,42-44,46-49,52,53,55,59-61,64,65] and human and social aspects [42,46-49,53-55,59,61,63,65].

Although analyzing standardization of eHealth evaluation was not an objective of this review, the variability found in the studies compelled us to think whether it hinders the sharing of evidence among eHealth interventions. Scarcity of evidence, in turn, could delay the growth of eHealth. It is noticeable that the need for evidence is not clearly stated in any of the papers. The evaluation of the empirical studies typically focused on the success or failure of the technology (eHealth) in that intervention. It seems that the numerous efforts taken in eHealth research are still quite disconnected, and they are thus unable to create a synergic effect on the growth of eHealth.

Evidence in Electronic Health Evaluation Model

It was noticeable from the review that although some studies elaborate on the aspects of evaluation for eHealth intervention (studies from group B) and some organize the evaluation of intervention into certain phases (studies from group A), no visible interaction has been made so far between these 2 groups of works (ie, what to assess during what phase). There is a gap where a connection can be made between the distinct phases of intervention and aspects of evaluation. This led us to develop the Evidence in eHealth Evaluation model (Figure 2), which exhibits the accumulation of evidence by assessing certain aspects of evaluation in distinct intervention phases. The Evidence in eHealth Evaluation model is a novel approach to investigate the evaluation of eHealth interventions.

In this study, an eHealth intervention comprising all 6 phases (ie, design, pretesting, pilot study, pragmatic trial, evaluation, and postintervention) was conceived as a comprehensive intervention. We propose that the generation of robust evidence of effectiveness and efficiency would be plausible when the evaluation is conducted through all intervention phases. Moreover, the aspects of evaluation (ie, organizational aspect, technological aspect, human and social aspect, clinical aspect, cost aspect, ethical and legal aspect, and transferability aspect) would vary in each phase depending on activities of the phases. For example, when an eHealth intervention initiates with the design phase, the decisions are made based on the evaluation of the technological aspect and cost of technology development. The formal evaluation of the intervention begins in succeeding phases. The evaluation of technological, human and social, and cost aspects occurs in the pretesting phase. During the pilot study phase, the focus of evaluation shifts primarily to clinical aspect followed by human and social, technological, and ethical and legal. Depending on the evidence garnered in the pilot study, the intervention may proceed to the next phase or go back to the design phase. As the intervention is scaled up in the pragmatic trial, the evaluation is conducted to identify whether the technology-enabled care can be executed within the realistic layout of an organization. Hence, the key areas of evaluation in this phase are organizational and cost aspects along with other aspects such as clinical, human and social, technological, and ethical and legal. The last phase of gathering evidence is summative evaluation, where all the aspects are assessed including transferability. This comprehensive evaluation process gradually accumulates the evidence that reaches its peak in the summative evaluation phase and is used in the postintervention phase to make future decisions. The model also exhibits how the involvement of patients increases continuously from the design phase to the pragmatic trial, escalating the complexity of the evaluation process.

The inclusion of relevant information regarding other aspects besides the clinical aspect (eg, organizational aspect and cost aspect) allows creating reusable knowledge to facilitate the transfer of results to other settings [36] and to obtain useful insights for long-term implementations. It can be assumed that assessing all the aspects in a single study might conclude with a confounding result, as all the aspects are interrelated and inferior performance in an aspect can affect the performance in other aspects, which might create a misleading result. Therefore, our model proposes to extend the evaluation process throughout the 6 phases of eHealth intervention. The underlying idea is to assess specific aspects in each phase instead of evaluating all aspects in a single phase. This way of evaluating eHealth interventions can capture comprehensive evidence that is usually dynamic and complex in nature.

We acknowledge the fact that an eHealth intervention including all the phases presented in the model will become cumbersome because of high resource consumption. This conceptual model is not a prescription but just a way to show the progression of evidence in eHealth intervention in a reliable manner.
Conclusions
To date, the importance of evidence has not been discussed as rigorously as the diverse research approaches and evaluation frameworks have been discussed. In this study, the Evidence in eHealth Evaluation model was developed to exhibit how evidence can be generated by evaluating certain aspects in each intervention phase. Assessing distinct aspects during distinct phases is a novel concept discussed in this study and requires further analysis. Moreover, this study implies an inconsistency between the literary concepts and practices of eHealth intervention, which has not been noted until now.

As health interventions are context-specific, the transferability of results from eHealth studies may be difficult. Moreover, neither the conceptual nor the case studies suggested the long-term implementation of specific technology into the health care settings where it has been tested. We believe that this might be caused by a lack of or insufficiency of preliminary evidence of the effectiveness and efficiency after conducting the micro-trials or short-term tests on the effects of the technology. Consequently, it appears that lack of evidence hinders the growth of eHealth. Further research directed toward evidence-based evaluation can not only improve the quality of that intervention study but also facilitate long-term implementation of eHealth in general. We conclude that the development of more robust and comprehensive evaluation of eHealth studies or an improved validation of evaluation methods could ease the transferability of results among similar studies. Thus, the resources can be used for supplementary research in eHealth.

Limitations
This study is not devoid of limitations. We tried to include and analyze as many papers as possible; however, unknowingly and unintentionally, some papers may have been omitted. Furthermore, regarding the model, its development is in the preliminary stages; therefore, it cannot be compared with other validated frameworks.
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Abstract

A health data economy has begun to form, but its rise has been tempered by the profound lack of sharing of both data and data products such as models, intermediate results, and annotated training corpora, and this severely limits the potential for triggering economic cluster effects. Economic cluster effects represent a means to elicit benefit from economies of scale from internal data innovations and are beneficial because they may mitigate challenges from external sources. Within institutions, data product sharing is needed to spark data entrepreneurship and data innovation, and cross-institutional sharing is also critical, especially for rare conditions.
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Data innovation and data entrepreneurship have the potential to dramatically alter the current health care landscape as health data economy is beginning to revolutionize the field [1-3]. The European Commission estimated that the value of the European Union data economy would increase to US $860 (€739) billion by 2020, up from US $331 (€285) billion in 2015 [4,5]. Data economy, wherein health care will increasingly participate, has formed, and it is lucrative and quickly growing. Sharing data is necessary to enable thriving health data economy and produce clinical advances that are not possible in the current health care environment because of siloed data resources. These data resources span from the bench to the bedside and beyond, including genetic, genomic, proteomic, clinical, imaging, patient-centered, public health, and other relevant data. Electronic health record systems enable health care organizations to share clinical data across their organization, with patients themselves through patient portals, and to a limited extent owing to a lack of interoperability, with other organizations or systems. Rethinking how we share data and data products is essential for health data economy to thrive.

Data products, such as models, intermediate results, and annotated training corpora, are the outcomes from data preparation, processing, and analysis (eg, statistical analysis, data mining, and machine or deep learning). Data products also include visualizations and dashboards created by the artistic manual work of data scientists to assist in the interpretation of the analysis in an actionable way. Data products, like data itself, are “nonrivalrous,” meaning that they can be utilized by >1 data scientist at a time to create additional data products or services. For example, critical to the development of deep neural networks for image recognition tasks is the training set of >10,000 labeled images on ImageNet [6] created by manual annotation efforts that were made publicly available. Similarly, raw journal article titles can be easily searched through PubMed or MEDLINE, yet a data product from this resource that is created after standard text processing techniques (eg, tokenization and
stop-word removal) have been applied is usable for many subsequent analyses. However, similar data products at scale tend to not be available in health care, resulting in a lack of generalizability for models and concerns regarding the reproducibility of results.

Sharing data products across health care provider networks can reveal different insights into different clinical departments and may also indirectly promote the core business of health care through better revenue and profitability margins, as data products can easily be used for secondary purposes. The second benefit of data sharing is to allow data to spread beyond the current data silos, which would facilitate data entrepreneurship, data innovation, data processing, and secondary data mining.

Data products need not contain identifiable patient data that would be useful for general research purposes. Deidentified data products from clinical care must be treated with appropriate care and respect. If one had a covariance matrix and corresponding mean vector for variables, one could run regression or advanced analyses using structural equation modeling to explore latent variables that were not even postulated in the original research. The National NLP Clinical Challenges [7] provides annotated, fully deidentified corpora of clinical notes centering around particular clinical tasks, allowing researchers to start with a verified gold standard and benchmark their systems against others. As the Medical Information Mart for Intensive Care III [8] contains both structured and unstructured data and is accessible to researchers, any data products (eg, annotated clinical notes and models) built on top of this or similar resources, should they be made available, could be openly critiqued and improved upon by the community.

Learning health care systems and precision medicine are two data-driven innovations at different scales in the health care data environment, where sharing data and data products are most applicable. Learning health systems are centered on the organization where new knowledge is captured as an integral byproduct of the delivery experience [9]. For example, electronic health record data that contain rich clinical information (eg, patients’ medical history, family history, surgical resection approach, and postoperative supervision) offer an opportunity to design algorithms for acute interventions, such as predicting 30-day hospital readmission or whether a patient is at risk for cardiac decompensation. Similarly, exploring care process protocols, including a combination of medications, for a specific disease could inform drug inventory management. Precision medicine represents a leading driver of the health data economy in which health care recommendations can be individually tailored on the basis of a person’s genes, lifestyle, and environment [10]. Similarity-based classifiers aimed at automatically grouping patients with similar characteristics together enable improvements in assessment, diagnosis, the selection of therapeutic choice, and the prediction of prognosis. For example, abnormalities in a clinical pathway could be highlighted using trend recognition algorithms to identify a similarity cohort to allow the assessment of the complexity associated with a disease cluster. Furthermore, sharing data is critical for rare diseases, both from a learning health care system perspective to optimize the delivery of care and a precision medicine perspective to be able to effectively personalize the care plan.

We envision that economic cluster effects (ie, a geographic concentration of interconnected stakeholders and their associated institutions in a field through a nested interorganizational network of relationships) within the health data economy will emerge soon, but that the sharing of data products will be necessary to maximize their potential. Multistakeholder health data governance would be beneficial, as it would allow balancing of value for all actors (eg, clinicians, patients, and other data generators; data scientists, researchers, and other data product enhancers), which is useful in determining not only how data products should be owned but also what types of data should be shared to maximize data resource utilization toward the problems of interest to the community. The status quo is far from optimal from an economic perspective, and we collectively have poorer health [11] because of this lack of sharing and void in meaningful governance. From a technical perspective, blockchain or similar technologies can be utilized to insure the integrity of shared data and data products. Only with the wide availability and use of diverse data products will the future of learning health systems and precision medicine be truly accessible in the emerging health data economy.
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Abstract
Targeted Facebook advertising can be an effective strategy to recruit participants for a large-scale online study. Facebook advertising is useful for reaching people in a wide geographic area, matching a specific demographic profile. It can also target people who would be unlikely to search for the information and would thus not be accessible via Google AdWords. It is especially useful when it is desirable not to raise awareness of the study in a demographic group that would be ineligible for the study. This paper describes the use of Facebook advertising to recruit and enroll 1145 women over a 15-month period for a randomized clinical trial to teach support skills to female partners of male smokeless tobacco users. This tutorial shares our study team’s experiences, lessons learned, and recommendations to help researchers design Facebook advertising campaigns. Topics covered include designing the study infrastructure to optimize recruitment and enrollment tracking, creating a Facebook presence via a fan page, designing ads that attract potential participants while meeting Facebook’s strict requirements, and planning and managing an advertising campaign that accommodates the rapid rate of diminishing returns for each ad.

(J Med Internet Res 2018;20(11):e290) doi:10.2196/jmir.9372
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Introduction
In the past two decades, health interventions via electronic media (electronic health, eHealth) have become widespread. Some studies continue to recruit through traditional methods such as print and broadcast media, flyers, and word-of-mouth, whereas others have taken advantage of online methods such as social media publicity and search engine advertisements.

Facebook has become a major player in the field of digital advertising, with about US $8 billion revenue in 2015 [1]. Facebook allows advertisers to create target audiences by specifying gender, marital status, age, and geographic region as well as other personal characteristics. About 74% of adult American women and 62% of adult American men use Facebook [2]. Facebook is widely used in all age groups (78% of age 30-49 years, 65% of age 50-64 years, and 41% of age 65 years and above) and across racial and ethnic categories (67% of whites, 70% of blacks, and 73% of Hispanics) [2]. Facebook is now widely used in research. In their 2015 American Psychologist article, Kosinski et al [3] summarized a wide variety of ways by which social scientists are now using Facebook as a research tool, from recruiting participants (with paid advertising or snowball sampling) to tracking participants across studies and staying connected with participants over time, to collecting and using Facebook profile data, and collecting self-reports. Their detailed discussion of ethical considerations focuses on privacy, consent, and appropriate boundaries. Facebook has also been used to deliver interventions, for example, increasing physical activity among young adult cancer survivors [4] and reducing problem drinking at a university [5]. Whitaker et al [6] reviewed 35 unique studies that used Facebook to recruit participants for health, medical, or psychosocial research and found that the participants were
broadly similar to those recruited via traditional methods, although various studies reported an over-representation of women, white people, younger people, and people who were better educated or had a higher rate of income than the general public. Topolovec-Vranic and Natarajan [7] reviewed 30 studies that used both social media and at least one other method for recruitment; of the 14 studies reporting demographic information, 12 studies found that their social media sample was different from those recruited via traditional methods. Frandsen et al [8] showed that participants recruited to their smoking cessation study via social as compared with traditional media were somewhat younger (mean age: 39.3 years vs 44.9 years) but otherwise demographically similar (gender, education, and income). Those recruited via traditional media were more likely to follow the study protocol and complete the study.

To date, most of the studies reporting the use of Facebook recruitment have been surveys [9-17] or modest-sized randomized clinical trials (RCTs) [18-20] and pilot studies [21]. Facebook can also be used to recruit participants for larger-scale RCTs [22,23], but this requires careful planning and oversight to ensure the optimal use of funds allocated for recruitment. Our team relied on Facebook advertising for a 2010 pilot study, recruiting 522 women who were wives or domestic partners of smokeless tobacco users, and we used a similar strategy for a larger RCT, recruiting 1145 participants from the United States and Canada between August 2015 and November 2016. Interested women visited the study website and completed information for eligibility screening, gave informed consent, provided contact information, and completed a baseline survey entirely online. Participating women were then automatically randomized by the Web-based program to receive an intervention (access to an interactive website plus mailed booklet) or delayed treatment (receiving the intervention after completing a 7.5-month follow-up assessment). The intervention program was designed to help the women encourage their partner to consider quitting smokeless tobacco, support him if he decided to do so, and accept his decision if he was not interested in quitting [24]. All study activities were conducted online, with the exception of phone calls to complete follow-up assessments for women who did not respond to email reminders. Ethics approval for the RCT was obtained from the institutional review board at Oregon Research Institute. This study is registered at ClinicalTrials.gov (ID: NCT01885221).

The goal of this paper is to share strategies and lessons learned from implementing Facebook advertising to recruit large samples from a narrowly targeted population. As Facebook’s advertising procedures and features change frequently, a specific how to article is not feasible. Instead, this paper provides general guidelines and principles that should remain valid for the foreseeable future.

**Steps and Strategies**

**Deciding Whether Facebook Advertising Is Right for Your Study**

A wide variety of methods exist for recruiting participants for online RCTs, ranging from traditional print and broadcast media and in-person recruitment to innovative uses of social networks (eg, virtual snowball sampling [25]). A comparison of studies recruiting via social media and at least one other method found that for those studies reporting cost-effectiveness, about half found social media to be more cost-effective and about half did not [7]. Many companies offer online paid advertising, and many times, other services will be more cost-effective than Facebook. When recruiting participants for a study topic related to words that potential participants are likely to type into search engines, Google AdWords is an obvious option (eg, for depression prevention [26]). For studies related to specific health conditions, existing online communities may provide research studies with access to their members (although in our experience, many communities now tend to view research as exploitive and will not cooperate). Facebook advertising can be especially useful for studies targeting specific geographical or demographic groups, for conditions for which participants are not already seeking help (eg, using search engines), and for topics for which friends and family would be likely to refer them to the study (ie, by tagging them when they see the ad, that is, naming their friend in a comment on the ad in such a manner that the friend receives a notification). Facebook advertising is especially suitable for cases when the study team wishes to avoid exposing a particular demographic group to the advertisements—in our case, we had previously found that men interested in quitting smokeless tobacco would sometimes claim to be women (when undergoing online screening) to get access to our studies for women. To minimize this form of participant fraud, we sought to advertise in locations where only women would see the ad.

**Designing Infrastructure for Enrolling and Managing Participants and for Monitoring Facebook Ads Over Time**

At the intervention design stage, we recommend taking several factors into account to facilitate recruitment and enrollment in eHealth studies, which are challenged by the lack of personal contact with participants. It is imperative to have an infrastructure in place that allows easy access for potential participants and real-time monitoring of recruitment strategies linked to participant enrollment. Planning and creating this infrastructure will typically take place many months before study recruitment begins.

First, in our experience, we have found that enrollment for an online study is generally more successful if potential participants are allowed to stay within a single medium, that is, entirely online, rather than asking them to switch from being online to using a phone or mail. Changing from one medium to another may feel more burdensome as it may involve having to create a reminder to do so at a later time (eg, when the person is done with their online activities). In an earlier study, when we switched from asking participants to call a phone number they saw online to registering online directly, enrollment dramatically improved. If phone contact is an important step in enrollment for the study, we recommend that the research team initiate such contact without relying on the potential participant (eg, ask the participant to provide their phone number for the researchers to call).
Second, the study home page, where the potential participant will go after clicking on the ad, should be pleasing to the eye, maximally welcoming, and aimed at a lay audience. Our first attempt at a study home page was a research-oriented, text-heavy description of the study conditions and procedures. On the basis of poor response from our first few days of recruitment, we overhauled the page, rewriting the text in a friendlier style that focused on the woman’s concerns about her partner and how study participation could benefit her. We added more graphics and user testimonials (see Figure 1). Our conversion of
Facebook clicks to enrolled participants improved immediately (eg, from 0.5 to 3 participants per day).

Third, as part of the enrollment infrastructure, a study needs either an administrative portal (admin page) or other robust participant management system to make it easy to monitor enrollment and the success of recruitment strategies. For maximum usefulness, we recommend that the admin page dashboard displays the information needed to monitor the performance of each successive version of the ad (eg, total numbers of people completing each step of the enrollment process) [27], along with a downloadable Excel file of participant-level data for more in-depth tracking and analysis. The participant management system can send an automated email to the research staff at the same time each day with key enrollment figures such as total enrolled overall, total enrolled for each condition, and new enrolled since the previous day. In our study, we used a system custom-developed for us by our software subcontractor, but it may be possible to customize a more generic system for this purpose, such as REDCap.

**Staffing the Advertising Campaign**

Assign primary responsibility for the Facebook ad campaign to research staff who are detail-oriented, with good writing and graphic design skills and excellent spelling and punctuation. The research staff should have access to the study’s online administrative functions and authority to use an organizational credit card. These staff will use their personal Facebook accounts to access the Facebook advertising management system (currently called “Ad Manager”). They will need to search their Facebook home page for a link to Create Ad or other reference to Facebook advertising; once they have begun working with Facebook ads, Facebook will likely display the link to access the Ad Manager more prominently.

Running the ad campaign will take approximately 1 hour per week, after an initial investment of 1 to 2 hours to learn how the system works and create the initial ad. Subsequent ads can generally be adapted from the first ad, which would typically take 5 to 10 min 2 or 3 times a week. Overall, the time commitment is small, but daily monitoring of the campaign will allow the staff to respond rapidly to changes in the response rate.

**Establishing the Study’s Facebook Presence**

Before beginning the advertising campaign, it is important to create a Facebook fan page for the study, which will be connected to the ad. Ask friends and colleagues to like the page so that it will not look new to potential participants. We gave our page the name “UCare Research Study,” in the category “Community,” with the study home page as the “Website,” and a “Short Description” summarizing how the study could potentially help the participants. Assign at least two staff members (at least one of whom should also have responsibility for the ad campaign) as managers of the page; they will receive Facebook notifications of people’s interactions with both the page and the study’s linked ads.

Keep the fan page active by regularly posting news and related news links to the page, also referred to as curating the page. We found that updating the page twice a week was a good rate, balancing the time needed to find and post news items with the desirability of keeping the page content looking fresh. Few of our links received evidence of attention (likes or shares), but their presence makes the page (and by extension, the research study) appear active. If the intervention arm involves providing information to participants or changing their behavior, take care not to reveal or overly hint at the intervention content on this page, as this could potentially contaminate the participants randomized to the control condition.

**Designing the Advertising Campaign**

Facebook currently uses an advertising structure of ads within ad sets within campaigns. The campaign could encompass all ads for a single study, or multiple campaigns could be created for the study. Combining all ads into 1 campaign makes it easier to monitor the costs. The ad set (formerly advert set) is where the researcher delineates the criteria of the target audience and the budget; the ad (formerly advert) is where the graphics and text for the ad are designed. Each of the 3 levels must be switched on for an ad to display. While designing your first ads, keep the overall campaign turned off until you are ready to start advertising.

Plan to create multiple ad sets, each targeting a meaningful subsection of your overall audience, such as by geographic region, age group, or gender. Plan to switch your ad from one ad set to another (rotating it) when each ad reaches saturation (the limit of cost-effective enrollment of participants) and new enrollments trickle to a minimum.

Design the ad campaign with a specific rotation strategy in mind (eg, geographic region or a demographic variable). We began by advertising to our target demographic throughout the United States and Canada, but after 9 days and 12,405 clicks, we had randomized only 3 participants. We then chose to rotate our ad to different geographic regions, targeting 1 region at a time and focusing on areas with high smokeless tobacco use prevalence. All our ads targeted women, aged 25 to 65 years and above, who specified their language as English and whose relationship status was married, engaged, domestic partnership, or in a relationship.

The more specifically you can target your ads, the more cost-effective they will be—if you are paying per click, you will not want to encourage clicks by people ineligible for the study. To this end, Facebook also offers more sophisticated targeting options based on interests (eg, healthy eating and bodybuilding); Facebook gleans this information from information that users provide about themselves, such as Facebook pages they like or Facebook groups they join [28]. In other publications about Facebook advertising, interests have also been referred to as keywords [10,12,29] and key profile words [14].

However, as Pedersen and Kurz [30] note, recruiting based on Facebook interests or likes will fail to capture many populations. They give the example of a spouse of a problem drinker who will not like Al-Anon groups on Facebook if they do not want their Facebook friends to know their partner is a problem drinker. In our case, there were no specific interests that were
suitable for our population of women who wanted their partner to quit his use of smokeless tobacco.

Furthermore, one could ask permission to post about a study in a Facebook group, a community of people sharing an interest, but approval must be obtained from the group moderator. For our study, there were no organized groups of women concerned about their husbands’ smokeless tobacco use. Studies recruiting people with a specific medical diagnosis or shared health promotion activity may have better luck in finding Facebook groups to target. Groups may be found by typing a keyword into the main Facebook search box and then selecting groups to display communities fitting that criterion. Valdez et al [31] described their experiences using Facebook groups for recruitment; in 2 studies, the groups yielded 166 participants, which they found sufficient for qualitative but not quantitative research. Our efforts to use Facebook groups to publicize an unrelated study were unsuccessful as many groups now have firm policies against mentioning research opportunities.

Facebook offers the opportunity to pay per impression (every time they show someone the ad) or per click (every time someone clicks on the ad). The former is most suited to cases where the advertiser wants the public to be aware of some information but without taking an immediate action; a good example is a political campaign. The latter is best when you want people to take an action such as clicking on the ad to visit your study home page and consider enrolling. We chose to pay per click. The payment amount for Facebook outcomes such as clicks is determined by a highly complex auction process. We chose the default, automatic bidding, which (according to the Ad Manager) will “let Facebook set the bid that helps you get the most link clicks at the best price.”

 Decide how much to budget per day for the ad. We budgeted for US $250 per day, based on our previous experience in Facebook advertising with this population, which had cost US $70 per participant. We anticipated that the US $250 per day budget would yield 3 to 4 participants per day and allow us to complete our recruitment in 10 to 11 months. In the summer of 2016, Facebook decided not to observe the daily budgets strictly but to let them average out over time. Assign a credit card to pay for the ads automatically, and be sure that the credit limit is at least twice the amount budgeted per month so the ads can continue while the previous month’s bill is being processed and paid. If it takes longer to pay the bill at your institution, then adjust your credit limit accordingly. After the daily budget is entered into the Ad Manager, it will display the “estimated daily results reach”—the number of people likely to see the ad on a given day. Our numbers were typically 15,000 to 40,000 people, which yielded about 5 participants per day the first time we ran the ad in each location and later yielded 1 to 3 participants per day. When determining their daily advertising budget, researchers should take into account both their study’s desired recruitment period and the risk of sinking costs into an ineffective campaign. It is important not to spend more per day than necessary and yet to spend enough so that effective ads can be distinguished from ineffective ads. The Advertising Costs section below discusses the cost issue more generally.

Designing the Ad

Facebook ads have strict design specifications that generally involve a graphic image and several categories of text, which are displayed in varying ways depending on where the ad will appear, for example, in the right margin, in the newsfeed, and on Instagram (Instagram, owned by Facebook, may be better for reaching adolescents than Facebook itself [32]). Ad specifications change frequently. When we began advertising for our pilot study in 2010, Facebook ads could be text-only, with an optional image. Later, the image became a requirement and was generally small and square. When we began recruiting for our new study in August 2015, we found that the image was again required and the dimensions must be 1200x628 pixels (a horizontal orientation). In early 2013, Facebook began regulating the amount of text that could appear within the image, and for some time, it had a limit of 20% [33]. As of late 2016, there was no official percentage limit on text within graphics, but any such text (including product logos) was highly discouraged.

For our study, the graphic theme was happy couples, and because such images convey no information about quitting smokeless tobacco, we did include text in our image to help catch the eye of potential participants (our UCare logo and the phrase “a program for women who want a chewer to quit”). We used stock images for our graphics, showing a smiling younger-middle-aged couple, which seemed sufficiently generic to appeal to both younger and older couples, all of whom are in our target audience. The mean age of women in our final sample was 43.2 years (SD 9.5, range 19-78). We also went with white couples for the ad because the vast majority of smokeless users are white.

For the text part of the ad, Facebook currently allows a brief title and a brief block of descriptive text. The text should be succinct and read like an advertisement, without implying that you are trying to sell something. For maximum credibility, have the text mention that recruitment is for a research study conducted by a hospital, university, or nonprofit organization [34]. An ideal ad would encourage those eligible for the study to click the ad and those who are not eligible (or do not have eligible friends) to ignore it. Note, however, that Facebook prohibits advertisement that “asserts or implies personal attributes including disability or medical condition (including physical or personal health).” They prefer that ads say that help for a condition is available than attempt to engage the reader more directly, for example, “Depression counseling available” rather than “Depression getting you down? Get help now.” [35].
For our ad title, we used “Husband chew tobacco?” throughout the study (which may now violate the policy just described), and we varied the main block of text to see what would work best. We also changed the text depending on the stage of the study. The first ads mentioned that the study was “new,” and toward the end of recruitment, we used “enrollment ends soon” as a method to motivate potential participants to take quick action. For ads in between, we found that “Everything he wishes you knew about quitting smokeless. Online research study – sign up now!” was especially effective. We tested ads that stated that participating in the study was “free,” but those ads had a low response rate. We carefully avoided mentioning the financial incentives we provide for completing follow-up surveys, either in the ad or on the study’s main marketing page (the home page), to avoid attracting fraudulent participants [36,37]; other studies have been able to mention financial incentives by using an insider knowledge check to screen for fraud (eg, when recruiting veterans, checking to see that rank and pay grade at discharge matched [19,23]). See Figure 2 for an example of our ad.

Research teams may do well to conduct formative work to get feedback from target participants on sample ads, including both text and graphics, before the recruitment campaign. As part of creating the ad, it is important to link the ad both to the study URL (the place where participants are directed when they click on the ad) and to the Facebook fan page.

The “create a similar ad” or “duplicate advert” function can be useful for a campaign that will be rotating among different audiences. Sometimes, the function allowed us to set up the same ad in a different ad set with minimal input, and at other times, we were required to enter all the details again. All the graphics uploaded for use in an ad campaign are saved in the campaign’s “image library” and can be accessed again easily.

Each ad will require Facebook approval, which typically takes less than an hour, although we did find that some would occasionally take up to 12 hours. The display often said the ad was approved immediately, but it was not actually approved until we received a notification later. Facebook has specific criteria for approving or denying ads to prevent illegal marketing of certain products or services. For researchers studying addiction, this can result in erroneous denial of ads. Once we had an ad denied for mentioning tobacco—the reviewer (whether human or automated) had assumed that we had fallen afoul of the ban on tobacco advertising. We were able to file an appeal, following instructions we received in the email from Facebook telling us about the denial, but processing the appeal took several days.

**Monitoring Facebook Users’ Interaction With the Ad**

There are 2 aspects of responses to the ad that the researcher can attend to: Facebook activity related to the ad and participants enrolling in the study. The Facebook notification feature will allow the researchers to see easily throughout the day when people are interacting with the ad with likes, shares, and comments, which typically include people tagging their friends to see the ad. The staff members who have been assigned as managers for the Facebook fan page and who are creating ads for the study will receive these notifications, which will give them clues regarding the popularity of the study and the times of days the ad is being shown.

In the comments on the ads, many women tagged specific friends, which gave us an implied endorsement from the tagger when the tagged woman saw the ad. Our study was unique and may have met a need that many potential participants had been expressing to their friends (eg, “I wish he’d quit!”); advertising on Facebook allowed us to capitalize on this. Many women also tagged their husbands to let them know about their interest in the study, and the husbands often responded. Many men encouraged their wives to sign up for the study or at least assured them that they would try to quit smokeless tobacco.

**Tracking Enrollment**

If the study admin page allows for the researcher to see at a glance how many participants have enrolled, then monitoring enrollment will take a trivial effort; however, for greatest accuracy in tracking, this monitoring should be done at the same time daily. As mentioned earlier, an automated email with key
enrollment figures can be sent to the research staff to facilitate tracking. We manually tracked the enrollment from each ad, recording the ad targeting and text, the dates, the number enrolling between those dates, and the number enrolling per day. We were able to enroll about 5.6 participants per day during the first 9 weeks of the study (the first pass through all geographic areas targeted for recruitment); the rest of the study averaged 1.9 participants per day.

**Strategies for Sustaining a Long-Term Advertising Campaign**

Our primary campaign strategy was to rotate the ad among distinct geographic regions, focusing on 1 region at a time so that we could easily see how well each ad was doing (by monitoring the locations of enrollees on our admin page). We would typically give an ad at least 2 days to have an impact, and once people had begun enrolling in response to an ad, we would wait for responses to taper off and then move the ad once it seemed fairly dormant for 2 days. Facebook notifications of user interaction with the ad let us judge whether interest had truly dwindled or whether people were too busy to complete the enrollment on a given day.

We recruited throughout the United States and Canada. As noted above, we began by rotating through broad regions with a high prevalence of smokeless tobacco use. This phase of our campaign lasted about 2 months. Next, we began switching up the graphic and text and rotated through our broad regions again for 4 months. Then, we targeted very specific areas where our ad had done well for about 3 months, making sure to have approximately 15,000 to 40,000 in Facebook’s projected reach for the ad. To target specific areas, we used a map to identify the named communities in the region, which we entered into Facebook as a list. Facebook allows communities to be designated with a user-specified surrounding radius, allowing suburbs and more rural communities to be included or excluded. For some states with high numbers of smokeless tobacco users but low overall smokeless tobacco prevalence, we excluded the urban areas from the recruitment zone by specifying the names of the cities we wanted to exclude. (We did so anticipating that urban people would use up the budget if not excluded; see the discussion of ineligible or uninterested people clicking the ad in the Saturation: The Problem of Diminishing Returns section below). Researchers can use their own expertise to identify groups they would expect to respond to the ad and tailor their campaigns accordingly.

The time of year is important to take into account. September has historically been a good recruitment time for us, but for this study, September coincided with both the study launch and the “ends soon” ad campaign; therefore, we cannot conclude that the time of year was itself a key factor. January and early spring, like September, are also traditional new beginnings times and could potentially be good as well for an intervention focusing on changing health behaviors. Our recruitment was very low from mid-November to early January, even though we tried a boost of advertising in many areas simultaneously during early January to try to capitalize on New Year’s resolutions. The appeal to resolutions may be relevant for changing some behaviors such as quitting tobacco but did not appear to engage supporters. Researchers may want to consider the times of year that their prospective participants would be most responsive to their message.

By the time we had finished advertising in the very specific regions described above, we had accumulated around 1500 likes on our Facebook fan page, which allowed us to try 2 additional Facebook targeting options. The first of these was an advertisement that targeted Facebook friends of people who had liked the page, not limited by geographic region. This ad received a fairly high response rate: 32 participants in 13 days. Next, we used the “Lookalike” function in which Facebook used an internal algorithm to identify 1,000,000 people who they considered similar to the people who had liked our page. We then targeted members of this Lookalike sample, starting with an ad to all Lookalike sample members, then again going region by region (still specifying women aged 25 to 65 years and above who were married, etc, as described above). This strategy revitalized the campaign. To conclude the campaign, we returned to the most successful ads that included our “ends soon” message, rotating between them until we had reached our recruitment goal.

The “friends of people who like the page” and “Lookalike” options will be most useful when recruiting for a large study with a target audience that is demographically homogeneous (eg, wives of smokeless tobacco users). This type of advertising will be less useful for smaller studies and studies enrolling participants with health conditions that are relatively infrequent and randomly distributed. For example, a breast cancer patient is unlikely to have many friends who are also breast cancer patients, and people who are demographically similar to her will not be appreciably more likely to have breast cancer than people who are demographically different.

**Saturation: The Problem of Diminishing Returns**

Perhaps the most important thing to know about Facebook advertising is this: although enrollment from each ad will taper off within a few days of its launch, people will continue to click on the ad (and use up your budget) every day. If you are paying per click rather than per impression (view), you are paying for these clicks. Whether these extra clickers are people who for whatever reason click on anything or bots who scour the internet to follow any available link [38-40], little can be done about the waste, other than to note that the ad will quickly see diminishing returns (reach saturation), and thus, it should be shown to a fresh target audience every few days.

It may be that fewer than 1% of the people who click on an ad will enroll in a study, especially if the study is a full-scale RCT. In our RCT, we enrolled 1145 people from 371,472 clicks, a rate of 0.3%. When we first began advertising on Facebook, the ratio of enrolled participants to clicks was much higher but still not more than about 1%. Others have had similar experiences: Ramo et al [29] converted 5875 clicks into 79 participants in an RCT for young adult smokers (1.3%), and Adam et al [18] converted 1001 clicks into 45 participants for a pregnancy-related RCT (4.5%). In our case, enrollment required first completing an eligibility screening, followed by informed consent, registration with personal contact information, and finally completion of a baseline survey that took perhaps 20
min to complete. This series of hurdles to enrollment may have discouraged many potential participants, but it also suggests that those who do complete the process may be more motivated to be actively involved in the intervention, which we consider a good trade-off. Simpler studies (eg, those requiring completion of a single survey) can get higher rates for converting Facebook ad clicks to participants (with some offering financial incentives and others not doing so). For example, Ramo and Prochaska [16] converted 14,808 clicks into 1548 completed surveys on tobacco and marijuana use (10.5%); Tan [17] converted 280 clicks into 59 completed surveys on math students’ learning preferences (21.1%). Conversely, Kapp et al [13] received 280 clicks on a Facebook ad to recruit women to complete a health survey on mammography, but no surveys were completed. A human papillomavirus study requiring an online questionnaire and a self-collected penile swab converted 41,811 clicks into 535 study completers (1.3%) [41].

Table 1 displays the recruitment results for our study, showing the numbers of people “reached,” clicking the link, beginning the enrollment process, eligible, consenting, and randomized. The reach and click data may be found in the Facebook Ad Manager, and the totals for beginning the process, eligible, consenting, and randomized were shown on the online administrative participant management system we had designed for this purpose. As the table indicates, Facebook displayed the ad to about 6.6 million women meeting our criteria, and 5.63% (371,472/6,600,839) of them clicked on the ad to see our study home page. A very small fraction of those then began the eligibility screening, and 30.63% (1554/5074) of those who began the eligibility screening completed it and were eligible to participate in the study. Of the eligible people, 96.99% (1416/1460) completed the informed consent, and 80.86% (1145/1460) of consenters provided their personal contact information, completed the lengthy baseline survey, and were randomized. Overall, 22.57% (1145/5074) of those who began the eligibility screening were randomized; 80.86% (1145/1460) of those who were eligible were randomized.

Examining Ad Effectiveness

We analyzed the registration patterns associated with each of the 91 ads we used during the study. Almost 30% of participants were enrolled from the first 7 regional ads in approximately 2 months. The most successful ad in terms of total enrolled participants was the first ad targeting the Midwest, which yielded 95 participants from 13 days of advertising. After this period, from mid-October to late December, 10 ads yielded only 113 participants. The New Year’s simultaneous advertising plan (counted as a single ad for analyses) yielded 43 participants but was very expensive. Regional advertising was then hit-and-miss for several months, with some ads doing acceptably but others poorly. The “friends of friends” ad yielded 32 participants, and the Lookalike ads were moderately successful, with many yielding more than 15 participants but some far fewer.

Figure 3 displays the recruitment pattern from the Midwest ad yielding 95 participants. The figure illustrates 2 key points: enrollment gradually tapers off within a few days of launching even a successful ad like this one (the saturation effect), whereas ad clicks remain high throughout (700 to 1135 clicks per day). For this ad, enrollment dropped sharply on a holiday (day 4, Labor Day) but resumed thereafter; we discontinued the ad after day 13.

The vast majority of the participants (94.2%) lived in the target area for an ad and enrolled while the ad was running or within 2 days of its conclusion. Of the others, 2.2% could plausibly have been stragglers from an earlier ad (enrolling within several weeks of an ad beginning in their region and assigned an identification number based on that ad period) and were attributed to that ad. The other 3.6% lived outside the current ad’s target area (sometimes nearby but sometimes on the other side of the country), and we expect that most of these people were tagged or otherwise notified of the study by a friend seeing the ad; we attributed their enrollments to the current or most recent ad. Enrollment was consistent across the days of the week, from a low of 13.0% of the total sample enrolling on a Sunday (700 to 1135 clicks per day). For this ad, enrollment dropped sharply on a holiday (day 4, Labor Day) but resumed thereafter; we discontinued the ad after day 13.

The vast majority of the participants (94.2%) lived in the target area for an ad and enrolled while the ad was running or within 2 days of its conclusion. Of the others, 2.2% could plausibly have been stragglers from an earlier ad (enrolling within several weeks of an ad beginning in their region and assigned an identification number based on that ad period) and were attributed to that ad. The other 3.6% lived outside the current ad’s target area (sometimes nearby but sometimes on the other side of the country), and we expect that most of these people were tagged or otherwise notified of the study by a friend seeing the ad; we attributed their enrollments to the current or most recent ad. Enrollment was consistent across the days of the week, from a low of 13.0% of the total sample enrolling on a Sunday (700 to 1135 clicks per day). For this ad, enrollment dropped sharply on a holiday (day 4, Labor Day) but resumed thereafter; we discontinued the ad after day 13.

Table 1. From “Reach” to randomization: UCare study recruitment data.

<table>
<thead>
<tr>
<th>Enrollment step</th>
<th>Number</th>
<th>Proportion continuing from prior step</th>
</tr>
</thead>
<tbody>
<tr>
<td>“People Reached”</td>
<td>6,600,839</td>
<td>Total viewing Facebook ad</td>
</tr>
<tr>
<td>Link (ad) clicks</td>
<td>371,472</td>
<td>5.63% of “reached”</td>
</tr>
<tr>
<td>Began online eligibility screening</td>
<td>5074</td>
<td>1.37% of clicks</td>
</tr>
<tr>
<td>Completed online eligibility screening</td>
<td>1554</td>
<td>30.63% of began screening</td>
</tr>
<tr>
<td>Eligible</td>
<td>1460</td>
<td>93.95% of completed screening</td>
</tr>
<tr>
<td>Consenting</td>
<td>1416</td>
<td>96.99% of eligible</td>
</tr>
<tr>
<td>Randomized</td>
<td>1145</td>
<td>80.86% of consenting</td>
</tr>
</tbody>
</table>
Smokeless tobacco prevalence data are available by state. We designed our study admin page to provide a downloadable Excel file with participant registration data, including their mailing addresses. These data allowed us to calculate per capita response rates by state to see which states were most welcoming (very simply, state adult population x smokeless tobacco user rate=estimated smokeless tobacco users in that state, divided by women enrolled from that state=state enrollment rate). For example, 33 women enrolling from Idaho gave us our best rate, at 47 per 100,000 smokeless tobacco users; 11 women enrolling from Texas gave us our worst rate, at 1 per 100,000 smokeless tobacco users. (As our previous smokeless tobacco cessation study [42] enrolling chewers directly had been very popular in Texas, we made extra efforts to improve recruitment of women there, but with no success until we were able to run a “lookalike” ad, as described above.) By tracking this type of information, researchers can target geographical regions that may be more responsive than others or take extra steps to enroll participants from audience subsections that are lagging behind expectation.

If a particular ad does poorly, it may reflect a lack of interest among the targeted group. This may be temporary (eg, severe local weather conditions). It may also reflect a decision by Facebook on how much to promote the ad, for example, if they deem this ad has “too much” text (although it may be identical to an ad recently used successfully). The same ad could be tried again in a few weeks, or a new (and if desired, essentially identical) ad could be created to see if the results improve.

**Advertising Costs**

This advertising campaign resulted in a cost of US $112.48 per randomized participant (US $0.35 per click). In our pilot 2010 Facebook recruitment campaign with the same study population, we spent just under US $70 per participant. As the cost per click for that campaign is no longer available, we are unable to discern whether the rising cost was due to lower rates of converting clicks to participants or higher advertising prices. In their 2016 review of Facebook recruitment for health and psychosocial research, Thornton et al [34] reported that 110 studies had experienced costs per participant ranging from US $1.36 to US $110 (mean=US $17.48, SD US $23.06). Whitaker et al’s review of 35 studies found a median value of US $14.41 per health study participant recruited using Facebook [6]. The magnitude of the difference between these costs and our own may be attributable in part to the fact that most of these studies were not RCTs, and the burden of enrollment in terms of time, effort, and commitment would thus be far smaller. These studies could also be targeting populations that are easier to reach than those targeted in our study. Our cost of US $112 per participant is in line with the costs we incurred for using traditional advertising media in 2004 to 2005 (US $92 per participant for free publicity in newspaper, radio, and TV news and US $115 per participant for newspaper display ads); in that study, Google AdWords was far more cost-effective (US $7 per participant). None of these advertising methods would have allowed us to exclude men from seeing the study and attempting to enroll, an outcome we wanted to avoid.

The costs for recruiting our population may not be representative of other groups. Pedersen et al recruited 793 young veteran drinkers to a very brief intervention in only 7 days for less than US $5 per participant [23]. For this study, 4.4% of clicks were converted to participants, in comparison with our rate of 0.3%.
Ethical Considerations

There are 2 important ethical concerns to using Facebook advertising: Facebook’s potential use of the data and the risks from interacting with social networks. When a user clicks on an ad, and especially when they like an ad or a campaign’s Facebook page, information about these choices is stored by the user’s browser cookies [19], and Facebook’s algorithms may conclude that the user has an interest in the topic and begin showing the user related links. This may make the user uncomfortable, and they may conclude that the study is violating their privacy. One way to partially mitigate this risk would be to include text on the study’s fan page cautioning the user that liking the page or clicking on the embedded link to the study’s own homepage may be used by Facebook marketing. Visitors could be provided with a nonhypertext URL to the study, with the suggestion that they access the study by copying and pasting the URL to a new browser tab. This option may be weighed against the risk to the study of reducing its page likes, which is an important element of a long-term advertising campaign, as described above.

The risks from interacting with social networks are largely related to privacy, especially for stigmatizing health conditions. When someone sees an ad and tags a friend who they think may be interested, others can see this tagging and will assume there is some association between the tagged person and the condition. Unless Facebook provides a way to eliminate tagging (eg, by disabling comments on the ad), there is no realistic way to avoid this risk other than not advertising for this population. One study recruiting for a domestic violence intervention took 2 measures to protect potential participants’ safety: placing their ads at the side of the screen rather than in the user’s newsfeed and asking women’s organizations to post the ad for them such that women would already be following those pages to receive the information about the study in their newsfeed. They also included accompanying text for all ads, “Please open the link in a new browser window” and “Share only if safe to do so” [43].

Detailed ethical guidelines for protecting users’ privacy during social media recruitment have been developed by Bender et al [44], using Privacy by Design principles.

Key Points for Using Facebook Advertising

Following are our key recommendations for using Facebook advertising:

- First, decide whether Facebook is really an optimal advertising medium for the study.
- For a large-scale RCT, a substantial advertising budget may be necessary.
- Before launching recruitment, design an infrastructure for enrolling and managing participants, including a simple method to monitor the success of each ad daily.
- Before beginning a Facebook advertising campaign, create a fan page on Facebook for the study to connect with the ad; plan to keep the page active with regular posts.
- Be aware that Facebook changes its ad requirements often. Consider getting feedback from targeted participants on the text and graphics of ads before using them.
- Plan for each Facebook ad to reach saturation quickly. Design the ad campaign with a specific rotation strategy in mind (eg, geographic region or a demographic variable), and create an easy way to track enrollment by this variable to help monitor each ad’s effectiveness.
- The “friends of people who like the page” and “Lookalike” options will be most useful when recruiting for a large study with a target audience that is demographically homogeneous but less so for a target audience whose members are heterogeneous, for example, those diagnosed with a particular low-incidence disease.
- Monitor the advertising campaign regularly to avoid overcommitting the advertising budget and be flexible and ready to change strategies if the responses are not as expected.
- Above all, be aware that a great many people will click on Facebook ads without the intention of enrolling in the study, and an ample budget will be necessary.

Conclusions

Our experiences have shown that it is possible to recruit a moderately large RCT sample via Facebook. This recruitment method provides considerable flexibility to monitor and modify the advertising tactics based on feedback. In our case, we were advertising for participating in a study that would be very appealing to potential participants if they became aware of it and that was easy for people to promote to their Facebook friends who they knew may also be interested. This method of recruitment may not work for all types of projects or participant populations. Furthermore, Facebook and other social media are in a constant state of flux, and the methods described in this paper may not work the same way in the future.
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Abstract

Background: Over 75% of individuals are exposed to a traumatic event, and a substantial minority goes on to experience mental health problems that can be chronic and pernicious in their lifetime. Early interventions show promise for preventing trauma following psychopathology; however, a face-to-face intervention can be costly, and there are many barriers to accessing this format of care.

Objective: The aim of this study was to systematically review studies of internet-delivered early interventions for trauma-exposed individuals.

Methods: A literature search was conducted in PsycINFO and PubMed for papers published between 1991 and 2017. Papers were included if the following criteria were met: (1) an internet-based intervention was described and applied to individuals exposed to a traumatic event; (2) the authors stated that the intervention was intended to be applied early following trauma exposure or as a preventive intervention; and (3) data on mental health symptoms at pre-and postintervention were described (regardless of whether these were primary outcomes). Methodological quality of included studies was assessed using the Downs and Black checklist.

Results: The interventions in the 7 studies identified were categorized as selected (ie, delivered to an entire sample after trauma regardless of psychopathology symptoms) or indicated (ie, delivered to those endorsing some level of posttraumatic distress). Selected interventions did not produce significant symptom improvement compared with treatment-as-usual or no intervention control groups. However, indicated interventions yielded significant improvements over other active control conditions on mental health outcomes.

Conclusions: Consistent with the notion that many experience natural recovery following trauma, results imply that indicated early internet-delivered interventions hold the most promise in future prevention efforts. More studies that use rigorous methods and clearly defined outcomes are needed to evaluate the efficacy of early internet-delivered interventions. Moreover, basic research on risk and resilience factors following trauma exposure is necessary to inform indicated internet-delivered interventions.

(J Med Internet Res 2018;20(11):e280)  doi:10.2196/jmir.9795
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Introduction

Background

Approximately 75% of individuals are exposed to a traumatic stressor in their lifetime that involves exposure to actual or threatened death, serious injury, or sexual violence [1]. The types of traumatic exposures that are most commonly experienced include sexual assault, witnessing another person getting killed or badly injured, sudden unexpected death, and life-threatening motor vehicle accidents [1]. Following trauma, the majority of individuals will experience subclinical symptoms...
of distress that abate over time without intervention, considered natural recovery [2-4]. Although natural recovery is the most common trajectory following trauma exposure, a subset of trauma-exposed individuals experience significant distress and impairment that require intervention to facilitate recovery to healthy levels of functioning [1]. These individuals may be diagnosed with posttraumatic stress disorder (PTSD), major depressive disorder, generalized anxiety disorder, panic attacks, and health-risk behavior such as substance abuse [5-7]. These disorders can be chronic and pernicious but may be preventable if interventions are delivered early following trauma exposure [8]. The purpose of this paper was to systematically review early interventions delivered through the internet for individuals exposed to trauma.

Although natural recovery is expected for most trauma-exposed individuals, trauma experts recommend that mental health professionals should not wait to provide care until problems are chronic and purport the value of early preventive interventions [9]. The Institute of Medicine defines prevention as efforts to reduce the incidence of a disorder, as opposed to reducing the prevalence [10]. Within this definition, preventive interventions have been organized into 3 categories: universal, selected, and indicated [11]. Universal interventions are provided to all members of a population regardless of risk for developing a disorder, for example, interventions applied to an entire population before a traumatic event regardless of trauma exposure. Selected interventions are intended for those who exhibit risk factors for the disorder but show no signs or symptoms of the disorder, such as individuals exposed to a traumatic event who may or may not be experiencing symptoms of the disorder. Indicated interventions are provided to only those who have subthreshold symptoms of the disorder or a subclinical diagnosis, for example, those who screen positive as experiencing symptoms of distress following trauma [10].

Universal intervention delivered before trauma exposure has been argued to be infeasible and too costly. However, as compared with other mental health disorders that have a prodromal phase (eg, schizophrenia) or a waxing and waning course (eg, depression), disorders that have an onset subsequent to trauma exposure (eg, PTSD and acute stress disorder) have a clear onset, providing a unique window for selected or indicated prevention. Following a traumatic event, individuals may present to emergency rooms or be seen by health care providers, and these circumstances are opportune for the provision of intervention [12]. In light of these considerations, this paper focuses on selected and indicated interventions delivered to individuals already exposed to trauma.

Reviews of early interventions for trauma-exposed individuals demonstrate that efficacy varies across modalities. The literature consistently contraindicates psychological debriefing as an intervention following trauma [9,11,13]. Interventions based on cognitive and behavioral principles have been found to be valuable in the prevention of posttraumatic mental health problems [9,11,14]. Despite their potential value, Feldner et al [11] highlight that face-to-face preventive interventions can be intensive, time-consuming, and costly. Moreover, many individuals who experience distress following trauma do not receive intervention [15] due to perceived stigma, difficulty scheduling appointments, and lack of access to care (eg, due to living in a remote location, lack of transportation, lack of financial resources [6]). Given these considerations, the internet may be a valuable platform to deliver early intervention. The internet provides a medium to deliver interventions with a wide reach as websites can be accessed remotely at a low cost, and users can maintain anonymity. Such interventions may be particularly valuable in reducing the economic and psychological burden of natural disasters, terrorist attacks, or war because internet-delivered interventions can be delivered on a large scale and accessed by the entire affected communities.

Objective

Research suggests that internet-based interventions are feasible [16] and efficacious in reducing PTSD and other psychopathologies (eg, anxiety disorders) that may follow from trauma [17,18]. However, to date no research has systematically reviewed the literature on early interventions for trauma-exposed individuals delivered via the internet. Given the potential value of such interventions for targeting a large number of people following trauma in a cost-effective way, an understanding of the available interventions and their efficacy in preventing or ameliorating posttraumatic distress is important. This study systematically reviewed internet-delivered interventions intended to be delivered acutely following trauma exposure, and the empirical data on mental health symptom change following these interventions.

Methods

Literature Search

A search was conducted according to the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) statement [19]. The literature search was conducted in PsycINFO and PubMed, using the search terms “Trauma” OR “Posttraumatic Stress” OR “Posttraumatic Stress Disorder” or “Recent Trauma” OR “PTSD” and “Early Intervention” OR “Preventive Intervention” and “Online” OR “Web-based” OR “Internet-based therapy” OR “Internet-delivered.” Searches were limited to papers published after 1991 when the internet became available in North America. Reference lists of reviews and meta-analyses on early interventions [8,14] and internet-delivered interventions for PTSD [17] were also reviewed.

Selection Criteria

Two reviewers (NE and IS) screened identified abstracts and titles to identify full-text studies. Due to the nascency of internet-delivered interventions, and to review all available early posttrauma interventions, inclusion criteria were broad and not limited to controlled trials. Papers were included if the following criteria were met: (1) an internet-based intervention was described and applied to individuals exposed to a traumatic event; (2) the authors stated that the intervention was intended to be applied early following trauma exposure or as a preventive intervention; and (3) data on mental health symptoms at pre- and postintervention were described (regardless of whether these were primary outcomes). Internet-based interventions were defined as interventions delivered online via a computer.
or mobile phone platform. The terms internet-based and Web-based were used synonymously to describe such interventions. Papers that described stepped care interventions whereby 1 aspect of a broader intervention involved an internet-based intervention were included [20].

Papers were excluded if (1) the intervention was delivered via the telephone or videoconferencing [21]; (2) an intervention was described and implemented, but empirical data on participants’ mental health symptoms pre- and postintervention were not reported (eg, protocols for randomized controlled trials [22] and studies that only describe feasibility data [23,24]); and (3) the authors did not explicitly state that the intervention was preventive or intended to be delivered early following trauma. Level of agreement between the 2 reviewers (NE and IS) was 100%.

**Methodological Quality of Included Studies**

A total of 2 raters (NE, IS) evaluated the methodological quality of each included empirical study (ie, only studies examining empirical evidence for the intervention) using the Downs and Black Checklist [25]. This checklist was selected because it evaluates the quality of both randomized and nonrandomized trials, given that both were included in this review. The checklist assesses items under the following subscales: reporting, external validity, internal validity (bias and confounding), and power. A modified version of the power item was used [26]. With this modification, a study can achieve a total possible score of 28. The test-retest reliability ($r = .88$), inter-rater reliability ($r = .75$), and internal consistency (Kuder-Richardson formula 20 = .89) of the checklist are good [25]. Higher scores indicate greater quality. In this study, inter-rater reliability ranged from 85% to 100% on each article reviewed. Raters discussed each discrepancy and achieved consensus for all discrepancy rated items.

**Data Extraction**

After screening for relevance, full papers were examined. Data on the intervention, sampling, recruitment, methodology, and design were extracted from all included studies. Data on mental health outcomes at pre- and postintervention as well as longer-term follow-up, if available, were extracted (ie, feasibility data were not reviewed). Any measures of mental health symptoms (eg, depression, anxiety, and worry) were reviewed, given the range of psychological responses that individuals might experience after trauma. Results from intent-to-treat analyses and completer analyses were extracted. Interventions were coded as “selected” or “indicated.” Selected interventions were defined as interventions that were delivered to the entire sample, regardless of whether or not they endorsed mental health symptoms. Interventions were coded as indicated when delivered only to participants endorsing cut-off criteria of mental health symptoms.

**Results**

Database searches yielded a total of 2346 articles. Review of reference lists of relevant articles yielded an additional 15 papers. Abstracts and titles were screened for inclusion. A total of 7 articles were included in the review based on selection criteria (see Figure 1). The most common reason for exclusion was that the intervention was not delivered via the internet or not an early or preventive intervention (eg, intended for chronic PTSD).

**Interventions**

Descriptions of interventions are provided in Multimedia Appendix 1. Each paper described a different intervention. With regard to age of target population, 4 interventions were designed for adults [20,27-29], 1 for adults and adolescents [30], and 2 for children [31,32]. In terms of the type of trauma that interventions were designed to address, 4 interventions were intended for survivors of physical injury or medical events [20,27,31,32], 2 for individuals exposed to natural disasters [28,30], and 1 for veterans following combat [29]. No interventions specifically targeted survivors of interpersonal trauma such as sexual assault.

Each of the 7 interventions described were based on cognitive and behavioral principles. Moreover, 3 interventions were completely self-guided and consisted only of self-help psychoeducational materials [28,30,31]. Of the interventions, 1 intervention [32] was formatted as an interactive game with a storyline whereby children chose characters exposed to different types of trauma. The goal of the game was for users to help people in a town whose emotions had been zapped.

One intervention [20] was a stepped care approach in which patients were given laptops at their hospital bedside with access to an online community forum website, and they also met clinicians who consulted them about their intervention preferences. In the intervention described by Van Voorhees et al [29], patients received instant messages from clinicians and peers trained as counselors to encourage continued use of the website. The authors described this approach as motivational interviewing instant messages. The intervention described in Moutaha et al [27] also had a peer support forum.

**Summary of Research Findings**

The included studies are described in Table 1 and Multimedia Appendix 2. The quality of the studies according to the modified Downs and Black Checklist [26] ranged from 18 to 24, considered fair to good quality, with a median score of 21 (see Multimedia Appendix 1). Across all studies, assessors were not blind to patient intervention conditions. In only 1 study [29], adverse events that may have been important during the trial were reported, and only 2 studies [27,31] were adequately powered to detect a clinically important effect. Only 1 study [27] assessed symptom outcomes using gold standard clinician-administered measures and blinded assessment. There were 15 different assessment measures used across the studies because studies included multiple outcome measures. There were 3 assessment measures that were used across more than 1 study, and in each case, these measures were used in 2 studies only (see Table 1).

Across studies, participants were recruited from hospital emergency departments, intensive care units or surgical wards [20,27,31,32], random digit-dial methods in disaster-affected areas [30], online advertisements [29], and outpatient clinics [28]. There was variability with respect to the time the
participants were recruited following trauma as well as the length of time that participants were followed after the intervention (Multimedia Appendix 2).

With regard to outcomes, in controlled studies of selected interventions (ie, all trauma-exposed participants received the intervention regardless of mental health symptoms), the interventions were not better than control conditions in reducing mental health symptoms. Means of outcome measures for intervention and control groups are reported in Multimedia Appendix 3. There was 1 exception to this finding. Ruggiero et al [30] found marginally statistically significant decreases in PTSD and depression symptoms in the group that received the Bounce Back Now intervention as compared with the assessment-only control group at 12-months postbaseline.

**Figure 1.** Flow diagram of literature search. PTSD: posttraumatic stress disorder.
Table 1. Empirical data on internet-delivered early interventions.

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Outcome measures</th>
<th>Intent-to-treat results</th>
<th>Completer results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cox et al (2010) [31]</td>
<td>TSCC-A&lt;sup&gt;a&lt;/sup&gt;, IES-R&lt;sup&gt;b&lt;/sup&gt;</td>
<td>No advantage of intervention on any outcome at any assessment</td>
<td>Advantage of intervention on anxiety only, at both follow-up assessments</td>
</tr>
<tr>
<td>Kassam-Adams et al (2016) [32]</td>
<td>CPSS&lt;sup&gt;c&lt;/sup&gt;; PedsQL&lt;sup&gt;d&lt;/sup&gt;</td>
<td>No advantage of intervention on any outcome at any assessment</td>
<td>NR&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mouthaan et al (2013) [27]</td>
<td>CAPS&lt;sup&gt;f&lt;/sup&gt;, IES-R; HADS&lt;sup&gt;g&lt;/sup&gt;</td>
<td>No advantage of intervention on any outcome at any assessment</td>
<td>Results similar to intention-to-treat (ITT) analyses for all outcome measures (statistics not reported in paper)</td>
</tr>
<tr>
<td>Ruggiero et al (2015) [30]</td>
<td>National Survey of Adolescents PTSD&lt;sup&gt;h&lt;/sup&gt;, depression, substance use modules</td>
<td>No advantage of intervention on any outcome at any assessment</td>
<td>Results similar to ITT analyses for all outcome measures (statistics not reported in paper)</td>
</tr>
<tr>
<td>Steinmatz et al (2012) [28]</td>
<td>PSS&lt;sup&gt;i&lt;/sup&gt;; CSE&lt;sup&gt;j&lt;/sup&gt;; MPSS&lt;sup&gt;k&lt;/sup&gt;; CES-D&lt;sup&gt;l&lt;/sup&gt;; PSWQ&lt;sup&gt;m&lt;/sup&gt;</td>
<td>Advantage of intervention on worry at postassessment.</td>
<td>NR</td>
</tr>
<tr>
<td>Van Voorhees et al (2012) [29]</td>
<td>CES-D 10; PCL-M&lt;sup&gt;n&lt;/sup&gt;</td>
<td>Advantage of intervention on depression at 4 and 12 weeks and on PTSD at 4, 8, and 12 weeks</td>
<td>Advantage of intervention on depression at 4 and 12 weeks and PTSD at 4, 8, and 12 weeks</td>
</tr>
<tr>
<td>Zatzick et al (2015) [20]</td>
<td>PCL-C&lt;sup&gt;o&lt;/sup&gt;, PHQ-9&lt;sup&gt;p&lt;/sup&gt;</td>
<td>Advantage of intervention on PTSD at 6 months</td>
<td>NR</td>
</tr>
</tbody>
</table>

<sup>a</sup>TSCC-A: Trauma-Symptom Checklist for Children-A.  
<sup>b</sup>IES-R: Impact of Event Scale-Revised.  
<sup>c</sup>CPSS: The Child PTSD Symptom Scale.  
<sup>d</sup>PedsQL: Pediatric Quality of Life Inventory.  
<sup>e</sup>NR: not reported.  
<sup>f</sup>CAPS: Clinician-Administered PTSD Scale.  
<sup>g</sup>HADS: Hospital Anxiety and Depression Rating Scale.  
<sup>h</sup>PTSD: posttraumatic stress disorder.  
<sup>i</sup>PSS: Perceived Stress Scale.  
<sup>j</sup>CSE: Coping Self-Efficacy Scale for Trauma.  
<sup>k</sup>MPSS: Modified PTSD Symptoms Scale.  
<sup>l</sup>CES-D: Center for Epidemiologic Studies Depression Scale.  
<sup>m</sup>PSWQ: Penn State Worry Questionnaire.  
<sup>n</sup>PCL-M: PTSD-Checklist Military version.  
<sup>o</sup>PCL-C: PTSD Checklist Civilian version.  
<sup>p</sup>PHQ-9: Patient Health Questionnaire-9.  

The Bounce Back Now intervention is a combination of selected and indicated prevention wherein all participants had experienced trauma and were enrolled regardless of symptom presentation. However, within the intervention, modules were indicated based on participants’ symptomatology (e.g., participants with a clinical level of symptoms of depression were invited and encouraged to use the depression module).

In the 3 studies in which interventions were indicated [20,28,29], significant reductions on some mental health symptoms were found compared with control conditions. Steinmatz et al [28] found that the group receiving the My Disaster Recovery intervention endorsed significantly greater reduction in worry over time as compared with the groups receiving online information only and the intervention-as-usual group. No significant differences among intervention conditions were found for symptoms of depression, PTSD, perceived stress, or coping self-efficacy. Van Voorhees et al’s [29] study did not have a control group, and they found significant decreases in depression and PTSD over time. Zatzick et al [20] found significant reductions in PTSD symptoms among participants in the intervention group from baseline to 6-month follow-up as compared with their usual care control. They did not find clinically or statistically significant differences between groups in depression scores over time. Although the intervention was delivered to all those who were exposed to trauma, regardless of symptom presentation, Kassam-Adams et al [32] conducted exploratory analyses separating those participants considered at-risk for posttraumatic stress (as indicated by baseline scores of 15 or higher on the Child PTSD Symptom Scale; [33]) from those not-at-risk. They found medium to large between-intervention-group effect sizes from baseline to 6 weeks ($d=-0.84$) and for baseline to 12 weeks ($d=-0.68$) for those at-risk, in favor of the intervention group. Small effect sizes were found for those not-at-risk between baseline to 6 weeks ($d=-0.15$) and for baseline to 12 weeks ($d=-0.24$).
Discussion

Principal Findings

The aim of this paper was to systematically review the literature on studies of internet-delivered early interventions for trauma-exposed individuals. Although previous reviews have identified numerous internet-delivered interventions for PTSD [17] and other chronic psychological disorders following trauma [16], this review identified only 7 studies that evaluated early internet-delivered interventions for trauma-exposed individuals. The lack of research on internet-based interventions following traumatization is interesting, given the potential low cost and wide-reaching impact of such prevention efforts.

Overview of Included Studies

The quality of the included studies ranged from fair to good. Studies were generally not adequately powered to detect differences. In addition, most studies did not employ gold standard clinician-administered assessments and lacked long-term follow-up data. The objectives of studies varied as mental health symptoms were not the primary outcome of interest in several studies [28,32], and the same assessment measures were not used across studies. Mental health outcomes of interest also varied across studies (eg, PTSD, worry, and depression). The heterogeneity in outcomes assessed and general poor quality of assessment measures limit the conclusions that can be drawn about the effects of such interventions.

Despite the authors of these included studies describing the interventions as preventive or early interventions, the time since trauma varied widely across studies. For example, Van Voorhees et al’s [29] intervention was designed to be delivered acutely after return from deployment but was not delivered and tested until up to 5 years after deployment. The heterogeneity across studies in terms of when these interventions were provided is problematic. Interventions in these studies may not actually be early interventions, given the time elapsed since trauma, and therefore, findings may not represent the value of early interventions or be generalizable to individuals recently exposed to trauma. In addition, given that the trajectory of change in posttraumatic distress is most robust in the first 3 months following trauma exposure [3], it is recommended that early posttrauma intervention be tested within 3 to 6 months. Before conclusions can be drawn about the results of these studies, rigorous research is needed, and interventions should be delivered in the window of time after trauma within which the intervention was designed to be employed.

Findings and Interpretation

Although limited conclusions can be drawn about the effects of the interventions because of the varied study quality and potential problems with timing of delivery in the included studies, a pattern emerged whereby interventions that were indicated (as compared with selected) tended to yield more promising results. In these studies, greater symptom improvement was found in intervention groups compared with controls. Interestingly, Kassam-Adams et al [32] provided the intervention to all trauma-exposed children and found no effect compared with the wait-list control. However, exploratory analyses showed larger effect sizes of the intervention for children at risk of PTSD compared with children not at risk. In studies of selected interventions, intervention groups fared similarly to control groups over time. This finding is in line with the notion that natural recovery is expected following trauma, and it suggests that the interventions may be most advantageous when delivered specifically to individuals demonstrating early symptoms of psychopathology. Delivering interventions when they are not indicated may not be cost effective since recovery without intervention is expected for the majority of those exposed to trauma.

Although data from this review and theory support that indicated interventions may be superior to selected early interventions, the potential for sampling bias across these types of interventions should be considered. For example, in over half of the included studies, the proportion of those who were approached to participate compared with the number who agreed was not reported, and no information was provided on how participating individuals might have differed from those who declined to participate. In indicated interventions, participants present with mental health symptoms. Individuals who self-select for a study and agree to participate may have more awareness of their symptoms and potentially more motivation for intervention, and this may contribute to better outcomes than studies of selected interventions. It is possible that stigma-related biases might render trauma-exposed individuals more likely to agree to participate in selected interventions where all individuals are given the intervention, regardless of whether they demonstrate natural recovery. Sampling bias must be considered when comparing outcomes across selected and indicated interventions, and reported in future studies.

Underscoring the importance of indicated over selected intervention, Feldner et al [11] hold that, given the high frequency of trauma exposure in the population, interventions should be delivered to those most at risk. Data on moderators of the interventions can contribute to better understanding of who will benefit the most from these interventions. However, none of the included studies examined moderators of intervention outcomes. In addition, potential mechanisms of interventions were not examined in any of the included studies, and thus, conclusions about the specific potency of specific strategies in these programs are limited.

Although the current data point to the potential benefits of indicated interventions, finding out whether users find them acceptable and sustainable and how far-reaching the interventions were is arguably as important as it is to ascertain whether the interventions are effective (ie, what communities they could reach). Data provided on accessibility, sustainability, and reach differed across studies when reported, with the majority not demonstrating far reach, given that the design was a pilot study. For example, Kassam-Adams et al [32] found that 35 of the 36 participants (participants were recruited from a hospital setting) accessed the website and roughly half completed the intervention. In contrast, in Ruggiero et al’s study [30] in which 2000 families were approached to participate in the intervention (via random digit dialing), approximately half of those approached accessed the website, and 37.5% completed one module. Just over a quarter of those who completed a
module, completed the entire intervention. The differences in reach between studies and findings related to sustained use warrant further exploration.

Limitations and Future Directions

Findings highlight several areas for future investigation. More research is needed before conclusions can be drawn about the efficacy and cost-benefit analysis of selected versus indicated prevention. The most common methodological weaknesses across the studies included variability in timing of the intervention (ie, interventions posited to be early interventions were not delivered acutely following trauma), lack of adequate power to detect significant differences, and potential sampling bias. To address design weaknesses in the current literature, rigorous and adequately powered research with clearly defined objectives should be conducted on existing interventions that utilize gold standard, blinded-clinician assessment, control groups, and follow-up data. Blinded-clinician assessment reduces potential bias, and clearly defined objectives may increase internal validity of the study.

Interventions should be delivered and tested in the intended acute phase after trauma. Accuracy in the timing of intervention delivery will ensure validity and generalizability of results. Due to the potential value of indicated over selected prevention, more research on posttrauma risk and resilience factors is necessary to determine for whom and how to target interventions. Participants should be recruited from diverse settings to determine the generalizability and efficacy of such interventions across survivors of different types of trauma. Moreover, to address potential sampling bias, recruiting participants from settings that draw trauma survivors for reasons other than mental health purposes (eg, motor vehicle accident reporting centers, emergency departments, or family physician offices) could be employed. By recruiting individuals who do not necessarily present for mental health posttrauma care, samples may include individuals who do not self-select based on predetermined symptoms of trauma. Future research should also identify barriers to accessing internet-delivered interventions.

In addition to lack of rigor across studies, the literature is limited in that none of the studies evaluated early internet-delivered intervention in survivors of interpersonal trauma (eg, sexual assault) specifically. Interpersonal trauma may be especially important to target, given its prevalence [34] and that most cases of posttraumatic pathology stems from interpersonal trauma [35]. Online interventions aimed at victims of interpersonal trauma may be valuable in these populations and increase intervention seeking, because victims may be at risk for experiencing shame and stigma after trauma that could hinder them from seeking face-to-face mental health care [36].

Despite calls for interpersonal-based early posttrauma interventions [11] and findings that lack of posttraumatic social support is a potent risk factor for psychopathology [37,38], none of the interventions reviewed were interpersonally based (although 3 included peer support [20,27,29]). As none of the included studies examined mediators of intervention outcomes, little is known about whether peer support groups offered unique benefits compared with other aspects of the interventions. No studies examined the use of early interventions for individuals with poor posttraumatic social support, despite consistent findings that these individuals are at greater risk of posttraumatic pathology [37,38]. In studies where interventions were delivered to only those at-risk, risk was not defined in terms of social support (ie, always as symptom elevation). Feldner et al [11] hold that preventive interventions that mobilize social support may be best suited to naturalistic settings (eg, schools, religious communities), but the internet may serve as a valuable platform through which connections between socially isolated trauma survivors can be fostered. Researchers should continue to investigate interpersonal risk factors for posttraumatic psychopathology to develop and target such interventions.

In addition, although there was an approximately equal distribution of interventions included in this review that were targeted at adults, compared with children and adolescents, only 7 studies were reviewed. Researchers should continue to develop and study early posttraumatic interventions targeted at different age groups, given the prevalence of trauma across the life span [1]. There were also differences in terms of the complexity of the interventions delivered across the included studies, as some interventions [20,29,30] employed hybrid approaches (ie, stepped care, combination of a support group and clinician messages, self-help for parents in addition to an online intervention). Hybrid approaches may require more resources and could be more expensive [39]. However, there is a potential that such interventions may yield better results in alleviating psychopathology [39]. Researchers should continue to explore hybrid interventions compared with single treatments to determine the most parsimonious, cost-effective way to effectively prevent posttrauma psychopathology.

Conclusions

To conclude, data suggest the potential efficacy of indicated early internet-delivered interventions in reducing mental health symptoms among trauma-exposed individuals experiencing elevated mental health symptoms. However, more high-quality, adequately powered studies are necessary before concrete conclusions can be drawn about the efficacy of such interventions.
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Abstract

Background: Web-based and theory-based interventions for multiple health behaviors appears to be a promising approach with respect to the adoption and maintenance of a healthy lifestyle in cardiac patients who have been discharged from the hospital. Until now, no randomized controlled trials have tested this assumption among Chinese rehabilitation patients with coronary heart disease using a Web-based intervention.

Objective: The study aim was to evaluate the effect of an 8-week Web-based intervention in terms of physical activity (PA), fruit and vegetable consumption (FVC), lifestyle changes, social-cognitive outcomes, and health outcomes compared with a waiting control group in Chinese cardiac patients. The intervention content was theory-based on the health action process approach. Self-reported data were evaluated, including PA, FVC, healthy lifestyle (the synthesis of PA and FVC), internal resources (combination of intention, self-efficacy, and planning), and an external resource (social support) of PA and FVC behaviors, as well as perceived health outcomes (body mass index, quality of life, and depression).

Methods: In a randomized controlled trial, 136 outpatients with coronary heart disease from the cardiac rehabilitation center of a hospital in China were recruited. After randomization and exclusion of unsuitable participants, 114 patients were assigned to 1 of the 2 groups: (1) the intervention group: first 4 weeks on PA and subsequent 4 weeks on FVC and (2) the waiting control group. A total of 2 Web-based assessments were conducted, including 1 at the beginning of the intervention (T1, N=114), and 1 at the end of the 8-week intervention (T2, N=83). The enrollment and follow-up took place from December 2015 to May 2016.

Results: The Web-based intervention outperformed the control condition for PA, FVC, internal resources of PA and FVC, and an external resource of FVC, with an eta-squared effect size ranging from 0.06 to 0.43. Furthermore, the intervention effect was seen in the improvement of quality of life ($F_{1,79}=16.36, P<.001, \eta^2=.17$). When predicting a healthy lifestyle at follow-up, baseline lifestyle (odds ratio, OR 145.60, 95% CI 11.24-1886; $P<.001$) and the intervention (OR 21.32, 95% CI 2.40-189.20; $P=.006$) were found to be significant predictors. Internal resources for FVC mediated the effect of the intervention on the adoption of a healthy lifestyle ($R^2_{adj}=.29; P=.001$), indicating that if the intervention increased the internal resource of behavior, the adoption of a healthy lifestyle was more likely.
Conclusions: Patients’ psychological resources such as motivation, self-efficacy, planning, and social support as well as lifestyle can be improved by a Web-based intervention that focuses on both PA and FVC. Such an intervention enriches extended rehabilitation approaches for cardiac patients to be active and remain healthy in daily life after hospital discharge.

Trial Registration: ClinicalTrials.gov NCT01909349; https://clinicaltrials.gov/ct2/show/NCT01909349 (Archived by WebCite at http://www.webcitation.org/6pHV1A0G1)
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Introduction

Background
Cardiovascular disease (CVD) is the leading cause of death worldwide, with coronary heart disease (CHD) being the major component [1]. In China, CVD was the number one cause of death in 2017, and CHD was the dominant component responsible for 51.6% of all CVD deaths [2]. Cardiac rehabilitation is widely recognized as an effective intervention to avoid further progression and relapse of CVD [3-5]. CHD patients receive the guidance provided on healthy lifestyle changes regarding physical activity (PA) and a healthy diet during rehabilitation in the hospital [6,7]. However, several studies have revealed that it is often difficult for patients to integrate and transfer these recommendations and learning outcomes into their daily life after discharge from the hospital [8,9]. Thus, they need internal and external resources, which can be supported by an extended rehabilitation aftercare when they are at home [10].

With the prevalence of internet use, Web-based interventions are widely developed and applied in the field of cardiac rehabilitation [11-13]. The effectiveness of Web-based interventions on PA and fruit and vegetable consumption (FVC) has been proven to facilitate healthy lifestyle changes after discharge among cardiac patients and people with cardiovascular risk profiles in the Western Hemisphere [14-16]. However, in the Eastern Hemisphere, and especially in China, a large body of Web-based rehabilitation interventions only focus on knowledge, education, and learning. Very few integrate individualized and comprehensive interventions that include educational, cognitive, and psychological elements [17,18].

This study applied the Health Action Process Approach (HAPA) [8] as the theoretical backdrop, which suggests that there are 2 distinctive phases during the health behavior change process. The first phase is the motivation phase, which plays an important role before a goal is set. Subsequently, individuals enter the volition phase, which plays an important role in planning and maintaining health behavior changes. This distinction allows interventions to be tailored based on variables that correspond to either the motivation or the volition phase. In particular, motivation must be built up before individuals can actually change unhealthy behaviors (eg, physical inactivity). Therefore, individuals with an unhealthy lifestyle and no intention to change it might benefit most from interventions that will increase risk perception, self-efficacy, and positive outcome expectancies, to support the formation of goal intentions that focus on healthy lifestyle changes [19]. The purpose is to lead toward a specific intention (eg, “I intend to eat five portions of fruit and vegetables today”). Once the intention is formed and the goal is set, individuals enter the volition phase.

In the volition phase, people benefit most from planning interventions, which can help cross the so-called intention behavior gap [14]. In this phase, individuals learn how to make specific plans (eg, when, where, and how to eat fruit and vegetables), determine priorities, and translate their action plans into behavior. Such self-regulatory planning skills are necessary to maintain progress once people initiate a healthy behavior. Positive behavior change will be guided by self-efficacy, as self-efficacy regulates how much effort is invested in goal achievement, and how much persistence is maintained if obstacles and setbacks occur. In addition, promoting behavior-specific social support from people’s social context is equally important in preventing relapse [8]. In general, cardiac rehabilitation patients need internal (forming and improving intention, self-efficacy, and planning) and external (forming behavior-specific social support) resources to support them to adopt and maintain a healthy lifestyle after their discharge from the hospital.

Until now, how internal and external resources interplay with lifestyle change in cardiac patients (eg, following recommendations for PA and FVC) has not been fully addressed. Interventions that integrate both internal and external resources may enhance social cognitions, which in turn can lead to the adoption of a healthy lifestyle. Thus, mediation analysis might disclose the underlying mechanisms of such an intervention. All of this has been researched in the Western Hemisphere [15,20] but not in the Eastern Hemisphere, and therefore, the purpose of this study is to fill this gap.

Aim and Hypotheses
The main research aim of this study was to examine the efficacy of an 8-week Web-based intervention compared with a waiting control group (WCG) to improve PA and FVC in Chinese rehabilitation patients with CHD after hospital discharge. Effects on single health behaviors, healthy lifestyle (the synthesis of PA and FVC), social-cognitive indicators for PA and FVC (internal and external resources), and perceived health outcomes (body mass index [BMI], quality of life, and depression) were tested (see hypotheses 1 to 3). The second aim of this study was to examine whether changes in internal resources (combination of intention, self-efficacy, and planning) and an external resource (social support) mediate the effect of the intervention on changes in lifestyle (hypothesis 4).
The main intervention effects were hypothesized in terms of (1) self-reported increase in PA and FVC behavior (single behavior indicators; hypothesis 1a) and adoption of a healthy lifestyle (hypothesis 1b); (2) more improvements in indicators of internal resources (combination of intention, self-efficacy, and planning) and an indicator of external resources (social support; hypothesis 2); (3) improvement in health outcomes (BMI, quality of life, and depression level; hypothesis 3); and (4) the expectation that those patients who had increased internal resources (combination of intention, self-efficacy, and planning) and an external resource (social support) because of the intervention would be more likely to adopt a healthy lifestyle (mediation effect; hypothesis 4).

Methods

Study Design, Procedure, and Participants

This study was a pilot randomized controlled trial involving 1 intervention group (IG) and 1 WCG. There were 2 assessments: a pretest after randomization and before intervention start or the waiting time (T1, n=114) and a posttest at 8 weeks after the pretest (T2, n=83). The WCG was allowed to access the 8-week Web-based intervention after T2, once the IG had finished the intervention. All patients were informed about the study with an informed consent form. The study received ethical approval by the Committee for the Use of Human & Animal Subjects in Teaching & Research of Hong Kong Baptist University (FRG1/12-13/064) and was registered with ClinicalTrials.gov (NCT01909349; Multimedia Appendix 1 [12]).

Enrollment and follow-up took place from December 2015 to May 2016. Outpatients with CHD were recruited face-to-face by the physician of the research team, with the assistance of a nurse in the cardiac rehabilitation center of a hospital in south China. The inclusion criteria were as follows: aged between 18 and 75 years, no restriction of physical mobility under the cardiac function at entry, no restriction of other relevant diseases such as diabetes or fruit allergies, sufficient reading and writing skills in Chinese, internet access via a computer at home, and mobile access.

Figure 1 shows the flowchart of patients from enrollment in the study to allocation to the 2 groups (IG and WCG) and posttest after 8 weeks. A total of 136 patients with CHD were recruited. Of these, 16.2% (22/126) were excluded after random allocation due to restrictions in terms of PA or FVC (n=11), no internet access via a computer at home (n=4), or because they declined to participate (n=7). Subsequently, 83.8% (114/136) eligible patients fulfilled the online registration and provided personal information within 1 week during the period of hospital rehabilitation. In total, 60 patients (52.6%) in the IG and 54 patients (47.4%) in the WCG were included. During the last week before they were discharged from the hospital, patients in both groups were invited to complete the first online questionnaire (pretest; T1). Patients in the IG were encouraged to access a Web-based health program via their home computer once a week during the following 8 weeks, whereas patients in the WCG did not receive any treatment. Upon completion of the 8-week intervention, patients in both groups were invited to fill in the second online questionnaire (posttest; T2). The final longitudinal sample consisted of 83 (72.8%) patients, including 44 (53%) in the IG, and 39 (47%) in the WCG (Figure 1).

All website links for the questionnaire surveys at T1 and T2 as well as for the weekly intervention program were delivered via email. To boost the engagement of patients, short message service (SMS) text messages were sent as reminders. Furthermore, the nurse contacted participants via phone calls once per week before each intervention session and at the 2 measurement points to remind the patients. Moreover, patients were offered a 60 renminbi (RMB; US $9) telephone recharge card as an incentive in exchange for their participation in the study and completion of the 2 data collection waves.

Intervention

The 8-week Web-based intervention started with PA in the first 4 weeks, followed by the FVC in the later 4 weeks. This sequential design falls into the previous study results, suggesting PA might act as gateway behavior [21,22], and PA modules are the most favored modules in tailored electronic health (eHealth) lifestyle promotion [23].

The intervention content was designed based on the HAPA theory. Accordingly, social-cognitive variables of PA and FVC were targeted in the intervention (Multimedia Appendix 2). In particular, the targeted variables were as follows: week 1 and week 5—risk perception, outcome expectancies, and goal setting; week 2 and week 6—development of action plans; week 3 and week 7—revision and adjustment of previous action plans and development of coping plans; and week 4 and week 8—revision and adjustment of previous coping plans and development of behavior-specific social support. Self-efficacy was a fixed intervention variable that was included from week 1 to week 8. Multimedia Appendix 2 indicates intervention variables and content for each week.

In addition, selected behavior change techniques were addressed in the intervention to facilitate the implementation and maintenance of behavior [24]. For example, 2 types of feedback were provided: patients received individualized feedback on their self-reported behavior performance 4 weeks ago, 3 weeks ago, 2 weeks ago, and 1 week ago. Criterion-based feedback was also presented (eg, accumulated at least 150 min with moderate intensity of PA per week and 5 portions of FVC per day). The examples of the feedback can be found in a separate publication [25]. Moreover, examples of role models were provided throughout the intervention to support patients to set goals, develop plans, and increase their self-efficacy.

Measures

All variables were self-reported online at pretest (T1) and posttest after the 8-week intervention period (T2).

Demographic Information

Sociodemographic information such as gender, age, level of education (low-level: primary school; high-level: high school, and university or college), and relationship status (single or in a relationship) was assessed. In addition, self-reported body height (cm) and weight (kg) were collected at T1 and T2.
**Health Behavior (Single Behavior Indicators)**

The level of PA was assessed using an adaption of the Chinese short version of the International Physical Activity Questionnaire [26]. Patients indicated how often per week and how long each time they performed vigorous PAs (e.g., fast bicycling and intensive swimming) and moderate physical activities (e.g., carrying light loads and bicycling at a regular pace) during the last week. The total PA score (in min/week) for each patient was obtained by summing up all questions.

FVC during the past 7 days was assessed with 4 items, including raw vegetables, fruits, fruit or vegetable juice, and cooked or steamed vegetables [27]. For each item, patients were asked to count the number of portions or glasses of liquid, fruit, and vegetables they consumed on average per day (11 options such as 0, 0.5, 1, 1.5, 2, 2.5..., 5, or above). The total consumed portion was the sum of each item.

**Combined Healthy Lifestyle Indicator**

To combine the 2 behaviors, PA and FVC behaviors were categorized according to whether or not the patients met the health recommendations [20]. After exploring the usefulness of different criteria, the thresholds of 150 min of PA with moderate intensity per week and 5 portions of fruit and vegetables were chosen. Both criteria were validated and have been shown to be effective in improving health [28,29]. At T1, 60% of patients (50/83 eligible patients participating in T1 and T2) did not perform 150 or more min of PA with moderate intensity per week. Moreover, 71% (59/83) of patients did not eat 5 or more portions of fruit and vegetables per day. When both behaviors were combined, 84% (70/83) participants met only 1 or none of these 2 behavioral criteria and were categorized as having an unhealthy lifestyle at T1. Overall, 15% (13/83) of the patients met both behavior recommendations and were categorized as having a healthy lifestyle.

At T2, 50% of patients (42/83 eligible patients participating in T1 and T2) did not perform 150 or more min of PA with moderate intensity per week. In addition, 60% (50/83) of patients did not eat 5 or more portions of fruit and vegetables per day. When both behaviors were combined, 73% (61/83) of participants met only 1 or none of these 2 behavioral criteria and were categorized as having an unhealthy lifestyle at T1. In total, 26% (22/83) of patients met both behavior recommendations and were categorized as having a healthy lifestyle.
Social-Cognitive Indicators as Internal Resources of Behavior Change

Intention

Intention concerning PA was measured with the stem “On 5 days a week for 30 min, I have the intention to perform...” followed by 3 items such as “...strenuous sports activities,” “...moderate PA,” and “...mild PA, like walking” (Cronbach alpha=.40) [30]. Intention concerning FVC was assessed by the stem “I intend to...” followed by 3 items such as “...eat at least 5 servings of fruits and vegetables each day,” “...eat fruit and vegetables at every meal,” and “drink at least one fruit or vegetable juice every day” (Cronbach alpha=.51) [30]. The answers were indicated on a 4-point scale ranging from 1 “not true” to 4 “exactly true.”

Self-Efficacy

Self-efficacy for PA was assessed with 5 items such as “I am certain that I can permanently be physically active for at least 5 days a week for 30 minutes each day” (Cronbach alpha=.89) [31]. Self-efficacy for FVC was assessed by 5 items such as “I am certain that I can eat 5 portions of fruits and vegetables a day, even if it is sometimes difficult” (Cronbach alpha=.95) [32]. The answers were given on a 5-point scale ranging from 1 “don’t agree at all” to 5 “totally agree.”

Planning

The planning indicator was categorized into action planning and coping planning. Action planning was assessed by the stem “For the next month I have carefully planned...” followed by 3 items for PA such as “...which PA I will pursue” (Cronbach alpha=.94) or followed by 3 items for FVC such as “...what I will eat” (Cronbach alpha=.91) [32,33]. Coping plans were measured by the stem “For the next month I have carefully planned...” followed by 3 items for PA such as “...What I can do in difficult situations to stick to my intentions” (Cronbach alpha=.90) or followed by 3 items for FVC such as “...How I can eat healthy, even if something happened” (Cronbach alpha=.92) [32,33]. The answers were given on a 5-point scale ranging from 1 “strongly disagree” to 5 “strongly agree.”

Social-Cognitive Indicator as External Resources of Behavior Change

Social Support

This indicator was measured with 3 items for PA (Cronbach alpha=.72) and with 3 items for FVC (Cronbach alpha=.87) such as “My partner helps me/my family helps me/my friends and acquaintances help me to stay physically active” or “My partner helps me/my family helps me/my friends and acquaintance help me to eat healthy.” Answers were given on a 4-point scale ranging from 1 “totally disagree” to 4 “totally agree” [34].

Health Outcomes

Body Mass Index

BMI was calculated using the formula “BMI = weight (kg)/height (m²).” Body weight and body height were reported by the study participants.

Quality of Life

This indicator was measured using the Hong Kong version of the World Health Organization’s Quality of Life questionnaire (Brief version) [35]. Respondents were first asked about their general quality of life by the item “How would you rate your quality of life?” Study participants were assessed with a 5-point scale ranging from 1 “very poor” to 5 “very good” and by 7 items on physical health subdomains. Such subdomains were “How satisfied are you with your ability to perform your daily living activities?” Response categories used a 5-point scale ranging from 1 “very dissatisfied” to 7 “very satisfied” (Cronbach alpha=.87).

Depression

Level of depression was measured using the Chinese translated Center for Epidemiological Studies-Depression (CES-D) scale. Respondents were asked with the stem “In the past week how often I feel...” followed by 20 items such as “...I was bothered by things that usually don’t bother me.” Respondents were asked to indicate the frequency of symptoms on a 4-point scale (0=less than a day, 1=1 to 2 days, 2=3 to 4 days, 3=5 to 7 days). Positively formulated items were reversed. The total score consisted of the sum of all 20 items and ranged from 0 to 60 (Cronbach alpha=.88). A CES-D score ≥16 indicated the likelihood of a clinically significant depression [36].

All questionnaires above stem from validated and well-tested measurement tools in the Chinese version used in previous studies [25,26,35,36]. In addition, pretests were conducted to ensure the usability and technical functionality of the electronic versions of the questionnaires before the main study.

Data Analysis

All data analyses were performed using IBM SPSS 24.0. The analyses of dropout and comparison of participant characteristics at T1 were conducted with independent sample t tests and chi-square tests. The 5% level (2-tailed) was used as the statistical significance cutoff point.

Intervention effects on PA and FVC behaviors (hypothesis 1a) were tested with repeated-measures analysis of variance (ANOVA). Hypothesis 1b on the combined healthy lifestyle indicator was tested using chi-square and logistic regression analysis (determining odds ratio, OR). In addition, intervention effects on social-cognitive variables (indicators of internal resources and external resources; hypothesis 2) and health outcomes (BMI, quality of life, and depression level; hypothesis 3) were evaluated by conducting a series of repeated-measures analyses of covariance (ANCOVA) with baseline behavior as the covariate. The 2 factors for both ANOVAs and ANCOVAs were time (T1 and T2) as the within-participants factor and chi-square tests. The 5% level (2-tailed) was used as the statistical significance cutoff point.

Hypothesis 4 on the multiple mediation models was performed using an SPSS macro [37]. Before the mediation analysis, the diagnostics of multicollinearity were performed. The criteria of serious multicollinearity problem include high correlation (r>.85), low tolerance (≤0.01), high variance inflation factor (VIF >10), low eigenvalue (approach zero), and large condition index (>30) among mediators [38]. Residualized change scores were used, and 95% CIs of the standardized effects of the
intervention were estimated by applying the bootstrap approach (5000 bootstrap samples).

Results were reported based on those cardiac patients who participated in both measurement points. As less than 5% of items were missing and belonged to a randomized distribution, the expectation-maximization method was adopted to impute the missing data within each measurement point in time [39].

Results

Sample Characteristics and Randomization Check

There were 114 cardiac patients who participated in data collection at T1 (IG=60, WCG=54), and 83 of them completed data collection at T2 (IG=44, WCG=39). The dropout rate of participants was 27.2% (31/114) from T1 to T2. For participants in the IG, 44 (T2) out of 60 (T1) patients (73%) adhered to the whole 8-week intervention program. The 83 final patient sample included more females (57%, 48/83) than males, aged from 20 to 75 years (mean=49.18 years, SD=13.96). The majority of patients were in a relationship (94%, 78/83). Most patients had a high education level (89%, 74/83). The average BMI of patients was 23.65 (SD 2.89, range 16.71-31.25).

Participants at T1 and T2 did not significantly differ from dropouts at T2 regarding the gender ($\chi^2_{(1)}=2.3, P=.13$), education level ($\chi^2_{(1)}=1.6, P=.20$), relationship status ($\chi^2_{(1)}=0.3, P=.56$), age ($t_{(112)}=-0.77, P=.44$), amount of PA at T1 ($t_{(109)}=1.78, P=.08$), and FVC at T1 ($t_{(108)}=-0.88, P=.38$).

Results also indicated that there were no significant differences across the 2 groups at T1 with respect to single behaviors of PA and FVC (social support), age, or health outcomes (BMI, quality of life, and depression; all $P=.11$ to .86). In addition, there were no significant differences between the 2 groups on gender ($\chi^2_{(1)}=0.4, P=.54$), education level ($\chi^2_{(1)}=0.8, P=.49$), relationship status ($\chi^2_{(1)}=0.02, P=.90$), and combined health lifestyle indicator (combination of both behaviors; $\chi^2_{(1)}=0.5, P=.50$).

Evaluation of Time and Treatment on Single-Behavior Indicators as well as Social-Cognitive Indicators of Behavior Change

Table 1 presents the evaluation result of the time, treatment, and time x treatment effect. Out of 6 interaction effects, 5 were statistically significant, with an effect size of $\eta^2$ ranging from 0.06 to 0.43. The mean values of PA, FVC, internal resources of PA, internal resources of FVC, and social support of FVC between 2 groups over time are presented in Figure 2.

Although there was no significant interaction effect on social support for PA ($P=.08$), the mean value of social support for PA (see Figure 2, panel C) indicated that there was a descriptive difference between the 2 groups, which was clearly in favor of the IG.

Evaluation of Time and Electronic Health Treatment on Combined Healthy Lifestyle Indicators

As the purpose of the intervention was not only to change single behaviors but also to improve patients’ lifestyle including both PA and FVC behaviors, change in the combined health indicator was evaluated. According to their PA and FVC behaviors, patients were categorized into groups based on whether or not they met the recommended criteria. The frequencies and percentage of a healthy and an unhealthy lifestyle at T2 depending on T1 lifestyle and treatment are presented in Table 2.

Table 1. Intervention efficacy evaluated in terms of changes over time assessed in a 2-factorial repeated measures analysis of variance.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Time</th>
<th>Treatment</th>
<th>Baseline behavior</th>
<th>Interaction time x treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$ test ($df$)</td>
<td>$\eta^2$</td>
<td>$P$ value</td>
<td>$F$ test ($df$)</td>
</tr>
<tr>
<td>Physical activity (minutes/week)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behaviora</td>
<td>2.88 (1,81)</td>
<td>.03</td>
<td>.09</td>
<td>1.33 (1,81)</td>
</tr>
<tr>
<td>Internal resources</td>
<td>14.13 (1,80)</td>
<td>.15</td>
<td>&lt;.001</td>
<td>11.17 (1,80)</td>
</tr>
<tr>
<td>External resource (social support)</td>
<td>3.26 (1,80)</td>
<td>.04</td>
<td>.08</td>
<td>2.51 (1,80)</td>
</tr>
<tr>
<td>Fruit and vegetable consumption (portions/day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavior</td>
<td>23.69 (1,80)</td>
<td>.23</td>
<td>&lt;.001</td>
<td>7.27</td>
</tr>
<tr>
<td>Internal resources</td>
<td>11.06 (1,79)</td>
<td>.12</td>
<td>.001</td>
<td>9.21 (1,79)</td>
</tr>
<tr>
<td>External resource (social support)</td>
<td>1.59 (1,79)</td>
<td>.02</td>
<td>.21</td>
<td>1.05 (1,79)</td>
</tr>
</tbody>
</table>

aBehavior indicators: moderate-vigorous physical activity or fruit and vegetable consumption.

bN/A: not applicable.

cInternal resources: intention, self-efficacy, and planning.
Figure 2. Mean values for intervention group (solid line) and waiting control group (dotted line) at T1 and T2. (A) Performed physical activity (PA) (minutes/week). (B) Internal resources for PA (combination of intention, self-efficacy, and planning). (C) External resources for PA (social-support). (D) Fruit and vegetable consumption (FVC) behaviour (portions/day). (E) Internal resources for FVC (combination of intention, self-efficacy, and planning). (F) External resources for FVC (social-support).

Table 2. Performance of a healthy and an unhealthy lifestyle at T2 based on lifestyle and treatment at T1.

<table>
<thead>
<tr>
<th>Lifestyle at T1 and treatment</th>
<th>Lifestyle T2&lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
<th>Total, N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unhealthy T2</td>
<td>Healthy T2</td>
</tr>
<tr>
<td>Unhealthy T1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>26 (72)</td>
<td>10 (28)</td>
</tr>
<tr>
<td>Control group</td>
<td>33 (97)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Healthy T1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>0 (0)</td>
<td>8 (100)</td>
</tr>
<tr>
<td>Control group</td>
<td>2 (40)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Unhealthy and Healthy T1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>26 (59)</td>
<td>18 (41)</td>
</tr>
<tr>
<td>Control group</td>
<td>35 (90)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Total</td>
<td>61 (74)</td>
<td>22 (27)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Lifestyle T1 or T2=1 indicates meeting both behavior recommendations (conducting ≥150 min of moderate-vigorous physical activity per week and adopting ≥5 portions of fruit and vegetables per day); lifestyle T1 or T2=0 indicates not meeting both behavior recommendations (conducting ≥150 min of physical activity per week and adopting ≥5 portions of fruit and vegetables per day).

Descriptively, among those with an unhealthy lifestyle at T1, the IG outperformed the WCG in performing healthy lifestyle behavior (ie, 24.9% more). For those with a healthy lifestyle at T1, 100% (8/8) of patients in the IG still maintained their healthy lifestyle throughout treatment, compared with only 60% of patients in WCG. If all patients were considered together, it was found that 40% (18/44) of patients in the IG adopted a healthy lifestyle through treatment compared with only 10% of (4/39) patients in the WCG. However, due to the small sample size, the differences could not be statistically tested.

To further explore which variables predict healthy lifestyle behavior at T2, logistic regression analyses were employed with 3 models (Table 3). First, gender and age (all at T1) were used as predictors for the adoption of a healthy lifestyle at T2. Neither
of these 2 variables, however, was a significant predictor ($P=.30$ to $.47$). Lifestyle at T1 was then added as a predictor in model 2, which exhibited a significant correlation to a healthy lifestyle at T2: patients who had a healthy lifestyle at T1 were about 47.51 times more likely to also adopt or maintain a healthy lifestyle at T2 (Table 3). Furthermore, the treatment was included as a predictor in model 3, which was also a significant predictor for a healthy lifestyle at T2 ($P \leq .006$; Table 3). In other words, those patients receiving the intervention were about 21.32 times more likely to practice or maintain a healthy lifestyle in comparison with patients in the control group. With model 3, lifestyle at T1 and treatment could attribute to 37% of the variance of a healthy lifestyle at T2.

### Evaluation of Time and Electronic Health Treatment on Health Outcomes

Analises of the time and treatment effect on health outcomes in terms of BMI, quality of life, and depression level were performed. A significant difference was yielded for the interaction factor (time x treatment) on quality of life ($F_{1,79}=16.36$, $P<.001$, $\eta^2=.17$). Regarding the BMI and depression level, however, the interaction of time and treatment were not significant, respectively ($F_{1,75}=3.35$, $P=.07$, $\eta^2=.04$; $F_{1,80}=0.001$, $P=.98$, $\eta^2<.001$). The mean values for BMI, quality of life, and depression at T1 and T2 are displayed in Figure 3.

### Testing Mechanism of How the Electronic Health Treatment Facilitated a Healthy Lifestyle

Finally, a multiple mediator analysis tested whether the effects of the intervention on lifestyle change could be explained by changes in internal and external resources (Figure 4). The multicollinearity diagnostics indicated that there was no serious multicollinearity problem among mediators ($r=0.26-0.55$, tolerance=0.48-0.60, VIF=1.66-2.07, eigenvalue=0.25-2.43, and condition index=1.00-3.11). Residualized change scores obtained by regression T2 scores on T1 scores were chosen for the proposed mediators (Figure 4). Group assignment predicted changes in all social-cognitive variables, in particular, in internal resources for PA (beta=.44, SE .81; $P<.001$), external resource for PA (beta=.25, SE .94; $P=.02$), internal resources for FVC (beta=.57, SE .68; $P<.001$, shown in bold in Figure 4), and external resource for FVC (beta=.28, SE .92; $P=.009$). Lifestyle change, as operationalized by meeting the recommendation toward PA and FVC, was predicted by changes in internal resources for FVC (beta=.54, SE .13; $P<.001$, shown in bold in Figure 4) and by no other variables. After controlling for changes in these predictor variables, the relation between group assignment and behavior change was no longer significant (beta=.26, SE .23; $P=.27$; without controlling: beta=.74, SE .21; $P<.001$), which indicates that internal resources for FVC was a full mediator of the intervention effectiveness. The multiple mediator model accounted for 33% of the variance ($R^2_{adj}=.29$; $P=.001$) in lifestyle.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>$P$ value</td>
<td>OR (95% CI)</td>
<td>$P$ value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.71</td>
<td>N/A$^a$</td>
<td>0.05</td>
<td>N/A</td>
<td>0.002</td>
</tr>
<tr>
<td>Gender</td>
<td>1.46 (0.53-4.04)</td>
<td>.47</td>
<td>2.60 (0.65-10.29)</td>
<td>.18</td>
<td>2.89 (0.65-12.79)</td>
</tr>
<tr>
<td>Age</td>
<td>0.98 (0.95-1.02)</td>
<td>.30</td>
<td>1.01 (0.97-1.06)</td>
<td>.56</td>
<td>1.03 (0.98-1.08)</td>
</tr>
<tr>
<td>Lifestyle in T1$^b$</td>
<td>N/A</td>
<td>47.51 (6.97-324.02)</td>
<td>&lt;.001</td>
<td>145.60 (11.24-1886)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment$^c$</td>
<td>N/A</td>
<td>N/A</td>
<td>21.32 (2.40-189.20)</td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.02</td>
<td>&lt;.05</td>
<td>.27</td>
<td>&lt;.001</td>
<td>.39</td>
</tr>
<tr>
<td>$\Delta R^2$</td>
<td>N/A</td>
<td>N/A</td>
<td>.25</td>
<td>&lt;.001</td>
<td>.12</td>
</tr>
</tbody>
</table>

$^a$N/A: not applicable.

$^b$Lifestyle T1 or T2=1 indicates meeting both behavior recommendations (conducting $\geq 150$ min of physical activity/week and adopting $\geq 5$ portions of fruit and vegetables/day); lifestyle T1 or T2=0 indicates not meeting both behavior recommendations (conducting $\geq 150$ min of moderate-vigorous physical activity/week and adopting $\geq 5$ portions of fruit and vegetables/day).

$^c$Treatment: 0 indicates waiting control condition; 1 indicates intervention condition.
Discussion

Principal Findings

The aim of this study was to gain insights into an 8-week Web-based health promotion intervention for Chinese cardiac rehabilitation patients after discharge from hospital. The majority of the research hypotheses were supported.

The main expected intervention effects on single behavior and combined lifestyle were identified. Compared with patients in the control group, patients in the IG reported significantly less decrease of PA and FVC over time (hypothesis 1a). The findings on multiple behavior change are in line with previous studies, which showed effects on both behaviors for patients with metabolic syndrome [40,41].

Furthermore, testing the effect of the intervention on lifestyle indicated that more patients in the IG than in the control group improved their lifestyle by meeting the recommendations for PA and FVC, with a 21 times higher likelihood to practice or maintain a healthy lifestyle in comparison with patients in the control group, after controlling for baseline behavior (hypothesis 1b). In addition, patients who already had a healthy lifestyle at baseline were 47 times more likely to engage in a healthy lifestyle than patients in the control group, after controlling for gender and age, which were both insignificant. The effect of baseline behavior matches previous findings. For instance, this was found in another study targeting employees at the workplace [20] and in rehabilitation settings in North America and Europe [15,33,42]. The findings of this study performed in China support the merits of a Web-based extended program for cardiac rehabilitation patients to improve their lifestyle and thus comparably improve their health, for the Western and the...
When testing the hypothesis on the intervention effects on health outcome, we found patients in the IG were more successful in improving their quality of life, which is coherent with the latest literature using a similar intervention program among university students [25]. However, the significant time x treatment interaction was not detected for BMI, although differential intervention effects surfaced on a descriptive level. In a systematic review on interactive computer-based interventions for weight loss or weight maintenance in overweight or obese people, it was indicated that treatment duration of such interventions significantly leading to weight loss is 6 months [42]. Likewise, the reduction of BMI through Web-based interventions in cardiac patients also needs long-term treatment duration in the future. In addition, we did not find the expected intervention effect on depression. The possible cause might be that the high percentage of cardiac rehabilitation patients (68%, 56/82) who reported their depression score at the start of the study was equal or higher than 16, which reflects the critical mental status of many patients. To reduce depression levels in cardiac patients, long-term and combined provision of guidance, information, stress management, and relaxation skills incorporated into the intervention would need to be developed in the future. This suggestion is also supported by another intervention study in rehabilitation patients with myocardial infarction [43]. Overall, hypothesis 3 was confirmed with one-third of the tested variables.

The hypothesized changes in internal and external resources of behavior change (combination of intention, self-efficacy, and planning; social support) were found in the majority of the tested variables in the mediation analysis. In addition, based on the sequential intervention mode in this study (first 4 weeks for PA, followed by latter 4 weeks for FVC), the gateway effect of the PA mechanism on nutrition was confirmed with the increasing close relationship from PA to nutrition on internal ($R^2$ from .44 to .57) and external ($R^2$ from .25 to .28) resources, which was also found before [23,44]. However, internal resource for FVC was the only facilitator of the intervention effectiveness. In particular, in the mediation model, it was found that patients in the IG who gained more internal resources on nutrition (eg, increased intention, higher self-efficacy, and more specific planning: Figure 2, panel E) were more likely to adopt or maintain a healthy lifestyle (Figure 4). Thus, it is important to empower the motivation to change, as well as the self-regulation ability of cardiac rehabilitation patients regarding nutrition behavior. This can boost patients to eat healthier and to maintain or adopt PA. Referring back to hypothesis 4, the data support the assumption of a mediator. However, only the internal resource of FVC was revealed to be a mediator but no internal resources of PA or external resource of PA and FVC. Thus, hypothesis 4 was only partially supported.

**Limitations**

This study is subject to some limitations. First, as it was a small study, it provides only a limited sample size and power. Thus, the statistical analysis of chi-square could not be computed due to the small cell distributions. Second, all variables used in the study were self-report measures. Therefore, the inclusion of objective measures such as accelerometers, wearable cameras, or height and weight measurements is desirable in future studies. Third, physical health outcomes in the study only included BMI, which is too simple to reflect the comprehensive health situation of cardiac patients. More clinical health indicators such as blood pressure, total cholesterol, low-density lipoprotein cholesterol, high-density lipoprotein cholesterol, triglycerides, peak VO2, VO2@AT, and HR@AT should be added in the future. Fourth, only short-term effects were investigated. Long-term effects should be addressed in depth in the future with such an eHealth intervention. Fifth, patients received monetary incentives in exchange for their participation in the study, which might lead to a bias when evaluating the treatment effects. Moreover, the study could only include patients with access to a computer and the internet; therefore, the results cannot be generalized to patients without such access. Finally, although previously tested interventions in the Western Hemisphere [15,20] were tested with this study in the Eastern Hemisphere, no direct comparative study was conducted. It can only be concluded in this study that the intervention was as effective in Eastern Hemisphere as in Western Hemisphere. Future study should be warranted to test the same intervention in a comparative study to tease out differences in a systematic way.

**Conclusions**

To conclude, the study demonstrated the potential of a Web-based multiple health behavior intervention among Chinese rehabilitation patients with CHD. The majority of study hypotheses were supported. Such an intervention enriches the extended rehabilitation approaches for cardiac patients to be active and remain healthy in daily life when they are discharged from the hospital. The mechanism of exploration indicates that internal psychological resource (eg, high intention and good self-regulation capability) is a central variable and should especially be considered in cardiac patient health promotion. In addition, gateway or transfer effects, from 1 behavior to another, should be addressed in depth to explore synergistic effects.
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Abstract

Background: The reported efficacy of telemedicine in patients with inflammatory bowel disease (IBD) is inconsistent among studies, and data for complex IBD are lacking.

Objective: We aimed to evaluate the impact of remote monitoring using a Web system—Telemonitorización de la Enfermedad de Crohn y Colitis Ulcerosa or Telemonitoring of Crohn’s Disease and Ulcerative Colitis (TECCU)—as compared to standard care and telephone care on health outcomes and health care in patients with complex IBD.

Methods: We performed a 3-arm randomized controlled trial. Adult patients with IBD who received immunosuppressants and biological agents were recruited from the IBD Unit of a tertiary university hospital. The patients were randomized into groups to receive remote monitoring (G_TECCU), nurse-assisted telephone care (G_NT), or standard care with in-person visits (G_control). All patients completed the study visits at baseline and at 12 and 24 weeks in addition to each type of intervention. The primary outcome was the percentage of patients in remission at 24 weeks. Secondary health outcomes were quality of life, medication adherence, adverse effects, satisfaction, and social activities. Data on the number of outpatient visits and telephone calls, emergency visits, hospitalizations, IBD-related surgeries, and corticosteroid courses were also collected.

Results: A total of 63 patients were selected (21 patients in each group). During the study, 90.5% (19/21) of patients in G_control, 95.2% (20/21) in G_NT, and 85.7% (18/21) in G_TECCU were compliant to the intervention. After 24 weeks, the percentage of patients in remission was higher in G_TECCU (17/21, 81%) than in G_NT (14/21, 66.7%) and G_control (15/21, 71.4%). A higher improvement in disease activity was observed in G_TECCU than in G_control in terms of the Harvey-Bradshaw/Mayo (odds ratio=0.12, 95% CI=0.003-2.162, P=.19) and Harvey-Bradshaw/Walmsley (odds ratio=0.11, 95% CI=0.004-1.55, P=.13) indexes. Improvement in disease activity was associated with a larger reduction in fecal calprotectin values in G_TECCU compared...
to G_control (estimated intervention effect: odds ratio = -0.90; 95% CI = -1.96 to 0.16, P = .11). All completers adhered to treatment in G_TECCU. In addition, the quality of life, social activities, and satisfaction improved in all 3 groups. Although the number of outpatient visits and telephone calls was lower in G_TECCU than in G_NT and G_control, the safety profile was similar in all 3 groups.

Conclusions: This pilot clinical trial suggests that the TECCU Web-based system is a safe strategy for improving health outcomes in patients with complex IBD and reducing the use of health care resources.


(J Med Internet Res 2018;20(11):e11602) doi:10.2196/11602

KEYWORDS
Crohn disease; e-health; inflammatory bowel disease; information and communication technology; telemedicine; ulcerative colitis

Introduction

Inflammatory bowel disease (IBD), comprising ulcerative colitis (UC) and Crohn disease (CD), is a chronic relapsing disorder characterized by inflammation of the gastrointestinal tract. Its natural progression includes flares and periods of remission, and IBD requires continuous and personalized follow-up to ensure long-term remission. Patients with IBD use health care resources significantly more often than patients with other conditions [1]. Importantly, 30%-45% of adult patients with IBD are nonadherent to treatment [2], which increases the probability of relapse by 4-fold and consequently increases the health care costs [3]. The high percentage of nonadherence is associated with behavioral and psychological factors and the physician-patient relationship [2]. In addition, IBD is related to high levels of school absenteeism and work disability [4], interference with social activities, and impairment of health-related quality of life (HRQoL) [5]. Therefore, IBD has a significant medical, social, and financial impact.

To address these difficulties, telemedicine uses information and communication technologies (ICTs) to provide health care services remotely. Despite the heterogeneous nature and progress of IBD, ICTs allow tailored follow-up with better communication between physicians and patients [6-8] and provide educational resources that promote patient empowerment [6] and optimize treatment [9,10]. ICTs were initially used to support the management of other chronic diseases such as congestive heart failure [11], diabetes mellitus [12], and chronic obstructive pulmonary disease [13] and showed excellent acceptance by patients and improvement in HRQoL. Owing to these positive results, telemedicine systems have been evaluated in patients with IBD [14,15].

A ground-breaking evaluation of telemedicine in patients with IBD by Cross et al. [16], who designed the Home Automated Telemanagement system, was acceptable, increased patients’ knowledge about their disease, and facilitated greater self-control of IBD symptoms [17]. However, in a randomized controlled trial of 47 patients with UC in remission or with mild UC activity, no significant differences were noted in disease activity, HRQoL, or medication adherence between patients who followed the telemedicine system and those who received usual care at 12 months [18]. These results were partially explained by a higher discontinuation rate in the Home Automated Telemanagement group due to the platform design. To avoid similar problems, the authors subsequently designed a mobile phone-based Web program to determine the impact of telemedicine on health outcomes [19]. Web programs and mHealth interventions are increasingly used to provide information and health care at a distance. Unlike other telehealth systems, Web-based apps do not require home installation and are less expensive. Web-based systems adapted to IBD are safe and feasible for adults and adolescents [20-22], improve medication adherence, and reduce the duration of relapses [6].

A recent multicenter, randomized controlled trial including more than 900 patients with different subtypes of IBD showed that compared with standard care, empowerment through these systems reduces outpatient visits and hospital admissions, with potential cost savings [8]. Web-based systems are currently the most useful platforms, and their application allows development of distance care projects aimed at providing access to health care in remote areas [23,24]. These models promote collaboration and knowledge exchange between specialists, potentially reducing variability in clinical practice, and could modify the future structure of health systems if they prove to be cost-effective. However, the effect of telemedicine systems on disease outcomes is inconsistent and varies across studies according to the population and health care system in which they are applied [6,8,18,20-22]. Moreover, no specific studies have thus far focused on the impact of telemedicine in patients with complex IBD.

Our research group designed a Web-based telemangement system known as Telemonitorización de la Enfermedad de Crohn y Colitis Ulcerosa or Telemonitoring of Crohn’s Disease and Ulcerative Colitis (TECCU) for remote monitoring of patients with moderate-to-severe IBD activity or who initiate treatment with corticosteroids, immunosuppressants, and biological agents. We performed a randomized controlled trial to assess the safety of care provided through this system and its impact on disease activity, HRQoL, medication adherence, satisfaction, work productivity, social activities, and use of health care resources and compared these outcomes with those of nurse-assisted telephone care and standard face-to-face visits.
Methods

Study Design
A 3-arm, parallel-group, randomized controlled trial was performed to compare the impact of the Web-based telemanagement system TECCU, nurse-assisted telephone care, and standard face-to-face visits on health outcomes and outpatient visits in patients with complex IBD. Neither the patients nor the researchers were masked to the intervention, but the results were analyzed by an independent statistician who was blinded to group identification.

Ethical Considerations
The study protocol was reviewed and approved by the local independent ethics committee of La Fe University and Polytechnic Hospital, Valencia, Spain; the regional independent ethics committee (Comité Ético Autonómico de Estudios Clínicos de Medicamentos y Productos Sanitarios de la Comunitat Valenciana); and the Spanish Agency of Medicines and Medical Devices (Agencia Española de Medicamentos y Productos Sanitarios). According to the physicians involved in the study, the risks did not outweigh the potential benefits, and each participant provided informed consent without coercion before inclusion in the study. The trial is registered at ClinicalTrials.gov with the identifier NCT02943538.

Patient Selection
Patients were recruited from the IBD Unit of a tertiary university hospital. All participants were diagnosed with IBD at least 6 months previously and according to the internationally accepted criteria [25,26].

Inclusion and Exclusion Criteria
The inclusion criteria were age ≥ 18 years; initiation of therapy with corticosteroids, immunosuppressants, and biological agents due to disease activity; and provision of written informed consent to participate in the study. The exclusion criteria were inability to speak and read Spanish; inability to manage a mobile phone or tablet or the Internet or not having a telephone line; participation in other clinical trials during the inclusion period; uncontrolled medical or psychiatric disease; presence of ileorectal or ileal pouch-anal anastomosis; receipt of definitive ileostomy; perianal disease; and pregnancy.

Recruitment
This project was funded in 2012, and the platform was installed and configured in 2013-2014. Enrollment was started in October 2014 and ended in June 2016. The follow-up ended in December 2016. Patients were included consecutively from the Outpatient Clinic of the IBD Unit or the Gastroenterology Department if they were admitted for a flareup of IBD. During the visit, the inclusion and exclusion criteria were verified, and the patient was informed about the study through the patient-information sheet. If the patient agreed to participate, he or she signed the informed consent document.

Randomization
Eligible patients were randomized to 1 of the 3 groups to receive remote monitoring (G_TECCU), nurse-assisted telephone care (G_NT), or standard care with in-person visits (G_control) in a 1:1:1 ratio by using a block randomization method through a Web-based tool [27] in order to generate a random-allocation sequence and ensure allocation concealment. Once a number was assigned, it could not be reassigned, and members of the research team who were in contact with patients did not have access to the randomization tables or lists.

Study Outcomes
Participants completed study visits at the baseline, 12 weeks, and 24 weeks, in addition to routine visits scheduled for their clinical care. The variables measured at baseline were sociodemographic variables, disease profile and activity, HRQoL, adverse events, medication adherence, and patient satisfaction.

Primary Outcome
The primary objective of the study was to determine the percentage of patients in clinical remission at 24 weeks. Remission was evaluated using the modified Harvey-Bradshaw index (HBI) for patients with CD [28]. For patients with UC, we used the Simple Clinical Colitis Activity Index (SCCAI, also known as the Walmsley index) [29] for remote checkups together with the partial Mayo score for face-to-face visits [30]. Patients with CD and an HBI < 5 were considered to be in clinical remission, whereas patients with scores of 5-7, 8-16, or >16 were considered to have mild, moderate, or severe activity, respectively [28]. For remote checkups in patients with UC, clinical remission was defined as a Walmsley score ≤ 2, whereas mild-to-moderate and severe activities were defined as scores of 3-5 and >5, respectively [31]. In the face-to-face visits, clinical remission was defined as a partial Mayo score ≤ 2 and no individual Mayo subscore > 1; scores of 2-5, 6-8, and 9 were defined as mild, moderate, and severe disease activity, respectively [30].

Laboratory parameters were measured at baseline and each subsequent visit according to individual patient’s schedule and included a complete blood analysis with nutritional profile and C-reactive protein level (mg/L). Fecal calprotectin (FC, μg/g) was assessed at baseline, 12 weeks, and 24 weeks after inclusion. Changes in the medication were made on the basis of the results obtained, in association with clinical activity indexes, and were prescribed according to specific intervention plans adapted to the severity of each alert.

Secondary Outcomes
The HRQoL of patients at inclusion and at week 24 was evaluated using the specific questionnaire Inflammatory Bowel Disease Questionnaire 9 (IBDQ-9) and the generic questionnaire EuroQol-5D (EQ-5D). IBDQ-9 is a validated questionnaire comprising 9 items distributed in 4 dimensions: bowel symptoms, systemic symptoms, emotional function, and social function. It correlated very well with the Spanish version of the 36-item IBDQ [32]. Each item is scored on a 7-point Likert scale, with an overall score ranging from 7 (lowest QoL) to 63 (highest QoL) points, and calculated over 100 points. EQ-5D is a generic questionnaire that has been used for patients with various chronic diseases such as IBD and was previously...
validated in Spain [33]. This instrument provides a global value for HRQoL, with 5 questions related to 5 dimensions: mobility, selfcare, usual activities, pain or discomfort, and anxiety or depression. Additionally, a visual analog scale (VAS) was used. Each question was scored with 1, 2, or 3 points, depending on whether impairment in the dimension assessed was nonexistent, moderate, or extreme, respectively; subsequently, the results were converted for each dimension according to the specific coefficients calculated for the Spanish population [34]. The maximum score of 1 represents the best health status, a score of 0 represents a health state considered equivalent to death, and negative index scores represent health states considered worse than death. The VAS rates overall health between 0 (poorest imaginable health) and 100 (best imaginable health).

We assessed the impact of disease on work productivity and activities of daily living using the Work Productivity and Activity Impairment (WPAI) questionnaire [35], which patients completed at baseline and week 24. The questionnaire comprises 6 questions on the effect of the disease on work and activities of daily living during the previous 7 days. A higher score on the questionnaire indicates a more pronounced effect on work and daily activities. The Spanish version has been validated and is reproducible in patients with CD.

Medication adherence was evaluated using the Morisky-Green index [36], which has been used to evaluate adherence in patients with IBD in clinical trials [18]. We considered adherence to be adequate when the patient answered all questions correctly and inadequate if any answer was associated with nonadherence.

We recorded the number of outpatient visits and telephone consultations, as registered in the NOMHADCHRONIC app (version V2.RC6; Connected Health Services SL, Valencia, Spain) for patients in G_TECCU and in the Orion Clinic information system (as part of daily clinical practice at our hospital) for all 3 groups during the study. Patients who adhered to >80% of checkups in the study protocol were considered to be compliant.

The safety of each intervention was assessed by measuring the number of visits to the emergency department, hospitalizations, IBD-related surgeries, corticosteroid courses, and adverse effects to medication. Finally, patient satisfaction with the care received was evaluated at 24 weeks by using an adapted version of the Client Satisfaction Questionnaire, which comprises 6 questions (measured on a scale of 0-10) on the quality, usefulness, and viability of the system of care applied for each case [37].

Setting and Interventions

This pilot trial was developed at the tertiary referral center La Fe University and Polytechnic Hospital, Valencia, Spain. The hospital serves more than 1500 patients with IBD, has 2 specialist IBD nurses, and provides an email and telephone consultation structure for IBD patients to contact the hospital.

The trial had 3 arms and compared remote monitoring through a Web-based telemangement system, nursing care by telephone, and usual care provided in our IBD Unit (Outpatient Clinic). All patients completed the study visits at baseline and 12 and 24 weeks, in addition to routine visits to the IBD clinic, telephone consultations, or Web telemangement based on group assignment at randomization. Disease activity, HRQoL, adverse effects, adherence, and use of health care resources were measured at baseline and during the 24-week follow-up.

To adequately control disease activity and adverse effects of immunosuppressants, patients treated with these drugs alone or in combination with biological agents were monitored every 1-2 weeks during the first month, every 2-4 weeks between months 1 to 3, and every 4 weeks from month 3 until the end of follow-up. Patients treated with biological agents alone were monitored every 2-4 weeks during the entire follow-up period. Patients from all 3 arms who took the same type of drug underwent these follow-up schedules; the schedules only differed in terms of the monitoring: patients in G_TECCU were monitored via the NOMHADCHRONIC app, those in G_NT were monitored via a telephone line managed by nursing staff from the IBD Unit, and those in G_control were monitored by the usual face-to-face visits combined with telephone calls made by physicians according to standard clinical practice. Moreover, additional clinical visits were performed, if required, during patient evolution in any of the 3 arms.

Telemangement Apps

In G_TECCU, follow-up and monitoring were performed telematically using the integrated platform for management of chronically ill patients (NOMHADCHRONIC app), which was designed to meet the specific needs of this group. The NOMHADCHRONIC platform is an innovative technological system that was designed to boost the rollout of services for the management of chronically ill patients. The telemangement care system was developed in collaboration with patients, the La Fe telemedicine Unit, and Tecnologías para la Salud y el Bienestar SA. The protocol of the Web-based telemangement system (TECCU) has been described elsewhere [27]. TECCU is a secure webpage with an HTTP app for mobile phones, tablets, and computers. Patients connected to the platform via the Internet using a computer or an app on a mobile phone or tablet had to self-complete questionnaires. In addition, they received advice, reminders, educational material about their disease, and information on prevention. This information was received by the case managers and filtered using an intelligent prioritization system with generation of alerts and push notifications according to an integrated intervention protocol.

Patients monitored via the TECCU used NOMHADhome [38]. The resources of the NOMHADhome platform were also available on the NOMHAD mobile app, which patients could download onto their mobile phones. After inclusion, these patients automatically received an email with a personal code that allowed them to access the platform. Each patient profile contained the following information: contact information, active IBD medications, testing schedule (blood and stool tests), log of disease activity, medication use, body weight, vital signs, HRQoL, alerts and action plans, progress of inflammatory activity and vital signs in the form of graphs, electronic messaging to the study nurse coordinator and health care provider, and educational tips.

Patients in G_TECCU had to answer several simple questions related to their IBD symptoms and possible adverse effects since...
the last evaluation via text messaging. In the main menu of the platform, patients accessed the questionnaires by clicking on specific icons designed for this purpose and could answer the multiple choice and yes or no questions needed to complete these items (Figures 1 and 2). We established individualized alerts and action plans based on the answers to questions about the activity index, adverse effects, and blood biochemistry results. A scale of values was assigned for each alert depending on the severity (green, yellow, orange, and red zone).

After receiving an alert, the specialized medical staff, in collaboration with the nurses, used the general recommendations of the action plans to guide medication adjustments in biological therapy, immunomodulators, corticosteroids, and salicylates. These treatment changes were performed with the support of the platform messaging system in combination with telephone calls or in-person visits when it was necessary to train patients for the administration of medications such as subcutaneous biological agents. Once the disease was in remission again (green zone), the patient had to continue with the initially programmed follow-up. All patients had access to tools that informed them about their disease. In G_TECCU, information was available on the NOMHADhome platform itself; in G_control and G_NT, patients received written documents with the same information.

Figure 1. Homepage of the NOMHADhome platform for access to questionnaires (patient version).
Usual Care Provided in the Inflammatory Bowel Disease Unit

The G_control patients received the normal care provided in the IBD Unit (Outpatient Clinic) for patients with moderately to highly complex IBD, based on national and European clinical guidelines [25,26,39]. Treatment was adjusted according to the evolution of disease activity and medication adherence, which was measured using specific indexes and biological markers used to report the study outcomes during office visits or telephone calls. In addition, to measure the time in remission, clinical activity of patients was self-recorded in a diary on paper at home weekly during the first 12 weeks and every 2 weeks subsequently, until the end of the follow-up. This care was complemented by ad hoc hospital care in case of flareups or if the patient’s health deteriorated for any reason. Ad hoc intensive care was maintained until the patient’s condition stabilized, at which point he or she returned to follow-up based on standard care in the Unit. For comparability among the 3 groups, we provided information on all available on-paper educational materials about IBD for remotely monitored patients as well as information on prevention and written action plans in case of flareups. Questionnaires on HRQoL, satisfaction, and work productivity were recorded at baseline and at the end of the study.

Nursing Care by Telephone

The G_NT patients were asked about their health through telephone calls by the nursing staff in the IBD Unit. We performed telephone assessment periodically by using structured interviews to evaluate health status, and clinical activity was self-recorded at home, as described for the G_control patients. The interventions depended on the results of the interview and changes in the medication or follow-up schedule established by nurses with the support of medical staff, according to the alerts and action plans designed in the intervention protocol [27]. Furthermore, we provided these patients with all educational elements made available to the other 2 groups.

Notification of Adverse Effects

TECCU is a minimum-risk system. The characteristics of the interventions in the present study are designed such that patients do not experience direct adverse effects. The interventions were proposed to control and achieve long remission periods in patients with IBD and were not expected to cause lesions or damage to the patients’ health, since we did not test a new experimental drug. We evaluated a Web-based telemonitoring system designed to improve communication between patients and health care providers, with a proactive remote follow-up method, allowing changes in the patients’ treatment and follow-up schedule when flareups are detected or when the flareups increase in severity as per the alert system. In addition, we incorporated educational elements in G_TECCU and the other 2 groups to make them more comparable.

With respect to the platform, a risk-minimization study was performed to ensure accomplishment of ethical norms and that the appropriate ethics committees approved the study. We also recorded all adverse events from the time the patient provided consent to participate in the study until 28 days after study completion.

Power Calculation

The most-efficient means of determining differences between the 3 groups was by contrasting differences in activity indexes for CD and UC. Considering the differences in the scales, the analysis was stratified by performing a comparison of patients with UC and another comparison of patients with CD. The sample size was calculated by estimating the size required to detect a difference of 3 points in the HBI; considering an SD of 4, a power of 80%, and an alpha significance level of .05, a total of 30 patients with CD (10 per arm) was required. In addition, for a 2-point difference in the Mayo index, an SD of 2.5, a power of 80%, and an alpha significance level of .05, a total of 30 patients with UC (10 per arm) was required. Therefore, the overall sample size was 60 patients (20 per arm). We also stratified patients globally (CD and UC) by comparing...
patients in remission or with inflammatory activity, irrespective of disease severity (mild, moderate, or severe).

**Statistical Analysis**

First, we described the characteristics of patients in the test and control groups by applying appropriate estimators (means, medians, or proportions) according to the type of variables and evaluated possible differences between the groups in the main and secondary outcomes by using regression models to assess differences in these measures. We evaluated the effects of the different treatment groups on the probability of remission using mixed-effects logistic regression models including an interaction between week and treatment groups. Individuals were included in the model as a random intercept to correct for the nonindependent data. Differences in slopes for weeks 12 and 24 were evaluated by assessing the interaction between week and treatment groups. *P* values were estimated using the Satterthwaite approximation for degrees of freedom. We used mixed-effects ordinal logistic regression models to evaluate progress according to the IBDOQ-9 and EQ-5D scores in the 3 study groups between weeks 0 and 24. However, owing to convergence problems in assessing medication adherence (because of the reduced sample size and the ordinal character of the Morisky-Green test), Bayesian techniques were applied in the ordinal logistic regression model. Differences in the percentage of missed work hours, work impairment, and social impairment were analyzed using mixed-effects linear regression and mixed-effects beta regression models (% work hours missed). Profile likelihood 95% confidence intervals were calculated for all estimations, and *P*<.05 was considered statistically significant. A likelihood-based analysis for all patients included was performed using R (version 3.5.1) with the lme4 (version 1.1-17), lmerTest (version 3.0-1), brms (version 2.2.0), clickR (version 0.4.04), ordinal (version 2018.4-19), and glmmADMB (0.8.3.3) packages [40].

**Results**

**Study Sample**

A total of 68 patients with complex IBD were invited to participate in this study between October 2014 and June 2016, of which 3 (4.4%) declined to participate owing to inaccessibility to the Internet at home and 2 (2.9%) did not meet the inclusion criteria. The remaining 63 eligible patients provided informed consent and were randomly assigned to the 3 groups (21 patients in each group, Figure 3). During the study period, all patients except 1 patient in G_TECCU (95.2%) continued to use the Web-based telemanagement system and 2 other patients did not respond to >80% of checkups. The remaining 18 patients (85.7%) in G_TECCU showed good adherence to the study protocol as compared to 19 patients (90.5%) in G_control and 20 patients (95.2%) in G_NT. We did not observe any differences between the completers and patients who did not adhere to the study protocol. The baseline characteristics of the 3 study groups are shown in Table 1.

**Disease Activity**

According to the HBI and the partial Mayo scores, 47.6% (10/21), 38.1% (8/21), and 57.1% (12/21) of patients were in clinical remission at baseline in G_TECCU, G_NT, and G_control, respectively. The baseline percentage of remission according to the Walmsley score for UC was the same for each group and improved progressively at 12 and 24 weeks in all 3 groups. This percentage was higher in G_TECCU, even after considering dropouts, with 81% of patients (17/21) inactive after 24 weeks compared with 66.7% (14/21) in G_NT and 71.4% (15/21) in G_control (using both Mayo and Walmsley scores for evaluation of UC); therefore, the percentage of patients in remission increased by 33.4% in G_TECCU, 28.6% in G_NT, and 14.3% in G_control (Figure 4). In the intention-to-treat analysis, a higher probability of remission was observed in G_TECCU than in G_control at 12 weeks (odds ratio (OR)=0.12, 95% CI=0.003-2.103, *P*=.18) and 24 weeks (OR=0.12, 95% CI=0.003-2.162, *P*=.19) using the HBI-Mayo scores. With the HBI-Walmsley scores, no differences were observed between G_TECCU and G_control at 12 weeks (OR=0.92, 95% CI=0.08-9.71, *P*=.94), but the probability of remission was higher in G_TECCU at 24 weeks (OR=0.11, 95% CI=0.004-1.55, *P*=.13). The median time in remission was 17.9 weeks (interquartile range, 12-24 weeks) in G_TECCU compared to 17.3 weeks (interquartile range, 10-24 weeks) in G_NT and 14.3 weeks (interquartile range, 8-24 weeks) in G_control.

Disease activity was evaluated on the basis of FC levels throughout the study. At 24 weeks, the median FC level for clinical activity improved progressively from a baseline value of 490 µg/g to 330 µg/g in G_TECCU and from 526 µg/g to 115.5 µg/g in G_NT; however, this reduction was smaller in G_control, from 330 µg/g to 230 µg/g. The improvement in FC levels was larger in G_TECCU than in G_control, with an estimated intervention effect of −0.76 (95% CI=−1.85 to 0.336, *P*=.18) in the reduction of FC values at 12 weeks and −0.90 (95% CI=−1.96 to 0.16, *P*=.11) at 24 weeks. Similarly, a larger improvement was noted in G_NT than in G_control at the same time points, with an estimated intervention effect of −0.61 (95% CI=−1.62 to 0.39, *P*=.25) at 12 weeks and −0.91 (95% CI=−1.96 to 0.15, *P*=.10) at 24 weeks (Figure 5).

http://www.jmir.org/2018/11/e11602/
Figure 3. Flowchart of study participants. G.CONTROL: group receiving standard care with in-person visits; G.NT: group receiving nurse-assisted telephone care; G.TECCU: group receiving remote monitoring; IBD: inflammatory bowel disease.
Table 1. Baseline characteristics of patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group (n=21)</th>
<th>Telephone group (n=21)</th>
<th>TECCU(^a) group (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median age, years (range)</td>
<td>39.31 (22-61)</td>
<td>40.91 (24-60)</td>
<td>41.32 (19-66)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>12 (57.1%)</td>
<td>12 (57.1%)</td>
<td>9 (42.9%)</td>
</tr>
<tr>
<td>Women</td>
<td>9 (42.9%)</td>
<td>9 (42.9%)</td>
<td>12 (57.1%)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>4/21 (19%)</td>
<td>4/21 (19%)</td>
<td>5/21 (23.8%)</td>
</tr>
<tr>
<td>Secondary</td>
<td>9/21 (42.9%)</td>
<td>6/21 (28.6%)</td>
<td>6/21 (28.6%)</td>
</tr>
<tr>
<td>University</td>
<td>8/21 (38.1%)</td>
<td>11/21 (52.4%)</td>
<td>10/21 (47.6%)</td>
</tr>
<tr>
<td><strong>Disease profile</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crohn disease, n (%)</td>
<td>13/21 (61.9%)</td>
<td>13/21 (61.9%)</td>
<td>13/21 (61.9%)</td>
</tr>
<tr>
<td>Ulcerative colitis, n (%)</td>
<td>7/21 (33.3%)</td>
<td>8/21 (38.1%)</td>
<td>8/21 (38.1%)</td>
</tr>
<tr>
<td>Median time since diagnosis, months (range)</td>
<td>123.32 (6-427)</td>
<td>108.27 (7-452)</td>
<td>146.72 (7-424)</td>
</tr>
<tr>
<td><strong>Treatment (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immnomodulators</td>
<td>10/21 (47.6%)</td>
<td>10/21 (47.6%)</td>
<td>9/21 (42.9%)</td>
</tr>
<tr>
<td>Biological monotherapy</td>
<td>4/21 (19%)</td>
<td>4/21 (19%)</td>
<td>4/21 (19%)</td>
</tr>
<tr>
<td>Combination therapy</td>
<td>6/21 (28.6%)</td>
<td>5/21 (23.8%)</td>
<td>6/21 (28.6%)</td>
</tr>
<tr>
<td>Corticosteroids</td>
<td>1/21 (4.8%)</td>
<td>2/21 (9.5%)</td>
<td>2/21 (9.5%)</td>
</tr>
<tr>
<td><strong>Clinical Remission, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crohn disease</td>
<td>12/21 (57.1%)</td>
<td>8/21 (38.1%)</td>
<td>10/21 (47.6%)</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>10/14 (71.4%)</td>
<td>6/13 (46.2%)</td>
<td>9/13 (69.2%)</td>
</tr>
<tr>
<td>Median calprotectin level, μg/g (interquartile range)</td>
<td>330 (103-617)</td>
<td>526 (115-1724)</td>
<td>490 (23-2016)</td>
</tr>
<tr>
<td><strong>Quality of life</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median IBDQ-9(^b) score (interquartile range)</td>
<td>38.50 (33.25-46.75)</td>
<td>37.50 (28.75-46.25)</td>
<td>42.00 (33.75-47.50)</td>
</tr>
<tr>
<td>Median EQ-5D(^c) score (interquartile range)</td>
<td>0.816 (0.754-0.914)</td>
<td>0.825 (0.710-0.914)</td>
<td>0.825 (0.576-0.914)</td>
</tr>
<tr>
<td>Median VAS(^d), % (interquartile range)</td>
<td>60.5% (50%-85%)</td>
<td>62.5% (50%-80%)</td>
<td>60% (40%-90%)</td>
</tr>
<tr>
<td><strong>Medication adherence, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not working, n (%)</td>
<td>8/21 (38.1%)</td>
<td>7/21 (33.3%)</td>
<td>5/21 (23.8%)</td>
</tr>
<tr>
<td>Percentage of work hours missed, median (interquartile range)</td>
<td>27.5% (0%-52%)</td>
<td>40% (15%-62.5%)</td>
<td>32.5% (7.5%-57.5%)</td>
</tr>
<tr>
<td>Work impairment score, median (interquartile range)</td>
<td>7 (2.75-10)</td>
<td>7 (3-10)</td>
<td>10 (2.25-10)</td>
</tr>
<tr>
<td>Social impairment score, median (interquartile range)</td>
<td>3.5 (1-5.75)</td>
<td>3.5 (2-7)</td>
<td>6 (2.75-8)</td>
</tr>
<tr>
<td>Satisfaction score, median (interquartile range)</td>
<td>49.5 (42.5-53.75)</td>
<td>53 (50-59)</td>
<td>52 (47.5-55)</td>
</tr>
</tbody>
</table>

\(^a\)TECCU: Telemonitoring of Crohn’s Disease and Ulcerative Colitis.

\(^b\)IBDQ-9: Inflammatory Bowel Disease Questionnaire 9.

\(^c\)EQ-5D: EuroQol-5D.

\(^d\)VAS: visual analog scale.

\(^e\)eWPAI: Work Productivity and Activity Impairment.
Health-Related Quality of Life

HRQoL scores were similar between all groups at baseline, and the HRQoL of patients from all 3 groups improved after 24 weeks. The median IBDQ-9 scores increased from 38.5 to 53 in G_control, from 37.5 to 53 in G_NT, and from 42 to 52.5 in G_TECCU (overall intervention effect on the IBDQ-9 score: OR=8.42, 95% CI=3.98-17.81, P<.001). The median EQ-5D score improved from 0.816 to 1.00 in G_control and from 0.825 to 1.00 in G_NT and G_TECCU (overall intervention effect on the EQ-5D score: OR=1.99, 95% CI=1.09-3.63, P<.001). However, the improvement in HRQoL was not significantly different among groups with regard to the IBDQ-9 score (G_TECCU vs G_control: OR=1.25, 95% CI=0.49-3.15, P=.64; G_NT vs G_control: OR=0.79, 95% CI=0.32-1.98, P=.62) and the EQ-5D score (G_TECCU vs G_control: OR=1.42, 95% CI=0.49-4.13, P=.52; G_NT vs G_control: OR=1.68, 95% CI=0.59-4.81, P=.33). In addition, a significant improvement in the HRQoL of patients from the 3 arms was evident in the EQ-5D-VAS scores, with an increase in the median score from 60.5% to 85% in G_control, from 62.5% to 70% in G_NT, and from 60% to 80% in G_TECCU (overall intervention effect on the score increase: OR=3.53, 95% CI=1.79-6.95, P<.001); however, the improvement was not significantly different between the groups at 24 weeks (G_TECCU vs G_control: OR=0.63, 95% CI=0.26-1.57, P=.32; G_NT vs G_control: ...
OR=0.69, 95% CI=0.28-1.71, \( P=.43 \); Figure 6). The HRQoL improved in 4 patients in G_TECCU who were followed up via mobile phone, from a median baseline IBDQ-9 score of 31.5 to 47.75 and a median baseline EQ-5D score of 0.71 to 0.94, with an improvement in the median EQ-5D-VAS score from 50% to 70% at study completion.

**Work Productivity and Social Activities**

With regard to work productivity and activity impairment, we compared the median percentage of work hours missed owing to disease on the basis of the answers to question 2 of the WPAI questionnaire (“During the past seven days, how many hours did you miss from work because of problems associated with your ulcerative colitis/Crohn’s disease?”). We found wide variability in the percentage of hours missed in the 3 arms, with no significant reduction in any group (OR=0.99, 95% CI=0.43-2.29, \( P=.93 \)) and no differences among the groups at 24 weeks (G_NT vs G_control: OR=0.64, 95% CI=0.21-1.99, \( P=.44 \); G_TECCU vs G_control: OR=0.97, 95% CI=0.31-3.08, \( P=.96 \)). Moreover, the median scores of impairment in work productivity over 12 weeks showed a larger reduction in G_TECCU than in G_control (OR=0.14, 95% CI=0.01-1.46, \( P=.10 \); G_NT vs G_control: OR=0.13, 95% CI=0.01-1.13, \( P=.06 \)), but this improvement was not maintained at 24 weeks (G_TECCU vs G_control: OR=0.32, 95% CI=0.03-2.94, \( P=.31 \); G_AT vs G_control: OR=0.21, 95% CI=0.03-1.67, \( P=.14 \)). With regard to social impairment, we found a significant improvement in daily activities and a significant reduction in the median score of each group at 12 weeks (OR=0.16, 95% CI=0.05-0.49, \( P=.002 \)) and 24 weeks (OR=0.26, 95% CI=0.09-0.77, \( P=.02 \)). This reduction in social impairment was larger in G_TECCU than in G_control at 24 weeks (OR=0.27, 95% CI=0.05-1.49, \( P=.13 \)).

**Medication Adherence**

Medication adherence was poorer in G_NT than in the other 2 groups at baseline: 33.3% (7/21) of patients adhered to medication in G_NT; 66.7% (14/21) in G_control; and 57.1% (12/21) in G_TECCU. Despite these differences, medication adherence improved significantly in the 3 arms: 81% (17/21) in G_control, 71.4% (15/21) in G_NT, and 85.7% (18/21) in G_TECCU at 24 weeks (overall intervention effect on Morisky-Green score reduction: OR=0.051, 95% CI=0.001-0.769). In addition, all completers adhered to treatment in G_TECCU (Morisky-Green score=0), and the reduction in the Morisky-Green score was significantly more pronounced in G_TECCU than in G_control (OR=0.0001, 95% CI=1.02e^{-10} to 0.517; Figure 7).

**Safety Intervention**

The safety of the 3 interventions was similar, and no differences were noted among the groups for visits to the emergency department (0 in G_TECCU, 2 in G_NT, and 1 in the G_control), IBD-related surgeries (1 in each group), hospitalizations (2 in G_TECCU, 2 in G_NT, and 1 in G_control), and corticosteroid courses (4 in G_TECCU, 4 in G_NT, and 3 in G_control). Adverse effects of medication were reported in 8 patients (38.1%) in G_TECCU, 7 patients (33.3%) in G_NT, and 9 patients (42.9%) in G_control after 24 weeks (\( P=.92 \) for G_TECCU vs G_control). No patients died during the study, and adverse effects related to the follow-up intervention were not reported.

**Use of Health Care Resources**

The total number of outpatient visits to the gastroenterologist or nurse after 24 weeks was lower in G_TECCU (72 visits; 25% of total) and G_NT (85 visits; 29.5% of total) than in G_control (131 visits; 45.5% of total). Similarly, the number of telephone calls was lower in G_TECCU (12 calls; 6.8% of total) than in G_NT (118 calls; 66.7% of total) and G_control (47 calls; 26.5% of total).

---

**Figure 6.** Evolution of the quality of life over the study period in the 3 groups. G_CONTROL: group receiving standard care with in-person visits; G_NT: group receiving nurse-assisted telephone care; G_TECCU: group receiving remote monitoring; IBDQ-9: Inflammatory Bowel Disease Questionnaire 9.
**Figure 7.** Evolution of the Morisky-Green score over the study period in the 3 groups. G_CONTROL: group receiving standard care with in-person visits; G_NT: group receiving nurse-assisted telephone care; G_TECCU: group receiving remote monitoring.

**Patient Satisfaction**

Patient satisfaction improved from a median score of 52 to 57 in G_TECCU and from 49.5 to 55 in G_control (overall intervention effect: OR=8.93, 95% CI=2.97-26.84, P < .001) at 24 weeks; however, the satisfaction score remained unchanged at 53 points in G_NT. Satisfaction with previous care was high in the mobile phone subgroup of G_TECCU, with a median score of 54.25, although this score improved to 56.25 after 24 weeks of follow-up via mobile phone.

In G_TECCU, neither the patients nor the researchers perceived privacy breaches while using the Web platform. Only two patients in G_TECCU reported minor technical problems with temporary unavailability of the webpage over the follow-up period, but technical assistants resolved the issue remotely. The 3 patients who were noncompliant to the follow-up schedule were contacted by telephone, and 2 of them who were insufficiently compliant specified that they forgot to follow some remote controls because they were in acceptable health conditions. We subsequently scheduled in-person visits, but these patients only attended them once. The only patient who was lost to follow-up mentioned that neither the previous standard care nor the Web platform met her expectations; therefore, she decided to move to another center.

All staff, including 5 gastroenterologists and 2 nurses specializing in IBD, showed good acceptance of the platform and considered it easy to use. However, 2 physicians thought that the calendar included in the platform for health care providers to survey the next controls for each patient was not completely intuitive and would benefit from some change in its appearance. Furthermore, 1 physician reported minor technical problems with temporary unavailability of the webpage over the follow-up period, but the technical assistants resolved the issue remotely after 1 day.

**Discussion**

**Principal Findings**

We performed a randomized controlled clinical trial to compare the impact of a Web-based telemanagement system (TECCU), nurse-assisted telephone care, and standard face-to-face visits on health outcomes and outpatient visits in patients with complex IBD. Patients with IBD who start treatment with systemic corticosteroids, immunosuppressants, and biological agents for control of inflammatory activity are considered to have moderate-to-high complexity of disease. Our results showed that TECCU was safe and effective for improving health outcomes and the use of health care resources in this setting.

**Comparison With Prior Work**

Although telemonitoring apps are well accepted and seem to be a safe approach for follow-up of patients in remission or with mild activity [6,18,41], the reported efficacy of telemonitoring on disease activity and QoL is inconsistent between studies [14,42], and no specific trials have evaluated the impact of telemedicine in patients with complex IBD. Therefore, we designed a controlled 3-arm clinical trial to assess the impact of the TECCU Web program on disease outcomes and health care use in comparison with the main strategies applied to date for the follow-up of patients with complex IBD (standard or telephone support provided by a nurse).

This program was designed in collaboration with patients and researchers to address the particular needs of patients with complex IBD, according to national and European clinical guidelines. As detailed elsewhere [27], this information was structured and filtered using an intelligent prioritization system, with generation of alerts and push notifications according to an integrated intervention protocol, which facilitated a rapid response from nurses and physicians for different events occurring during follow-up in a time period according to the severity of each alert. Furthermore, the Web platform allowed continuous communication between patients and health care providers in a more efficient and effective manner.
providers via electronic messaging, and we incorporated educational elements in the platform to improve disease knowledge among patients and empowerment through interactive materials. With the use of the TECCU Web platform, we found a significant improvement in HRQoL, medication adherence, social activities, and satisfaction; in addition, disease activity improved at the end of follow-up in each group. Moreover, a greater improvement in disease activity and social activities was reported with TECCU than with standard care, but the differences were not significant, probably due to the small sample size and the relatively short follow-up time.

In agreement with previous data [6,8], medication adherence was better in G_TECCU compared to the other groups and reached 100% among completers in G_TECCU, probably because care was continuously adapted at each stage of the disease and communication with physicians was better in this group. Therefore, we were able to easily identify eventual problems related to poor adherence [2]. In addition, constant tailored monitoring with Web TECCU could reduce interference with daily activities, as social impairment due to disease tended to improve in G_TECCU compared with the other two arms. Not surprisingly, the improvement in remission rates and social functioning was associated with high patient satisfaction and correlated directly with a significant improvement in HRQoL, measured by the specific IDBQ-9 and the EQ-5D.

The Web TECCU and nurse-assisted telephone care were associated with fewer outpatient visits than standard care, but the Web-monitoring system reduced the number of telephone calls compared with the other two groups. Our study was performed in a referral hospital with an accredited, well-structured IBD Unit and accessible outpatient clinics with specialized nurses and e-mail or telephone consultations. Therefore, the reduction of face-to-face visits suggests that the effect of the TECCU remote-monitoring system on the frequency of outpatient visits could be favorable in hospitals with referral IBD Units. Although this reduction in office visits could be influenced by the follow-up schedule used in our study, the frequency of visits for all the 3 arms was designed according to the standard clinical practice in our center and based on national and European guidelines. Furthermore, our Web-based telemanagement system was safe and well accepted by patients, with no adverse effects related to the study intervention and no differences among groups in terms of emergency visits, surgeries, hospitalizations, corticosteroid courses, or medication adverse effects, which is consistent with the findings of previous studies [6,8].

Despite different attrition rates in the use of telemedicine apps, our results indicate that it is important to emphasize the feasibility of telemedicine for providing solutions for the medical and social impact of IBD. In our study, only 3 patients did not complete the follow-up schedule in G_TECCU (1 patient was lost to follow-up and 2 patients were insufficiently compliant); this low proportion is likely a result of the reminder system integrated in the platform and the short follow-up period. However, previous clinical trials reported high withdrawal rates in telemedicine groups [6,8,18,22], despite adaptations in the platform design over recent years. Consequently, telemedicine is not suitable for all patients, and improvements in telemonitoring apps and the patient-selection criteria are necessary. Nevertheless, this is not necessarily a barrier to the application of telemedicine, because the majority of patients are adherent to remote monitoring, and the efficacy of these follow-up methods has been reported in different populations including patients with complex IBD, as reported in our trial. It is important to evaluate the disease phenotype, discuss preferences with the patient, and assess the ability to use ICTs. Some patients such as those in the immediate postoperative period and those with perianal disease, who require physical examination, may not benefit from remote monitoring with the technological tools available thus far.

**Strengths**

The main strength of our study was its randomized controlled design, which allowed us to evaluate the impact of a Web telemanagement system on disease outcomes and compare the approach with the main strategies applied in the follow-up of IBD patients in daily practice. In addition, allocation concealment ensured that researchers were blinded to group assignment during the randomization process. Furthermore, the selection of patients with complex IBD from a referral center provides important data on the effect of telemedicine in patients with moderate-to-severe disease activity or initiating administration of immunosuppressants and biological agents, which is a specific population that has not been sufficiently represented in previous studies. Another advantage was the selection of the activity index and biological tools for measuring disease activity and other outcomes remotely. The Walmsley index was recently validated for self-administration via an online tool [43] and correlates well with other, more complex-activity indexes based on endoscopy [44]. Similarly, the reduced 6- and 9-point versions of the Mayo index, which are not based on endoscopy, show clinical response to treatment, similar to the full Mayo score [30]. Finally, as HBI may not completely reflect the inflammatory activity of the disease [45], the use of biological markers (C-reactive protein and FC) provided added value to remote monitoring, because they are sufficiently sensitive for detecting mucosal inflammation [46], and FC levels can be easily recorded at home.

**Limitations**

Our study was subject to a series of limitations. First, considering the specific study population, the sample was not large enough to detect statistically significant differences in clinical activity and the types of interventions assessed; as such, neither the patients nor the researchers were masked to the intervention. It is possible that the differences estimated among groups in the scarce literature on the impact on health outcomes could interfere with the sample size calculation in this pilot trial, and the lack of blinding could improve the usual attention provided to patients in G_control, which could also attenuate differences in these outcomes among groups. Nonetheless, our results were analyzed by an independent statistician who was blinded to group identification. Second, the selection of patients with complex IBD in a tertiary referral hospital prevented extrapolation of our results to the entire IBD population. Third, we did not perform colonoscopy in all cases, because it increases costs and does not benefit to patients and is not performed routinely in all patients.
patients during daily practice. Instead, we used biological markers that were highly sensitive for endoscopic activity. Finally, the 24-week follow-up period could be considered a short duration, because both patients and physicians need time to learn how to interact with the platform, thus leading to interference with the efficacy of the Web system in terms of disease outcome in the experimental group. Therefore, trials with longer follow-up periods are required to confirm the efficacy of telemedicine in improving long-term disease outcomes.

Conclusions

TECCU is a safe tool for the control of disease activity and improves HRQoL, medication adherence, and impairment in social activities in patients with complex IBD. In addition, it reduces the use of health care resources and the number of outpatient visits and telephone calls. It is important to select patients who are willing and able to use Web programs, since the results of this study suggest greater efficacy in health outcomes with a consequent improvement in the HRQoL and satisfaction of patients who adhere to telemangement. Web-based systems are a safe and feasible option for IBD monitoring and could play a key role in reorganizing the structure of health systems if they prove to be cost-effective in the long-term. On the other hand, although telemonitoring platforms are well accepted, thus far, they have not clearly demonstrated their efficacy on health outcomes in patients with complex IBD and those in remission or with mild-to-moderate disease. Future studies with longer follow-up periods are necessary to confirm our findings in order to determine whether Web-based programs can improve the long-term course of IBD in a more-complex setting.
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Abstract

Background: Internet-based cognitive behavioral therapy (iCBT) is a promising new treatment method for depression and anxiety. However, it is important to determine whether its results can be replicated in routine care before its implementation on a large scale. Although many studies have demonstrated the efficacy of iCBT under controlled conditions, only a few studies have investigated its effectiveness in routine care. Furthermore, several effects of iCBT such as treatment effects in routine care are unclear.

Objective: This study aimed to evaluate the clinical effectiveness of iCBT for depression and anxiety in routine secondary care.

Methods: In a retrospective cohort study, we analysed patients treated for depression or anxiety in a dedicated iCBT clinic in secondary care in Denmark. Patients were examined before treatment and weekly thereafter by using the Patient Health Questionnaire-9 and the Generalized Anxiety Disorder-7 scales for the diagnoses of depression and anxiety, respectively. Primary analyses were conducted using a linear mixed-effects model with random slope and intercept. Secondary analyses were conducted using baseline characteristics as predictors (gender, age, highest level of education, occupational status, marital status, psychotropic medication use, consumption of alcohol, and leisure drugs). Additionally, logistic regression analyses were used to predict noncompletion of treatment.

Results: A total of 203 (depression, N=60; anxiety, N=143) patients were included. Participants were mainly female (78.3% with depression and 65.7% with anxiety), with a mean age of 36.03 (SD 10.97) years (range, 19-67 years) for patients with depression and 36.80 (SD 13.55) years (range, 19-69 years) for patients with anxiety. The completion rates were 62% (37) and 40% (57) for depression and anxiety treatments, respectively. The primary analyses revealed large and significant reductions in the symptom levels of depression (beta=-6.27, SE 0.83, P<.001, d=1.0) and anxiety (beta=-3.78, SE 0.43, P<.001, d=1.1). High baseline severity of the primary disorder was associated with high treatment gains (r=-0.31 for depression; r=-0.41 for anxiety). In patients with anxiety, high baseline severity also predicted a high risk of noncompletion (odds ratio=1.08, CI=1.01-1.16, P=.03). An increase in the baseline severity of the comorbid disorder slightly increased the risk of noncompletion for both disorders (depression: odds ratio=1.03, CI=1.01-1.06, P=.02; anxiety: odds ratio=1.08, CI=1.01-1.16, P=.03).

Conclusions: iCBT can be clinically effective in routine care. Since depression and anxiety are costly and debilitating disorders that are vastly undertreated, this finding is important. Additionally, iCBT may help bridge the gap between the need for treatment and its provision. Our results are comparable to the within-group results of efficacy and effectiveness studies. Our noncompletion
rates are similar to those observed in psychotherapy but are higher than those reported in similar clinics. Multiple factors predicted outcome and noncompletion. However, all predictor effects were statistically weak.

(J Med Internet Res 2018;20(11):e10927) doi:10.2196/10927
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Introduction

Background

Anxiety and depression are highly prevalent and costly disorders [1-4]. Although effective treatments for these disorders exist [5], only about half of those in need receive professional help, and only approximately 16% receive minimally adequate evidence-based treatments [6,7]. Many studies have demonstrated the efficacy of guided internet-based cognitive behavioral therapy (iCBT) [8-13], which may help bridge the gap between the need for treatment and its provision.

Although effectiveness studies such as randomized controlled trials (RCTs) conducted in routine care settings [14] are limited in number, they show effect sizes comparable to those obtained under almost-ideal conditions of efficacy studies [15]. Owing to the increasing number of persons seeking help for mental disorders in Denmark, the Danish Agency for Digitisation included iCBT in a national action plan for telemedicine in 2012, which led to the establishment of the first iCBT clinic in Denmark. The clinic, named Internetpsykiatrien, has been in operation since 2014 and a part of routine care since 2015. Funded by the Danish healthcare system, it is free at the point of use.

Internetpsykiatrien is a part of secondary care in the Mental Health Services of Southern Denmark. It delivers guided iCBT [15] for adult patients with anxiety and depression and offers selfreferral; as such, patients can apply for treatment directly at the clinic from a secure and dedicated website, and no general practitioner is required [16]. Herein, we present the results of an observational study of the first routine outcome measurements of a cohort of adult patients who were treated at the clinic with iCBT for depression or anxiety.

This observational cohort study with a pre-post design based on routine outcome measurements is important, as treatments and patients in routine practice may differ from those in RCTs. Patients may differ with regard to their sociodemographic and baseline characteristics as well as their motivation or need for treatment. Additionally, adherence to strict research protocols and treatment manuals and continuous monitoring of clinician adherence are not part of the standard clinical practice in most settings. Thus, although effectiveness trials have higher external validity than efficacy trials, their clinical effect may differ from that in actual routine practice, for example, in the case of RCTs, even in a routine care setting [14,17]. Therefore, studies of the clinical effect of routine care are needed to increase knowledge on the issue in real-world settings [18]. Although efficacy studies are important, the external validity of an intervention should be the prime focus in order to convince decision makers and clinicians of its effectiveness, thereby ensuring its implementation and uptake [19]. In addition to efficacy and effectiveness studies, observational cohort studies can provide important insights into the impact of iCBT in real-life routine care of populations.

The literature on cohort studies in routine practice of comparable iCBT clinics is limited. However, some published studies from the Internetpsykiatrien clinic in Sweden, the eMeistring clinic in Norway, the MindSpot clinic in Australia, and a centralized clinic in Canada [16,20-25] describe dedicated iCBT clinics that deliver guided iCBT and are operated as routine mental health care services. In the Swedish clinic, large, significant within-group effect sizes were found in cohort studies of major depression (n=1203, d=1.27) [20], panic disorder (n=570, d=0.91) [21], and social anxiety (n=547, d=0.86) [22]. In Norway, results for panic disorder showed a large pre-post effect size (n=124, d=1.24) [23]. In the Sydney clinic, a cohort study from the first 30 months of operation revealed large, significant effect sizes (n=6149, d=1.3-1.4) [24] for transdiagnostic iCBT for anxiety and depression. The centralized unit in Canada offers guided iCBT with selfreferral and provides assistance to community mental health services; the clinic showed large, significant reductions in symptom levels of both anxiety and depression (n=260, d=1.2-1.4) [25]. The literature, although scarce, seems to suggest that guided iCBT may be a promising treatment format in routine practice.

Primary Aim

This study aims to improve knowledge of the clinical effect of guided iCBT in routine practice by presenting and discussing analyses of routine outcome measurements in a cohort of adults treated for anxiety or depression at the iCBT clinic Internetpsykiatrien in Odense, Denmark.

Secondary Aim

Our secondary aim was to determine predictors of treatment outcome and noncompletion for iCBT.

Methods

Design

This uncontrolled retrospective cohort study included all patients who had initiated treatment for depression (N=60) or anxiety (N=143) at the iCBT clinic Internetpsykiatrien and provided consent for analysis of their data. Data for all patients were collected from the time reliable data were available until the time of data extraction (June 1, 2017). For patients with anxiety, reliable data was available from March 1, 2015, and for depressed patients, from August 1, 2016. The study was observational in nature and did not interfere with the normal operation of the clinic. All data were collected as routine outcome measurements and part of continuous quality assurance...
by the clinic by using online questionnaires. This article adheres to the Strengthening the Reporting of Observational Studies in Epidemiology guidelines for reporting observational studies [26,27] and the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) [28].

Interventions

Internetpsykiatrien operates as part of routine care in Southern Denmark and is funded by the Region of Southern Denmark, which is a tax-funded public authority. The clinic uses self-referral via a website [29], where patients fill out a secure application form. They do not need referral from other sources such as a general practitioner. Treatment including the use of the programs is free of charge for the patients. After an initial screening of their application, patients are contacted for clarification by telephone and, if appropriate (eg, in cases of increased suicidal risk), provided access to more relevant sources of assistance or invited to a video-based assessment interview with a licensed psychologist or a psychologist under the supervision of a licensed psychologist. Eligibility criteria for patients at the clinic are age ≥ 18 years; meeting the diagnostic criteria of the International Classification of Diseases and Related Health Problems, 10th edition, for major depressive disorder, panic disorder, agoraphobia, social phobia, specific phobia, or generalized anxiety disorder; not currently at high risk of suicide; no comorbid substance dependence, affective disorder, psychotic illness, or obsessive compulsive disorder; not currently under other psychological treatment for depression or anxiety; access to a personal computer and fast internet connection; and adequate understanding of spoken and written Danish.

After assessment, the patients were provided anxiety or depression treatment. Both treatments included access to an iCBT treatment program and weekly or biweekly clinical support from a licensed clinical psychologist or a psychologist under the supervision of a licensed psychologist. Support was provided via a secure text module for depression treatment and via telephone for anxiety treatment. In addition, support comprised technical assistance, help with interventions included in the programs, and encouragement to continue the treatment. The Internetpsykiatrien has been described in detail elsewhere, and its implementation has been compared to similar clinics internationally [30,31].

For depression treatment, the program NoDep by Context Consulting was used. This program was designed and developed as part of a Public Private Innovation project between the Region of Southern Denmark and Context Consulting when the Internetpsykiatrien was under development. The manuscript was written by Specialist Psychologist Krista Nielsen Straarup, who is a well-known expert in CBT for depression in Denmark. The program includes 6 mandatory modules and 2 optional modules and is based on CBT; its core components include psychoeducation, behavioral activation, cognitive restructuring, and relapse prevention. The optional modules include interventions for reducing rumination and restructuring dysfunctional beliefs [32].

The anxiety treatment uses the Danish version of FearFighter, which is distributed in Denmark by Context Consulting [33] and includes 9 mandatory modules based on CBT. FearFighter was originally developed by Professor Dr. Isaac Marks [34] in England. Its core components comprise psychoeducation, in vivo and interoceptive exposure exercises, cognitive restructuring, and relapse prevention. In both programs, patients are reminded to access the programs by SMS and email on a weekly basis, if they fail to do so. This feature can be switched off by the patient. The programs are accessed via the internet on patients’ own devices. Access link, username, and access codes are provided to the patient by the clinic.

In both programs, clinicians are provided with administrative access, which includes a status of the progress of patients, their exercises, their scores on the weekly measures, and a secure text module (for NoDep only). Further, the clinicians are notified of high scores on suicidal ideation and lack of progress. In both cases, patients are contacted personally by phone. In cases of suicidal risk, a standard procedure including risk assessment and possible referral to an acute ward is instigated.

Ethics

All the patients analyzed in the study provided informed consent for use of their data at the beginning of treatment. No participants were approached by the research team. The Regional Committees on Health Research Ethics for Southern Denmark waived the need for full approval owing to the retrospective nature of the study, no new intervention was performed, and no human biological material was used. The routine outcome measurement database was approved by the Danish Data Protection Agency.

Measures

The Patient Health Questionnaire-9 (PHQ-9) [35] was used to evaluate changes in the severity of depressive symptoms. This 9-item questionnaire has good psychometric properties [36,37] and can be used to monitor patients with depressive disorders. All items are scored on a 0- to 3-point scale with a total score of 0-27, and higher scores indicated more severe depression. One study of the Danish version confirmed unidimensionality and reliability but suggests collapsing the two middle response categories [38]. However, the scale used in the Internetpsykiatrien clinic followed the original structure of the questionnaire.

The Generalized Anxiety Disorder-7 (GAD-7) scale [39] was used to measure general symptoms of anxiety. It is a 7-item questionnaire originally developed to measure GAD in primary care; each item is scored 0-3, with a total score of 0-21. This scale has shown good psychometric properties, has been validated in primary care [39] and the general population [40], and has performed well as a measure of anxiety-symptom severity in specialized mental health care settings [41]. Thus far, there are no validation studies of the Danish version of the GAD-7 scale.

The Fear Questionnaire [42] was used to describe baseline levels of comorbid anxiety symptoms for patients with depression. Data were extracted from the questionnaire included in the application form. The Fear Questionnaire measures phobias across 6 subscales and provides a total phobia score of 0-120.
Primary Analyses

Outcome measures were extracted from the pretreatment questionnaire package and the last of a series of weekly measures administered online as an integrated part of the iCBT programs. The intermittent weekly measures were unfortunately unavailable to the research team.

Treatment effects were estimated using mixed-effects linear regression. The pre-post measurements were considered as repeated observations nested within patients. The slope estimates for the binary treatment variable (0, pre; 1, post) indicated change in the outcome measurements from baseline to follow-up. The primary outcome variables, that is, symptomatic measures of the primary disorder, were included as a fixed effect, whereas the binary treatment variable and subject were included as random effects (random slope and intercept). The slope-intercept correlations were estimated to control for baseline severity. The primary model estimated the overall treatment effect with one slope parameter, one intercept, and one correlation between slope and intercept. No control variables were included. The standardized effect sizes were calculated by taking into account the correlation between the pre-post measurement and expressed as $d$ [45]. Multivariate imputation by chained equations was applied to manage missing data. All inferences assumed normally distributed error terms and heteroscedasticity, which were substantiated by visual inspection of the Q-Q normality plot and the plot of fitted values versus standardized residuals.

Predictor Analyses

Predictors of change in symptom severity were determined in subsequent univariate models; specifically, we employed one model per predictor by using the same model type as that in the primary analyses. Regression estimates for the interaction between the predictor variables and the binary treatment variable indicated the extent to which the overall treatment slope was affected by a particular predictor variable. Additionally, two multivariate models were performed. One model included all variables, and the other model included only significant variables from the univariate analyses.

Completion

Analyses of treatment effect among completers and non-completers were conducted using the same model type as that of the primary analyses. Logistic regression was used to predict the risk of noncompletion on the basis of all available baseline variables for each of the two patient groups, which was expressed as odds ratios (ORs). Treatment completion was defined as completion of at least 5 of 6 mandatory modules in the depression program and 8 of 9 modules in the anxiety program. These thresholds were applied because patients at these stages of the programs had completed all core active treatment interventions aimed at symptom reduction.

Statistical Analyses

All data were analyzed using R ver. 3.4.2 [46]. Mixed-effects linear regression was performed using the nlme package [47]. The glm function [46] was used for logistic regression, whereas the mice package was used for imputation [48]. $P<.05$ was set as the threshold value for significance in inferential statistics.

Results

Description of Participants

Among patients with depression, 60 patients started treatment and consented to the analysis, of which 59 (98.3%) patients provided followup data. A mean of 5.4 (SD 2.2) of the 6 mandatory and 2 optional modules were completed. In addition, 143 patients with anxiety commenced treatment, of which 133 (93.0%) patients provided followup data. A mean of 5.9 (SD 2.6) modules were (Figure 1). Table 1 presents the characteristics of all the patients who commenced treatment in the inclusion periods and had quit the program or ended treatment by the point of data extraction.
Figure 1. Patient flow chart.

**Depression**

- 60 started treatment and consented to analysis
- 36 completed treatment
- 59 provided follow-up data

**Anxiety**

- 143 started treatment and consented to analysis
- 57 completed treatment
- 133 provided follow-up data
Table 1. Description of patients.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Depression (N=60)</th>
<th>Anxiety (N=143)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>47 (78.3)</td>
<td>94 (65.7)</td>
</tr>
<tr>
<td>Male</td>
<td>13 (21.7)</td>
<td>52 (34.3)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>36.03 (10.97)</td>
<td>36.80 (13.55)</td>
</tr>
<tr>
<td>Range</td>
<td>19-67</td>
<td>19-69</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td>N=41</td>
<td>N=48</td>
</tr>
<tr>
<td>Primary: 9 years in school</td>
<td>6 (14.6)</td>
<td>6 (12.5)</td>
</tr>
<tr>
<td>Gymnasium: 12 years in school</td>
<td>5 (12.2)</td>
<td>11 (22.9)</td>
</tr>
<tr>
<td>College or vocational school</td>
<td>26 (63.4)</td>
<td>31 (64.6)</td>
</tr>
<tr>
<td>University: 17 years in school</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (9.8)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Occupational status, n (%)</strong></td>
<td>N=41</td>
<td>N=48</td>
</tr>
<tr>
<td>Employed/student</td>
<td>23 (56.1)</td>
<td>39 (81.3)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>5 (12.2)</td>
<td>7 (14.6)</td>
</tr>
<tr>
<td>Sick leave</td>
<td>5 (12.2)</td>
<td>2 (4.2)</td>
</tr>
<tr>
<td>Retired</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (19.5)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td>N=41</td>
<td>N=48</td>
</tr>
<tr>
<td>Single</td>
<td>11 (26.8)</td>
<td>18 (37.5)</td>
</tr>
<tr>
<td>Married or de facto not living together</td>
<td>5 (12.2)</td>
<td>2 (6.25)</td>
</tr>
<tr>
<td>Married or de facto living together</td>
<td>25 (61.0)</td>
<td>27 (56.3)</td>
</tr>
<tr>
<td><strong>Depression severity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 mean (SD)</td>
<td>15.5 (5.7)</td>
<td>9.94 (6.06)</td>
</tr>
<tr>
<td>PHQ-9, range</td>
<td>5-26</td>
<td>0-26</td>
</tr>
<tr>
<td><strong>Anxiety severity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FQ score, total mean (SD)</td>
<td>22 (22.8)</td>
<td>— d</td>
</tr>
<tr>
<td>FQ total score, range</td>
<td>0-81</td>
<td>—</td>
</tr>
<tr>
<td>GAD-7 mean (SD)</td>
<td>—</td>
<td>10.42 (5.11)</td>
</tr>
<tr>
<td>GAD-7 score, range</td>
<td>—</td>
<td>0-21</td>
</tr>
<tr>
<td><strong>Patients taking psychotropic medication, n (%)</strong></td>
<td>N=136</td>
<td></td>
</tr>
<tr>
<td>No medication</td>
<td>45 (75.0)</td>
<td>95 (69.9)</td>
</tr>
<tr>
<td>&lt;1 month</td>
<td>1 (1.7)</td>
<td>5 (3.7)</td>
</tr>
<tr>
<td>&lt;2 months</td>
<td>3 (5.0)</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td>&gt;2 months</td>
<td>11 (18.3)</td>
<td>34 (25.0)</td>
</tr>
<tr>
<td><strong>Units of alcohol consumed weekly, n (%)</strong></td>
<td>N=136</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>32 (53.3)</td>
<td>60 (44.1)</td>
</tr>
<tr>
<td>0-5</td>
<td>25 (41.7)</td>
<td>51 (37.5)</td>
</tr>
<tr>
<td>5-10</td>
<td>1 (2.7)</td>
<td>17 (12.5)</td>
</tr>
<tr>
<td>10-20</td>
<td>2 (4.1)</td>
<td>7 (5.1)</td>
</tr>
</tbody>
</table>
Additionally, a higher level of comorbid depressive symptoms as compared to inclusion in the “Employed/student” category increased symptom reduction (beta=–3.49, SE 1.10, P<.001) with a large effect size (d=1.0). For patients with anxiety, two baseline characteristics predicted a change in symptom severity of the primary disorder from pretreatment to posttreatment (Table 2). For patients with depression, comorbid anxiety predicted slightly lesser symptom reduction with a small, but significant, positive addition to the slope (beta=.08, SE 0.04, P=.03). Additionally, a very small, but significant, interaction between treatment and time spent in the program was observed (beta=–0.03, SE 0.01, P=.02), indicating that for each additional day spent in the program, the PHQ-9 score reduced by 0.03. Furthermore, a college education as the highest education level predicted a steeper slope from pretreatment to posttreatment on the PHQ-9 (beta=–5.06, SE 2.02, P=.02) as compared to primary school education. The baseline symptom level of depression (intercept) was negatively correlated with the slope of change (r=−0.31), indicating a larger symptomatic reduction if the baseline level of depressive symptoms was higher. However, when all variables were included in one multivariate model, none of the interactions were significant. Similar results were observed for 86 (60.1%) patients who did not complete the program, albeit with a moderate effect size (d=0.6). Furthermore, no significant difference was observed in the interaction between severity of anxiety and noncompletion (beta=−3.22, SE 0.56, P<.001, d=0.6). Therefore, a nonsignificant decrease in symptom change in cases of noncompletion (beta=2.97, SE 1.68, P=.08) indicated a nonsignificant decrease in symptom change in cases of noncompletion.

**Primary Analyses**

Table 2 shows the results of the linear mixed-effects model for depression and anxiety treatments including beta-coefficients, standard errors, and P-values for intention-to-treat analyses, completer analysis, and non-completer analysis.

Primary analysis of patients with depression revealed a significant reduction in depressive symptoms on the PHQ-9 (beta=–6.27, SE 0.83, P<.001), with a large effect size (d=1.0). For patients with anxiety, the linear mixed-effects model demonstrated a significant reduction in the symptom level of anxiety on the GAD-7 (beta=–3.78, SE 0.43, P<.001) with a large effect size (d=1.1).

**Predictor Analyses**

Exploratory predictor analyses for interaction effects revealed that some baseline characteristics predicted a change in symptom severity of the primary disorder from pretreatment to posttreatment (Table 2). For patients with depression, comorbid anxiety predicted a slightly larger reduction in the symptom level of anxiety (beta=–0.18, SE 0.07, P=.01). Time spent in the program was not associated with the treatment outcome in patients with anxiety. Finally, similar to patients with depression, the baseline level of anxiety was negatively correlated with slope (r=−0.41), indicating a larger improvement with higher baseline levels. Multivariate analysis of all variables indicated that marriage or de facto not living together was significant (beta=–2.64, SE 1.32, P=.047), whereas marriage and de facto living together was not significant (beta=1.63, SE 1.12, P=.15). Occupational status included in the “Other” category (beta=–2.96, SE 0.83, P=.02) and baseline comorbidity (beta=–0.259, SE 0.083, P=.002) remained significant in the multivariate analysis. Similar results were obtained when only the significant interactions from the univariate analyses were included; however, in this case, no category under the variable “marital status” was significant.

**Completion**

Of all patients with depression, 37 (61.7%) completed the treatment in the depression program. Analysis of treatment effect showed that for patients with depression, the level of depressive symptoms on the PHQ-9 reduced significantly (beta=–7.41, SE 1.00, P<.001), with a large effect size (d=1.1). Similarly, noncompleters showed a significant decrease in symptom severity (beta=–4.43, SE 1.39, P=.004), albeit with a lower yet moderate-to-large effect size (d=0.7). A nonsignificant trend was noted in the interaction between treatment effect and noncompletion (beta=2.97, SE 1.68, P=.08), indicating a nonsignificant decrease in symptom change in cases of noncompletion.

Among patients with anxiety, 57 (39.9%) completed treatment. A significant reduction in the severity of anxiety was observed among patients who completed the program (beta=–4.72, SE 0.65, P<.001), with a large effect size (d=1.1). Similar results were observed for 86 (60.1%) patients who did not complete the program, albeit with a moderate effect size (beta=–3.22, SE 0.56, P<.001, d=0.6). Furthermore, no significant difference was observed in the interaction between severity of anxiety and noncompletion (beta=1.49, SE 0.88, P=.09), but a trend toward better outcome with completion was noted.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Depression (N=60)</th>
<th>Anxiety (N=143)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;20</td>
<td>0 (0.0)</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Recreational drugs, n (%)</td>
<td>3 (5.0)</td>
<td>0 (0.0)^f</td>
</tr>
</tbody>
</table>

*aPHQ-9: Patient Health Questionnaire-9.*

^bFQ: Fear Questionnaire.*

^cTaken from the application form.*

^dNot applicable.*

^eGAD-7: Generalized Health Anxiety questionnaire.*

^f=136 because some data were not collected for all patients at the clinic.
Table 2. Univariate linear mixed-effects model outcomes for severity of depression and anxiety symptoms. Baseline severity correlated with the main effect for depression (r=-0.31) and anxiety (r=-0.41).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Treatment effect</th>
<th>Predicting outcome</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Main effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predicting outcome</td>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gender x time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age x time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest education level</td>
<td>Time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level x time point</td>
<td>Gymnasium vs primary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>College vs primary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>University vs primary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other vs primary</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>Time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status x time point</td>
<td>Married or de facto not living together vs single</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Married or de facto living together vs single</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupational status</td>
<td>Time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income x time point</td>
<td>Unemployed vs employed or student</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sick leave vs employed or student</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other vs employed or student</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline comorbidity</td>
<td>Anxiety (FQ&lt;sup&gt;e&lt;/sup&gt; total)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time point x FQ total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression (PHQ-9)</td>
<td>Time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time point x PHQ-9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time spent in the program</td>
<td>Time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time spend x time point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

<sup>a</sup> Depression (PHQ-9), N=60; <sup>b</sup> Anxiety (GAD-7), N=143; <sup>c</sup> P value; <sup>d</sup> Mean beta (SE); <sup>e</sup> Time point x FQ total
For patients with anxiety, a higher level of baseline anxiety predicted a slightly higher risk of noncompletion (OR=1.08, CI=1.01-1.16, P=.03). Similar results were noted for higher levels of comorbid depression (OR=1.12, CI=1.05-1.20, P<.001). A college education as the highest education level decreased the risk of noncompletion compared to primary school education (OR=0.14, CI=0.02-0.61, P=.02). A complete overview of all analyses of predictors for treatment completion is presented in Multimedia Appendix 1.

Discussion

Aim

The aim of the present study was to evaluate the clinical effect of guided iCBT for depression and anxiety in routine care by analyzing routine outcome measurements from the dedicated iCBT clinic Internetpsykiatrien in Odense, Denmark. From March 1, 2015, to June 1, 2017, 203 patients commenced treatment, including 60 patients who underwent treatment for depression and 143 patients who underwent treatment for anxiety, which demonstrates the need for and motivation to seek guided iCBT.

Participants

Of the patients with depression, 78.3% were female, which corresponds to the findings of previous epidemiological research [49-52]. Despite the new format of treatment delivery, the gender difference may be biased by treatment-seeking behavior, as previously shown by a male to female ratio of 2:1. The prevalence of anxiety disorders is not extensively researched in Denmark, but in general practice, more women experience anxiety disorders than men [52]. The mean age, marital status, and employment status of our sample resembles those in primary care [52], which is reasonable, as Internetpsykiatrien offers self-referral and is thus likely to receive a patient population of patients with depression and anxiety in primary care. The distribution of the highest education level resembles that of the general Danish population: primary, 25.9%; gymnasium, 10.2%; college or vocational school, 51.7%; university, and 9.5; other, 2.65% [53]. However, there are some noticeable differences. In the present study, fewer patients had primary school and university education as the highest level of education and more patients had college or vocational school as the highest level of education. Nonetheless, overall, our sample seemed representative of the Danish population.

Primary Analyses

The main analyses of change in the symptom levels of primary disorder from pretreatment to posttreatment showed large and significant reductions in both depression (beta=–6.27, SE 0.83, P<.001, d=1.0) and anxiety (beta=–3.78, SE 0.43, P<.001, d=1.1). These results resemble within-group effect sizes of previous studies on guided iCBT for adult patients with anxiety and depression, including both efficacy studies conducted under controlled research conditions [54-56] and effectiveness studies conducted under routine care conditions [15]. Notably, the results of studies in clinics akin to the one under investigation, which employed similar study designs examining cohorts in routine care (d=0.9-1.4) [20-25], are in line with our results. Therefore, this study concludes that the clinic under investigation yields results similar to those seen in other comparable clinics, and the effects of iCBT are satisfactory as compared to within-group effect sizes of previous efficacy and effectiveness studies.

Predictor Analyses

Baseline severity of primary disorders influenced the effect of treatment. For anxiety and depression, a higher baseline level of primary disorder correlated with larger treatment gains, which is a correlation commonly observed in studies on guided iCBT [57-59]. This effect is interesting, because it is often assumed that guided self-help should be aimed primarily at milder symptom levels of the disorders, although factors other than severity should be examined as indicators for stratification of patients for different treatments. Some studies found substantial evidence that treatment effect was unrelated to the treatment outcome [60].

There was a difference in how the symptomatic level of a comorbid disorder affected treatment gain. For patients with depression, comorbid anxiety slightly hampered the effect of treatment; in contrast, for patients with anxiety, high levels of comorbid depression increased the effect of treatment to a small extent. Thus, comorbidity might influence the effect of treatment differently for the two disorders, which may add nuance to the findings of a previous study, which concluded that the severity of comorbid disorders predicts poor treatment outcome [59]. Our finding may also support the use of transdiagnostic treatment programs or personalized treatment approaches.

For patients with anxiety, occupational status in the “Other” category rather than the “Employed/student” category positively affected the outcome (beta=–3.49, SE 1.10, P=.02). Analysis of the reasons for selection of the “Other” category showed that this category was extensively heterogeneous and included several entries such as apprenticeships, other forms of benefit, or no income, which made it difficult to interpret the result. Neither this category nor any other category of occupational status had an effect on the treatment in patients with depression. However, compared to the employed or student status, the unemployed status was associated with a higher risk of noncompletion for patients with depression. A previous study showed that a poorer employment status was associated with worse treatment outcome in unguided iCBT [61], which was not observed in this study. This difference in results may have
resulted from the different formats of iCBT delivery. The present study investigated guided iCBT; therefore, the guidance may serve as a protective factor for vulnerable patients. This assumption could be substantiated by emerging findings that indicate the importance of the therapeutic alliance in iCBT [62,63]. Further study of the influences of and processes involved in the guidance is needed.

We found that more time spent in the program predicted a greater reduction in symptom severity for patients with depression but not for patients with anxiety, which seems to indicate a dose-response effect of depression treatment, but not anxiety treatment. Multivariate analyses showed different results for both anxiety and depression. For depression, no significant interactions were observed, which might be a result of the small sample size. These predictions should therefore be interpreted carefully.

Completion

Of the patients who commenced treatment, 37 of 60 patients with depression and 57 of 143 patients with anxiety completed treatment, which yields noncompletion rates of 38.3% and 60.1%, respectively. A review of 152 studies on traditional face-to-face psychotherapy reported an average dropout rate of 46.9% [64], which is comparable to our result. However, the dropout rates of iCBT treatment usually range from 0% to 78%, with a weighted mean of 26.5% [65]. This finding is in line with the results from routine-care iCBT clinics in Sweden, Norway, and Canada, where rates of noncompletion ranged from 15.9% to 29.5% [66-68]. Therefore, in the Internetpsykiatrien clinic, the rate of noncompletion seems relatively high, particularly for patients with anxiety. However, it is possible that the cutoff chosen to signify completion of treatment in our study was overly conservative, requiring completion of 83% and 88% of the modules of depression and anxiety, respectively, which are considerably higher than the thresholds used in other studies [23], where merely 56% of the modules needed to be completed. This hypothesis may be substantiated by the fact that significant and moderate-to-large effect sizes were seen among patients who did not complete the programs in the present study, indicating that some patients may terminate their treatment because they are satisfied with their progress. In addition, the difference in effect size between intention-to-treat analyses and completer analyses was not significant. For both disorders, a higher baseline symptom level of comorbid disorders slightly increased the risk of noncompletion. Interestingly, the dropout rates differed between the two treatment groups, with higher dropout rates observed for patients with anxiety than for patients with depression (60.1% vs 38.3%). However, this does not appear to be the case in the literature [66-68], and the underlying reasons are unclear. This difference may be caused by technical variations such as those between programs or the format of delivery of support, for example, written support for depression treatment and telephone support for anxiety treatment. However, it could also be a result of the different symptomatology of the disorders; for example, anxiety is characterized by avoidant behavior. Nonetheless, it is important to determine how to improve adherence, particularly for patients with anxiety, and whether this goal can be attained by different methods for the two different disorders. Further studies should focus on examination of different user behavior and experiences from the programs during and after provision of support. Furthermore, examination of motivations for ending treatment is needed. Finally, research investigating process factors involved in completion or noncompletion is needed to further clarify individual differences in response patterns among patients receiving iCBT.

Limitations

Most of the results from the exploratory predictor analyses were weak and subject to type I error due to their exploratory nature; therefore, they should be interpreted with caution. Prediction of treatment outcomes from baseline characteristics is generally difficult, as reported in previous iCBT studies showing varying results [58-61]. Our results therefore need repetition, particularly in routine care, with a larger study sample.

Conclusion

The Internetpsykiatrien clinic has demonstrated its ability to implement iCBT in routine care as well as the existence of, need for, and motivation among patients to seek iCBT treatment for anxiety and depression in the Region of Southern Denmark. The clinic yields results comparable to those of similar international clinics and efficacy and effectiveness studies. As such, the Danish clinic shows good clinical effectiveness. These findings are important, because depression and anxiety are highly prevalent and costly disorders that are substantially undertreated. Our results support the hypothesis that iCBT can help bridge the gap between the need for treatment and its provision even in routine care. Further research is needed to investigate the processes of change and individual response patterns to iCBT in order to improve the ability to personalize treatment for the individual and understand the reasons for premature cessation of treatment.
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Univariate logistic mixed-effects model interactions for prediction of noncompletion.
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Abstract

Background: Measuring and predicting pain volatility (fluctuation or variability in pain scores over time) can help improve pain management. Perceptions of pain and its consequent disabling effects are often heightened under the conditions of greater uncertainty and unpredictability associated with pain volatility.

Objective: This study aimed to use data mining and machine learning methods to (1) define a new measure of pain volatility and (2) predict future pain volatility levels from users of the pain management app, Manage My Pain, based on demographic, clinical, and app use features.

Methods: Pain volatility was defined as the mean of absolute changes between 2 consecutive self-reported pain severity scores within the observation periods. The k-means clustering algorithm was applied to users’ pain volatility scores at the first and sixth month of app use to establish a threshold discriminating low from high volatility classes. Subsequently, we extracted 130 demographic, clinical, and app usage features from the first month of app use to predict these 2 volatility classes at the sixth month of app use. Prediction models were developed using 4 methods: (1) logistic regression with ridge estimators; (2) logistic regression with Least Absolute Shrinkage and Selection Operator; (3) Random Forests; and (4) Support Vector Machines. Overall prediction accuracy and accuracy for both classes were calculated to compare the performance of the prediction models. Training and testing were conducted using 5-fold cross validation. A class imbalance issue was addressed using a random subsampling of the training dataset. Users with at least five pain records in both the predictor and outcome periods (N=782 users) are included in the analysis.

Results: k-means clustering algorithm was applied to pain volatility scores to establish a threshold of 1.6 to differentiate between low and high volatility classes. After validating the threshold using random subsamples, 2 classes were created: low volatility (n=611) and high volatility (n=171). In this class-imbalanced dataset, all 4 prediction models achieved 78.1% (611/782) to 79.0% (618/782) in overall accuracy. However, all models have a prediction accuracy of less than 18.7% (32/171) for the high volatility class. After addressing the class imbalance issue using random subsampling, results improved across all models for the high volatility class to greater than 59.6% (102/171). The prediction model based on Random Forests performs the best as it consistently achieves approximately 70% accuracy for both classes across 3 random subsamples.

Conclusions: We propose a novel method for measuring pain volatility. Cluster analysis was applied to divide users into subsets of low and high volatility classes. These classes were then predicted at the sixth month of app use with an acceptable degree of
Introduction

Background

Digital health apps, both natively developed or Web based, are transforming how people monitor, manage, and communicate health-related information [1]. This trend has been documented in medicine [2], nursing [3], psychology [4], kinesiology [5], and nutrition [6], and multiple health concerns and diseases are being addressed [1].

Pain is one of the most prevalent health-related concerns and is among the top 3 most common reasons for seeking medical help [7]. Scientific publications of data collected from pain management apps add academic credibility to the value of digital health tools and can help both consumers and health care professionals select the right app to support their treatment plans. In a previous study [8], we applied data mining (clustering) methods to understand the engagement patterns of users from a pain management app called Manage My Pain (MMP). In that study, we divided users into 5 clusters based on their level of engagement with the app and then applied statistical methods to characterize each cluster using 6 different user attributes (eg, gender, age, number of pain conditions, number of medications, pain severity, and opioid use).

In an extension of previous work, our aim is to develop prediction models that can be used to identify and predict groups of users who report improvements or decrements in their pain experience. An important question in this effort pertains to the most appropriate statistics to use when measuring change in pain severity over time. The use of average or mean pain intensity or severity scores over time as an index of change in chronic pain has been criticized on empirical and theoretical grounds. Empirically, pain intensity among people with chronic pain tends not to change appreciably over time, given that the pain is, by definition, chronic. This is evident in treatment trials where one would expect the largest magnitude of change. For example, in a study of 1894 chronic pain patients enrolled in the Quebec Pain Registry who received state-of-the-art multidisciplinary pain treatment, a trajectory analysis showed that three-quarters of patients with moderate to severe pain intensity and pain interference scores at the start of treatment showed little to no change over a 2-year period [9]. Their pain remained relatively constant and severe (between 6/10 and 7/10) across the 24-month period. Use of average pain scores has also been criticized from a theoretical perspective in that such an approach does not account for intra- and interindividual differences over time [9,10]. To overcome these limitations, one proposed solution is to adopt different data analytical approaches such as growth mixture modeling for multivariate latent classes [9]. However, as noted above in a study that used such an approach under the ideal conditions for detecting change (ie, multidisciplinary pain treatment), the vast majority of patients did not show a change in mean pain intensity over time [9]. Similarly, within our own evaluations of the MMP database, the mean pain severity levels of most of the users did not change significantly over a 6-month period in the dataset used in this study [11]. It is important to note that the stability of mean pain scores [9,11] does not preclude the possibility that there is substantial daily intraindividual variability.

Another solution is to use a measure of change that captures fluctuation or variability in pain scores over time rather than the typical measures of central tendency (ie, mean and median) that currently dominate the pain literature. Pain volatility is an important contributor to pain experience for people with chronic pain, particularly because of its linkage with the initiation of opioid addiction [12,13]. Moreover, pain perception and consequent disability are heightened under conditions of greater uncertainty and unpredictability [14], and greater pain volatility is one of the contributors to uncertainty and unpredictability. However, as no standard definition for pain volatility exists, studies are required to evaluate the best measure of volatility and to determine the extent to which pain volatility can predict chronic pain outcomes.

Objectives

Accordingly, this study has 2 main objectives. The first is to define a new measure of pain volatility. We apply data mining (clustering) methods on this newly defined measure to differentiate between 2 levels of volatility: high and low. The second objective is to predict users’ pain volatility level in the future based on the information extracted from their profile and the pain records created early in the app usage history. Logistic regression with ridge estimations, logistic regression with Least Absolute Shrinkage and Selection Operator (LASSO), Random Forests and Support Vector Machines (SVM) are employed to develop prediction models. The issue of class imbalance in the dataset is addressed through subsampling. Training and testing are conducted using standard 5-fold cross validation. Accuracy for the low and high volatility classes and overall accuracy are calculated to measure and compare the performance of prediction models developed in our experiments.

Methods

Manage My Pain

MMP [15], developed by ManagingLife, helps people living with pain to track their pain and functioning on a daily basis using an Android mobile phone app. As MMP was launched in 2011, >28,900 people have created an account and recorded their pain. In total, >810,000 pain episodes have been documented by users.
The central feature of MMP is the pain record that enables users to enter details about their pain experience. Each record contains only 1 mandatory item, a rating of pain severity using a slider on a visual analogue scale. Users have the option of completing 7 more items to more comprehensively describe their pain experience. The app issues daily reminders and prompts users to reflect on their daily accomplishments through a daily reflection. The completion of the daily reflection and a pain record typically takes less than 1 min to complete. With regular use, users are empowered and gain self-awareness through charts and graphs that provide insight into their pain and functioning and how it changes over time.

The information collected by the app can be summarized into a report intended for clinical use. These reports present information collected by the app in a concise fashion, primarily focusing on changes in the self-reported outcome data between clinical visits. Output is structured on a single page and tends to be more accurate than a patient’s recollection of pain since the last clinical visit, as it captures pain closer to the time of experience and is less influenced by recency and recall biases that plague existing methods for capturing pain information [9]. To supplement the information presented in the reports, users can add pain conditions, gender, age, and medications to their profile in the app. Users have the ability to use MMP without creating an account in which case data do not leave the device and are, therefore, not accessible for research such as this study.

Procedure

This study was reviewed and approved by the research ethics board at York University (Human Participants Review Committee, Certificate #2015-160). The users’ database was accessed and downloaded in 2 separate files (using plain text format): (1) user information and (2) pain records. The user information file contains the following fields: user ID, age at date of registration, gender, self-reported pain conditions, and self-reported medications. The pain record file contains the following fields: user ID of creator, date, severity, locations, other associated symptoms, characteristics, effective factors, ineffective factors, aggravating factors, environments, pain type, and pain duration. All fields in the text files are delimited using special characters. The files used in this study were downloaded on July 19, 2018. This study covers pain records entered by users between January 01, 2013 and July 19, 2018.

Data

The primary dataset includes 812,548 pain records from 28,952 users. The outcome period for predicting pain volatility is the sixth month of app usage. The sixth month was chosen as the outcome period as pain lasting at least 6 months meets most generally accepted definitions of chronic pain [16]. In this study, we used the first month as the predictor period, and thus, we collected features from the first month of engagement with MMP to predict pain volatility during the sixth month of engagement with MMP. The mathematical minimum for calculating pain volatility is 2 pain records with severity ratings. However, to increase the reliability of prediction results, users with at least five pain records in both the predictor and outcome periods were considered for prediction experiments in this study. The number of users in the primary dataset that meet this criterion is 795. However, 13 users who reported other as their gender were excluded because of the small sample size. Thus, 782 users are selected for this study, and they have 329,070 pain records in the dataset.

Pain Volatility

The most intuitive definition of pain volatility is the SD of pain severity ratings over time. We propose a new definition of pain volatility in this study. We define pain volatility as the mean of absolute changes between 2 consecutive pain severity ratings within each of the 2 observation periods regardless of elapsed time between pain ratings. Therefore, for a series of pain severity ratings $R = \langle R_1, R_2, \ldots, R_n \rangle$, volatility, $V(R)$ is defined as:

$$V(R) = \frac{|R_2 - R_1| + |R_3 - R_2| + \ldots + |R_n - R_{n-1}|}{n}$$

The differences between the mean of absolute changes as a measure of volatility and the SD measure of volatility are demonstrated in Figure 1 and Table 1 using 4 different pain scenarios. We expect the measure of volatility to demonstrate reductions (of volatility) in the following order: sample 1 (big changes), sample 2 (small changes), sample 3 (steady upward), and sample 4 (consistent and unchanging). Pain volatility defined as the mean of absolute changes conforms to this order. However, when pain volatility is defined using the SD, sample 3 (steady upward) has a higher value than that of sample 2 (small changes). From a conceptual perspective, a steady upward pattern, although conceivably distressing for a person in pain, does not conform to what we mean by pain volatility, which, by definition, involves fluctuations in pain whether from a consistent baseline (sample 1 and sample 2) or superimposed on an upward or downward trend.

Volatility can be experienced as particularly troublesome when pain severity fluctuates over time and the mean of absolute changes approximates a saw-tooth pattern of volatility. This pattern has previously been identified as significant in illness conditions such as atrial flutter, where hemodynamic instability can progress to ventricular fibrillation (when the heart quivers irregularly leading to an elevated risk of potentially life-threatening cardiac events) [17]. Although it remains unclear whether a saw-tooth pattern of pain volatility is more debilitating than a steady upward pattern, researchers require measurement methods elucidating both patterns to better explore associated effects on functionality and quality of life.

The next step in testing this volatility measure was to divide users into 2 distinct classes: high volatility and low volatility using a threshold on the pain volatility measure. We applied a clustering method to identify this threshold. Clustering involves partitioning a set of objects or members of a defined population into 2 or more subgroups such that the members of 1 subgroup are similar to each other but dissimilar to members of the other subgroup(s). Each object or subgroup member is represented using 1 or more variables for the purpose of clustering, which are typically referred to as features or attributes. The similarity or dissimilarity between pairs of objects (or subgroup members) is measured as the distance between the feature vectors representing them.
Figure 1. Demonstration of 4 different patterns of pain severity over time.

Table 1. Comparing SD of severity ratings and mean of absolute changes as pain volatility measures.

<table>
<thead>
<tr>
<th>Volatility trajectory</th>
<th>SD of severity ratings</th>
<th>Mean of absolute changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1 (Big changes)</td>
<td>5.48</td>
<td>10</td>
</tr>
<tr>
<td>Sample 2 (Small changes)</td>
<td>2.19</td>
<td>4</td>
</tr>
<tr>
<td>Sample 3 (Steady upward)</td>
<td>3.16</td>
<td>2</td>
</tr>
<tr>
<td>Sample 4 (Consistent and unchanging)</td>
<td>0.00</td>
<td>0</td>
</tr>
</tbody>
</table>

The output of a successful clustering process is a set of clusters where each object is assigned membership in one of the candidate clusters. We used the method known as k-means as our primary data analytic approach to clustering users. Under the k-means clustering method, the number of clusters is set a priori to some constant $k$, and the dataset is partitioned into $k$ clusters. In the initialization stage, the $k$-means are selected at random. Each item in the dataset is assigned to the mean closest to it. In each subsequent iteration, for each cluster, the mean is calculated based on the current members of that cluster. Each data point is then reassigned to the cluster whose mean is the closest. The iterative process stops when the cluster membership does not change between iterations.

In our experiments, the feature for clustering users is the pain volatility measure (ie, the mean of absolute changes in pain severity). We clustered the users into 2 clusters, and the volatility measure that divides the 2 groups of users was used as the threshold for defining 2 distinct classes of users: high volatility and low volatility.

Features for Prediction Model

To develop the prediction model, we extracted the following 130 features from each of 782 users:

1. **Gender (1 feature):** The options for entering gender in the app are male, female, or other. Users who did not include their gender information were coded as unknown. In all, 25% of users belong to this category. There were only 13 users who reported other as the gender. They were excluded from further analysis because of small sample size, as mentioned before in the Data subsection.

2. **Age (1 feature):** The age (in years) recorded is the age of the user on the date of the first record and not as of the date of the analysis. We categorized the age values to facilitate the analysis and added a category to account for users with missing information. Moreover, 31% of users did not provide their date of birth. The age values are divided into 8 categories: (1) unknown, (2) $>0$ and $\leq 20$, (3) $>20$ and $\leq 30$, (4) $>30$ and $\leq 40$, (5) $>40$ and $\leq 50$, (6) $>50$ and $\leq 60$, (7) $>60$ and $\leq 70$, and (8) $>70$.

3. **Number of self-reported pain conditions (1 feature):** Users can add 1 or more pain conditions to their profile from a centralized list of over 2500 pain conditions. They can also choose to define their own pain condition if they are unable to find one from the centralized list. Some users did not choose to add a pain condition to their profile. The number of self-reported pain conditions was divided into 5 categories: (1) unknown, (2) 1 condition, (3) 2 conditions, (4) 3 conditions, and (5) more than 3 conditions.

4. **Categories of self-reported pain conditions (5 features):** Many of the self-reported pain conditions fit into 1 of the following 5 categories: fibromyalgia, headaches, back pain, arthritis, and depression-anxiety. Each self-reported pain condition was mapped to the appropriate category as applicable, and the mapping was reviewed for clinical correctness. For each of these 5 categories, a flag feature was created to indicate if the user has self-reported a pain condition in their profile that corresponds to the category.
5. **Pain record entries (2 features):** A total of 2 features were used to record number of pain records in the predictor period and the number of days in the predictor period when a user has recorded at least one pain record.

6. **Pain severity rating (3 features):** The app user must choose a pain severity rating (0-10) for each pain record created. For each user, we calculated the mean and SD of pain severity ratings from the user’s records in their predictor period. All users were also assigned to 1 of the following 3 groups based on their mean pain ratings: mild (average pain rating <4), moderate (average pain rating ≥4 to ≤7), or severe (average pain rating >7) [11]. The mean and SD of severity ratings and the severity level grouping (mild or moderate or Severe) were used as features.

7. **Change in pain trend (1 feature):** A trend line was fitted through the pain severity ratings using linear regression. The difference in pain severity ratings between the end point and the starting point of this trend line was used as a feature.

8. **Pain volatility (2 features):** Pain volatility in the predictor period, that is, the mean of the absolute changes between each 2 consecutive pain ratings, was used as a feature. Each user was also assigned a level of pain volatility (low or high) based on the threshold established using the clustering approach described in the previous section. This volatility level in the predictor period was used as a feature.

9. **Pain descriptors (64 features):** For each pain record created in the app, users can report pain locations (eg, the head, abdomen, and back), associated symptoms (eg, dizziness and fever), pain characteristics (eg, burning and cramping), and environment (eg, home and school). Users can choose from a list of default values in each section: 24 pain locations, 20 associated symptoms, 13 characteristics, and 7 environments. For each of these default values, we created a flag feature indicating its presence in any of the pain records in the predictor period. Thus, there are total 64 features in this category. Only 2% of users did not report any of these pain descriptors.

10. **Factors impacting pain (43 features):** Users in the app can report factors that may have an impact on their pain experience. A total of 3 types of factors are listed in the app: aggravating (eg, sitting and exercise), alleviating (eg, rest and sleep), and ineffective (eg, rest and sleep). Users can choose from a list of default factors in each section: 15 aggravating, 14 alleviating, and 14 ineffective. For each of these default factors, we created a flag feature indicating its presence in any of the pain records in the predictor period, resulting in 43 features in this category. In our dataset, 8% of users did not include any factor impacting their pain.

11. **Medication (5 features):** Users can add medications to their profile from a standardized list of over 1130. Any medication in a user’s profile can be added to a pain record from a standardized list of over 1130. Any environment (eg, home and school). Users can choose from a list of default values in each section: 24 pain locations, 20 associated symptoms, 13 characteristics, and 7 environments. For each of these default values, we created a flag feature indicating its presence in any of the pain records in the predictor period. Thus, 5 features are added from the medication category.

12. **Neuropathic pain (1 feature):** We added a flag feature as the indicator of neuropathic pain. Neuropathic pain is indicated if a user has at least two of the following in a pain record’s characteristics: pins and needles or tingling, burning, numbness, electric shocks, and light touch or clothing (aggravating factor).

13. **Mental health issues (1 feature):** Mental health issues are indicated if a user has reported at least one of the following symptoms in a pain record: anxiety or depression (associated symptom) or negative mood or stress (aggravating factors) [19]. A flag feature was created to indicate if at least one pain record in the predictor period meets this criterion.

### Prediction Models

We first developed a logistic regression model with ridge estimators for prediction [20]. We then modified the model using LASSO [21]. These 2 logistic regression methods aim to shrink large regression coefficients to avoid overfitting. By constraining the sum of the absolute values of the coefficients, LASSO forces some coefficients to be 0 and, as such, the number of features used in the model reduces. The R package glmnet was used for training and testing logistic regression models [22,23].

We then employed 2 machine learning classifiers to build prediction models for pain volatility: Random Forests [24] and SVM [25]. Random Forests and SVM have been widely used in biomedicine for classification and prediction [26-29]. Random Forests forms an ensemble classifier based on a collection of decision trees learned from multiple random samples taken from the training set. Decision tree classifiers are constructed using the information content of each attribute; thus, the decision tree learning algorithms first select the most informative attributes for classification. Random samples from the training dataset are selected uniformly, with replacement, such that the total size of each random sample is the same as the size of the whole training set. To predict the class of a new instance, each decision tree is applied to the instance, and the final classification decision is made by taking a majority vote over all the decision trees. We applied the standard Random Forests classification package in Weka [30] using 100 trees in the Random Forests implementation. The number of features selected at random at each tree node was set to $2 \sqrt{n}$, where $n$ is the total number of features.

The other method, SVM, is primarily a binary linear classifier. A hyperplane is learned from the training dataset in the feature space to separate the training instances for classification. The hyperplane is constructed such that the margin, that is, the distance between the hyperplane and the data points nearest to it, is maximized. If the training instances are not linearly separable, these can be mapped into a high-dimensional space to find a suitable separating hyperplane. In our experiments, we used the Weka libsvm, employing the Gaussian radial basis function kernel.
Measuring Prediction Performance

We used the stratified 5-fold cross-validation procedure for training the models and then testing the prediction performance. In this procedure, both low and high pain volatility users are partitioned into 5 equal-sized groups. One of these groups is used as a test set, whereas the other 4 were used to train the models and classifiers. This is repeated for each of these 5 groups. Thus, we conducted the prediction experiments 5 times, and each time, the training and test sets were completely separate. Through this cross-validation procedure, each user’s pain volatility class is tested exactly once. We measure the prediction performance of the methods used in this study by the following 3 measures:

Accuracy of the low volatility class = \( \frac{\text{Number of correctly predicted low volatility users}}{\text{Total number of low volatility users}} \times 100\% \) [2]

Accuracy of the high volatility class = \( \frac{\text{Number of correctly predicted high volatility users}}{\text{Total number of high volatility users}} \times 100\% \) [3]

Overall accuracy = \( \frac{\text{Number of correctly predicted low and high volatility users}}{\text{Total number of users}} \times 100\% \) [4]

Class Imbalance

After defining the low and high volatility classes using the clustering approach, the number of low volatility users is much higher (almost 3 times) than that of high volatility users, as discussed in the Results section. This class imbalance in the dataset produces high accuracy for the majority class (low volatility) in the prediction experiments, whereas the accuracy of the minority class (high volatility) remains very low. We used the procedure of subsampling from the majority class to create a balanced dataset for training prediction models. Under the subsampling method, instances are chosen at random from the majority class to make the size of the 2 classes equal. We repeated the subsampling procedure 3 times to ensure stability of the results. We conducted prediction experiments both on the original and the balanced dataset.

Results

Pain Volatility Classes

We combined the pain volatility measures of all users from the predictor period (ie, the first month of app usage) and the outcome period (ie, the sixth month of app usage) and then divided these data into 2 clusters using the \( k \)-means algorithm. Figure 2 shows the clustering output. There are a total of 1564 data points as each user has 2 values: 1 from the predictor and 1 from the outcome period. The first 782 data points (indices 1-782) are volatility values from the predictor period and the next 782 are from the outcome period. The black and red colors indicate 2 distinct classes (low and high volatility, respectively), and the numerical threshold dividing these 2 volatility classes is approximately 1.6.

To further validate this threshold, we randomly chose subsamples of 782 values from the total of 1564 and reapplied the clustering algorithm. We repeated this procedure 4 times. Figure 3 shows these 4 clustering results. The threshold of 1.6 is consistent across all these 4 random subsamples. Hence, users having a volatility measure greater than 1.6 are assigned the class of high in our prediction experiments. All other users belong to the volatility class of low.

Figure 2. Clustering pain volatility measures. Total number of data points is 1564. Each user has 2 data points, 1 each from the predictor and outcome periods. Data points with index (x-axis) 1 to 782 are volatility values from the predictor period and 783 to 1564 are from the outcome period. Black and red colors indicate low and high volatility levels, respectively.
Prediction Results

Using the pain volatility threshold of 1.6 resulted in the following division of users in the outcome period: 611 had low volatility and 171 had high volatility. There is an obvious class imbalance in the dataset as the number of low volatility users is more than 3 times the number of high volatility users. We first applied logistic regression with ridge estimators and LASSO, Random Forests, and SVM on the original dataset of 782 users. The prediction performance of 4 methods using 5-fold cross validation is presented in Table 2.

All 4 methods achieved 78.1% (611/782) to 79.0% (618/782) overall accuracy. However, in all methods, the accuracy of the high volatility class is significantly low. Although the accuracy for the majority class (low volatility) is more than 95.9% (586/611) across the methods, the accuracy for the minority class (high volatility) is less than 18.7 (32/171). We hypothesize that the lower accuracy in the high volatility class is a result of the class imbalance. To address this, as discussed in the Methods section, we randomly subsampled the low volatility class to create training sets such that the number of instances from both classes is the same. We conducted the random subsampling 3 times and reapplied all 4 methods for prediction. The results are shown in Table 3 and Figure 4.

Table 2. Prediction performance using the original dataset of 782 users.

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Logistic regression (ridge), n (%)</th>
<th>Logistic regression (LASSO), n (%)</th>
<th>Random Forests, n (%)</th>
<th>SVM b, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (low volatility class; N=611)</td>
<td>610 (99.8)</td>
<td>607 (99.3)</td>
<td>587 (96.1)</td>
<td>605 (99.0)</td>
</tr>
<tr>
<td>Accuracy (high volatility class; N=171)</td>
<td>1 (0.6)</td>
<td>10 (5.3)</td>
<td>31 (18.1)</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Overall accuracy (N=782)</td>
<td>611 (78.1)</td>
<td>617 (79.0)</td>
<td>618 (79.0)</td>
<td>607 (77.6)</td>
</tr>
</tbody>
</table>

a LASSO: Least Absolute Shrinkage and Selection Operator.
b SVM: Support Vector Machines.
Table 3. Prediction performance using the balanced dataset where random subsampling of the majority class (low volatility) was applied to make class sizes equal in the training dataset.

<table>
<thead>
<tr>
<th>Performance Measure</th>
<th>Logistic regression (ridge), n (%)</th>
<th>Logistic regression (LASSO(^a)), n (%)</th>
<th>Random Forests, n (%)</th>
<th>SVM(^b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy (low volatility class; N=611)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subsampling 1</td>
<td>433 (70.9)</td>
<td>455 (74.5)</td>
<td>428 (70.0)</td>
<td>391 (64.0)</td>
</tr>
<tr>
<td>Subsampling 2</td>
<td>442 (72.3)</td>
<td>460 (75.3)</td>
<td>424 (69.4)</td>
<td>391 (64.0)</td>
</tr>
<tr>
<td>Subsampling 3</td>
<td>424 (69.4)</td>
<td>456 (74.6)</td>
<td>440 (72.0)</td>
<td>379 (62.0)</td>
</tr>
<tr>
<td><strong>Accuracy (high volatility class; N=171)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subsampling 1</td>
<td>115 (67.3)</td>
<td>116 (67.8)</td>
<td>121 (70.8)</td>
<td>103 (60.2)</td>
</tr>
<tr>
<td>Subsampling 2</td>
<td>116 (67.8)</td>
<td>106 (62.0)</td>
<td>120 (70.2)</td>
<td>103 (63.2)</td>
</tr>
<tr>
<td>Subsampling 3</td>
<td>111 (64.9)</td>
<td>105 (61.4)</td>
<td>127 (74.3)</td>
<td>111 (64.9)</td>
</tr>
<tr>
<td><strong>Overall accuracy (N=782)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subsampling 1</td>
<td>548 (70.1)</td>
<td>571 (73.0)</td>
<td>549 (70.2)</td>
<td>494 (63.2)</td>
</tr>
<tr>
<td>Subsampling 2</td>
<td>558 (71.4)</td>
<td>566 (72.4)</td>
<td>544 (69.6)</td>
<td>499 (63.8)</td>
</tr>
<tr>
<td>Subsampling 3</td>
<td>535 (68.4)</td>
<td>561 (71.7)</td>
<td>567 (72.5)</td>
<td>490 (62.7)</td>
</tr>
</tbody>
</table>

\(^a\) LASSO: Least Absolute Shrinkage and Selection Operator.
\(^b\) SVM: Support Vector Machines.

Figure 4. Prediction performance using the balanced dataset. LASSO: Least Absolute Shrinkage and Selection Operator; SVM: Support Vector Machines.

The overall accuracy is between 68.4% (535/782) and 73% (571/782) for Random Forests and logistic regression models. These 3 methods perform much better than SVM. Although the overall accuracy of the prediction model is reduced to some extent after balancing the dataset (Table 2 vs Table 3), the accuracy for the high volatility class is significantly improved. All methods have less than 18.7% (32/171) accuracy for the high volatility class using the original class imbalanced dataset. However, after random subsampling of the majority class, this improves to at least 60.2% (103/171). All 3 accuracy measures are approximately 70% across 3 subsamples using Random Forests. Although logistic regression models perform slightly better than Random Forests for the low volatility class, Random Forests performs better for the high volatility class. This is the only method that achieves approximately 70% accuracy consistently for both volatility classes across different subsamples. Thus, Random Forests performs the best in predicting the level of pain volatility of MMP users at the sixth
month of usage based on the features collected from profile information and pain records in the first month of usage.

**Discussion**

**Principal Findings**

In this study, we defined a new pain volatility measure. We employed clustering methods on this measure to distinguish between low and high levels of pain volatility. Subsequently, we predicted pain volatility levels in users of MMP, a digital health app for recording pain experiences. We extracted 130 features from the users’ profile information and pain history in the first month of their app usage. These features were used to build prediction models where the outcome was the level of pain volatility in the sixth month. A total of 4 methods were used to develop prediction models: logistic regression with ridge estimators, logistic regression with LASSO, Random Forests, and SVM. We addressed the issue of class imbalance by random subsampling of the training dataset and repeated this procedure 3 times. The prediction model developed using Random Forests performs the best, and the accuracy level achieved for both low and high volatility classes is approximately 70%.

**Major Contributions**

Although recent years have seen increased interest in applying machine learning methodologies in the study of chronic pain [31,32], this is the first study of its kind that aims to define and predict chronic pain volatility using data mining and machine learning methods. The results of our study are important for several reasons. First, the study involved the use of a large dataset based on real-world data from people with pain who autonomously use the app. This contrasts with the typical ways in which data are gathered by pain researchers, namely, through randomized clinical trials, surveys, and prospective trials, during which the researchers actively seek out participants. Data gathered from real-world sources have an important and complementary role to play in outcomes research and health care delivery [33]. Second, use of data from MMP, a digital health app for monitoring and tracking pain, is consistent with a recent trend in mobile health showing that similar apps are transforming how people monitor, manage, and communicate health-related information [1,2]. Third, and perhaps the most important, results from this study show that by using features of the dataset extracted over a 1-month period, we could predict pain volatility 6 months later, with a reasonably high degree of accuracy. Although the typical approach of using average pain scores may seem adequate for evaluating patterns of incrementally increasing or decreasing pain, these methods are not useful for evaluating a saw-tooth-like volatility pattern. In this study, we have explored a method that appears to reflect the quantitative levels of an important volatility pattern.

There are clinical implications to this study. Should this study on pain volatility be corroborated and shown to be a valid and reliable concept, we will be in a position to begin to identify risk factors for heightened volatility and, therefore, to potentially prevent the development of high pain volatility through effective interventions. That is, we will be able to predict patients at high risk of developing high pain volatility and the downstream negative consequences of such volatility (eg, poorer quality of life, psychosocial distress, and increased pain disability). At present, the MMP app is used for tracking and monitoring pain, and users are able to plot their pain scores as a function of time. Should pain volatility be shown to be an important, valid, and reliable construct, the app might be modified to allow users to track and plot pain volatility.

**Future Work**

In future, we shall focus on selecting a subset of features that are significant predictors of pain volatility. Reducing the size of the feature set will make the prediction model easier to interpret. Furthermore, in consultation with pain experts on our team and in the broader pain community, we will validate this reduced feature set. This validated subset of features may lead to an improvement in the accuracy of prediction models as redundant features are removed. The remaining set of predictors of heightened pain volatility will be evaluated for modifiability and causality and targeted through clinical trials aimed at reducing pain volatility.
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Abstract

Background: Although HIV self-testing strategies have been recommended by the World Health Organization, HIV self-tests are not yet approved in Canada. Currently approved HIV self-tests offer toll-free lines that are insufficient for initiating expedited linkages to counseling and care, accurate interpretation, and support during HIV self-testing. We developed an innovative, multilingual software app called HIVSmart! to plug these gaps.

Objective: This study aimed to test our app-optimized oral HIV self-testing strategy for feasibility in men who have sex with men (MSM) who presented to test at a large sexual health clinic (Clinique Médicale L’Actuel) in Montreal.

Methods: Between July 2016 and February 2017, we offered a strategy consisting of the OraQuick In-Home HIV Test (an investigational device) and a tablet installed with the HIVSmart! app to study participants, who presented at a private office in the clinic, mimicking an unsupervised home environment. We evaluated the strategy for its feasibility, acceptability, and preference. Using the HIVSmart! app, participants were guided through the self-testing process. We determined feasibility with a metric defined as the completion rate, which consisted of the following 3 steps: (1) self-test conduct; (2) self-test interpretation; and (3) linkages to care. Participants independently performed, interpreted, recorded their self-test and result, engaged in pre- and posttest counseling, and sought linkages to care. Laboratory tests (p24, Western Blot, and RNA), as per country algorithms, were expedited, and linkages based on the rapid test status were arranged.

Results: Mean age of the 451 participants enrolled was 34 (range, 18-73) years. Of all participants, 97.1% (438/451) completed and submitted the survey through the HIVSmart! app. In total, 84.7% (371/438) of the participants were well educated (beyond high school) and 52.5% (230/438) had been tested within the past 6 months. Of the 451, 11.5% (52/451) were on pre-exposure prophylaxis. Feasibility (completion rate), an average proportion of the 3 steps, was computed to be 96.6% (419/451). The acceptability of the strategy was high at 98.5% (451/458). A majority of the participants (448/451, 99.3%) were found to be self-tested and lab-confirmed negative and were counseled after self- and rapid tests. In total, 0.7% (3/451) of the participants who self-tested positive and were lab-confirmed positive were linked to a physician within the same day. Furthermore, 98.8% (417/422) of the participants found the app to be useful and 94.0% (424/451) were willing to recommend it to a friend or partner.

Conclusions: The HIVSmart! app-optimized strategy was feasible, accepted, and preferred by an educated, urban MSM population of Montreal. With the app, participants were able to perform, interpret, store results, and get rapidly linked to care. The HIVSmart!-optimized, self-testing strategy could be adapted and contextualized to many at-risk populations within Canada and worldwide, thereby maximizing its public health impact.
Introduction

In 2014, the Joint United Nations Programme on HIV/AIDS released its 90-90-90 targets, calling for 90% of those living with HIV to be tested, 90% of those tested positive to be on treatment, and 90% on those on treatment to remain virologically suppressed [1]. To reach the first 90 by 2020, it is imperative that we identify those who are living unaware of their HIV status. One such strategy that has the potential to reach the undiagnosed is HIV self-testing. In 2016, the World Health Organization recommended the scale-up of self-testing as an additional alternative to the conventional HIV testing services [2,3]. HIV self-tests are now available for use, sale, and distribution in many countries. More than 59 countries have HIV self-testing policies in place [4-7]. The benefits of self-testing include privacy, confidentiality, convenience, engagement in self-care, empowerment, and proactivity in seeking health [8]. The potential concerns with HIV self-testing are the rapid establishment of linkages for self-testers to counseling and care, rapid reporting of false-negative results in the acute window period, and affordability of self-tests. Nonetheless, benefits of HIV self-testing are generally understood to outweigh the associated risks [8,9].

Evidence and data on self-testing in Canada are sparse [10-12]. Neither oral nor blood-based tests are approved yet by Health Canada [4]. Canadian policies on HIV self-testing are in development. Recently, we surveyed Canadian stakeholders involved in HIV testing initiatives across the country and found that many were in favor of self-testing but were concerned about linkages to care and accuracy of self-tests. Furthermore, HIV self-testing strategies were perceived to pose an economic threat to the prevailing HIV testing models in Canada [13]. While global research on the implementation of HIV self-testing has increased exponentially, few studies have explored self-testing in the Canadian context. To date, a hypothetical self-testing study used focus groups or surveys of attitudes and acceptability, while another evaluated a self-testing strategy in a low-risk, MSM population [11,12]. Thus, implementation research evidence on HIV self-testing is needed for Canada.

In any setting, understanding the context in which self-testing should be implemented is critical to its success. In Canada, the HIV epidemic is disproportionately represented in key populations, such as men who have sex with men (MSM), injection drug users (IDUs), Aboriginal populations, and immigrants from HIV endemic countries. Approximately 18%-25% of Canadian MSM populations are unaware of their HIV-positive status [14], and the number may be proportionally higher for IDUs, Aboriginals, and immigrants, which underscores the need for accessible HIV self-testing services.

Methods

HIVSmart!

HIVSmart! (Figure 1), a Canadian innovation funded by Grand Challenges Canada [15], (which is funded by the Government of Canada), is a multiplatform smartphone-, tablet-, or Web-based (Android, iPhone, and iPad) confidential software app. This study was funded by the Canadian Institutes of Health Research [16]. HIVSmart! plugs gaps in the self-testing process, works with any approved HIV self-test, engages, and proactively informs any intended user of an HIV self-test. It interprets and stores data confidentially, links users to counseling or care within a rapid turnaround time, and encourages them to stay in care. For this study, we adapted the HIVSmart! app-based program for Canadians. Reverse innovation entailed language adaptations (French-Canadian) and customizations to the US Food and Drug Administration-approved oral self-test products and obtaining Health Canada’s Investigational Testing Authorization for research.

HIVSmart! is unique in that it is a complete app-based solution. It is an improvement from the Web prototype of HIVSmart!, which was initially evaluated in health care professionals of South Africa and students of McGill University [12,17]. This novel app-based solution is currently being tested at scale in South Africa [18].

Study Participants and Design

Between July 2016 and February 2017, we conducted a cross-sectional feasibility study at Clinique Médicale L’Actuel, a private, sexual health clinic specializing in testing and treatment of HIV and sexually transmitted infections, located in urban Montreal. Ethical approvals were obtained from Clinique L’Actuel’s independent review board (Veritas Institutional Review Board), and the McGill University Health Centre Research Ethics Board. Study procedures were duly followed and complied with the regulations stipulated by the Institutional Review Boards of McGill University Health Centre and Veritas.

In high risk, MSM populations presenting to the clinic, we set out to achieve the following objectives. We aimed to evaluate the feasibility, acceptability, and preference for an unsupervised HIV self-testing strategy that involved a self-test (OraQuick In-Home HIV Test) and an accompanying optimized app (HIVSmart!) in an unsupervised setting that mimicked a home environment.

Participants were recruited by convenience sampling: clinic staff recruited participants during routine and drop-in clinic visits. The study was advertised via flyers, social media, and through e-newsletters.
Participants were deemed eligible to join the study if they were 18 years or older, self-identified as an MSM, of unknown HIV status, and comfortable using smartphones or tablets. Participants receiving pre- or postexposure prophylaxis (PrEP or PEP) antiretrovirals for prevention (ARVs) were also invited to participate so as to not exclude these high-risk groups. Participants were excluded if they self-reported a previously confirmed positive HIV diagnosis.

A flow chart outlining the study flow is represented in Figure 2. Once deemed eligible to participate, the study procedure was explained to participants. Informed consent (written) was obtained from all participants before beginning the study. Participants could withdraw consent at any point throughout the study. At this time, participants were informed about the strategy that involved deidentified data collection on a confidential, compliant secure server.

Study Procedure

As per Health Canada’s product monographs and Investigational Testing Authorization recommendations, the usual clinic procedures were followed in the study. Following participants’ informed consent and agreement to participate, participants were explained about data storage and confidentiality. Following this, a rapid test (INSTI HIV-1/HIV-2 Antibody Test; bioLytical Laboratories) was performed by the research nurse. However, the rapid test result was not revealed to participants at this time. Blood was drawn for laboratory-based confirmatory testing, following the clinic’s protocol (Centre hospitalier de l’Université de Montréal): p24 antigen testing and anti-HIV-1/2 testing for all samples, confirmed by Western Blot if abnormal. Samples underwent RNA testing in case of suspected acute HIV infection. Lab testing conformed to the national testing algorithms.

Participants were then brought to a private office in the clinic and provided the OraQuick Test kit along with a tablet installed with HIVSmart!. The process of self-testing went thus: participants were left alone (unsupervised) to navigate the app on the tablet, stage their personal risk for HIV, perform the self-test as per instructions on HIVSmart!, and conduct the test unsupervised, mimicking a home environment. All participants followed instructions on pretest counseling, staging, conducting results, and storing their results on screen. Participants were asked to wait for their test result using a timer built into the app. They were encouraged to use the phone number provided in the app to call for counseling or assistance at any time and respond to a research questionnaire within the app. Upon completion of the self-testing process, participants were offered the choice of calling the provided phone number to receive posttest counseling or receiving face-to-face posttest counseling with a research nurse. Phone-based counseling was rapidly followed by face-to-face counseling with the research nurse. Upon meeting with the research nurse, who interpreted and recorded the self-test results in real-time separately, the INSTI rapid tests results were provided to participants and they were offered posttest counseling based on their INSTI results. Participants with positive HIV results were seen by a physician immediately for follow-up care. Participants with negative self-tests were encouraged to return for retesting in 3 months. As per the Institutional Review Board recommendations, all participants were offered a modest compensation for their time (Can $20).
Outcomes and Metrics

The primary outcome of this study was the feasibility of the HIVSmart! self-testing strategy. Feasibility was documented by the metric completion rate, defined as the number of participants who successfully completed all steps of the self-testing procedure, over the total number of consenting participants. Steps were defined as follows: (1) self-test conduct; (2) self-test interpretation; and (3) seeking linkage to care. It was computed as an average proportion of the completion for each step in the procedure.

Secondary outcomes were patient-centered outcomes (acceptability of the strategy, preference for counseling, and costs) that were collected using the metrics listed below:

1. Acceptability: the number of participants who consented to evaluate the strategy, over the total number of people approached for recruitment. Refusals were documented by staff at the clinic.
2. Preference for (counseling): participants were asked to respond to a questionnaire, regarding preferences for suitable posttest counseling options, in a hypothetical scenario where self-tests were available for purchase in pharmacies.
3. Preference for (cost): participants were asked in a questionnaire to select a price point at which self-tests should be made available in Canada (<Can $10, Can $10-20, Can $20-40, and >Can $40).

4. Usefulness of the app: participants were asked if the app was found to be useful in assisting them in the self-testing process.
5. Recommendations to friends or partners: participants were asked if the app would be recommended by them to their friends or partners.

Data Analyses and Sample Size Estimations

Our sample size was estimated using the completion rate as the main outcome. Estimating a conservative completion rate of 70% with a CI width of 10% (SD 0.0565%), we calculated a target sample size of 400.

Basic proportions for demographics and outcomes obtained through the HIVSmart! app were computed with their 95% CIs. A stratified analysis comparing participants receiving ARVs (PrEP or PEP) versus no ARVs was conducted for the main feasibility outcome variables with Fisher’s exact test, which determines significant differences between groups (StataCorp, 2013, *Stata Statistical Software: Release 13*, StataCorp LP).

Results

Participant Characteristics

A total of 451 participants met the eligibility criteria and accepted to evaluate the HIVSmart! self-testing strategy (Table 1); 97.1% (438/451) of the participants submitted the HIVSmart! survey (Table 2).
Table 1. Descriptive characteristics of study participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value (N=451)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (range)</strong></td>
<td>33.6 (32.6-34.7)</td>
</tr>
<tr>
<td><strong>Antiretrovirals for prevention status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>394 (87.4)</td>
</tr>
<tr>
<td>Postexposure prophylaxis</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Pre-exposure prophylaxis</td>
<td>52 (11.5)</td>
</tr>
</tbody>
</table>

Participants were well educated, with 84.7% (371/438) educated beyond high school; 79.5% (348/438) were employed, and 52.5% (230/438) had been tested in the past 6 months. Participants self-identified themselves as male (98.6%, 432/438) and homosexual (91.3%, 400/438); 96.1% (421/438) of participants were sexually active, with 25.1% (110/438) stating 6-10 partners in the past 6 months; 21.9% (96/438) stating ≥11; and 70.1% (307/438) engaged in condom-less sex. In total, 11.5% (52/451) participants were currently taking PrEP and 1.1% (5/451) were taking PEP.

Acceptability was high at 98.5% (451/458); 7 participants refused to participate or withdrew themselves from the study.

Feasibility, as documented by the completion rate of the HIVSmart! self-testing strategy, was computed by taking an average of the 3 steps of the self-testing strategy—(1) self-test conduct; (2) self-test interpretation; and (3) linkages to care.

1. **Self-test conduct**: 97.1% (438/451) of the participants conducted the self-test successfully.
2. **Self-test interpretation**: 92.9% (419/451) of participants interpreted their self-test successfully.
3. **Linkages to care**: 100% (451/451) of the participants sought linkages to care successfully.

To compute feasibility, we took an average proportion of the 3 steps highlighted above, resulting in the overall feasibility of 96.7%.

**Regarding Test Interpretations**

Incomplete test conduct occurred in the initial set-up stages of the study when participants were unable to submit their results through the app because of Wi-Fi connectivity issues. These were later resolved by resolving incompatibility issues of the app and the clinic’s Wi-Fi server.

Regarding test interpretations, a few participants mistakenly interpreted their negative result (the control line) as their positive result, despite instructions. An invalid result was also recorded that was truly negative.

Regarding test results, 3 participants tested positive for HIV (0.7% seropositivity) with both the self-test and rapid test, which were rapidly confirmed by laboratory results, and the participants were linked to a physician within the same day (linkage: 3/3, 100%) and returned for a follow-up appointment. All negative rapid and self-test results (448/451, 99.3%) were confirmed negative through laboratory testing, and all were linked to counseling (448/448, 100%). Lab testing conformed to the national testing algorithms.

Regarding linkages, all participants (451/451, 100%) were linked to in-person counseling following the self-testing procedure. All participants used the phone line and later met the research nurse. The average turnaround time to linkage to counseling ranged from 2 to 6 hours.

Regarding the preference for counseling, participants were in favor of counseling over the phone, followed by face-to-face counseling in a clinic. Some favored counseling over the internet (chat or website; 132/421, 31.4%) or in a pharmacy (121/421, 28.7%), both followed by face-to-face counseling in clinic and counseling in clinics only (132/421, 31.4%). Participants were generally not in favor of no face-to-face counseling (28/421, 6.7%) or no counseling at all (3/421, 0.7%).

Regarding cost preferences, half of the participants (206/421, 48.8%) selected Can $10-20 and 27.4% (115/421) selected <Can $10. In terms of the usefulness of the app, 98.8% (417/422) of the participants found the app helpful in guiding them through the self-testing process. Finally, 94.3% (395/419) of the participants said that they would recommend this self-testing strategy to their partner.
Table 2. Participant information collected through the HIVSmart! survey (n=438).

<table>
<thead>
<tr>
<th>Information</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (self-identified)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>432 (98.6)</td>
</tr>
<tr>
<td>Transgender</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>I do not wish to answer</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
</tr>
<tr>
<td>Homosexual</td>
<td>400 (91.3)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>32 (7.3)</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>I do not wish to answer</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
</tr>
<tr>
<td>High school degree not completed</td>
<td>13 (3.0)</td>
</tr>
<tr>
<td>High school</td>
<td>51 (11.6)</td>
</tr>
<tr>
<td>College or technical school</td>
<td>125 (28.5)</td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>169 (38.6)</td>
</tr>
<tr>
<td>Graduate degree (master’s or PhD)</td>
<td>77 (17.6)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>I do not wish to answer</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>46 (10.5)</td>
</tr>
<tr>
<td>Employed</td>
<td>348 (79.5)</td>
</tr>
<tr>
<td>Other</td>
<td>36 (8.2)</td>
</tr>
<tr>
<td>I do not wish to answer</td>
<td>8 (1.8)</td>
</tr>
<tr>
<td><strong>Tested for HIV in the past 6 months</strong></td>
<td></td>
</tr>
<tr>
<td>No, I’ve never been tested</td>
<td>25 (5.7)</td>
</tr>
<tr>
<td>Yes, in the last 6 months</td>
<td>230 (52.5)</td>
</tr>
<tr>
<td>Yes, more than 6 months ago</td>
<td>178 (40.6)</td>
</tr>
<tr>
<td>I have been tested, but did not want to receive my result</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>I do not know if I have ever been tested</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>I do not wish to answer</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Sexually active</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>16 (3.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>421 (96.1)</td>
</tr>
<tr>
<td>I do not wish to answer</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Number of different sexual partners in the past 6 months</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>20 (4.6)</td>
</tr>
<tr>
<td>1</td>
<td>38 (8.7)</td>
</tr>
<tr>
<td>2-5</td>
<td>174 (39.7)</td>
</tr>
<tr>
<td>6-10</td>
<td>110 (25.1)</td>
</tr>
<tr>
<td>≥11</td>
<td>96 (21.9)</td>
</tr>
<tr>
<td><strong>In the past 6 months:</strong></td>
<td></td>
</tr>
</tbody>
</table>


Discussion

Principal Findings

In this Canadian Institutes of Health Research funded innovative Canadian study, we investigated the feasibility of implementing an app-optimized unsupervised HIV self-testing strategy in a clinical setting.

Our unsupervised self-testing strategy was found to be feasible to operationalize (419/451, 96.6%), was well accepted (451/458, 98.5%), and preferred by participants. HIV was detected, and all participants were linked to care within a working day. All of our self-testers were linked to counseling or directed to a physician within hours, an essential service to offer with self-testing. Participants found the app-based approach to be a useful (417/422, 98.8%) in completing the HIV self-testing procedure, and a majority (395/419, 94.3%) wanted to recommend it to their friend.

This app-optimized, self-testing strategy was aimed to plug gaps in the self-testing process that are associated with an accurate detection, self-test interpretation, and rapid initiation of linkages to counseling and care. We were limited by the lack of approved HIV self-tests in Canada, which restricted our evaluation to a clinic environment [19-21] instead of homes. To stimulate a home environment, we set up kiosks in clinics where participants could test unsupervised, yet a nurse was always available to offer counseling and support [22]. Regarding costs, we found that a majority of participants believed that an acceptable price to pay for an HIV self-test in Canada was between Can $10 and $20. This finding is in line with 3 studies from New York City, where participants felt that an affordable and accessible price point was US $15-$25 (compared with the prevailing US $40) [23-25].

This is the first Canadian study to report data on the use of an app-based strategy. Many digital innovations (ie, Web-based programs, kiosk-based tablets, and short message service [SMS] text messaging services) are available, yet a complete, portable, and patient-friendly app-based solution for self-testing from engagement to linkage to counseling and care is novel [26].

In 5 studies that have evaluated some digital innovations, we observed a few limitations in their offer of services that impacted the process. A Dutch study evaluated a Web-based strategy, where participants could purchase self-tests and access self-test instructions and counseling, but they did not provide data or information on linkages [27]. Of 4 US studies, 2 reported positive findings on the feasibility of use of a kiosk tablet for HIV self-testing in emergency rooms but reported poor engagement (50%) of participants and limited data on detection and linkages [28,29]. Another US study evaluating the use of SMS text messaging self-test results only by participants found that it was preferred by participants [30]. The fourth study provided written and Web-based video instructions to participants to choose a picture that resembled their self-test result and reported comparable results to ours, with 100% of positive OraQuick results and 98% of negative results being interpreted correctly [31]. None of these studies evaluated linkages to care.

The HIVSmart! app is an integrated innovation. It offers a personalized experience of self-testing from access to linkage, which is a step up from a website-, tablet-, or SMS text messaging-only service and is housed in a secure Health Insurance Portability and Accountability Act-compliant cloud-based platform. Integrated innovations [32], like HIVSmart!, are a new trend in the digital innovations space, as reported in a recent systematic review [33]. In 2011-2013, we evaluated a Web-based HIVSmart! strategy successfully in South African health care professionals [17]. We are currently testing the strategy at scale in South African townships in a project funded by both the Governments of South Africa and Canada [18]. A prototype of this strategy was evaluated in students way back in 2009 [12].

With the increasing availability of PrEP in Canada, and the desire to self-test frequently expressed by those on PrEP, we included a subsample of participants on PrEP in this study. However, neither our main outcomes nor HIV status differed by the PrEP status. Our study was underpowered to detect subgroup differences (small number of PrEP participants). Studies suggest that PrEP increases the window period for seroconversion, taking longer to get a positive test result [34,35]. Yet, many of our self-test results were consistent with the rapid
test results. Concordant with a study in PrEP users from Kenya, participants were in favor of self-testing [36].

Limitation
A limitation of this study included convenience sampling that raises a concern of selection bias.

Conclusions
In Canada, future research with HIV self-tests from provinces with high rates of undocumented HIV infection (Saskatchewan) and marginalized populations with undiagnosed HIV infection is warranted. Future research that incorporates digital strategies to plug service delivery gaps important for HIV self-testing will make it easier to offer and document self-testing.

Rapid approvals by Food and Drug Administration, Conformité Européenne, and World Health Organization Prequalification of self-tests, both oral and blood-based HIV self-tests, will help expand options to self-test in Canada. It will also increase the visibility of HIV self-tests in pharmacies, clinics, and outreach settings and democratize the process of HIV self-testing. Finally, the adoption of proven digital solutions will help improve engagement and expedite rapid linkages to care. Doing so will help address the last mile problem of detecting undiagnosed HIV infection in marginalized Canadians, thereby accelerating progress toward Joint United Nations Programme on HIV/AIDS 90-90-90 targets in Canada.

We conclude that the HIVSmarter! app-optimized strategy is feasible, accepted, and preferred by an educated, urban MSM population of Montreal. With the app, participants were able to perform, interpret, store results, and rapidly link to care. The HIVSmarter!-optimized, self-testing strategy could be adapted and contextualized to many at-risk populations within Canada and worldwide, thereby maximizing its public health impact.
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Abstract

Background: The US News and World Report reputation score correlates strongly with overall rank in adult and pediatric hospital rankings. Social media affects how information is disseminated to physicians and is used by hospitals as a marketing tool to recruit patients. It is unclear whether the reputation score for adult and children’s hospitals relates to social media presence.

Objective: The objective of our study was to analyze the association between a hospital’s social media metrics and the US News 2017-2018 Best Hospital Rankings for adult and children’s hospitals.

Methods: We conducted a cross-sectional analysis of the reputation score, total score, and social media metrics (Twitter, Facebook, and Instagram) of hospitals who received at least one subspecialty ranking in the 2017-2018 US News publicly available annual rankings. Regression analysis was employed to analyze the partial correlation coefficients between social media metrics and a hospital’s total points (ie, rank) and reputation score for both adult and children’s hospitals while controlling for the bed size and time on Twitter.

Results: We observed significant correlations for children’s hospitals’ reputation score and total points with the number of Twitter followers (total points: $r=0.465, P<0.001$; reputation: $r=0.524, P<0.001$) and Facebook followers (total points: $r=0.392, P=0.002$; reputation: $r=0.518, P<0.001$). Significant correlations for the adult hospitals reputation score were found with the number of Twitter followers ($r=0.848, P<0.001$), number of tweets ($r=0.535, P<0.001$), Klout score ($r=0.242, P=0.02$), and Facebook followers ($r=0.743, P<0.001$). In addition, significant correlations for adult hospitals total points were found with Twitter followers ($r=0.548, P<0.001$), number of tweets ($r=0.358, P<0.001$), Klout score ($r=0.203, P=0.05$), Facebook followers ($r=0.500, P<0.001$), and Instagram followers ($r=0.692, P<0.001$).

Conclusions: A statistically significant correlation exists between multiple social media metrics and both a hospital’s reputation score and total points (ie, overall rank). This association may indicate that a hospital’s reputation may be influenced by its social media presence or that the reputation or rank of a hospital drives social media followers.
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Introduction

The US News and World Report Best Hospital Rankings for adult and children’s hospitals have been released annually since 1990 [1,2]. These rankings affect the public reputation of a hospital and have been predicted to affect nonemergent volumes and total revenue by 5% in year-to-year changes in rankings [3]. Therefore, these rankings are highly anticipated by physicians and hospital administrators and are commonly used as marketing tools by hospitals to attract patients [4].

The final ranking of a hospital or subspecialty is determined by objective quality data in addition to subjective reputation data. The reputation score for each subspecialty is derived from annual surveys asking physicians where they would send their sickest patients, ignoring cost or location [1,2]. Owing to this subjective component of the total score, the US News hospital rankings have been criticized in recent years [5]. Therefore, US News has adjusted the composition of the final score, relying more on objective data in recent years [1,2]. However, Bush et al and Cua et al recently reported that the reputation of a hospital still disproportionately affects the final ranking in children’s [6] and adult hospitals by showing that the reputation component has a more significant influence on the total US News score than the objective components [7].

In this digital age, it is apparent that social media can influence how information is disseminated and the reputation of organizations; for example, US News uses a social media platform, Doximity, to distribute their annual survey to obtain the peer score for their annual rankings [2]. In addition, physicians in all fields have become increasingly engaged with social media [8]. Most hospitals have a Web-based social media presence [9] and use it for hospital promotion, education, community partnership, and fundraising purposes [10]. Therefore, because it has been shown that the reputation of a hospital contributes to US News rankings [6,7] and that social media presence can affect an organization’s reputation in today’s society, it would be important to understand whether social media presence correlates with US News hospital rankings. Interestingly, Ciprut et al found that the Twitter activity of urology departments was associated with US News rankings in Urology [11], although this analysis was not expanded to include other social media platforms or specialties. To address these gaps, this study aims to conduct a cross-sectional analysis of the adult and children’s hospitals’ social media presence over multiple platforms and a hospital’s US News rank to determine whether these correlations exist.

Methods

Hospital Ranking Data

We conducted a cross-sectional analysis of data from the 2017-2018 US News and World Report publicly available annual rankings for adult and children’s hospitals. US News hospital rankings are composed of both objective and subjective data that determine the total US News score; this score then determines the overall rank of the hospital within each subspecialty. The objective data are primarily based on survival outcomes, patient safety indices, and other care-related indicators, including nursing ratios, patient volume, and other subspecialty-specific quality of care data [1,2]. The subjective component consists of an annual survey of board-certified physicians who list up to 5 adult hospitals (up to 10 for children’s hospitals) that have the highest expertise in that subspecialty or where they would send their sickest patients, ignoring cost or location. This survey determines a hospital’s reputation score for that subspecialty [1,2]. Although the significance of the reputation component has been decreasing over time, it still composes 27.5% of the score for adult hospitals and 15% (8.5% in cardiology and heart surgery) for children’s hospitals.

Using these data, we determined a hospital’s total reputation score, as previously described in the literature, as the sum of each subspecialty reputation score for an individual hospital [6]. Although the total raw US News score is not reported for every hospital, the formula is reported to the public and was used to calculate each hospital’s total US News score [1,2]. These publicly available data were manually extracted from the 2017-2018 US News Adult and Children’s hospital reports. The descriptive statistics for these data can be viewed in those publicly available reports [1,2] with a summary of the statistics available in Multimedia Appendix 1. We used Microsoft Excel software (Microsoft Corporation) to store the data for this study.

Statistical Analysis

The primary objective of this study was to analyze the association between social media metrics and US News rankings. Twitter, Facebook, and Instagram metrics for all hospitals that received a ranking in at least one subspecialty in US News were obtained on August 30, 2017, for children’s hospitals and October 12, 2017, for adult hospitals (Multimedia Appendix 1). For Twitter metrics, we obtained the number of followers, number of tweets, and Klout score (max=100), a metric that quantifies the Web-based social influence over the past 90 days, for each adult and children’s hospital with active accounts. All hospitals had active social media accounts for >90 days, ensuring that the Klout score represents an accurate estimation of the influence for all hospitals. Furthermore, the number of Facebook and Instagram followers were obtained for each adult and children’s hospital with an active account.

In this study, multiple regression analyses were used with social media metrics as the dependent variable. In one set of analyses, the independent variables were the total reputation score and the number of hospital beds at each institution. For the other set of analyses, the independent variables were the total points and the number of hospital beds at each institution. For analyses of tweets and Twitter followers, the number of months on Twitter was also included as one of the independent variables. Of note, we did not include a control for the active months of activity on Facebook and Instagram because they are not easily identifiable or reported. From these analyses, partial correlation coefficients were calculated between each social media metric and both the reputation score and total points. We defined statistical significance as P<.05. Analyses were performed using Stata v.15.0 (StataCorp).
Results

Children’s Hospitals

Table 1 summarizes the social media and correlation statistics for children’s hospitals when controlling for time on Twitter for Twitter metrics and bed size. Of the 79 children’s hospitals with at least one subspecialty ranked, 69, 68, and 46 hospitals had active Twitter, Facebook, or Instagram accounts, respectively. Children’s hospitals without an independent account were removed from the analysis. Twitter and Facebook followers correlated significantly with the total points (i.e., higher rank) as well as with the reputation for children’s hospitals (P < .001).

Table 1. Social media metrics for US Children’s Hospitals and correlation with US News ranking and reputation score.

<table>
<thead>
<tr>
<th>Social media metrics</th>
<th>Number of hospitals</th>
<th>Median (range)</th>
<th>Partial correlation coefficient for total points (P value)</th>
<th>Partial correlation coefficient for total reputation (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter followers</td>
<td>69</td>
<td>8306 (163-63,400)</td>
<td>.465 (.0001)</td>
<td>.524 (.0001)</td>
</tr>
<tr>
<td>Number of tweets</td>
<td>69</td>
<td>4714 (116-23,400)</td>
<td>.0181 (.93)</td>
<td>-.036 (.80)</td>
</tr>
<tr>
<td>Klout score</td>
<td>62</td>
<td>58 (23-81)</td>
<td>.117 (.38)</td>
<td>.067 (.61)</td>
</tr>
<tr>
<td>Facebook followers</td>
<td>68</td>
<td>59,141 (772-649,407)</td>
<td>.392 (.002)</td>
<td>.518 (.001)</td>
</tr>
<tr>
<td>Instagram followers</td>
<td>46</td>
<td>4879 (260-5600)</td>
<td>.197 (.21)</td>
<td>.177 (.26)</td>
</tr>
</tbody>
</table>

Adult Hospitals

Table 2 summarizes the social media and correlation statistics for adult hospitals when controlling for the bed size and time on Twitter for Twitter metrics. Of the 128 adult hospitals with, at least, one subspecialty ranked, 106, 105, and 62 had active Twitter, Facebook, or Instagram accounts, respectively. For adult hospitals, Twitter followers, the number of tweets, Klout score, Facebook followers, and Instagram followers correlated significantly with the total points (Table 2). Except for Instagram followers, these metrics also correlated significantly with the total reputation (Table 2). Hospitals with scores of 0 in the number of tweets and Klout score had active accounts with followers but no posts.

Table 2. Social media metrics for US Adult Hospitals and correlation with US News ranking and reputation score.

<table>
<thead>
<tr>
<th>Social media metrics</th>
<th>Number of hospitals</th>
<th>Median (range)</th>
<th>Partial correlation coefficient for total points (P value)</th>
<th>Partial correlation coefficient for total reputation (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter followers</td>
<td>106</td>
<td>8074 (125-1,710,000)</td>
<td>.548 (.0001)</td>
<td>.848 (.0001)</td>
</tr>
<tr>
<td>Number of tweets</td>
<td>106</td>
<td>6087 (0-39,400)</td>
<td>.358 (.0001)</td>
<td>.535 (.0001)</td>
</tr>
<tr>
<td>Klout score</td>
<td>98</td>
<td>60 (0-92)</td>
<td>.203 (.05)</td>
<td>.242 (.02)</td>
</tr>
<tr>
<td>Facebook followers</td>
<td>105</td>
<td>18,582 (205-1,995,180)</td>
<td>.500 (.0001)</td>
<td>.743 (.001)</td>
</tr>
<tr>
<td>Instagram followers</td>
<td>62</td>
<td>1615 (153-49,700)</td>
<td>.692 (.0001)</td>
<td>.831 (.26)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this first study comparing social media metrics for adult and pediatric hospitals with US News rankings and reputation score, we found that both adult and children’s hospitals with more Twitter and Facebook followers had a higher 2017-2018 US News reputation score and total points (i.e., overall rank). Although this correlation suggests that social media presence may influence the reputation of a hospital, it is also possible that the reputation and rank of a hospital drive social media followers. We also found that adult hospitals with more tweets and higher Klout scores, a measure of active social media participation, were associated with a higher reputation score and overall rank. Although it is possible that more prestigious hospitals have more followers because of prestige, it is also possible that this correlation may reflect that active engagement with social media may affect a hospital’s US News reputation score. Therefore, we have found marked correlations between a hospital’s social media metrics and its hospital rankings; however, further longitudinal studies will need to be conducted to determine causality.

Limitations

There are a few limitations to our initial study. First, because social media metrics are cumulative, it is possible that hospitals which adopted social media earlier have larger followings and therefore, more posts. Furthermore, larger hospitals may have superior social media metrics because of increased resources for marketing and social media engagement. When controlling for time on Twitter and bed size of hospitals, these correlations remained significant, although other external factors, such as the size of the marketing department and total revenue of a hospital, may contribute as well. Second, owing to the cross-sectional analysis used in our study, we were unable to assess whether the increased social media presence over time correlates directly with an increase in reputation; this type of analysis could be conducted as a future study to confirm this finding. Third, because the subjective component of the rankings is based on physician voting, it would be helpful to know how many followers of a hospital are physicians; however, these data are not readily available, and usernames do not always
identify the profession of their owner. Finally, Instagram correlated with both scores for adult and children’s hospitals, but it was only significant for the adult total score; this is likely because of Instagram being a newer platform with fewer hospitals active on Instagram.

Conclusions

We believe that this study is the first to report the association between social media metrics and US News and World Report annual hospital rankings for both adult and children’s hospitals. This study establishes a correlation between increased social media engagement and US News rankings and reputation score for hospitals. Therefore, because previous studies have shown that physicians are increasingly engaged in large networks on social media [8] and US News rankings are disproportionately influenced by reputation scores [7], increasing a hospital’s social media presence could be a potential method of improving the reputation of hospitals and their rank in US News annual Best Hospital Rankings. Future studies should include a content analysis of Twitter, Facebook, and Instagram posts to determine the type of content being posted by hospitals and an assessment of the relationship between the use of social media and changes in hospital rankings over time to confirm whether increasing social media presence correlates with an increase in the hospital rank.
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Abstract

Background: Workers in the road transport industry, and particularly truck drivers, are at increased risk of chronic diseases. Innovative health promotion strategies involving technologies such as social media may engage this “hard-to-reach” group. There is a paucity of evidence for the efficacy of social media technologies for health promotion in the Australian transport industry.

Objective: This study analyzed qualitative data from interviews and focus group discussions to evaluate a social media health promotion intervention, the Truckin’ Healthy Facebook webpage, in selected Australian transport industry workplaces.

Methods: We engaged 5 workplace managers and 30 truck drivers from 6 transport industry organizations in developing workplace health promotion strategies, including a social media intervention, within a Participatory Action Research approach. Mixed methods, including a pre- and postintervention manager survey, truck driver survey, key informant semistructured interviews, truck driver focus groups, and focused observation, were used to evaluate the social media intervention. We asked questions about workplace managers’ and truck drivers’ opinions, engagement, and satisfaction with the intervention. This paper focuses on qualitative data.

Results: Of the workplace managers who reported implementing the social media intervention at their workplace, all (3/3, 100%) reported satisfaction with the intervention and expressed a keen interest in learning more about social media and how it may be used for workplace health promotion and other purposes. Truck drivers were poorly engaged with the intervention because (1) many believed they were the “wrong age” and lacked the necessary skills; (2) the cost of smartphone technology was prohibitive; (3) they confined their use of social media to nonwork-related purposes; and (4) many workplaces had “no Facebook” policies.

Conclusions: The use of social media as a health promotion intervention in transport industry workplaces has potential. Workplace interventions using social media can benefit from a Participatory Action Research approach. Involving managers and workers in the design of social media health promotion interventions and developing strategies to support and deliver the interventions helps to facilitate their success. The workers’ profile, including their age and familiarity with social media, and work, workplace, and family context is important to consider in this process. Much more research needs to be undertaken to better understand the effective use of social media to engage “hard-to-reach” groups.

(J Med Internet Res 2018;20(11):e286) doi:10.2196/jmir.9689
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communication; health promotion interventions; mobile phone; social media; transport industry; truck drivers; workplace health promotion; workplace managers

Introduction
The road transport industry accounts for 2% of Australia’s workforce, employing 192,600 Australians [1,2]. Road transport industry workers, in general, and truck drivers, in particular, are identified at increased risk of chronic diseases such as cardiovascular disease and type 2 diabetes [3,4]. Workplaces are increasingly recognized as environments conducive to health promotion. For truck drivers, their workplace is their vehicle and, as a highly mobile workforce, traditional workplace health promotion strategies may be limited in their effectiveness [5-11]. Innovative new health promotion strategies, including social media technologies, may engage and improve the health outcomes of this “hard-to-reach” group.

The use of social media and related technologies is increasingly popular for personal enjoyment [12], as a business tool [13], and in health promotion interventions [14]. This is true for transport industry workplaces and truck drivers. A 2011 study conducted by a UK trucking magazine found that 52% of surveyed truck drivers used social media in their spare time [15]. A similar survey undertaken in 2016 by a US trucking company reported that 93% of their truck driver respondents used smartphones, and 73% reported they checked social media outlets, such as Facebook, Twitter, and Instagram, at least once each day [16]. In addition, US fleet managers are rapidly adopting smartphones and work-related apps to manage their fleets, with 59% of those surveyed tracking their fleet or managing fleet activities or services through mobile apps [17].

The use of information technologies, such as social media, has become a part of the daily life of modern truckies. While few studies have been conducted in Australia, the popularity of social media within the transport industry internationally suggests it is feasible to use it as a health promotion strategy in the Australian context.

A literature review suggests that truck drivers, in Australia and internationally, use social media and related technologies for a variety of purposes. Facebook is a popular social media platform and has been used by truck drivers for a variety of purposes, including to advocate for improved safety at work, report road accidents, identify and stop fatigued drivers, search for missing drivers, and socially connect with other drivers [18-27]. Other social media technologies are used in the trucking industry to map traffic congestion, identify parts dealers, communicate fatigue laws, plan routes, find truck stops, assist with loading, provide voice-guided navigation, and communicate pickup requirements [28-30].

In Australia, social media have been used in the transport industry for health promotion purposes in a limited capacity. Herbert [31] reported an Australian intervention allowing truck drivers to attend medical appointments by videoconferencing on a smartphone or tablet. Gilson et al [32,33] described smartphone interventions to monitor nutrition and physical activity in Australian truck drivers. Kenny [34] reported an intervention providing counseling and peer support through Facebook and Skype to truck drivers who have been involved in workplace accidents or work-related losses, while an Australian trucking magazine described the use of smartphone apps by drivers to share health and physical activity ideas [35]. Of these interventions, only 2 [32,33] included an evaluation of effectiveness. These studies found that technological barriers with smartphone technology prevented a number of drivers from participating in the intervention [32]; however, positive health behavior change was measured as improved driver self-regulation of healthy choices and was observed in participants [33]. While this suggests potential, with so few studies conducted, there remains a paucity of evidence for the efficacy of social media for health promotion in the Australian road transport industry.

The Queensland Transport Industry Workplace Health Intervention was a settings-based, mixed-methods Participatory Action Research (PAR) project. The project identified health promotion interventions for transport industry workplaces to support truck drivers to improve their health knowledge and behavior [36]. Over a two-year period, between July 2012 and June 2014, the project worked with 6 transport industry workplaces in south-east Queensland to develop, implement, and evaluate 7 health promotion interventions. One of these interventions was a Facebook page called Truckin’ Healthy, which aimed to communicate physical activity and nutrition health promotion messages to truck drivers. An evaluation of this social media intervention, based on the qualitative data from interviews and focus group discussions, is the focus of this paper.

Methods
Approach: Participatory Action Research

The project used a range of methods located within a PAR approach to engage workplaces and, specifically, workplace managers and truck drivers, in the development, implementation, and evaluation of workplace health promotion interventions. PAR is a recognized public health research methodology, which relies on the stakeholders’ involvement in decision making, planning processes, and implementation to produce meaningful change [37,38]. For this project, a mixed-methods framework was utilized with PAR. Truck drivers and workplace managers were engaged in the PAR process through interviews, focus groups, and paper-based evaluation surveys. This paper focuses on the qualitative data from interviews and focus group discussions.

At the commencement of the project in July 2012, workplace managers and truck drivers were invited to participate in interviews and focus groups. These were anonymous, confidential, and audiorecorded with consent. We conducted them at a time and place convenient to the managers or drivers, usually a location at the workplace, such as a manager’s office or tea room. They lasted between 20 and 70 minutes. Interview
and focus group questions were open-ended and semistructured, developed by the research team with the aim of encouraging participants to share their experiences, attitudes, and values about workplace health promotion and health promotion interventions.

During the initial PAR process, each of the 5 workplace managers was interviewed, and one focus group was conducted with truck drivers at each workplace (involving approximately 30 truck drivers). We asked questions about the various factors which positively and negatively influence truck drivers’ workplace health behavior and their engagement in health promotion activities. This information was organized into an action plan for each workplace. The action plans were used to prompt workplace managers and truck drivers to provide feedback about interventions proposed by the research team and encourage their own ideas to improve their workplace health behavior and engagement in health promotion activities.

Social Media Intervention—The Truckin’ Healthy Facebook Page

Through this PAR process, 7 workplace health promotion interventions were developed collaboratively by workplaces and the project team. One of these interventions was the Truckin’ Healthy Facebook webpage (Figure 1). During the intervention phase, social media was identified by a number of the workplace managers as a potentially effective way of communicating health promotion messages to their “hard-to-reach” mobile workforce. The Truckin’ Healthy Facebook page was developed throughout the intervention period.

Figure 1. Screenshot of the Truckin’ Healthy Facebook page. Source: Created by the project team at the Queensland University of Technology for the Queensland Transport Industry Workplace Health Intervention.
The **Truckin’ Healthy** Facebook page presented content intended to improve participants’ health-related knowledge and behavior. This content included factual health messages, practical exercise tips, simple recipes, health-related videos, and product ideas (e.g., lunchbox coolers). Messages were underpinned by the principles of health communication—change-oriented, audience-centered, and situated within a broad ecological perspective. These principle-based messages were integrated with other, multilevel communication strategies and interventions [39]. The information provided was consistent with current national nutrition and physical activity guidelines and delivered in a language targeted to truck drivers. The health-related content was integrated with general interest content related to trucks and the trucking industry. The page was updated at least twice each week throughout the 3-month intervention period. At the end of the intervention period in May 2014, the page was “liked” by 29 people, including truck drivers and 2 transport industry workplace managers from the participating workplaces. Each post had been “shared” or “liked” at least once by page participants.

Workplace managers decided how to promote the **Truckin’ Healthy** Facebook webpage. A poster advertising the page (Figure 2) was developed by the project team, and workplace managers decided where to display the poster in the workplace. Workplaces promoted the Facebook page in other ways. For example, one workplace manager explained:

> We [promoted] that on our drivers’ toolbox [talk] as well, for them to go and like it if they wanted to or have a look at it. [TWP120141217]

### Data Collection

Data about all the interventions, including the social media intervention, was collected at two time-points—postintervention (3 months after the implementation of interventions commenced) and follow-up (6 months after the implementation of interventions commenced). We collected quantitative and qualitative data. This paper focuses on reporting qualitative data evaluating the social media intervention, with other findings reported elsewhere [40]. At postintervention and follow-up, PAR methods, including semistructured interviews, focus groups, and paper-based evaluation surveys, were used to collect data. Questions were asked about workplace managers’ and truck drivers’ opinions, engagement, and satisfaction with social media intervention.

The project team encountered challenges in facilitating drivers’ and, to a lesser extent, workplace managers’ completion of written surveys. These challenges may have been underpinned by difficulties associated with workplaces prioritizing long-term changes to workplace culture. For this reason, the project team took the approach of collecting the data contained in the surveys using a face-to-face, semistructured interview or focus group format. During postintervention and follow-up, each of the 5 workplace managers participated in at least 1 and up to 2 face-to-face semistructured interviews. A focus group involving approximately 10 truck drivers was conducted at one workplace.

A question in the semistructured interviews, “Did your workplace promote the **Truckin’ Healthy** Facebook page?” produced responses which were rich and textured. Additional questions, including “Did you press ‘like’ to add the **Truckin’ Healthy** Facebook page to your feed?” and “Overall, how satisfied were you with the information provided on the **Truckin’ Healthy** Facebook page?,” produced other detailed responses. Workplace managers commented on the social media intervention when asked questions such as “Which of the initiatives do you consider to be most beneficial for your workplace/employees?” and “What factors made it easy/difficult for you to implement any of the strategies?”

### Data Analysis

A rigorous process of coding-and-theming was used to analyze the data obtained in the interviews and focus groups [41]. After the audiorecordings were transcribed, quotes or significant statements made by truck drivers and workplace managers about the social media intervention were separated from information about other interventions. Using an open and axial coding-and-theming approach [41], these quotes were read several times and then organized into groups of ideas by one member of the project team. This process was repeated until each of the quotes settled into a discrete theme. These themes were then discussed critically, and agreed upon, with other
project team members. These themes represent the key aspects of drivers’, workplace managers’, and workplaces’ engagement with social media as a health promotion intervention. In this study, 6 themes were identified.

**Ethical Considerations**

This research was approved by the Queensland University of Technology Human Research Ethics Committee (approval number 1300000412).

**Trustworthiness**

We applied 4 elements of trustworthiness to this research to ensure rigor [41]. First, the researchers used purposive sampling, ensured privacy and confidentiality, established rapport with participants to create trust and honesty, and asked open-ended questions to ensure authenticity. Next, the sample included a range of truckies (day, pickup and delivery, two-up down, and line haul drivers) to ensure applicability. The research is dependable because the researchers systematically and thoroughly described and documented all phases of data collection and analysis. Finally, to ensure confirmability, all findings are traceable and grounded in the raw data.

**Results**

**Overview**

In the postintervention interviews, most workplace managers (3/4, 75%) reported they promoted the Facebook page at some time during the intervention period. Of managers whose workplaces participated in this activity, all (3/3, 100%) reported they were “satisfied” with the information contained on the Facebook page, and 2 reported they “liked” the page to add it to their personal Facebook feed. Based on the data provided by workplace managers in the postintervention interviews, of all project interventions, the Facebook page had the second highest rate of implementation and one of the highest rates of satisfaction. However, this did not translate into drivers’ engagement with the intervention.

All participating truck drivers were males. At postintervention, the mean age of participating truck drivers was 43 (range 22-67) years. Less than half of the drivers (10/22, 46%) reported they were aware their workplace had promoted the Facebook page. Of these 10 drivers, most (6/10, 60%) reported they were “satisfied” or “very satisfied” with the information contained on the Facebook page, but a significant proportion (4/10, 40%) recorded a “neutral” response. Very few drivers reported they “liked” the page to add it to their Facebook feed. Of drivers who responded to the survey question “Where do you get information about your health?”, the proportion of drivers reporting the internet as a source of health information was unchanged between pre- and postintervention (7/44, 15% vs 3/22, 14%, respectively). Furthermore, workplace managers identified a number of reasons for drivers’ lack of engagement with the social media intervention.

Six themes emerged, which represent the key aspects of drivers’, workplace managers’, and workplaces’ engagement with social media as a health promotion intervention.

**Lack of Engagement With Social Media: “There Wouldn’t be One Driver Who Gets on Facebook”**

Workplace managers identified drivers’ poor engagement with social media as a key barrier to the effectiveness of the intervention. The managers reported only a small percentage of drivers used social media technologies, such as Facebook, in a private capacity. None of the workplaces used social media specifically, or innovative technology generally, for work purposes. One workplace manager said:

*There wouldn’t be one truck driver [in the company] who gets on Facebook. They don’t get on Facebook.*  
*I mean, who does get on Facebook?*  
*Another workplace manager commented as follows:*

*I don’t think a lot of our drivers are on Facebook. I would say, out of our truck drivers, maybe twenty percent use social media... A lot of them would have mobile phones, for sure. But I’d say the ones that were ‘tech savvy’ and who would jump on social media, a very small group... A lot of them are over fifty years old.*  
*Another workplace manager commented as follows:*

*We’re all sixty years old; we don’t change our thoughts on much.*  
*BTP*

**Impact of Age on Social Media Use: “My Drivers Are the Wrong Age Group”**

Workplace managers perceived their predominately middle-aged workforce was the “wrong age” to engage with social media. In a postintervention focus group, drivers discussed this issue, highlighting they were “too old” to be familiar or comfortable with social media. One workplace manager said:

*My drivers are the wrong age-group in most cases; they’re not young enough for it, they’re old ‘sticks-in-the-mud’... It’s technology they don’t use... [Most] of the guys are sixty-plus.*  
*This was reinforced by a truck driver, who commented:*

*We’re all sixty years old; we don’t change our thoughts on much.*  
*BTP*

**Other Barriers to Social Media Use: “How Would You Get on Facebook?”**

There are a number of other barriers to drivers’ use of social media. The theme of “other barriers to social media use” can be organized into 2 subthemes—the prohibitive cost of smartphone technology and drivers’ tendency to confine the use of social media to nonwork-related purposes. The perceived cost of social media was identified by one workplace manager as a key barrier to the intervention. This manager commented:

*And how would you get on Facebook? You’d have to have a [smart]phone... but a lot of fellas wouldn’t have those... They cost $700, a lot of drivers wouldn’t have $700, you’ve got to remember that.*  
*Another key barrier to the intervention was many drivers confined the use of social media to nonwork-related purposes. In the focus groups, drivers reflected the primary use of social media technologies like Facebook was to connect with family*
Effect of Workplace Policy on Social Media Use: “We Had a No-Facebook Policy”

A number of workplace managers explained the implementation of the intervention and, specifically, their promotion of the Facebook page was limited by a “no-Facebook policy” at the workplace. Many workplaces had guidelines and policies about social media technologies, such as Facebook, at work and about posting work-related content on such sites. The managers at these workplaces felt the rules limited their capacity to promote the Facebook page to drivers. One workplace manager commented:

No, we didn’t [promote it]… That was when we had a no-Facebook policy… Like a lot of places, there was too much rubbish getting on it, ex-employees and things like that… It becomes a bit of an issue, and there are also privacy issues. [TWP220]

The workplace managers identified those drivers who did engage with social media technologies, such as Facebook, were most likely to do so using smartphones. The use of smartphones on the job is illegal while operating trucks. A number of workplace managers reflected on this problem. Additionally, when implementing the intervention, some workplace managers did report attempting to overcome the limitations associated with rules about the use of Facebook and phones in the workplace. One workplace manager said:

I can’t stop them using Facebook in their private time. I’d encourage them to go on and say, ‘Listen, when you’re at home you might like to have a look at it.’ [TWP320]

Influence of Others on Social Media Use: “His Wife Runs His Facebook Page for Him”

Drivers were poorly engaged with social media, but their partners and friends were engaged. This was, particularly, true for drivers’ wives, who were identified as being responsible for connecting drivers with social media technologies such as Facebook. For example, one workplace manager said:

There’s one [driver] - his wife runs his Facebook page for him. She just updates the photos of all the grandkids and that sort of stuff. He doesn’t have anything to do with it. [TWP120]

Workplace managers reflected on the potential reach of a social media health promotion intervention. This included the potential to reach others in a truck driver’s social circle. One workplace manager commented:

I think [Truckin’ Healthy] sort of worked because I said ‘like’ and then I pressed ‘share’… Even people that I’m associated with outside, that aren’t drivers, liked that… The message is still getting out there… If you want anyone to know anything, just put it on Facebook [TWP520]

Another manager commented on the visual immediacy of Facebook for health promotion:

You can see if people like Facebook… [GBFF]

Increased Interest in Social Media Use: “Show Me What’s on There”

The potential of social media in workplace health promotion was identified by many of the workplace managers. Some workplace managers demonstrated a keen interest in learning more about how the technology worked. For example, one workplace manager commented:

My daughter’s got me on Facebook…I knew [the project team] were coming up and I said, “Show me what’s on there”…She said all the trucks have been on…all the pictures of the flood on the farm. I said, ‘You’re joking!’ [TWP420]

Some workplace managers reflected about new ways of using technology in workplaces, which may be harnessed for health promotion purposes. One workplace manager explained:

We’re rebuilding our Web face and we’re going to do a lot more messaging over [that]. And we’re going to get some Windows tablets for the drivers to use in their trucks, so they’ll have an intranet in their trucks…From there we’ll link all the policies, procedures, all the internal information on the intranet page [TWP320]

Discussion

Principal Findings

The results of this project reveal a range of barriers to the use of social media as a health promotion intervention in transport industry workplaces. These barriers are (1) truck drivers believe they are the “wrong age” and lack the necessary skills; (2) the cost of smartphone technology is prohibitive; (3) truck drivers confine their use of social media to nonwork-related purposes; and (4) many workplaces have “no Facebook” policies. Other people around truck drivers, particularly partners, do use social media. Many workplace managers identified the potential for social media in workplace health promotion. This section will explore these complex, interrelated concepts in detail.

The key barrier to the use of social media as a health promotion intervention in transport industry workplaces was that drivers do not engage with it for a variety of reasons including demographic constraints and the prohibitive cost of smartphone technology. Further complicating this problem is drivers who do use social media do so primarily for nonwork-related purposes. These issues were not identified during the PAR process undertaken at the beginning of the project. Drivers’ lack of engagement with social media is reflected in other similar studies of health promotion interventions in transport industry workplaces, including those in Australia. For example, Gilson et al [33] reported a 55% uptake in an intervention using smartphone technology to monitor nutrition and physical activity in Australian truck drivers, but concluded, “smartphone technology prohibited a number of drivers from progressing to intervention.” The issue of drivers’ lack of engagement with
social media is likely to resolve as smartphone technology becomes more common, in workplaces and wider society, and people of all ages become more accustomed. At present, drivers’ lack of engagement with social media significantly obstructs it as a potential health promotion intervention in transport industry workplaces [42,43].

This project found drivers were poorly engaged with social media, but their partners and friends were engaged. This raises the novel possibility of reaching truck drivers through social media interventions targeted at partners and friends. The importance of family and peer support for positive health outcomes has been demonstrated by other studies on health interventions in blue-collar workplaces [44-48]. This idea was not explored in this research, but it identifies an important area for future research. This research suggests if social media interventions in older male populations are to be effective, it is important to consider—and, where possible, utilize—their family context.

Another key barrier to the effectiveness of social media in health promotion interventions in transport industry workplaces is workplace policy. Many workplaces had “no-Facebook” policies, implemented because of drivers’ inappropiate use of smartphones at work. The literature and popular media reveal these as common problems. For example, there are numerous reports of drivers’ dismissals after breaches of workplace social media policies [7,49,50] and of serious road accidents caused by drivers’ irresponsible use of smartphones while operating heavy vehicles [51-53]. The use of any mobile phone while driving is illegal in Australia. A potential solution to this barrier, as suggested by one of the workplace managers during an informal “corridor conversation,” is to implement social media health promotion interventions in which truck drivers are encouraged or, perhaps, incentivized in their spare time. This may be problematic considering issues such as long working hours, fatigue, and limited family time, anecdotally reported by many drivers.

A number of other barriers have been discussed in the literature with regard to social media in workplace health promotion interventions. These barriers include a lack of knowledge and understanding of social media among workplace managers and workplace managers’ failure to accept new ways of thinking related to the use of social media [54]. These barriers were not apparent in this project. Many of the workplace managers in this research demonstrated a keen interest in social media. Some had ideas about how social media could be used in their workplace in future, for health promotion and other applications. The intervention implemented was suggested by one of the workplace managers, demonstrating workplace managers can play an active role in developing local social media strategies to engage their “hard-to-reach” workforce in health promotion.

Despite considerable barriers, this project and the literature suggest there is great potential for social media in health promotion interventions in transport industry workplaces. Much more needs to be known about how to best use social media to engage with the target audience and, particularly, “hard-to-reach” groups such as truck drivers [8]. Hudson and Hall [55] recommended creating a “trial period” prior to the implementation of a social media intervention. The aim of a trial period is to develop an understanding of the target audience and build a “credible and engaging content strategy” focusing on the audience’s unique interests and needs [55].

The contextualization of interventions in this way is a fundamental aspect of the PAR process, which underpinned this project [37]. The findings paper for this project (published elsewhere) demonstrates the contextualization of interventions is pivotal to achieving workplace culture change and improvements in health knowledge and behavior in the participating truck drivers. This is an effect observed in other health promotion interventions in blue-collar workplaces [47,48,55-58]. Future projects should seek to engage participants to a greater extent in the design of a social media health promotion intervention. This would have the effect of fostering a more integrated Web-based network beyond simply “joining a Facebook group,” a key aspect of engaging “hard-to-reach” groups in social media health promotion interventions [59,60].

In addition to the contextualization of a social media workplace health promotion intervention, the contextualization of strategies to support and deliver this intervention needs to be considered. In this project, workplace managers used posters displayed in depots to advertise the Facebook page. Some mentioned the page in toolbox talks with drivers. Other studies using social media to engage “hard-to-reach” groups in health promotion interventions have used more rigorous advertising, which is integrated with other interventions, including posters, personal health messages, and public announcements [59]. This delivers a more cohesive intervention strategy and provides opportunities to “piggyback” the advertisement of less-popular interventions on more-popular ones with higher levels of engagement. Other recent studies seeking to engage “hard-to-reach” groups, such as blue-collar workers, using social media health promotion interventions, deliver interventions through a range of different channels, including Facebook, Twitter, Skype, Instagram, and other popular apps [59,61-64]. This multipronged approach significantly increases the reach of the intervention and provides additional opportunities to tailor strategies to each workplace’s unique context.

Limitations and Future Research

There are a number of limitations to this project. First, the convenience sample of truck drivers may create self-selection bias. Second, the project relied on the self-reporting of data in interview and focus groups, which may have resulted in socially desirable responses. Lastly, the small sample size and highly contextual nature of the social media intervention limits the generalizability of findings. However, other organizations with a small-to-medium sized, blue-collar, mobile workforce may find them of relevance.

Future projects investigating social media in “hard-to-reach” workplaces should consider a larger sample from a wider demographic, including rural and regional workplaces, to improve the generalizability. Consideration should be given to improving engagement with social media interventions by integrating these with other interventions that do not use social media, by using a variety of social media technologies and engaging workplace managers, workers, and their families in
the intervention design. Furthermore, future workplace health promotion interventions should consider reaching truck drivers through social media interventions targeted at partners and friends.

**Conclusions**

Transport industry workplaces, in Australia and other countries, are increasingly technology-centric, and truck drivers are engaging with social media in their workplaces on a day-to-day basis. This project found that truck drivers participating in a workplace health promotion intervention involving Facebook were generally poorly engaged because of their older age, lack of skills with social media, the cost of smartphone technology, or their workplace “no Facebook” policy. Truck drivers’ family and friends were engaged with this intervention, which suggests if social media interventions in older male populations are to be effective, it is important to consider—and, where possible, utilize—their family context. The findings showed a high level of engagement from workplace managers in developing local social media strategies, which attests to the potentially important role of managers in engaging “hard-to-reach” workforce in health promotion. Therefore, it is important to gain greater insights into social media in workplace health promotion interventions and understand the enablers and inhibitors to potential use in the transport industry.

Despite some barriers evident in truck drivers, it is important to explore the potential of social media in workplace health promotion interventions in the transport industry. Much more needs to be known about how to best use social media to engage with “hard-to-reach” groups such as truck drivers. This can be achieved by methods of inquiry, such as PAR, which allow interventions to fit the sociocultural context of workplaces. Strategies for the contextualization include the involvement of occupational groups in the design of social media workplace health promotion interventions and strategies to support and deliver interventions. The context of workers themselves, including their age and familiarity with social media, and work, workplace, and family context is important to consider in this process. The “context matters” because it enables the development of more nuanced, integrated, and extensive Web-based networks, key aspects of engaging “hard-to-reach” groups in social media interventions for health promotion.
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Abstract

Background: In the last decade, social media has emerged as a newer platform for knowledge dissemination, information exchange, and interpersonal communication for health care professionals (HCPs). However, the underlying behaviors of HCPs and the ethical use of social media for productivity enhancement and a sustainable health care system remain ambiguous.

Objective: This study seeks to understand the factors that relate to the frequency use of social media in the health care discipline. It also aims to explore the underlying online behaviors of HCPs, which include the exchange of medical information with peers, interpersonal communication, and productivity enhancement in their daily practice.

Methods: This study adopted the quantitative method in collecting and analyzing data. A survey instrument based on the behavioral and technology acceptance theories was developed for this purpose. The survey was distributed via social media platforms to 973 participants that included physicians, pharmacists, and allied HCPs working in the United Arab Emirates. The responses from 203 completed questionnaires (response rate 20.3%) were analyzed.

Results: Of 203 respondents, 133 HCPs used WhatsApp (65.5%); therefore, WhatsApp had the highest number of users compared to Facebook and YouTube, with 101 users out of 203 (49.7%). Overall, 109 of 203 (53.6%) HCPs used social media platforms for the exchange of peer medical information and 108 of 203 (53.2%) used social media several times during the day to improve their interpersonal communication with colleagues. However, only 71 of 203 (34.9%) utilized social media to enhance their productivity in general. The structural model equation showed that behavioral intention (beta=.47; P<.001), habit (beta=.26; P=.001), attitude (beta=.20; P=.002), and perceived usefulness (beta=.12; P=.09) were positively and significantly related to frequency of use. The model explained a rate of 45% variance in the frequency of use and a rate of 17% variance in the social media intention of use.

Conclusions: The research highlights the significant factors that relate to the adoption of social media platforms in health care practice. Based on the findings of this study, the use of online platforms facilitates the exchange of medical information among peers and enhances the share of experiences that support HCP’s learning and development. Moreover, social media platforms foster a higher level of communication among practitioners and might improve daily productivity. Future researchers might explore other variables such as training and external factors. For instance, they may draw on areas related to guidelines and policies. From this standpoint, the health care discipline can benefit from highly interactive platforms and adopt them for development, collaboration, and better health outcomes.

(J Med Internet Res 2018;20(11):e12035) doi:10.2196/12035

KEYWORDS

social media; health care professionals and social media; integrated behavioral model; technology acceptance theories
Introduction

Overview

With the advent of the internet, the health care sector—like any other discipline—has dramatically improved in terms of the speed of information exchange and the introduction of newer communication media. In fact, this advance in technology supports practitioners in developing better skills to yield better health outcomes and inform behavioral changes. The introduction of eHealth heralds a new era in developing advanced and innovative strategies to support the decision-making process in the health care sector. The advance of online technologies will also support practitioners in collecting, managing, and interacting for higher quality service. The growing use of social media platforms in the health care disciplines might also inform health behaviors in real time and support the exchange of information for better clinical outcomes [1]. They also support health campaign programs and patient education and provide an opportunity for information exchange and expansion of physician networks. However, poor quality of information, patient confidentiality, and legal issues are some risks and challenges that could impact the effective and beneficial integration of online platforms [2].

Social media usage differs in various health care settings because of the disparity between different medical tasks and responsibilities. Researchers have started to explore the rate of social media adoption and usability from the point of view of different stakeholders. In medical education, a study found that the degree of popularity and awareness is higher in undergraduate than in postgraduate circles. However, the study revealed that both groups had an interest in the use of new technologies [3]. Other researchers have studied the rate and usage of social media in different health care populations. For instance, pharmacists’ excessive use of social media is for the purpose of expanding their network and keeping in touch with old friends rather than for the purpose of education or professional development [4]. These findings are not in line with physician’s behaviors using social media. Adopting online platforms by doctors is increasing; however, guidelines and policies may act as barriers and reduce the quantity of information posted or shared in an effort to protect patient confidentiality [5]. The new online media are changing the communication behaviors of various stakeholders and increasing the exchange of information among health care professionals (HCPs) for an optimal decision process. However, the value of patient privacy should be respected on highly interactive and open platforms [6].

The main factor that affects the intention of professionals to participate in social media is the creation of virtual communities of practice. In fact, there is improved knowledge sharing among colleagues, but because these online groups are private, this confines knowledge to specific users and prevents the dissemination of information within a multidisciplinary environment to help improve performance and outcomes [7]. The use of social media within a health care context is affected by ethical dilemmas and privacy concerns that could prevent users from benefiting from this highly interactive means of communication. Research and trials are trying to explain the mechanism of information transfer and interaction by different users [8]. Practitioners in different health care disciplines can benefit from the significant data generated from the patients’ interaction within the social media groups. Moreover, interpersonal communication can be improved and evidence-based knowledge can be diffused faster than traditional channels. Research might explore the safe and the cost-effective use of social media to complement the evidence-based practice; moreover, the policies and guidelines can support the efficient adoption for personal development and knowledge updates [9].

The identification of the factors that promote practical use along with the effective type of platforms represents a gap in knowledge and requires further research [10]. The preliminary evidence of adopting social media in different health care practices reveals divergent opinions on the benefits, challenges, level of information exchange, communication, and productivity achieved. The study of users’ characteristics, behaviors, and external factors that relate to usage intention and frequency of use represent the potential to advance knowledge on the optimal integration of social media in health care practice. Additionally, it supports the extension of technology and information acceptance theories in the highly sophisticated settings of health care [11].

The primary research question is to understand the relationships between the influential factors and the adoption and usage of social media by HCPs. The research also aims to understand the strength of relationships between the underlying factors and the adoption of social media by HCPs. It also seeks to investigate the type and the frequency use of platforms by HCPs.

This research first attempts to define the theoretical research background. Next, it discusses, through a literature review, the relationships between the essential factors, the intention of social media adoption, and the actual use. Then, it presents the proposed conceptual model and the pilot study to test this conceptual model.

Theoretical Background

The primary goal of the research is to understand the underlying behaviors, norms, and control factors that influence the intention and usage of social media by HCPs. The research proposes the presence of considerable complexities within a regulated and highly ethical discipline. Therefore, the study of the factors that inhibit or enhance the adoption of online platforms could inform future research to explore the intervention strategies that support active use designed to improve health outcomes.

The theories of sociology, behavior change, and psychology are utilized to understand the acceptance of technology and usage in different organizational and consumer contexts. The Technology Acceptance Model (TAM) is adopted as a theoretical background due to the high level of prediction in adopting new technology [12]. The health care discipline is a highly regulated behavioral discipline that is governed by policies and guidelines. Therefore, the constructs of the Integrated Behavioral Model [13] will support the model and could inform future research to explore the intervention strategies that support active use for improving health outcomes.
The constructs of the TAM emphasize the role of perceived usefulness and ease of use as main predictors of user behavior [12]. The TAM is identified as a theoretical background for the study of the perceived usefulness and ease of use as significant predictors of using social media technologies by two specialties of physicians in sharing and receiving information [14]. The TAM and the behavioral theories of reasoned actions [15] and planned behaviors [16] are employed as the theoretical background to study the acceptance of the personal digital assistant by HCPs for practical tasks achievements and easy access to medical records [17]. The research investigates the crucial factors that relate to the user’s behavioral intention. The professional image of practitioners within their social network influences their intention to use new technologies in the belief that a new system might enhance their image and social status. Therefore, the image of professionals is integrated into the research model as an important factor in the health care discipline. The acceptance of Web 2.0 tools for information sharing and interaction between nurses underlies the correlation between the independent variables of the behavior theories and the adoption of new technologies [18].

Research Model and Hypothesis Development

Health care professionals face daily challenges and issues that entail a high level of communication and information exchange among colleagues. With the addition of social media, the decision-making process will be enhanced and will yield useful health outcomes and contribute to delivering outstanding performance. Public health professionals share a positive attitude toward the usage of online media for informing health change behaviors [19]. The HCPs communicate continuously to improve the performance of their daily tasks. Their use of Twitter has positively impacted their productivity and professional development. In fact, social media platforms are positively perceived for being an effective communication tool involving different stakeholders and for promoting further education and professional gain [20]. The dissemination of information and the update of knowledge are essential predictors of practitioners’ daily performance; therefore, social media enhances the processes involved in decision making. For example, dentists exhibit a positive attitude toward participation in social media platforms such as blogs and podcasts. They stress the practical role of online channels in sharing clinical outcomes and other relevant information, such as treatment options, that enhance the participants’ practical knowledge [21]. Health care professionals can analyze the content of the discussions and identify the best solution. This understanding will support the decision process and enhance patient awareness about the changes required [22]. The social media strategy of using different online tools and platforms such as blogs and tweets supports the evidence-based dissemination of child and youth diagnosis and treatment options. Therefore, information exchange and an organized communication strategy support pediatrics HCP’s personal development and productivity [23].

The attitude toward social media benefits and perceived outcomes are important predictors of HCP’s use of social media platforms [14,24]. Hypothesis 1 states that attitude will positively relate to the frequency of social media use. Hypothesis 2 states that perceived usefulness will positively relate to the frequency of social media use.

Social media opens up an opportunity for practitioners to interact, share, and develop knowledge through communication. The accessibility of such platforms reinforces the spread and transfer of knowledge [25]. User-friendly platforms that support timely responses, easy access, and easy navigation enhance the knowledge exchange of HCPs. In addition, communication supports a faster achievement of tasks [26]. Easy access to social media is a facilitator for HCP’s intention of use [8,14,24]. Hypothesis 3 states that ease of use will positively relate to the behavioral intention of social media use. Hypothesis 4 states that ease of use will positively relate to perceived usefulness.

The use of social media in health care practice might be useful for medical information exchange and interpersonal communication with peers. However, confidentiality within a highly controlled discipline raises many questions about the efficient use of social media without undermining the HCPs professional status. Without privacy control to protect the personal information of HCPs, the professional relationships with the patients could be altered as well as the effective communication of their health behavior messages [26]. Health care professionals and students are open to integrating social media in teaching content; however, the legal concerns and the technical issues remain major challenges for users and nonusers of online platforms [27]. The eHealth platforms are effective in addressing the patient’s problems; however, the privacy of intervention, reliability, and security are the main inhibitors of daily usage [28]. Social networking sites are useful for public health campaigns, but the management of privacy and personal data remains a significant concern for practitioners [29]. Privacy challenges, ethical concerns, and access to platforms are the essential concerns of the HCP’s intention of using social media [8,18]. Hypothesis 5 states that perceived control will positively relate to the behavioral intention of social media use. Hypothesis 6 states that perceived control will positively relate to ease of use.

Collaboration between colleagues, departments, and other stakeholders is fundamental to the achievement of health outcomes. Social status and relational identity with peers affect the HCP’s reinforced or varied use of social media [30]. The majority of pharmacy teachers joined Facebook’s online platform at the request of their friends or family members. They expressed their need to be socially connected with others [31]. Doctor-patient interaction on social media platforms strongly affects knowledge, efficacy, and perceived outcomes [32]. Experts and key opinion leaders are well respected in health care communities; moreover, they are the source of knowledge and act as advisers for juniors, residents, and newly graduated HCPs. The participation of qualified HCPs in online forums evokes a higher engagement rate by the practitioners [33]. The interactions between HCPs increases factual knowledge for higher productivity. Also, the presence of experts and key opinion leaders facilitates higher participation rates [34]. Hypothesis 7 states that perceived norms will positively relate to the behavioral intention of social media use. Hypothesis 8 states that image will positively relate to the behavioral intention of social media use. Hypothesis 9 states that image will
positively relate to the perceived usefulness. Hypothesis 10 states that perceived norms will positively relate to the image. Environmental constraints can inhibit actual behavior despite the presence of the intention [13]. Legal policies are emphasized as a critical factor in not sharing clinical images and content on social media channels by health care students [27,35]. The perceived usefulness and social interaction are the primary motivators for HCPs to join a virtual community of practice; however, time limitations are regarded as a barrier against use [36]. Hypothesis 11 states that environmental constraints will negatively relate to the frequency of social media use.

Health care practitioners use social media in their private life but using it in the workplace is affected by many factors that could facilitate or inhibit such behavior. The activities of HCP communities on the social media platform Twitter reveal the differences between the group’s followers and their habits of engagement through the retweet metric [37]. Previous positive experiences support a repetitive behavior that may become a habit [13,14,38]. Hypothesis 12 states that habit will positively relate to the frequency of social media use.

The theory of reasoned actions, the theory of planned behaviors, and the technology acceptance theory explain that the best predictor of behavior change or the adoption of innovation is the intention toward the action [12,15,16,38]. The impact of behavioral intention of use has been tested empirically in different organizations and individual settings. Hypothesis 13 states that behavioral intention will positively relate to the frequency of social media use. Figure 1 demonstrates the proposed research model.

**Figure 1.** The research model.

---

**Methods**

**Measurement**

Before designing the questionnaire, the researcher discussed the constructs of the proposed conceptual model with 10 experts in the field. The respondents in this elicitation phase [13] consisted of one dermatologist, one plastic surgeon, one dentist, one nurse, four pharmacists, one health insurance specialist, and one member from a hospital administration. Choosing different specialties during the design of the questionnaire was based on the researcher’s knowledge of the varied tasks and responsibilities within the health care context. Therefore, the opinions of the different stakeholders supported a holistic understanding of social media usage in health care practices.

The research model and expert validation informed the development of the study’s survey questions. The items and scales were adapted from previous researchers (see Multimedia Appendix 1). The questions about attitudes toward usage of social media were measured using a 10-point semantic scale adapted from McGowan et al [14]. The perceived usefulness, ease of use, and environmental constraint questions were adapted from Venkatesh et al [38], using a seven-point scale ranging from “strongly agree” to “strongly disagree.” The perceived norms, image, and perceived control questions were adapted from Yi et al [17] and measured as per the previous constructs scale. The questions about intention of use and the frequency of use were adapted from McGowan et al [14] and measured using a scale from “not aware” to “current user” and “never” to “many times daily,” respectively.

The questionnaire included 14 sections. The first section introduced the survey and consisted of the consent form. The second section concentrated on the demographics of the participants, including age, gender, specialty, years of experience, and organization type. The other parts concentrated on the 10 variables of the research model. Experts were consulted about the clarity of the questions and the appropriate time length needed for completing the survey.

**Data Collection**

The three stratified target populations in this study were physicians, pharmacists, and allied employees working in any health care discipline located in the United Arab Emirates. The survey link was first sent via a LinkedIn account to the pharmacist population, which consisted of 518 participants. Next, the survey was administered to a WhatsApp group consisting of 235 medical doctors and 220 endodontists and other allied employees working in the United Arab Emirates. The survey generated 211 responses, with eight incomplete surveys or missing data. The number of completed
questionnaires was 203, representing a response rate of 20.3% of the total survey views on the social media platforms of WhatsApp and LinkedIn.

Data Analysis
Stata version 13.0 software was used in the data analysis of the research questions. The construct, convergent, and discriminant validity, as well as the reliability of the questionnaire items, were measured and explained. Confirmatory factor analysis emphasized the model fit. A structural equation model explained the relationships between the research model constructs.

Results

Participant Characteristics and Descriptive Statistics
Characteristics of participants are shown in Table 1.

Of the 203 respondents, 145 (71.4%) were aged between 25 and 45 years and 130 (64.0%) were female HCPs. Most worked in the private sector (147/203, 72.4%). The sample included 101 (49.8%) physicians, 35 (17.2%) pharmacists, and 67 (33.0%) allied HCPs. The social media platform that had the highest current users was WhatsApp with 133 of 203 (65.5%), followed by Facebook and YouTube with 101 of 203 (49.7%). Of the 203 respondents, 109 (53.6%) HCPs used social media platforms for the exchange of medical information with their peers (Figure 2) and 108 of 203 (53.2%) used them several times a day to improve their interpersonal communication with colleagues (Figure 3). In addition, 71 of 203 respondents (34.9%) used these platforms to improve their overall productivity (Figure 4). The respondents’ areas of expertise correlated significantly with frequency of use (beta=.91, \( P=.02 \)). Overall, 50 of 101 (49.5%) physicians, 15 of 35 (43%) pharmacists, and 43 of 67 (64%) allied employees used social media platforms for the exchange of medical knowledge with their peers. In addition, 47 of 101 (46.5%) physicians, 15 of 35 (43%) pharmacists, and 47 of 67 (70%) allied employees used social media platforms to improve their interpersonal communication with their peers. Finally, 31 of 101 (30.6%) physicians, 13 of 35 (37%) pharmacists, and 27 of 67 (40%) allied employees used social media to enhance their productivity in general.

Table 1. Participant characteristics (N=203).

<table>
<thead>
<tr>
<th>Variable and category</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>35 (17.2)</td>
</tr>
<tr>
<td>25-35</td>
<td>90 (44.3)</td>
</tr>
<tr>
<td>36-45</td>
<td>55 (27.1)</td>
</tr>
<tr>
<td>46-55</td>
<td>17 (8.4)</td>
</tr>
<tr>
<td>56-65</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>66-75</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>73 (36)</td>
</tr>
<tr>
<td>Female</td>
<td>130 (64)</td>
</tr>
<tr>
<td><strong>Type of organization</strong></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>147 (72.4)</td>
</tr>
<tr>
<td>Public</td>
<td>56 (27.6)</td>
</tr>
<tr>
<td><strong>Specialties</strong></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>101 (49.8)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>35 (17.2)</td>
</tr>
<tr>
<td>Allied</td>
<td>67 (33)</td>
</tr>
</tbody>
</table>
Figure 2. Frequency that the health care professionals used social media for the exchange of medical knowledge with peers.
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Figure 3. Frequency that the health care professionals used social media for improving their interpersonal communication with peers.
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Figure 4. Frequency that the health care professionals used social media for increasing their overall productivity.
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Common Method Bias

The data were collected using the same questionnaire during the same period; therefore, the existence of common method bias was tested using the Harman single factor test which could inflate or deflate the estimates between the latent constructs [39]. Common method bias exists if only one factor explains 50% of the variance among the measures during the exploratory factor analysis with unrotated factor solutions [40]. In this study, the variance explained by the single factor was 24.88%, which is less than the 50% cutoff criteria, thus emphasizing the absence of common method bias.

Measurement Model

Table 2 shows the results of the measurement model. To evaluate the construct validity and to confirm that the variable measurements represented what they were supposed to represent, an exploratory factor analysis was carried out on the 41 items [41]. The main purpose was to confirm that the questions of the survey reflected the constructs of the research model. Ten factors were extracted along with the items loaded on their intended constructs. Items BI1, BI3, and BI8 (see survey questions in Multimedia Appendix 1) were removed because their outer standardized loading was lower than .40 [42]. The study proceeded with reliability tests for the 10 factors included. Cronbach alpha for the total items was .891; hence, the score was higher than the recommended .7 [42]. Cronbach alpha for each factor extracted showed values higher than .7 (see Table 2). To assess the convergent validity, the composite reliability was calculated and the average variance extracted (AVE). The composite reliability should be greater than 0.70, and the AVE should be greater than 0.5 [43,44]. As shown in Table 2, the composite reliability and AVE values complied with these criteria.

The discriminant validity was evaluated using the Fornell-Larcker criterion [44]. The variance between the latent variables and their indicators should be higher than the variance explained with the other latent variables; therefore, the square root of the AVEs should be greater than the correlation between the constructs [44]. All diagonal square roots of the AVEs were greater than the correlation between the constructs represented in the off-diagonal elements (see Table 3).

Table 2. Cronbach alpha, composite reliability, and average variance extracted for the constructs.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Cronbach alpha</th>
<th>Composite reliability coefficient</th>
<th>Average variance extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude</td>
<td>.87</td>
<td>0.90</td>
<td>0.60</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>.85</td>
<td>0.84</td>
<td>0.57</td>
</tr>
<tr>
<td>Ease of use</td>
<td>.90</td>
<td>0.89</td>
<td>0.68</td>
</tr>
<tr>
<td>Image</td>
<td>.90</td>
<td>0.85</td>
<td>0.66</td>
</tr>
<tr>
<td>Perceived norms</td>
<td>.80</td>
<td>0.74</td>
<td>0.50</td>
</tr>
<tr>
<td>Perceived control</td>
<td>.89</td>
<td>0.87</td>
<td>0.65</td>
</tr>
<tr>
<td>Habit</td>
<td>.86</td>
<td>0.79</td>
<td>0.56</td>
</tr>
<tr>
<td>Environmental constraints</td>
<td>.72</td>
<td>0.83</td>
<td>0.63</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>.84</td>
<td>0.87</td>
<td>0.58</td>
</tr>
<tr>
<td>Use frequency</td>
<td>.86</td>
<td>0.82</td>
<td>0.61</td>
</tr>
</tbody>
</table>
Table 3. Correlations and the square roots of the average variance extracted. Off-diagonal elements are correlations. Diagonal elements are square roots of average variance extracted.

<table>
<thead>
<tr>
<th></th>
<th>AT(^a)</th>
<th>PU(^b)</th>
<th>EU(^c)</th>
<th>IM(^d)</th>
<th>PN(^e)</th>
<th>PC(^f)</th>
<th>HA(^g)</th>
<th>EC(^h)</th>
<th>BI(^i)</th>
<th>Age</th>
<th>G(^k)</th>
<th>P(^l)</th>
<th>OT(^m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT(\text{a})</td>
<td>.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU(\text{b})</td>
<td>.12</td>
<td>.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EU(\text{c})</td>
<td>.11</td>
<td>.40</td>
<td>.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IM(\text{d})</td>
<td>.06</td>
<td>.48</td>
<td>.18</td>
<td>.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PN(\text{e})</td>
<td>.10</td>
<td>.55</td>
<td>.21</td>
<td>.57</td>
<td>.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC(\text{f})</td>
<td>.10</td>
<td>.40</td>
<td>.29</td>
<td>.40</td>
<td>.35</td>
<td>.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HA(\text{g})</td>
<td>.10</td>
<td>.44</td>
<td>.48</td>
<td>.43</td>
<td>.48</td>
<td>.49</td>
<td>.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EC(\text{h})</td>
<td>.01</td>
<td>-.10</td>
<td>-.11</td>
<td>.05</td>
<td>-.07</td>
<td>-.16</td>
<td>.12</td>
<td>.79</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI(\text{i})</td>
<td>.09</td>
<td>.20</td>
<td>.35</td>
<td>.01</td>
<td>.17</td>
<td>.13</td>
<td>.25</td>
<td>-.02</td>
<td>.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UF(\text{j})</td>
<td>.22</td>
<td>.33</td>
<td>.38</td>
<td>.19</td>
<td>.29</td>
<td>.35</td>
<td>.39</td>
<td>.09</td>
<td>.48</td>
<td>N/A(^n)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age(\text{a})</td>
<td>-.04</td>
<td>-.03</td>
<td>-.28</td>
<td>.03</td>
<td>-.05</td>
<td>-.18</td>
<td>.00</td>
<td>-.22</td>
<td>-.18</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G(\text{k})</td>
<td>.12</td>
<td>.02</td>
<td>-.08</td>
<td>.08</td>
<td>.12</td>
<td>.12</td>
<td>-.03</td>
<td>-.05</td>
<td>-.06</td>
<td>-.01</td>
<td>.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P(\text{l})</td>
<td>.08</td>
<td>.08</td>
<td>.13</td>
<td>.00</td>
<td>-.04</td>
<td>-.07</td>
<td>.06</td>
<td>.16</td>
<td>-.09</td>
<td>.17</td>
<td>-.04</td>
<td>-.15</td>
<td>N/A</td>
</tr>
<tr>
<td>OT(\text{m})</td>
<td>.00</td>
<td>-.09</td>
<td>.00</td>
<td>-.30</td>
<td>-.20</td>
<td>-.12</td>
<td>-.04</td>
<td>-.04</td>
<td>-.05</td>
<td>.13</td>
<td>-.26</td>
<td>-.12</td>
<td>.03</td>
</tr>
</tbody>
</table>

\(^a\)AT: attitude.  
\(^b\)PU: perceived usefulness.  
\(^c\)EU: ease of use.  
\(^d\)IM: image.  
\(^e\)PN: perceived norms.  
\(^f\)PC: perceived control.  
\(^g\)HA: habit.  
\(^h\)EC: environmental constraints.  
\(^i\)BI: behavioral intention.  
\(^j\)UF: use frequency.  
\(^k\)G: gender.  
\(^l\)P: profession.  
\(^m\)OT: organization type.  
\(^n\)N/A: not applicable because they were not reflective constructs.

**Structural Equation Modeling**

In the first stage of structural equation modeling, the measurement model was specified and the goodness of fit was assessed. A covariance-based structural equation model was used to test the fit of the confirmatory factor analysis model to the research data [45]. The result of the confirmatory factor analysis for goodness of fit generated acceptable fit indexes ($\chi^2_{639}$=1083.6, $P<.001$; confirmatory fit index [CFI]=0.907; root mean square error of approximation [RMSEA]=0.059). The second stage was the structural equation analysis. The indexes of the goodness of fit of the linear model were acceptable ($\chi^2_{614}$=1094.7, $P<.001$; CFI=0.900; RMSEA=0.062). The study also used path analysis and hypothesis testing. Table 4 presents a summary of the hypothesis statistical tests. Overall, the model explained 45% of the variance in the use frequency and 17% of the variance in the behavioral intention (see Figure 5). The predictors of the use frequency were the perceived usefulness (beta=.12, $P=.09$), the attitude (beta=.20, $P=.002$), the habit (beta=.26, $P=.001$), and the behavioral intention (beta=.47, $P<.001$). The predictors of the behavioral intention were the ease of use (beta=.32, $P<.001$), the image (beta=.27, $P=.02$), and the norms (beta=.30, $P=.02$). To analyze if the ease of use mediated perceived control on behavioral intention, the indirect effect of perceived control on the behavioral intention was tested and was significant (beta=.09, $P=.002$), unlike the direct effect (beta=.01, $P=.90$). Therefore, it can be concluded that the ease of use mediated the relationship between perceived control and behavioral intention.
Table 4. Summary of findings regarding hypotheses.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Beta</th>
<th>z</th>
<th>P value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1: The attitude will positively relate to the frequency of social media use</td>
<td>.20</td>
<td>3.15</td>
<td>.002</td>
<td>Accepted</td>
</tr>
<tr>
<td>H2: The perceived usefulness will positively relate to the frequency of social media use</td>
<td>.12</td>
<td>7.67</td>
<td>.09</td>
<td>Accepted</td>
</tr>
<tr>
<td>H3: The ease of use will positively relate to the behavioral intention of social media use</td>
<td>.32</td>
<td>4.42</td>
<td>&lt;.001</td>
<td>Accepted</td>
</tr>
<tr>
<td>H4: The ease of use will positively relate to the perceived usefulness</td>
<td>.37</td>
<td>6.34</td>
<td>&lt;.001</td>
<td>Accepted</td>
</tr>
<tr>
<td>H5: The perceived control will positively relate to the behavioral intention of social media use</td>
<td>.01</td>
<td>0.13</td>
<td>.99</td>
<td>Not accepted</td>
</tr>
<tr>
<td>H6: The perceived control will positively relate to ease of use</td>
<td>.32</td>
<td>5.26</td>
<td>&lt;.001</td>
<td>Accepted</td>
</tr>
<tr>
<td>H7: The perceived norms will positively relate to the behavioral intention of social media use</td>
<td>.30</td>
<td>2.44</td>
<td>.02</td>
<td>Accepted</td>
</tr>
<tr>
<td>H8: The image will positively relate to behavioral intention of social media use</td>
<td>-.27</td>
<td>-2.35</td>
<td>.02</td>
<td>Not accepted</td>
</tr>
<tr>
<td>H9: The image will positively relate to the perceived usefulness</td>
<td>.90</td>
<td>9.66</td>
<td>&lt;.001</td>
<td>Accepted</td>
</tr>
<tr>
<td>H10: The perceived norms will positively relate to the image</td>
<td>.70</td>
<td>13.64</td>
<td>&lt;.001</td>
<td>Accepted</td>
</tr>
<tr>
<td>H11: The environmental constraints will negatively relate to the frequency of social media use</td>
<td>-.03</td>
<td>-.51</td>
<td>.61</td>
<td>Not accepted</td>
</tr>
<tr>
<td>H12: The habit will positively relate to the frequency of social media use</td>
<td>.26</td>
<td>3.36</td>
<td>.001</td>
<td>Accepted</td>
</tr>
<tr>
<td>H13: The behavioral intention will positively relate to the frequency of social media use</td>
<td>.47</td>
<td>7.67</td>
<td>&lt;.001</td>
<td>Accepted</td>
</tr>
</tbody>
</table>

Figure 5. Structural model results. *P < .10; **P < .05; ns: nonsignificant.

Discussion

Principal Results

Health care professionals are exposed to an overwhelming amount of information that needs to be managed and applied effectively for task achievement. Social media platforms can foster a higher level of communication for knowledge and experience sharing. This study has explored the impact of different factors on social media use by HCPs. The frequency of use was measured through three main dimensions related to medical information exchange with peers, interpersonal communication, and productivity enhancement. The results reveal that the most used platforms are WhatsApp, Facebook, and YouTube. Previous research in a similar area concluded that HCPs use Twitter mostly for personal development and exchange of knowledge [46].

The results show that the frequency of use differs from one specialty to another. Such variation is explained by the users’ characteristics, the various tasks, and job responsibilities. The study confirms the role of attitude, perceived usefulness, habit, and behavioral intention as the major predictors of HCP’s frequency of social media use. The attitude variable was studied in previous research as the main factor that relates to the physicians’ frequency of social media use [14]. Moreover, behavioral intention is highly related to the frequency of use; hence, the theoretical construct of intention [12,13,15,16] was empirically tested in online settings within the HCP population. The results of this study support the role of habit in predicting the frequency of use, but the role of environmental constraints as an inhibitor of social media frequency of use cannot be confirmed [13]. The results may be explained by HCP’s
characteristics as online users or the absence of policies regulating social media usage.

Ease of use positively relates to behavioral intention, which highlights easy access and navigation through social media platforms [23,24]. The norms predict the HCP’s intention of using the social media platforms and positively impact the image of the practitioners. The results reveal the positive role of the social network in the user level of engagement [47]. Moreover, the social relationships influence the participation of the HCPs in online Web-based platforms for better daily outcomes [33]. It was hypothesized that the image of HCPs would impact the behavioral intention of using social media platforms; however, this hypothesis remains unsupported.

The findings suggest that the image of HCPs relates negatively to the intention of use. Confidentiality, personal information, and the openness of social media platforms might explain such a negative relationship. Image highly predicts perceived usefulness. The findings also confirm that HCPs refer to experts or key opinion leaders for better decision processes and outcomes [34,48,49]. The perceived control does not relate significantly to behavioral intention. Rather, it positively and significantly relates to ease of use. The analysis of the indirect relationship between perceived control and behavioral intention is significant; therefore, the study confirms the mediation effect of ease of use.

**Limitations and Future Research**

This research may be the first to explain variation in the frequency of use by different health care specialties. It also confirms the role of behavior and technology acceptance theories in predicting social media use by HCPs. However, there are limitations in the research. One is the convenience sample, which includes HCPs who are current users of social media platforms. The offline practitioners might provide a better understanding of the other important variables that influence frequency of use. The other is the absence of public health practitioners and researchers. Their presence would influence the perceived usefulness of the platforms since previous studies have dealt with cost reductions for recruiting patients through social media apps [50,51]. Future researchers might explore other variables such as training, for example. Hence, the health care discipline can benefit from the highly interactive platforms and employ it for the purpose of development, collaboration, and better health outcomes.

**Conclusion**

New knowledge and experiences for HCPs are critical for career development. They need medical knowledge in real time to take decisions, as well effective communication with peers to resolve problems that arise in practice. Knowledge created and shared with colleagues and medical communities enhances performance and supports effective interventions for behavioral health changes. Social media platforms provide an opportunity for HCPs to interact, share information, and disseminate knowledge for better decision making. The importance of this study lies in the medical knowledge and practices shared by HCPs on social networks with their peers. This research suggests that the efficient use of social media platforms might significantly reduce the challenges raised within traditional health care settings. Furthermore, it can support practitioners’ career advancement by keeping them current and well-informed. This research adopts the theories of behavior changes and technology acceptance to build a model that can explain underlying user perceptions and other variables that contribute to the successful use of social media platforms by HCPs. The study model was tested, and the results confirm a rate of 45% variance in the frequency of use and 17% variance in the behavioral intention of using social media platforms. The attitude, perceived usefulness, behavioral intention, and habit significantly impact use frequency. The perceived norms, ease of use, and image have a considerable effect on behavioral intention. On this basis, this research has practical implications and efforts should be expended to create social media platforms that take into account the HCP’s characteristics, concerns, and objectives of use.
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Abstract

Background: In the era of information overload, are big data analytics the answer to access and better manage available knowledge? Over the last decade, the use of Web-based data in public health issues, that is, infodemiology, has been proven useful in assessing various aspects of human behavior. Google Trends is the most popular tool to gather such information, and it has been used in several topics up to this point, with health and medicine being the most focused subject. Web-based behavior is monitored and analyzed in order to examine actual human behavior so as to predict, better assess, and even prevent health-related issues that constantly arise in everyday life.

Objective: This systematic review aimed at reporting and further presenting and analyzing the methods, tools, and statistical approaches for Google Trends (infodemiology) studies in health-related topics from 2006 to 2016 to provide an overview of the usefulness of said tool and be a point of reference for future research on the subject.

Methods: Following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines for selecting studies, we searched for the term “Google Trends” in the Scopus and PubMed databases from 2006 to 2016, applying specific criteria for types of publications and topics. A total of 109 published papers were extracted, excluding duplicates and those that did not fall inside the topics of health and medicine or the selected article types. We then further categorized the published papers according to their methodological approach, namely, visualization, seasonality, correlations, forecasting, and modeling.

Results: All the examined papers comprised, by definition, time series analysis, and all but two included data visualization. A total of 23.1% (24/104) studies used Google Trends data for examining seasonality, while 39.4% (41/104) and 32.7% (34/104) of the studies used correlations and modeling, respectively. Only 8.7% (9/104) of the studies used Google Trends data for predictions and forecasting in health-related topics; therefore, it is evident that a gap exists in forecasting using Google Trends data.

Conclusions: The monitoring of online queries can provide insight into human behavior, as this field is significantly and continuously growing and will be proven more than valuable in the future for assessing behavioral changes and providing ground for research using data that could not have been accessed otherwise.

(J Med Internet Res 2018;20(11):e270) doi:10.2196/jmir.9366
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Introduction

Big data are characterized by the 8 Vs [1]: volume (exponentially increasing volumes) [2], variety (wide range of datasets), velocity (high processing speed) [3], veracity, value [4,5], variability, volatility, and validity [1]. Big data have shown great potential in forecasting and better decision making [1]; though handling these data with conventional ways is inadequate [6], they are being continuously integrated in research [7] with novel approaches and methods.
The analysis of online search queries has been of notable popularity in the field of big data analytics in academic research [8,9]. As internet penetration is continuously increasing, the use of search traffic data, social media data, and data from other Web-based sources and tools can assist in facilitating a better understanding and analysis of Web-based behavior and behavioral changes [10].

The most popular tool for analyzing behavior using Web-based data is Google Trends [11]. Online search traffic data have been suggested to be a good analyzer of internet behavior, while Google Trends acts as a reliable tool in predicting changes in human behavior; subject to careful selection of the searched-for terms, Google data can accurately measure the public’s interest [12]. Google Trends provides the field of big data with new opportunities, as it has been shown to be valid [13] and has been proven valuable [14,15], accurate [16], and beneficial [17] for forecasting. Therefore, great potential arises from using Web-based queries to examine topics and issues that would have been difficult or even impossible to explore without the use of big data. The monitoring of Web-based activity is a valid indicator of public behavior, and it has been effectively used in predictions [18,19], nowcastings [20], and forecasting [17,21,22].

Google Trends shows the changes in online interest for time series in any selected term in any country or region over a selected time period, for example, a specific year, several years, 3 weeks, 4 months, 30 days, 7 days, 4 hours, 1 hour, or a specified time-frame. In addition, different terms in different regions can be compared simultaneously. Data are downloaded from the Web in “.csv” format and are adjusted as follows: “Search results are proportionate to the time and location of a query: Each data point is divided by the total searches of the geography and time range it represents, to compare relative popularity. Otherwise places with the most search volume would always be ranked highest. The resulting numbers are then scaled on a range of 0 to 100 based on a topic’s proportion to all searches on all topics. Different regions that show the same number of searches for a term will not always have the same total search volumes.” [23].

Healthcare is one of the fields in which big data are widely applied [24,25], with the number of publications in this field showing a high increase [26]. Researchers have placed a significant focus on examining Web-based search queries for health and medicine related topics [27]. Data from Google Trends have been shown to be valuable in predictions, detection of outbreaks, and monitoring interest, as detailed below, while such applications could be analyzed and evaluated by government officials and policy makers to deal with various health issues and disease occurrence.

The monitoring and analysis of internet data fall under the research field of infodemiology, that is, employing data collected from Web-based sources aiming at informing public health and policy [28]. These data have the advantage of being real time, thus tackling the issue of long periods of delay from gathering data to analysis and forecasting. Over the past decade, the field of infodemiology has been shown to be highly valuable in assessing health topics, retrieving web-based data from, for example, Google [29,30], Twitter [31-34], social media [35,36], or combinations of ≥2 Web-based data sources [37,38].

As the use of Google Trends in examining human behavior is relatively novel, new methods of assessing Google health data are constantly arising. Up to this point, several topics have been examined, such as epilepsy [39,40], cancer [41], thrombosis [42], silicosis [43], and various medical procedures including cancer screening examinations [44,45], bariatric surgery [46], and laser eye surgery [47].

Another trend rising is the measurement of the change in interest in controversial issues [48,49] and in drug-related subjects, such as searches in prescription [50] or illicit drugs [51,52]. In addition, Google Trends data have been used in examining interest in various aspects of the health care system [53-55].

Apart from the above, Google Trends data have also been useful in measuring the public’s reaction to various outbreaks or incidents, such as attention to the epidemic of Middle East Respiratory Syndrome [56], the Ebola outbreak [57], measles [58], and Swine flu [59], as well as the influence of media coverage on online interest [60]. Google queries for the respective terms have been reported to increase or peak when a public figure or celebrity is related [61-65].

Google Trends has also been valuable in examining seasonal trends in various diseases and health issues, such as Lyme disease [66], urinary tract infection [67], asthma [30], varicose vein treatment [68], and snoring and sleep apnea [69]. Furthermore, Deiner et al [70] showed that indeed there exists the same seasonality in Google Trends and clinical diagnoses. What has also been reported is that seasonality in Google searches on tobacco is correlated with seasonality in Google searches on lung cancer [71], while online queries for allergic rhinitis have the same seasonality as in real life cases [72]. Thus, we observe that, apart from measuring public interest, Google Trends studies show that the seasonality of online search traffic data can be related to the seasonality of actual cases of the respective diseases searched for.

As mentioned above, Google queries have been used so far to examine general interest in drugs. Taking a step further, Schuster et al [73] found a correlation between the percentage change in the global revenues in Lipitor statin for dyslipidemia treatment and Google searches, while several other studies have reported findings toward this direction, that is, correlations of Web-based searches with prescription issuing [74-76]. The detection and monitoring of flu has also been of notable popularity in health assessment. Data from Google Flu Trends have been shown to correlate with official flu data [77,78], and Google data on the relevant terms correlate with cases of influenza-like illness [79].

In addition, online search queries for suicide have been shown to be associated with actual suicide rates [80,81], while other examples indicative of the relationship between Web-based data and human behavior include the correlations between official data and internet searches in veterinary issues [82], sleep deprivation [83], sexually transmitted infections [84], Ebola-related searches [85], and allergies [86,87].

Furthermore, Zhou et al [88] showed how the early detection of tuberculosis outbreaks can be improved using Google Trends.
data; while suicide rates and Google data seem to be related, the former are suggested to be a good indicator for developing suicide prevention policies [89]. In addition, methamphetamine criminal behavior has been shown to be related to meth searches [90]. Finally, recent research on using Google Trends in predictions and forecasting include the development of predictive models of pertussis occurrence [91], while online search queries have been employed to forecast dementia incidence [92] and prescription volumes in ototopical antibiotics [93].

Given the diversity of subjects that Google Trends data have been used up for until this point to examine changes in interest and the usefulness of this tool in assessing human behavior, it is evident that the analysis of online search traffic data is indeed valuable in exploring and predicting behavioral changes.

In 2014, Nuti et al [27] published a systematic review of Google Trends research including the years up to 2013. This review was of importance as the first one in the field, and it reported Google Trends research up to that point. The current review differs from Nuti et al’s in two ways. First, it includes 3 more full years of Google Trends research, that is, 2014, 2015, and 2016, which account for the vast majority of the research conducted in this field for the examined period based on our selection criteria. Second, while the first part of our paper is a systematic review reporting standard information, that is, authors, country, region, keywords, and language, the second part offers a detailed analysis and categorization of the methods, approaches, and statistical tools used in each of this paper. Thus, it serves as a point of reference in Google Trends research not only by subject or topic but by analysis or method as well.

Methods

The aim of this review was to include all articles on the topics of health and medicine that have used Google Trends data since its establishment in 2006 through 2016. We searched for the term “Google Trends” in the Scopus [94] and PubMed [95] databases from 2006 to 2016, and following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines (Figure 1), the total number of publications included in this review was 109.
First, we conducted a search in Scopus for the keyword “Google Trends” in the “Abstract-Title-Keywords” field for “Articles,” “Articles in press,” “Reviews,” and “Conference papers” from 2006 to 2016. Out of the available categories, we selected “Medicine,” “Biochemistry Genetics and Molecular Biology,” “Neuroscience,” “Immunology and Microbiology,” “Pharmacology, Toxicology, and Pharmaceuticals,” “Health Profession,” “Nursing,” and “Veterinary.” The search returned 102 publications. Second, we searched for the keyword “Google Trends” in PubMed from 2006 to 2016, which provided a total of 141 publications. Excluding the duplicates, which numbered 84 in total, 159 publications met our criteria. Excluding the ones that did not match the criteria for article type (10 publications) and the ones that did not fall inside the scope of health and medicine (40 publications), a total of 109 studies were included in this review. Note that 5 studies were written in a language other than English and were therefore not included in the quantitative part or in the detailed analysis of the methods of each study. Figure 2 depicts the number of publications by year from 2009 to 2016: 2 in 2009, 3 in 2010, 2 in 2011, 1 in 2012, 12 in 2013, 21 in 2014, 28 in 2015, and 40 in 2016.

The selected studies are further analyzed according to their methodologies, and the gaps, advantages, and limitations of the tool have been discussed so as to assist in future research. Thus, we provide a more detailed categorization of the examined papers according to the main category that they belong to, that is, visualization and general time series analysis, seasonality, correlations, predictions or forecasting, modeling, and statistical method or tool employed. Note that a study can fall into >1 category. The categorization by individual medical field is not applicable due to the high number of individual topics. Table 1 consists of the description of each parameter used to classify each study.
Figure 2. Google Trends’ publications per year in health-related fields from 2009 to 2016.

Table 1. Description of the parameters used for classification.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors</td>
<td>Includes the surname of the authors, date of publication, and link to the reference list (eg, Smith et al, 2016 [57]).</td>
</tr>
<tr>
<td>Period</td>
<td>Refers to the time-frame for which Google Trends data were retrieved and used in the study (eg, 2004-2015).</td>
</tr>
<tr>
<td>Region</td>
<td>Refers to the country or countries or region (eg, USA; Worldwide; Oceania) that Google Trends data were extracted for.</td>
</tr>
<tr>
<td>Language</td>
<td>Refers to the language in which the Google Trends search was conducted (eg, search for the Italian word Si).</td>
</tr>
<tr>
<td>Keywords</td>
<td>Basic keywords are included in this category, mostly referring to the health topic examined and important keywords used to describe it.</td>
</tr>
<tr>
<td>Visualization (V)</td>
<td>Includes any form of visualization, that is, figures, maps, and screenshots (eg, screenshots of the Google Trends website).</td>
</tr>
<tr>
<td>Seasonality (S)</td>
<td>Studies that have explored the seasonality of the respective topic are included.</td>
</tr>
<tr>
<td>Correlations (C)</td>
<td>Studies that have examined correlations are included in this category. Correlations may be between Google Trends data and official data, among Google Trends time series, or between Google Trends and other Web-based sources’ time series.</td>
</tr>
<tr>
<td>Forecasting (F)</td>
<td>This category includes studies that conducted forecasting of either Google Trends time series or diseases, outbreaks, etc, using Google Trends data, independent of the method used.</td>
</tr>
<tr>
<td>Modeling (M)</td>
<td>Studies in this category conducted some form of modeling using Google Trends data.</td>
</tr>
<tr>
<td>Statistical Tools (St)</td>
<td>This category includes the studies that used statistical tools or tests, eg, ( t ) test. Tools and methods for statistical modeling, (eg, regression), are not included in this category but only in the category of Modeling.</td>
</tr>
</tbody>
</table>
Results

Multimedia Appendix 1 consists of the first classification of the selected studies [27,39-57,59-93,96-144]; there are 104 in total, as the studies of Kohler et al [145], Orellano et al [146], Cjuno et al [147], Tejada-Llacsa [148], and Yang et al [149] are written in German, Spanish, or Chinese, and thus are not included in the more detailed categorization and analysis.

All the examined papers involve, by definition, time series analysis, and almost all include some form of visualization. Only 8.7% (9/104) studies used Google Trends data for predictions and forecasting, and 23.1% (24/104) used them for examining seasonality, while correlations and modeling were performed in 39.4% (41/104) and 32.7% (34/104) studies, respectively. As the category of forecasting and predictions exhibits the least number of studies, it is evident that a gap exists in the literature for forecasting using Google Trends in health assessment.

As is evident in Multimedia Appendix 1, Google queries have been employed up to this point in many countries and several languages. Figure 3 shows a worldwide map by examined country for assessing health and medicine related issues using Google Trends data up to 2016. Worldwide, the studies that explore topics related to the respective terms number 23 in total. As far as individual countries are concerned, US data have been employed in the most (60) studies, while other countries that have been significantly examined include the United Kingdom (15), Australia (13), Canada (9), Germany (8), and Italy (7).

The four most examined countries are English-speaking ones. The reasons for this could include that Google Trends, though not case-sensitive, does take into account accents and spelling mistakes; therefore, for countries with more complicated alphabets, the analysis of Web-based data should be more careful. In addition, other factors that could play a significant role and are taken into account when choosing the countries to be examined using online search traffic data are the availability of official data, the openness of said data, any internet restrictions or monitoring in countries with lower scores in freedom of press or freedom of speech, and internet penetration.

The rest of the analysis consists of the further breaking down of the initial categorization to include the respective methods that were used for examining seasonality, correlations, forecasting, and performing statistical tests and estimating models, along with a concise introduction to each of these methods and how they were used to assess health issues.

Table 2 shows the methods used to explore seasonality; Tables 3 and 4 present the methods used to examine correlations and perform predictions and forecasting, respectively. Finally, Tables 5 and 6 list the modeling methods and other statistical tools employed in health assessment using Google Trends.

The most popular way to explore seasonality is to use visual evidence and examine and discuss peaks, as shown in Table 2. Furthermore, several studies have used cosinor analysis [8,69,134,138,142], which is a time series analysis method for seasonal data using least squares.

Apart from seasonality [122], analysis of variance (ANOVA) has been also used for geographical comparisons between regions or countries [49,51,68,93] and between differences in monthly data [41]. It is a test used for examining if significant differences between means exist. In the case of 2 means, $t$ test is the equivalent to ANOVA.

The Kruskal-Wallis test is also a popular method for examining seasonality using Google Trends [57,68,113]. It is a nonparametric, independent of distribution test, for continuous as well as ordinal-level dependent variables, employed when the one-way ANOVA assumptions do not hold, that is, for examining statistically significant differences between ≥ 3 groups. It uses random sample with independent observations, with the dependent variable being at least ordinal.

Figure 3. Countries by number of Scopus and PubMed publications using Google Trends.
Other methods of exploring seasonality include the nonparametric tests (independent of distribution) Wilcoxon signed rank [18,113] and Mann-Whitney U test [67], which are used for comparing data in different seasons or time periods when the equivalent parametric $t$ tests cannot be used. The latter has been also used by some studies to compare weekly data [105] and differences among regions [113].

For examining correlations (Table 3), the vast majority of the studies used the Pearson correlation coefficient, which examines the strength of association between 2 quantitative, continuous variables, employed when the relationship is linear. The Spearman rho (rank-order) correlation, the second most used method, is the nonparametric version of the Pearson correlation, has also been used to explore seasonality between time series [70]. Spearman correlation coefficient (denoted by $\rho$ or $r_s$) measures the levels to which 2 ranked variables (ordinal, interval, or ratio) are related to each other.

Cross-correlations are used for examining the relationship of 2 time series, while simultaneously exploring if the data are periodic. It is often employed in correlating Google Trends data with observed data [50,82,90,135] and between different Google search terms [80], while it can be also used for examining linear and temporal associations of seasonal data [71]. Cross-correlations have been also used in forecasting, where Wang et al [92] showed that cross-correlations of new dementia cases with Google Trends data can assist with the forecasting of dementia cases, and Solano et al [80] forecasted the suicide rates 2 years ahead using Google queries. The autocorrelations are basically cross-correlations for one time series, that is, a time series cross-correlated with itself.

The Kendall’s tau-b test correlation coefficient is a nonparametric alternative to Pearson and Spearman correlations and is used to measure the strength and direction of the relationship between 2 (at least ordinal) variables. It has been employed by 1 study [138] to examine the correlations between Google Trends data and the results of a paper interview survey.

The Spearman-Brown prediction (or prophecy) formula is used to predict how reliable the test is after changing its length. It has also been employed by only 1 study [65] to explore the relationship between railway suicide and Google hits.

The generalized linear model estimates the linear relationship between a dependent and $\geq 1$ independent variables. It was used by Domnich et al [79] to predict influenza-like illness morbidity, with the exploratory variables being “Influenza,” “Fever,” and “Tachipirin search volumes,” along with the Holt-Winters method and the autoregressive moving average process for the residuals. Holt-Winters is a method employed in exploring the seasonality in time series, and for predictions, the autoregressive moving average (also called the Box-Jenkins model) is a special case of the autoregressive integrated moving average, used for the analysis of time series and predictions.

Autoregressive integrated moving average is a commonly used method for time series analysis and predictions [55,63,86,92,141], the latter having also been assessed by linear regressions and modeling [88,91]. Multivariable regressions are used to estimate the relationship of $\geq 2$ independent variables with a dependent one. In Google Trends, they have been used to relate Ebola searches, reported cases, and the Human Development Index [85] and to study the relationship between climate and environmental variables and Google hits [125]. Hierarchical linear modeling is a regression of ordinary least squares that is employed to analyze hierarchically structured data, that is, units that are grouped together, and it has been employed by 1 study so far [83].

The Mann-Kendall test, which is the nonparametric alternative test to the independent sample, has been used to show the statistical differences of peaks [43] and to detect trends [140]. Finally, the $t$ test is used to compare 2 sample means of the same population, and it has been employed for comparing Google searches with the baseline period [105] and to examine the statistical differences of peaks [41].
Table 2. Methods for exploring seasonality with Google Trends in health assessment.

<table>
<thead>
<tr>
<th>Number</th>
<th>Authors</th>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bakker et al, 2016 [96]</td>
<td>Morlet Wavelet Analysis</td>
<td>To test the seasonality of Google Trends data in the examined countries</td>
</tr>
<tr>
<td>2</td>
<td>Braun and Harreus, 2013 [104]</td>
<td>Visual evidence</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>Crowson et al, 2016 [93]</td>
<td>Seasonal peaks</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>Deiner et al, 2016 [70]</td>
<td>Spearman correlation</td>
<td>Correlating the seasonality of clinical diagnoses with Google Trends data</td>
</tr>
<tr>
<td>5</td>
<td>El-Sheikha, 2015 [113]</td>
<td>Kruskal-Wallis test</td>
<td>To show seasonality for different months</td>
</tr>
<tr>
<td>6</td>
<td>Garrison et al, 2015 [116]</td>
<td>Least-squares sinusoidal model</td>
<td>Variability in outcomes (supported also from a comparison with searches in Australia)</td>
</tr>
<tr>
<td>7</td>
<td>Harsha et al, 2014 [68]</td>
<td>Kruskal-Wallis test</td>
<td>Seasonal (monthly) comparisons</td>
</tr>
<tr>
<td>8</td>
<td>Harsha et al, 2015 [119]</td>
<td>Kruskal-Wallis test</td>
<td>Seasonal (monthly) comparisons</td>
</tr>
<tr>
<td>9</td>
<td>Hassid et al, 2016 [120]</td>
<td>Pearson correlation</td>
<td>To examine seasonal variations across symptoms</td>
</tr>
<tr>
<td>10</td>
<td>Ingram and Plante, 2013 [122]</td>
<td>Cosinor analysis; analysis of variance</td>
<td>To test the seasonal variation of the normalized Google Trends data; to compare the seasonal increase among the examined countries</td>
</tr>
<tr>
<td>11</td>
<td>Ingram et al, 2015 [69]</td>
<td>Cosinor analysis</td>
<td>To test the seasonal variation of the normalized Google Trends data</td>
</tr>
<tr>
<td>12</td>
<td>Kang et al, 2015 [72]</td>
<td>Visual observation</td>
<td>N/A</td>
</tr>
<tr>
<td>13</td>
<td>Leffler et al, 2010 [125]</td>
<td>Correlations</td>
<td>Showing correlations among the 4 seasons for the 39 examined terms</td>
</tr>
<tr>
<td>14</td>
<td>Liu et al, 2016 [127]</td>
<td>Seasonal model and a null model</td>
<td>Seasonality explained the searches significantly better with an F-test</td>
</tr>
<tr>
<td>15</td>
<td>Phelan et al, 2016 [133]</td>
<td>Correlograms (autocorrelations plots)</td>
<td>Visual interpretation for exploring seasonal peaks</td>
</tr>
<tr>
<td>16</td>
<td>Plante and Ingram, 2014 [134]</td>
<td>Cosinor analysis</td>
<td>To test the seasonal variation of the normalized Google Trends data</td>
</tr>
<tr>
<td>17</td>
<td>Rossignol et al, 2013 [67]</td>
<td>Mann-Whitney U test; Harmonic Product Spectrum</td>
<td>Comparison of summer vs winter hits; evaluation of seasonality</td>
</tr>
<tr>
<td>18</td>
<td>Seifert et al, 2010 [66]</td>
<td>Visual evidence</td>
<td>N/A</td>
</tr>
<tr>
<td>19</td>
<td>Sentana-Lledo et al, 2016 [138]</td>
<td>Cosinor analysis</td>
<td>To test the seasonal variations of the Google Trends data</td>
</tr>
<tr>
<td>20</td>
<td>Takada, 2012 [139]</td>
<td>Visual evidence</td>
<td>N/A</td>
</tr>
<tr>
<td>21</td>
<td>Telfer and Woodburn, 2015 [140]</td>
<td>Two-way Wilcoxon signed rank test</td>
<td>To explore differences between winter and summer</td>
</tr>
<tr>
<td>22</td>
<td>Toosi and Kalia, 2015 [142]</td>
<td>Visual evidence; cosinor analysis</td>
<td>To identify differences in seasonality between countries</td>
</tr>
<tr>
<td>23</td>
<td>Willson et al, 2015 [86]</td>
<td>Visual evidence</td>
<td>N/A</td>
</tr>
<tr>
<td>24</td>
<td>Zhang et al, 2015 [71]</td>
<td>Periodograms; ideal pass filter</td>
<td>To study the periodograms; to extract seasonal components</td>
</tr>
</tbody>
</table>

N/A: not applicable.

Many studies have employed Google Trends for visualizing the changes in online interest or discussing peaks and spikes [60,62,123,124]. Brigo and Trinka [40] and Brigo et al [39] have studied the search volumes for related terms, Chaves et al [109] and Luckett et al [128] have explored terms related to the studied topic, and Davis et al [110] have examined related internet searches. Other approaches include the reporting of the polynomial trend lines [46] and investigation of statistically significant differences in yearly increases [119]. In addition, “Google Correlate” has been used to explore related terms [91,138].

Finally, several studies have used other sources of big data, namely, Google News [43,63,80], Twitter [43,54,61,63,108], Yandex [52], Baidu [121], Wikipedia [43,63], Facebook and Google+ [54], and YouTube [43,54,63]. Google is the most popular search engine. However, other Web-based sources are used or even preferred to Google in some regions; therefore, many studies use data from these sources to examine general interest in the respective subjects, compare them to Google Trends data, or use them together as variables.
<table>
<thead>
<tr>
<th>Number</th>
<th>Authors</th>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alicino et al, 2015 [85]</td>
<td>Pearson correlation</td>
<td>Ebola-related Google Trends data with Ebola cases</td>
</tr>
<tr>
<td>2</td>
<td>Arora et al, 2016 [81]</td>
<td>Spearman correlation</td>
<td>Suicide search activity vs official suicide rates (and per age)</td>
</tr>
<tr>
<td>3</td>
<td>Bakker et al, 2016 [96]</td>
<td>Correlations</td>
<td>Between Google Trends data and reported cases</td>
</tr>
<tr>
<td>4</td>
<td>Bragazzi et al, 2016 [99]</td>
<td>Pearson correlation</td>
<td>Between Google Trends data and epidemiological data</td>
</tr>
<tr>
<td>5</td>
<td>Bragazzi, 2013 [98]</td>
<td>Autocorrelation; Pearson correlation</td>
<td>For the time series for multiple sclerosis (MS); between MS terms</td>
</tr>
<tr>
<td>6</td>
<td>Bragazzi et al, 2016 [101]</td>
<td>Autocorrelation; Partial Autocorrelation</td>
<td>To compute correlation of the time series with its own values</td>
</tr>
<tr>
<td>7</td>
<td>Bragazzi et al, 2016 [102]</td>
<td>Pearson correlation</td>
<td>Status epilepticus terms with etiology and management related terms</td>
</tr>
<tr>
<td>9</td>
<td>Bragazzi et al, 2016 [63]</td>
<td>Pearson correlation</td>
<td>Among Google Trends data and other data generating sources</td>
</tr>
<tr>
<td>10</td>
<td>Bragazzi, 2014 [103]</td>
<td>Pearson correlation; autocorrelation and partial autocorrelation</td>
<td>Nonsuicidal self-injury and related terms; nonsuicidal self-injury plots showed regular cyclical pattern</td>
</tr>
<tr>
<td>11</td>
<td>Cavazos-Regh et al, 2015 [107]</td>
<td>Pearson correlation</td>
<td>Among Google Trends data for noncigarette tobacco and prevalence</td>
</tr>
<tr>
<td>12</td>
<td>Cho et al, 2013 [78]</td>
<td>Pearson correlation</td>
<td>Google flu-related queries with surveillance data for different influenza seasons</td>
</tr>
<tr>
<td>13</td>
<td>Crowson et al, 2016 [93]</td>
<td>Pearson correlation</td>
<td>Between the selected keywords, Between medical prescriptions data and Google Trends data</td>
</tr>
<tr>
<td>14</td>
<td>Deiner et al, 2016 [70]</td>
<td>Spearman correlation</td>
<td>For correlating seasonality of clinical diagnoses with Google Trends data</td>
</tr>
<tr>
<td>15</td>
<td>Domnich et al, 2015 [79]</td>
<td>Pearson correlation</td>
<td>Among the examined search terms and influenza-like illness</td>
</tr>
<tr>
<td>16</td>
<td>Foroughi et al, 2016 [115]</td>
<td>Rank correlations; cross-country correlations; Pearson correlations</td>
<td>For search volumes; for the search volumes for cancer; for the weekly search volumes between countries</td>
</tr>
<tr>
<td>17</td>
<td>Gahr et al, 2015 [75]</td>
<td>Pearson correlation</td>
<td>Among annual prescription volumes and Google Trends data</td>
</tr>
<tr>
<td>18</td>
<td>Gamma et al, 2016 [90]</td>
<td>Cross-correlations</td>
<td>Cross-correlations between search volumes and crime statistics</td>
</tr>
<tr>
<td>19</td>
<td>Gollust et al, 2016 [117]</td>
<td>Multinomial Logit Models</td>
<td>To relate health insurance rates</td>
</tr>
<tr>
<td>20</td>
<td>Guernier et al, 2016 [82]</td>
<td>Spearman correlation; cross-correlation</td>
<td>Correlating the examined search terms with notifications of tick paralysis cases record; with lag values from −7 to +7 months</td>
</tr>
<tr>
<td>21</td>
<td>Hassid et al, 2016 [120]</td>
<td>Pearson correlation</td>
<td>Between Google Trends data and National Inpatient Sample data</td>
</tr>
<tr>
<td>22</td>
<td>Johnson et al, 2014 [84]</td>
<td>Pearson correlation</td>
<td>Pearson correlations to explore the relation of Google Trends data and sexually transmitted infection reported rates</td>
</tr>
<tr>
<td>23</td>
<td>Kang et al, 2013 [77]</td>
<td>Pearson correlation</td>
<td>To explore the association of (and among) search terms with surveillance data</td>
</tr>
<tr>
<td>24</td>
<td>Kang et al, 2015 [72]</td>
<td>Spearman correlation</td>
<td>Google Trends data for allergic rhinitis and related Google Trends data terms and real world epidemiologic data for the United States</td>
</tr>
<tr>
<td>25</td>
<td>Koburger et al, 2015 [65]</td>
<td>Spearman-Brown correlation</td>
<td>To explore relations among Google Trends data and railway suicides</td>
</tr>
<tr>
<td>26</td>
<td>Ling and Lee, 2016 [126]</td>
<td>Pearson correlation</td>
<td>Between disease prevalence and Google Trends data</td>
</tr>
<tr>
<td>27</td>
<td>Mavragani et al, 2016 [76]</td>
<td>Pearson correlation</td>
<td>Between Google Trends data and published papers and Google Trends data with prescriptions</td>
</tr>
<tr>
<td>28</td>
<td>Phelan et al, 2016 [133]</td>
<td>Linear Regression</td>
<td>To examine if there is significant correlation between searches and time</td>
</tr>
</tbody>
</table>
Table 4. Forecasting and predictions using Google Trends in health assessment.

<table>
<thead>
<tr>
<th>Number</th>
<th>Authors</th>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bakker et al, 2016 [96]</td>
<td>Statistical model</td>
<td>For forecasting chicken pox force of infection, that is, monthly per capita rate of infection of children 0-14</td>
</tr>
<tr>
<td>2</td>
<td>Domnich et al, 2015 [79]</td>
<td>Generalized least squares (maximum likelihood estimates); Holt-Winters</td>
<td>Query-based models to predict influenza-like illness morbidity, with the exploratory variables: Influenza, Fever, Tachipirin; compared for forecasting power with Holt-Winters based on the real data (hold out set)</td>
</tr>
<tr>
<td>4</td>
<td>Pollett et al, 2015 [91]</td>
<td>Prediction model</td>
<td>Tested the predicted model with a left-out dataset for prediction accuracy</td>
</tr>
<tr>
<td>5</td>
<td>Rohart et al, 2016 [135]</td>
<td>Linear models</td>
<td>To forecast with 1 or 2 weeks step</td>
</tr>
<tr>
<td>6</td>
<td>Solano et al, 2016 [80]</td>
<td>Cross-Correlations</td>
<td>Forecasting for suicides for 2 years without data (2013-14) based on Google Trends data of those years</td>
</tr>
<tr>
<td>7</td>
<td>Wang et al, 2015 [92]</td>
<td>Cross-Correlations</td>
<td>To investigate forecasting with lags of 0-12 months</td>
</tr>
<tr>
<td>8</td>
<td>Zhang et al, 2016 [51]</td>
<td>Autoregressive Moving Average</td>
<td>To predict Respiratory Syncytial Virus for “dabbing”</td>
</tr>
<tr>
<td>9</td>
<td>Zhou et al, 2011 [88]</td>
<td>Dynamic model</td>
<td>To provide real time estimations by correcting the forecasting with the new morbidity data when published</td>
</tr>
</tbody>
</table>
### Table 5. Statistical modeling using Google Trends in health assessment.

<table>
<thead>
<tr>
<th>Number</th>
<th>Authors</th>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alicino et al, 2015 [85]</td>
<td>Multivariate regression</td>
<td>For relating Ebola Google Trends data, number of Ebola Cases, and the Human Development Index</td>
</tr>
<tr>
<td>2</td>
<td>Bakker et al, 2016 [96]</td>
<td>Statistical model</td>
<td>For forecasting chicken pox force of infection, that is, monthly per capita rate of infection</td>
</tr>
<tr>
<td>3</td>
<td>Bentley and Ormerod, 2009 [59]</td>
<td>Maximum likelihood estimation</td>
<td>Established social model for engaging a new behavior for Web-based searching for flu terms</td>
</tr>
<tr>
<td>4</td>
<td>Barnes et al, 2015 [83]</td>
<td>Hierarchical linear modeling</td>
<td>Three levels: 3 Mondays, 6 years, 47 search terms</td>
</tr>
<tr>
<td>5</td>
<td>Bragazzi, 2013 [98]</td>
<td>Multiple linear regression</td>
<td>To confirm multiannual long-term trends</td>
</tr>
<tr>
<td>6</td>
<td>Domnich et al, 2015 [79]</td>
<td>Generalized linear model, autoregressive moving average process</td>
<td>Query volume-based models to predict influenza-like illness morbidity</td>
</tr>
<tr>
<td>7</td>
<td>El-Sheikha, 2015 [113]</td>
<td>Linear regression</td>
<td>To show the global, regional, and country level interest for the search term</td>
</tr>
<tr>
<td>8</td>
<td>Fenichel et al, 2013 [114]</td>
<td>Moving average, generalized linear model</td>
<td>Google Trends data as a variable in predicting loses in flights</td>
</tr>
<tr>
<td>9</td>
<td>Garrison et al, 2015 [116]</td>
<td>Seasonal model</td>
<td>Best fit combination of a straight line and a sinusoid</td>
</tr>
<tr>
<td>10</td>
<td>Gollust et al, 2016 [117]</td>
<td>Multinomial logit models</td>
<td>To relate health insurance rates</td>
</tr>
<tr>
<td>12</td>
<td>Harsha et al, 2014 [68]</td>
<td>Linear model</td>
<td>Statistical justification of annual increase in search volumes</td>
</tr>
<tr>
<td>13</td>
<td>Harsha et al, 2015 [119]</td>
<td>Linear model</td>
<td>Statistical justification of annual increase in search volumes and of the Web-based interest related to applications for interventional radiology</td>
</tr>
<tr>
<td>14</td>
<td>Leffler et al, 2010 [125]</td>
<td>Multivariable Linear Regressions</td>
<td>For studying the effect of climatic and environmental variables to internet searches</td>
</tr>
<tr>
<td>15</td>
<td>Linkov et al, 2014 [46]</td>
<td>Polynomial trend lines</td>
<td>Fitted spline polynomial trend lines per time without statistical reporting</td>
</tr>
<tr>
<td>16</td>
<td>Liu et al, 2016 [127]</td>
<td>Seasonal model</td>
<td>Best fit combination of a straight line and a sinusoid</td>
</tr>
<tr>
<td>17</td>
<td>Majumder et al, 2016 [129]</td>
<td>Linear Smoothing</td>
<td>To adjust HealthMap to using Google Trends, model fits</td>
</tr>
<tr>
<td>18</td>
<td>Noar et al, 2013 [64]</td>
<td>Linear Regression</td>
<td>To estimate the slope coefficient for changes in the magnitude of the effect size of Google Trends data and media search increases</td>
</tr>
<tr>
<td>19</td>
<td>Parker et al, 2016 [132]</td>
<td>L1-regularization on Google Trends</td>
<td>To build a model for forecasting deaths in each state</td>
</tr>
<tr>
<td>20</td>
<td>Phelan et al, 2014 [49]</td>
<td>Linear Regression</td>
<td>To estimate the relation between news reports and search activity</td>
</tr>
<tr>
<td>21</td>
<td>Phelan et al, 2016 [133]</td>
<td>Linear Regression</td>
<td>To examine if there is a significant correlation between searches and time</td>
</tr>
<tr>
<td>22</td>
<td>Pollett et al, 2015 [91]</td>
<td>Linear Regression</td>
<td>Prediction model for pertussis cases based on Google Trends data of the most related terms</td>
</tr>
<tr>
<td>23</td>
<td>Rohart et al, 2016 [135]</td>
<td>Linear models</td>
<td>To forecast with 1 or 2 weeks step</td>
</tr>
<tr>
<td>24</td>
<td>Scatà et al, 2016 [136]</td>
<td>Epidemic model</td>
<td>Google Trends data is a measure of awareness, along with other sources</td>
</tr>
<tr>
<td>25</td>
<td>Schuster et al, 2010 [73]</td>
<td>Generalized Linear models</td>
<td>Google Trends data for the examined drugs, Google Trends data and changes in annual revenues, and Google Trends data vs resource utilization</td>
</tr>
<tr>
<td>26</td>
<td>Stein et al, 2013 [47]</td>
<td>Regression Fit Lines</td>
<td>To examine differences in queries</td>
</tr>
<tr>
<td>27</td>
<td>Telfer and Woodburn, 2015 [140]</td>
<td>Visual decomposition; local regression</td>
<td>Figures 4, 6 and 8; regression-based decomposition of the time series for the search terms</td>
</tr>
<tr>
<td>28</td>
<td>Troelstra et al, 2016 [141]</td>
<td>ARIMA</td>
<td>To account for dependency between data points in time series for “quit smoking” searches</td>
</tr>
<tr>
<td>29</td>
<td>Willson et al, 2015 [86]</td>
<td>ARIMA</td>
<td>To quantify the effect of the observed (pollen) counts with the levels of search activity</td>
</tr>
</tbody>
</table>
Table 6. Statistical tests and tools using Google Trends in health assessment.

<table>
<thead>
<tr>
<th>Number</th>
<th>Authors</th>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bragazzi et al, 2016 [43]</td>
<td>Mann-Kendall test</td>
<td>To show the statistical difference of peaks from the remaining period</td>
</tr>
<tr>
<td>2</td>
<td>Bragazzi et al, 2016 [63]</td>
<td>ARIMA(^a)</td>
<td>To show increased web searches due to an event, and correct seasonality</td>
</tr>
<tr>
<td>3</td>
<td>Campen et al, 2014 [105]</td>
<td>Independent samples (t) test; Mann-Whitney U test with Bonferroni correction</td>
<td>For comparing searches with baseline period; for multiple weekly data comparisons</td>
</tr>
<tr>
<td>4</td>
<td>Crowson et al, 2016 [93]</td>
<td>ANOVA(^b) (Post-hoc Tukey test)</td>
<td>To compare grouped geographical federal regions of the United States (Northeast, Midwest, South, West)</td>
</tr>
<tr>
<td>5</td>
<td>El-Sheikha, 2015 [113]</td>
<td>Wilcoxon rank test; Mann-Whitney</td>
<td>To study the change of interest at different time periods; to compare Web-based interest between the Northern and Southern hemispheres</td>
</tr>
<tr>
<td>6</td>
<td>Gahr et al, 2015 [75]</td>
<td>Coefficients of determination</td>
<td>To determine the amount of variability between annual prescription volumes and Google search terms</td>
</tr>
<tr>
<td>7</td>
<td>Harsha et al, 2014 [68]</td>
<td>ANOVA (Tukey-Kramer post hot test)</td>
<td>For the comparisons of US regions</td>
</tr>
<tr>
<td>8</td>
<td>Murray et al, 2016 [41]</td>
<td>ANOVA; (t) test</td>
<td>To explore differences in months’ means per year; for the statistical differences of peaks compared with the remaining hits</td>
</tr>
<tr>
<td>9</td>
<td>Noar et al, 2013 [64]</td>
<td>Augmented Dickey-Fuller tests</td>
<td>To test for nonstationarity of the time series</td>
</tr>
<tr>
<td>10</td>
<td>Phelan et al, 2014 [49]</td>
<td>ANOVA</td>
<td>To explore differences among countries</td>
</tr>
<tr>
<td>11</td>
<td>Rohart et al, 2016 [135]</td>
<td>Mean Square Error for Prediction</td>
<td>To assess prediction accuracy</td>
</tr>
<tr>
<td>12</td>
<td>Telfer and Woodburn, 2015 [140]</td>
<td>Mann-Kendall trend tests</td>
<td>To detect trends significantly larger than the variance in the data for search terms</td>
</tr>
<tr>
<td>13</td>
<td>Troelstra et al, 2016 [141]</td>
<td>ARIMA</td>
<td>Studied the effect of smoking cessation policies with ARIMA interrupted time series modeling (Multimedia Appendix 1)</td>
</tr>
<tr>
<td>14</td>
<td>Zhang et al, 2015 [71]</td>
<td>Augmented Dickey-Fuller test</td>
<td>To detect whether or not the extracted seasonal components of the studied trends were stationary</td>
</tr>
<tr>
<td>15</td>
<td>Zhang et al, 2016 [51]</td>
<td>ANOVA</td>
<td>To examine the search interest for dabbing between groups of legal status states in the United States</td>
</tr>
</tbody>
</table>

\(^a\)ARIMA: autoregressive integrated moving average.
\(^b\)ANOVA: analysis of variance.

Discussion

Principal Findings

With internet penetration constantly growing, users’ Web-based search patterns can provide a great opportunity to examine and further predict human behavior. In addressing the challenge of big data analytics, Google Trends has been a popular tool in research over the past decade, with its main advantage being that it uses the revealed and not the stated data. Health and medicine are the most popular fields where Google Trends data have been employed so far to examine and predict human behavior. This review provides a detailed overview and classification of the examined studies (109 in total from 2006 through 2016), which are then further categorized and analyzed by approach, method, and statistical tools employed for data analysis.
The vast majority of studies using Google Trends in health assessment so far have included data visualization, that is, figures, maps, or screenshots. As discussed in the analysis, the most popular way of using Google Trends data in this field is correlating them with official data on disease occurrence, spreading, and outbreaks. The assessment of suicide tendencies and (prescription or illegal) drug-related queries has been of notably growing popularity over the course of the last years. As is evident, the gap in the existing literature is the use of Google Trends for predictions and forecasting in health-related topics and issues. Though data on reported cases of various health issues and the respective Google Trends data have been correlated in a large number of studies, only a few have proceeded with forecasting incidents and occurrences using online search traffic data.

In research using Google Trends in health and medicine from 2006 to 2016, the ultimate goal is to be able to use and analyze Web-based data to predict and provide insight to better assess health issues and topics. The four main steps, based on the presentation of the papers published up to this point in assessing health using Google Trends, are as follows (Figure 4):

1. Measure the general Web-based interest.
2. Detect any variations or seasonality of Web-based interest, and proceed with examining any relations between actual events or cases.
3. Correlate Web-based search queries among them or with official or actual data and events.
4. Predict, nowcast, and forecast health-related events, outbreaks, etc.

Limitations
This review followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines for selecting the examined papers from the Scopus and PubMed databases. Though this includes the majority of papers published on the topic from 2006 to 2016, the studies that are not indexed in these databases or are not indexed based on the selection criteria used in this review were not included in further analysis. In addition, as is evident in Figure 2, research using Google Trends data has shown a significant increase from each year to the next since 2013. This review included studies published in Google Trends research through 2016. However, there are several studies published in 2017 and 2018 that are not included. This review provides, at first, an overall description of each examined study, which is standard review information. The second part is a classification and assessment of the methodology, tools, and results of each study. Though the first part mainly reports what is included in the methodology of each study, the second part could include a bias, as it is the authors’ assessment and categorization of the methods employed based on the results obtained after a very careful and thorough examination of each individual study.

Conclusions
This review consists of the studies published from 2006 to 2016 on Google Trends research in the Scopus and PubMed databases based on the selected criteria. The aim of this review was to serve as a point of reference for future research in health assessment using Google Trends, as each study, apart from the basic information, for example, period, region, language, is also categorized by the method, approach, and statistical tools employed for the analysis of the data retrieved from Google Trends. Google Trends data are being all the more integrated in infodemiology research, and Web-based data have been shown to empirically correlate with official health data in many topics. It is thus evident that this field will become increasingly popular in the future in health assessment, as the gathering of real time data is crucial in monitoring and analyzing seasonal diseases as well as epidemics and outbreaks.
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Abstract

Background: Hookah (or tobacco waterpipe) use has recently become prevalent in the United States. The contexts and experiences associated with hookah use are unclear, yet such information is abundant via publicly available hookah users’ social media postings.

Objective: In this study, we utilized Twitter data to characterize Twitter users’ recent experiences with hookah.

Methods: Twitter posts containing the term “hookah” were obtained from April 1, 2017 to 29 March, 2018. Text classifiers were used to identify clusters of topics that tended to co-occur in posts (n=176,706).

Results: The most prevalent topic cluster was Person Tagging (use of @username to tag another Twitter account in a post) at 21.58% (38,137/176,706) followed by Promotional or Social Events (eg, mentions of ladies’ nights, parties, etc) at 20.20% (35,701/176,706) and Appeal or Abuse Liability (eg, craving, enjoying hookah) at 18.12% (32,013/176,706). Additional topics included Hookah Use Behavior (eg, mentions of taking a “hit” of hookah) at 11.67% (20,603/176,706), Polysubstance Use (eg, hookah use along with other substances) at 10.95% (19,353/176,706), Buying or Selling (eg, buy, order, purchase, sell) at 9.37% (16,552/176,706), and Flavors (eg, mint, cinnamon, watermelon) at 1.66% (2927/176,706). The topic Dislike of Hookah (eg, hate, quit, dislike) was rare at 0.59% (1043/176,706).

Conclusions: Social events, appeal or abuse liability, flavors, and polysubstance use were the common contexts and experiences associated with Twitter discussions about hookah in 2017-2018. Considered in concert with traditional data sources about hookah, these results suggest that social events, appeal or abuse liability, flavors, and polysubstance use warrant consideration as targets in future surveillance, policy making, and interventions addressing hookah.

(J Med Internet Res 2018;20(11):e11669) doi:10.2196/11669

KEYWORDS
hookah; waterpipe; Twitter; social media; nicotine; flavors; social smoking; infodemiology

Introduction

Hookah (or tobacco waterpipe) use has recently grown in popularity in the United States, especially among youth and young adults [1,2]. While exposure to hookah smoke has similar health risks to that of combustible cigarettes [3,4], it is perceived as safer than cigarettes in certain vulnerable groups [5] and is subject to fewer regulations [6]. For example, hookah is offered in many flavors, whereas flavored cigarettes are banned in the United States.

Publicly accessible data from individuals who post information on social media websites (eg, Twitter, Instagram, YouTube) can be efficiently harnessed to quickly capture and describe the context of tobacco use [7-9]. Previous analyses of hookah-related posts to social media websites through the year 2017 provide some information about hookah-related contexts, including the importance and appreciation of stylized waterpipes...
use of hookah in social settings [10], copromotion with alcohol [10], and primarily positive user experiences [12-16]. However, cultural trends, the tobacco product consumer marketplace, and tobacco product health policies are evolving constantly and rapidly. The contexts and experiences associated with hookah use rapidly change as well, making it important to provide up-to-date information on such issues to inform targets for surveillance, policy making, and interventions addressing hookah.

In this study, we demonstrate the utility of collecting data from Twitter to document and describe hookah-related conversations from 2017 to 2018. Our goal was to determine the public’s recent experiences with hookah including understanding the social and environmental contexts in which hookah use occurs. Twitter is used by 24% of US adults (23% of men, 24% of women, 24% of white individuals, 26% of African American individuals, and 20% of Hispanic individuals), with 46% of users on the platform daily [17]. Findings from this study should inform tobacco control policy and prevention efforts and demonstrate the utility in using Twitter data for rapid surveillance of health behaviors and tobacco-related products like hookah.

Methods

Data Collection

Twitter posts containing the term “hookah” (or “#hookah”) were obtained from Twitter’s Streaming Application Program Interface (API; the filtered stream using the Twitter4J library for collecting tweets with no gaps in the collection time) from April 1, 2017 to 29 March, 2018. There were a total of 963,954 posts during this time.

Data Processing

We removed retweets and non-English posts, resulting in 348,834 unique posts that were used for analysis. While the word waterpipe is used in academic papers and presentations to refer to hookah, it is uncommon for individuals to use this term on social media, and it was, therefore, not included in this study [18]. To clean the data, we removed tweets from accounts identified as social bots [19,20] using Botometer (also known as Bot or Not) [21], resulting in a final analytical sample of 176,706 tweets from 90,718 unique users.

The final sample was prepared for analysis, which included the process of basic normalization (eg, remove punctuation, lowercase all text), stop word removal (eg, the words “a” and “the”), normalization of Twitter user mentions (eg, “@janeNODE” is converted to “@username”), lemmatization (eg, “cat,” “cats,” “cat’s” are all converted to “cat”), and nonprintable character removal (eg, emojis) [13]. All analyses relied on public, anonymized data; adhered to the terms and conditions, terms of use, and privacy policies of Twitter; and were performed under Institutional Review Board approval from the authors’ university. To protect privacy, no tweets were reported verbatim in this report.

Topic Identification Methodology

Initially, we analyzed the tweets using word frequencies (of single words and double-word combinations, also known as one grams and bigrams) and visualized the data through word clouds to identify common topics (Multimedia Appendix 1). From this assessment, the authors came to an expert consensus on several topics including Person Tagging (eg, the use of @username to tag another Twitter account in a post), Buying or Selling (eg, words indicative of buying, selling, or purchasing hookah), Appeal or Abuse Liability (eg, words indicative of craving, wanting, needing, enjoying, and loving hookah), Hookah Use Behavior (eg, mentions of taking a “hit” of hookah or smoking hookah), Promotional or Social Events (eg, mentions of ladies’ nights, parties, etc), Polysubstance Use (eg, words indicative of alcohol, marijuana, or other substance use along with hookah), and Flavors (eg, use of the words “cinnamon,” “blueberry,” and “watermelon”; Textbox 1). In line with prior research [22,23], we looked for words and phrases that suggested Dislike of Hookah (eg, “don’t hookah” and “quit hookah”).

Next, we used Word2Vec, a language modeling technique developed by Google that allows users to learn text representations for creating text classifiers [24]. Word2Vec creates embeddings (eg, numerical representations of words that help capture meaning, semantic relationships, and context) for text by using each word in a corpus to predict the words that usually surround it. In other words, Word2Vec creates word embeddings where semantic relationships between words are preserved. One advantage of this technique is that words that are synonyms will have similar embeddings, whereas words that are antonyms will have dissimilar embeddings. Similarly, in the Word2Vec representations of words, the relationship between “king” and “queen” is equal to the relationship between “man” and “woman.”

We used Word2Vec to find similar words for the one grams and bigrams that we identified per topic in the word cloud stage. This process, along with visual inspection and manual edits, allowed us to expand our word list per topic by identifying words that appeared, in posts, in a similar context as our original keywords. For example, through this process we found that the words “crave,” “love,” “enjoy,” and “need” appeared in posts that were similar to posts that contained the words “want” and “hookah”.

Classification was done by checking for the presence of any one of the keywords (one grams and bigrams) in a tweet. If a tweet consisted of any of the keywords associated with a topic, the tweet was classified as part of that topic. In other words, we used a rule-based classification script written in Python where each tweet was checked for the presence of a specified set of n-grams representing a theme. For each analysis, we present findings in a confusion matrix where the diagonal line indicates the prevalence of a topic and the off-diagonal lines indicate topic overlap. For example, a hypothetical post such as “I’m craving hookah and a beer right now” could be classified under Appeal or Abuse Liability and Polysubstance Use. The number of posts containing both contents would be found at the intersection of the matrix for these 2 topics or at 2.14% (3824/176,706).
Textbox 1. Themes and common words found in posts along with the word “hookah”; these words are meant to provide further context for each theme, are not exhaustive, and are listed in alphabetical order.

<table>
<thead>
<tr>
<th>Person tagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>• @username</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Promotional events</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Bar</td>
</tr>
<tr>
<td>• Food</td>
</tr>
<tr>
<td>• Friday</td>
</tr>
<tr>
<td>• Lounge</td>
</tr>
<tr>
<td>• Night</td>
</tr>
<tr>
<td>• Party</td>
</tr>
<tr>
<td>• Saturday</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Appeal or abuse liability</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Crave</td>
</tr>
<tr>
<td>• Enjoy</td>
</tr>
<tr>
<td>• Everyday</td>
</tr>
<tr>
<td>• Get</td>
</tr>
<tr>
<td>• Like</td>
</tr>
<tr>
<td>• Love</td>
</tr>
<tr>
<td>• Need</td>
</tr>
<tr>
<td>• Want</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hookah use behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Hit</td>
</tr>
<tr>
<td>• Pass</td>
</tr>
<tr>
<td>• Puff</td>
</tr>
<tr>
<td>• Smoke</td>
</tr>
<tr>
<td>• Used</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Polysubstance use</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Alcohol</td>
</tr>
<tr>
<td>• Beer</td>
</tr>
<tr>
<td>• Blunt</td>
</tr>
<tr>
<td>• Cigs</td>
</tr>
<tr>
<td>• Cocktails</td>
</tr>
<tr>
<td>• Drinks</td>
</tr>
<tr>
<td>• JUUL</td>
</tr>
<tr>
<td>• Liquor</td>
</tr>
<tr>
<td>• Margaritas</td>
</tr>
<tr>
<td>• Vodka</td>
</tr>
<tr>
<td>• Weed</td>
</tr>
<tr>
<td>• Wine</td>
</tr>
<tr>
<td>• Vape</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Buying or Selling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>
Results

The total coverage of the 8 topics that we identified constituted 65.45% (115,658/176,706) of all tweets in the corpus of tweets (Figure 1). The remaining 34.59% (61,048/176,706) of tweets were too varied to be classified into a single topic with meaningful coverage (coverage of each subsequent topic was less than 1% of the total tweets). The most prevalent topic was Person Tagging at 21.58% (38,137/176,706), followed by Promotional or Social Events at 20.20% (35,701/176,706), Appeal or Abuse Liability at 18.12% (32,013/176,706), and Hookah Use Behavior at 11.67% (20,603/176,706).

Figure 1. Prevalence of topics.
About 10.95% (19,353/176,706) of the corpus was Polysubstance Use, while Buying or Selling comprised 9.37% (16,552/176,706) and Flavors comprised 1.66% (2927/176,706) of the tweets. The least common topic was Dislike of Hookah at 0.59% (1043/176,706). The most common topic overlap was between Person Tagging and Promotional or Social Events at 4.34% (7666/176,706), followed by Buying or Selling and Appeal or Abuse Liability at 4.12% (7276/176,706) and Promotional or Social Events and Appeal or Abuse Liability at 3.52% (6225/176,706).

### Discussion

#### Principal Findings

The topics identified in this study of hookah-related posts to Twitter from 2017 to 2018 provide several insights about the public’s recent experience with hookah. The most prevalent topic was Person Tagging or an individual Twitter user directly communicating to another user (a follower or friend) about hookah, while the most common topic overlap was Person Tagging and Promotional or Social Events. These findings demonstrate that Twitter users communicate shared values around, and experiences with, hookah. In other words, such posts may notify others about hookah-related events and align people into a community around hookah. Similarly, recent research characterizing JUUL-related posts to Twitter found instances of Person Tagging where posts suggested that people were notifying their friends of when they were using or purchasing JUUL-related products [22]. Collectively, these interpersonal communications suggest that people bond around tobacco-related products on Twitter and that there may be co-use of tobacco among many people or social influences in which one person motivates another to use tobacco.

Hookah Use Behavior and Polysubstance Use were identified as topics of discussion and may represent a syndrome of risky behavior among select Twitter users. These findings are in line with earlier research on hookah posts to Tumblr [18] and Instagram [10] as well as survey-based research that demonstrated that those who use hookah were significantly more likely to use other substances including alcohol, cigarettes, marijuana, and cocaine compared with those who refrained from hookah use [25]. Individuals who combine the use of hookah with other substances may be at risk for substance misuse; for example, hookah use facilitates greater intake of alcohol and vice versa [26].

Posts in this study reflected Twitter users’ interest in flavors, which is similar to earlier research on tobacco-related post to Twitter [22,27]. A recent study identified that flavors were a common reason for hookah use among a nationally representative sample of young adults (aged 18-24 years) [28]. Research has also documented that flavored tobacco products like hookah are perceived to be less harmful than cigarettes [29]. Restricting flavors, such as those identified in this study (Cinnamon, Watermelon, Blueberry, etc), to reduce the appeal of hookah may be a policy consideration to explore in the future.

Many posts found in this study reflected that Twitter users craved, enjoyed, or wanted hookah; this finding, when coupled with the finding that posts indicative of disliking hookah were rare, suggests that there is a current need for targeted interventions to discourage the appeal of hookah use. The common discussions about hookah’s appeal may help normalize hookah use on Twitter, which may have consequences for offline behaviors [30].

#### Limitations

This study focused on posts to Twitter, and findings may not generalize to other social media platforms. The posts analyzed in this study were collected from a 12-month period and may not generalize to other time periods. While only one root word “hookah” (or “#hookah”) was used in data collection, research has indicated that this is the common term to refer to waterpipe use on social media [10,13,18]. Data collection relied on Twitter’s Streaming API, which prevented collection of tweets from private Twitter accounts. As a result, findings may not represent the attitudes and behaviors of individuals with private accounts.

#### Conclusion

Social events, appeal or abuse liability, flavors, and polysubstance use were common contexts and experiences associated with Twitter discussions about hookah in 2017-2018. Considered in concert with traditional data sources about hookah, these results suggest that social events, appeal or abuse liability, flavors, and polysubstance use warrant consideration as targets in future surveillance, public policy, and interventions addressing hookah. This study also highlights a clear benefit of using social media data in public health surveillance. Data from social media can serve as an ongoing system to inform public health researchers about tobacco products or ways in which these products are used by the public in near real time.
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Abstract

Background: While traditional signal detection methods in pharmacovigilance are based on spontaneous reports, the use of social media is emerging. The potential strength of Web-based data relies on their volume and real-time availability, allowing early detection of signals of disproportionate reporting (SDRs).

Objective: This study aimed (1) to assess the consistency of SDRs detected from patients’ medical forums in France compared with those detected from the traditional reporting systems and (2) to assess the ability of SDRs in identifying earlier than the traditional reporting systems.

Methods: Messages posted on patients’ forums between 2005 and 2015 were used. We retained 8 disproportionality definitions. Comparison of SDRs from the forums with SDRs detected in VigiBase was done by describing the sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), accuracy, receiver operating characteristics curve, and the area under the curve (AUC). The time difference in months between the detection dates of SDRs from the forums and VigiBase was provided.

Results: The comparison analysis showed that the sensitivity ranged from 29% to 50.6%, the specificity from 86.1% to 95.5%, the PPV from 51.2% to 75.4%, the NPV from 68.5% to 91.6%, and the accuracy from 68% to 87.7%. The AUC reached 0.85 when using the metric empirical Bayes geometric mean. Up to 38% (12/32) of the SDRs were detected earlier in the forums than that in VigiBase.

Conclusions: The specificity, PPV, and NPV were high. The overall performance was good, showing that data from medical forums may be a valuable source for signal detection. In total, up to 38% (12/32) of the SDRs could have been detected earlier, thus, ensuring the increased safety of patients. Further enhancements are needed to investigate the reliability and validation of patients’ medical forums worldwide, the extension of this analysis to all possible drugs or at least to a wider selection of drugs, as well as to further assess performance against established signals.

(J Med Internet Res 2018;20(11):e10466) doi:10.2196/10466

KEYWORDS
adverse event; internet; medical forums; pharmacovigilance; signal detection; signals of disproportionate reporting; social media
**Introduction**

Adverse drug reactions (ADRs) are an important public health concern. Drug safety currently depends on postmarketing surveillance, which is conducted through spontaneous reporting systems based on voluntary reports. The reporting rate is low, and the time for getting access to reported data can be long. Thus, it is difficult to detect signals of disproportionate reporting (SDRs) in a timely manner, and some may not even be captured by those reporting systems. Alternative sources of data have already been used to detect drug-adverse event (AE) associations, including claims data [1], electronic medical records (EMRs) [2-4], and consumer search logs [5,6]. In addition, approaches have been developed to combine SDRs from data sources such as EMRs, claims, internet search logs with SDRs from the Food and Drug Administration Adverse Event Reporting System (FAERS) [5,7,8].

With the development and popularity of social media and medical forums, many internet users are exchanging health-related information, which may involve ADRs, and the question of consistency and usefulness of these new data sources for Web-based signal detection is under scrutiny. Recent projects have aimed at investigating the quality of social media data, as well as investigating the most performant method for the Web-based signal detection. The use of Web-based data (such as query logs and social media) is emerging among regulators (Food and Drug Administration and European Medicines Agency), industry, and academia [5,6,8-10]. As an example, a public-private partnership between the European Commission and European Federation of Pharmaceutical Industries and Associations, called WEB-RADR: Recognising Adverse Drug Reactions has been launched in 2014; this consortium made of organizations, including European medicines regulators, academics, and the pharmaceutical industry, aims to develop new ways of gathering information on suspected ADRs. One of the objectives is to investigate the potential for publicly available social media data for identifying potential drug safety issues. A recently published study [11] has focused on the performance evaluation of established statistical signal detection algorithms in Twitter or Facebook for a broad range of drugs and adverse events. Another example is related to the recent collaboration between Sanofi and Microsoft [8]. In this study, a Web-based search query method, called a query log reaction score, was developed to detect whether AEs associated with certain drugs could be found from search engine query data. The results were compared with reference signal detection algorithms commonly used with the FAERS.

The potential strength of Web-based data relies on their volume and real-time availability, allowing early SDR detection. This study aims to assess the consistency of SDRs detected from patients’ forums in France and the ability to identify SDRs earlier than the traditional reporting systems. Three products were selected for this study (insulin glargine, teriflunomide, and zolpidem). SDRs detected from this Web-based source were compared with those detected from World Health Organization (WHO) AEs reporting system (VigiBase) using traditional SDR detection methods.

**Methods**

**Data Sources**

The sources of data used were (1) patients’ medical forums in France and (2) VigiBase, the WHO individual case safety reports (ICSR) database; these sources of data are described later.

**Medical Forum’s Messages Database: Detec’t**

This was a retrospective study based on the secondary use of data from the Web—patients’ medical forums in France. The Detec’t database is a private database aggregating messages from social media, including safety information. We included 12 well-known medical forums in this study (see Multimedia Appendix 1). Every discussion publicly available at the time of the search and containing at least one message with the name of the drugs of interest (active substance or brand name) was extracted using a Web crawler (Detec’t Extractor). This messages scrapping was done by targeting patients' messages using the HTML structure of each forum. This Web crawler was then adapted for each data source. Messages were extracted with all metadata related to the message (date, author of the post ID, URL of the discussion, and name of the forum). Finally, data were cleaned (deletion of ads, quotation of other Web users, and signature) using the HTML structure of the posts.

Retrieved messages went through several steps of processing so that the drug-event pairs necessary to perform the analysis were obtained. First, messages were deidentified. The data processing then automatically ensured that the messages contained the name of the drugs of interest and the concept of drug use or intake to constitute the corpora of messages related to the drugs under study. These corpora were formatted and screened to detect all references to medical events referring to potential AE (ie, not the indication of the drug, not an AE preceding the intake of the drug, not a question about adverse effects without having experienced it, etc).

The deidentification of messages was performed using an in-house algorithm based on the regular expression to automatically identify specific sequences of characters (like proper names, phone numbers, postal codes, mail addresses, etc). Messages containing the names of the drugs were identified by automatically detecting, among the set of extracted messages, references to active substances, and brand names of the drugs of interest; this step included the detection of common spelling mistakes. Next, the drug intake notion was identified with a specific algorithm (on this set of messages) based on the detection of regular expressions (identifying first-person personal pronouns, for instance). This procedure ensured that the person experiencing the drug could be identified (this person could be the author of the post or one of their relative). These “intake messages” represented the set of messages on which the following steps were applied.

As described earlier [12], the formatting of messages included the conversion of messages to lowercases, the removal of extra whitespaces, and the tokenization of messages. All words from messages were stemmed using Porter’s algorithm to associate inflected and derived words together with their root form.
Medical concepts were detected using an extended version of Medical Dictionary for Regulatory Activities (MedDRA) version 15.0 adjusted and supplemented by vernacular vocabulary. In MedDRA, Preferred Terms (PT) correspond to unique descriptors of medical concepts. Lower-Level Terms (LLT) correspond to variants of PT and the lowest level of the terminology (each LLT is associated with a single parent PT and several LLTs can be associated with one PT). Medical concepts were detected at the LLT level and encoded as PT. The supplementation of vocabulary by vernacular terms was performed by manually reviewing a sample of messages from Web forums previously automatically annotated with MedDRA. The review was performed by 4 computer science experts who were familiar with the MedDRA dictionary. All medical concepts manually identified and not detected by MedDRA were saved and manually associated with a PT as if they were new LLTs. The evaluation of medical concepts detection, after supplementation on a sample of 157 messages, conducted to a recall of 71% and an accuracy of 93%. Regarding the adjustments provided to MedDRA, some PTs out of the study scope were removed (ie, “poverty” or “married”). For example, terms including the mention NOS (Not Otherwise Specified), that is, “Allergy NOS,” were cleaned by removing the mention. Eventually, all terms were stemmed. A manual cleaning was performed to deduplicate the terms obtained after stemming. The detection of medical concepts was performed by looking for exact matches between the stemmed versions of MedDRA and messages.
Potential AEs were identified by applying an algorithm [12] based on a Gaussian mixture model and then a support vector machine algorithm. This step identified drug-event pairs.

Extracted messages were stored in the database with (1) metadata associated with the messages; (2) results of the annotation process—drug intake, medical concepts, and their MedDRA code; and (3) the result of the AE detection algorithm.

The final step of the data preparation identified the number of messages for each drug-event pair (Figure 1).

The Comparison Database: VigiBase

The comparison database used as the gold standard was VigiBase, the WHO Global ICSR database. It consists of reports of adverse reactions received from member countries since 1968. VigiBase is updated with incoming ICSRs on a continuous basis. The VigiBase data resource is the largest and most comprehensive in the world, and it is developed and maintained by the Uppsala Monitoring Centre on behalf of the WHO. By May 2015, over 11 million reports were available in the database. The VigiBase database system includes linked databases containing medical and drug classifications—WHO Adverse Reactions Terminology or MedDRA, WHO International Classification of Diseases, and WHO Drug Dictionary; these classifications enable structured data entry, retrieval, and analysis at different levels of precision and aggregation.

Drugs

Three drugs (insulin glargine, teriflunomide, and zolpidem) were selected for the study to cover different therapeutic areas and different lengths of use since market authorization. Data corresponding to these selected drugs (active substance and brand name) were extracted from the Detec’t database. The following drugs were therefore searched on the database: insulin glargine AND glargine AND Lantus; teriflunomide AND Aubagio; zolpidem AND Stilnox. Synonyms of the drug name and spelling mistakes were considered (ie, detail on misspelling). Misspellings were added by identifying most common errors and adding them as researched forms of the drug.

In order to carry out the analysis of disproportionate reporting, a background group of 327 drugs was randomly selected from the Detec’t database. This later included drugs that were randomly chosen from an exhaustive list of French drugs. The messages corresponding to these 327 drugs were selected from the same set of forums and time period; they went through the same analysis and encoding steps.

Signals of Disproportionate Reporting Detection Metrics and Definition

The disproportionality analysis of spontaneous reports (comparing the number of observed cases with that of expected cases) was used. The quantitative method in signal detection relies on the principle of disproportionality [7,13,14]. We used the Proportional Reporting Ratio (PRR), Reporting Odds Ratio (ROR), Reporting Fisher’s Exact Test (RFET), empirical Bayes geometric mean (EBGM), and the Information Component (IC). A total of 8 disproportionality definitions were considered for this study (Table 1).

Statistical Analysis

Descriptive Analysis

A description of messages for the overall period (cumulative from 2005 to 2015) and across time within the study period was provided—numbers of messages with the drug name, numbers of messages containing the concept of drug use or intake, medical concepts, and potential AEs.

Comparative Analysis

The comparison of SDRs detected from patients’ forums in France to SDRs detected in VigiBase were described using sensitivity (true positive rate)=a/N1, specificity (true negative rate)=d/N2, positive predictive value (PPV)=a/M1, negative predictive value (NPV)=d/M2, and accuracy (a+d)/N (Tables 2 and 3). The receiver operating characteristics (ROC) curve and the area under the curve (AUC) were considered to measure the overall performance of the test to discriminate between positive and negative SDRs. The ROC curve represented the true positive rate (sensitivity) plotted in function of the false positive rate (100-specificity) for different thresholds of the metric.

Table 1. Definition of disproportionate signals.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition of disproportionate signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical Bayes Geometric Mean (EBGM)</td>
<td>EBGMe2</td>
</tr>
<tr>
<td>Empirical Bayes Geometric Mean (EBGM)</td>
<td>EBGMe ≥ 4</td>
</tr>
<tr>
<td>Lower bound of the 95% CI of EBGM (EB05)</td>
<td>EB05e2</td>
</tr>
<tr>
<td>Proportional Reporting Ratio (PRR)</td>
<td>PRR ≥ 2, N ≥ 3, χ² ≥ 4</td>
</tr>
<tr>
<td>Lower bound of the 95% CI of PRR (PRR025)</td>
<td>PRR025e1</td>
</tr>
<tr>
<td>Lower bound of the 95% CI of the Reporting Odds Ratio (ROR025)</td>
<td>ROR025e1</td>
</tr>
<tr>
<td>Lower bound of the 95% CI of the Information Component (IC025)</td>
<td>IC025=0</td>
</tr>
<tr>
<td>Reporting Fisher’s Exact Test (RFET) P</td>
<td>RFET P ≤ 0.05</td>
</tr>
</tbody>
</table>
### Table 2. Signals: two-by-two contingency table for a combination of positive and negative signals from medical forums and VigiBase to measure performance.

<table>
<thead>
<tr>
<th>Signals from medical forums</th>
<th>Signals from VigiBase</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Positive</td>
<td>a (true positive)</td>
<td>b (false positive)</td>
</tr>
<tr>
<td>Negative</td>
<td>c (false negative)</td>
<td>d (true negative)</td>
</tr>
<tr>
<td>Total</td>
<td>N1</td>
<td>N2</td>
</tr>
</tbody>
</table>

### Table 3. Performance indicators.

<table>
<thead>
<tr>
<th>Performance indicators</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (true positive rate)</td>
<td>a/N1</td>
</tr>
<tr>
<td>Specificity (true negative rate)</td>
<td>d/N2</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>a/M1</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>d/M2</td>
</tr>
<tr>
<td>Accuracy</td>
<td>(a+d)/N</td>
</tr>
</tbody>
</table>

### Time Analysis
For SDRs identified in both data sources, we performed an analysis of time difference in months between the date of detection of SDRs from French patients’ forums and the date of detection of SDRs from VigiBase.

### Results

#### Descriptive Analysis
The data from 8 medical forums were considered for analysis and corresponded to messages published between January 1, 2005 and December 31, 2015, for insulin glargine and zolpidem and between April 1, 2014 and December 31 2015, for teriflunomide. For teriflunomide, this time restriction was because the product received its first marketing authorization application in September 2013 and was first launched in March 2014. Figure 2 shows the messages flowchart. The extraction was conducted for the identification of 102 messages for teriflunomide, 3326 messages for insulin glargine, and 4584 messages for zolpidem, which were relative to the drug intake. Among those, 61 messages for teriflunomide, 2335 messages for insulin glargine, and 3732 messages for zolpidem contained medical concepts. Among those, 41 messages for teriflunomide, 1799 messages for insulin glargine, and 2998 messages for zolpidem contained potential AEs. This resulted in 33 unique drug-event pairs for teriflunomide, 194 for insulin glargine, and 318 for zolpidem. The number of SDRs detected varied across the definition of disproportionate SDRs. For teriflunomide, insulin glargine and zolpidem, the number of SDRs varied from 4 to 12, 21 to 48, and 23 to 95, respectively. These SDRs were compared with the SDRs detected in VigiBase.

#### Comparative Analysis
Between 2005 and 2015, the medical forums data contained 545 drug-event pairs. Overall, 7618 pairs were identified in VigiBase, of which 422 drug-event pairs combinations overlapped with the forums data (Figure 3). The overlap considered an exact match with the event terminology. When restricting to pairs with at least 2 messages, the overlap was 275 drug-event pairs.

Among 545 drug-event pairs from the forums, only 123 were not identified in VigiBase; those 123 drug-event pairs corresponded each to only one message in the forums. The individual inspection showed that some PTs were not adequately specific. For example, some PTs identified in the forums were “weight,” but it was not possible to match them with the PT, such as “underweight” or “overweight” or “abnormal weight gain” or “weight abnormal,” which were identified in the drug-events pairs from VigiBase.

Among the overlap of 422 drug-event pairs, the specificity was high (87.5%-95.5%) depending on the SDR definition (Table 4). On the other hand, the sensitivity was low (29%-50.6%), indicating that an important proportion of SDRs from VigiBase was not identified in the forums. The PPV (51.2%-75.4%), NPV (68.5%-91.6%), and accuracy (68%-87.7%) were high.

Among 275 drug-event pairs (for which at least 2 reports or messages were considered; Table 5), the figures were slightly higher, improving the overall performance. The specificity varied between 86.9% and 93.4% and the sensitivity between 39.1% and 56.5%. The PPV (53.9%-76.6%), NPV (68.7%-91.5%), and accuracy (70.6%-86.2%) were high.

Whatever definition of disproportionate SDR used, the ROC curves and the AUC showed an overall good performance. AUC varied around 0.8. The highest AUC was shown with the EBGM metric (AUC=0.85; Figure 4).

#### Time Analysis
For SDRs detected both in VigiBase and patients’ forums, we calculated the time difference in months between the date of detection of positive SDRs from the French patients’ forums and the date of detection of these SDRs in VigiBase (Table 6).
Figure 2. Flowchart for the 3 drugs and the other 327 drugs (comparison group). AE: adverse events.
Figure 3. Time periods covered by VigiBase and the forums database and the number of drug-event pairs overlap, as well as pairs overlap with at least 2 messages (smallest circle).

Table 4. The sensitivity, specificity, positive predictive value, negative predictive value, and accuracy among 422 drug-event pairs.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Positive predictive value (%)</th>
<th>Negative predictive value (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EB05≥2</td>
<td>29.0</td>
<td>95.5</td>
<td>62.5</td>
<td>84.0</td>
<td>82.0</td>
</tr>
<tr>
<td>EBGM≥2</td>
<td>48.2</td>
<td>89.3</td>
<td>62.5</td>
<td>82.3</td>
<td>78.2</td>
</tr>
<tr>
<td>EBGM≥4</td>
<td>39.6</td>
<td>94.6</td>
<td>51.2</td>
<td>91.6</td>
<td>87.7</td>
</tr>
<tr>
<td>PRR≥2, N≥3, $\chi^2$≥4</td>
<td>31.9</td>
<td>94.0</td>
<td>67.9</td>
<td>77.9</td>
<td>76.5</td>
</tr>
<tr>
<td>Lower 95% CI of PRR≥1</td>
<td>37.3</td>
<td>87.5</td>
<td>64.1</td>
<td>70.0</td>
<td>68.7</td>
</tr>
<tr>
<td>Lower 95% CI of ROR≥1</td>
<td>37.0</td>
<td>87.9</td>
<td>66.3</td>
<td>68.5</td>
<td>68.0</td>
</tr>
<tr>
<td>IC025&gt;0</td>
<td>33.3</td>
<td>94.2</td>
<td>75.4</td>
<td>72.5</td>
<td>73.0</td>
</tr>
<tr>
<td>RFET*: $P$≤.05</td>
<td>50.6</td>
<td>86.1</td>
<td>68.1</td>
<td>74.8</td>
<td>73.0</td>
</tr>
</tbody>
</table>

*aEB05: Lower bound of the 90% CI of empirical Bayes geometric mean.
*bEBGM: empirical Bayes geometric mean.
*cPRR: Proportional Reporting Ratio.
*dIC025: Lower bound of the 95% CI of the information component.
*eRFET: Reporting Fisher’s Exact Test.
Table 5. The sensitivity, specificity, positive predictive value, negative predictive value, and accuracy among 275 drug-event pairs.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Positive predictive value (%)</th>
<th>Negative predictive value (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EB05≥2</td>
<td>39.1</td>
<td>93.4</td>
<td>64.1</td>
<td>83.5</td>
<td>80.7</td>
</tr>
<tr>
<td>EBGM≥2</td>
<td>49.4</td>
<td>88.5</td>
<td>65.1</td>
<td>80.2</td>
<td>76.7</td>
</tr>
<tr>
<td>EBGM≥4</td>
<td>51.2</td>
<td>92.3</td>
<td>53.9</td>
<td>91.5</td>
<td>86.2</td>
</tr>
<tr>
<td>PRR≥2, N≥3, $\chi^2$≥4</td>
<td>44.2</td>
<td>91.5</td>
<td>70.4</td>
<td>78.3</td>
<td>76.7</td>
</tr>
<tr>
<td>Lower 95% CI of PRR≥1</td>
<td>48.3</td>
<td>88.7</td>
<td>75.7</td>
<td>70.2</td>
<td>71.6</td>
</tr>
<tr>
<td>Lower 95% CI of ROR≥1</td>
<td>47.1</td>
<td>88.5</td>
<td>75.7</td>
<td>68.7</td>
<td>70.6</td>
</tr>
<tr>
<td>IC025&lt;1</td>
<td>45.8</td>
<td>91.1</td>
<td>76.6</td>
<td>72.5</td>
<td>73.5</td>
</tr>
<tr>
<td>RFET*: $P$≤.05</td>
<td>56.5</td>
<td>86.9</td>
<td>75.6</td>
<td>73.6</td>
<td>74.2</td>
</tr>
</tbody>
</table>

*a*EB05: Lower bound of the 90% CI of empirical Bayes geometric mean.

*b*EBGM: empirical Bayes geometric mean.

*c*PRR: Proportional Reporting Ratio.

*d*IC025: Lower bound of the 95% CI of the information component.

*e*RFET: Reporting Fisher’s Exact Test.

**Figure 4.** The receiver operating characteristics (ROC) curves and area under the curve applying empirical Bayes geometric mean (EBGM)≥4 in the VigiBase and EBGM in the forums.
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Depending on the definition of SDRs, up to 38% (12/32) of
common SDRs were detected earlier (up to 128 months earlier)
in the forums than in VigiBase. In addition, up to 13% (4/32)
detected at the same date but were available earlier in the
forums given the real-time availability of data on the Web. The
qualitative exploration of SDRs detected earlier in the forums
showed heterogeneity as some were related to serious medical
events and other to patients-related symptoms (ie, stress and
hunger).
Most signals that were detected earlier in VigiBase were linked
to serious medical events, which probably led to medical
consultation and, thus, to an AE reporting done through a health
care professional. In addition, most of those events were related
to the System Organ Class “nervous system disorders” and
“psychiatric disorders.”

Discussion
Principal Findings
This study aimed at assessing the consistency of SDRs detected
from patients’ forums in France over the last 11 years and the
ability to identify SDRs earlier than that in VigiBase.
The potential strength of Web-based data relies on their volume
and real-time availability, allowing early signal detection. This
pilot study showed a good performance and earlier detection of
SDRs in the French medical forums compared with SDRs
detected in traditional sources. In addition, these pilot results
indicate that using patients’ medical forums may be considered
as a complementary source of data to traditional sources,
allowing SDRs to be detected earlier and, thus, facilitating the
increased safety of patients.
We first compared SDRs (by considering several definitions of
disproportionate SDRs) detected in the forums data and the
WHO AEs reporting system (VigiBase). The comparison of positive and negative SDRs showed that whatever the definition
of disproportionate SDR, the sensitivity was low and the
specificity was very high. In addition, the PPV and NPV were
high. The overall performance was good, showing that data
from the medical forum may be a valuable source to be
considered for signal detection. In another study [8] using query
log data, results showed that the method had moderate sensitivity
and low specificity in detecting signals in Web query data
compared with reference signal detection algorithms in FAERS.
In another study [11] using Twitter and Facebook, the authors
suggested that broad-ranging statistical signal detection in
Twitter and Facebook, using currently available methods for
adverse event recognition, performs poorly and cannot be
recommended at the expense of other pharmacovigilance
activities; this indicates that results in terms of performance
might vary according to the Web data source used and the metric
used for SDRs.
Second, among SDRs from patients’ forums and VigiBase, we
calculated time differences in detection of SDRs to measure the
ability of forums data to detect earlier SDRs compared with
VigiBase. Up to 38% (12/32) of common SDRs could be
detected earlier when using the forums data, which is an
important finding. The qualitative exploratory analysis of the
SDRs detected earlier showed that events were related to serious
as well as patient-related symptoms. This finding is consistent
with recent studies [15] that addressed the question of earlier
detection of drug-related AEs in the social media compared
with FAERS. The findings highlighted some of the promises
of social media data sources for detecting early AE reports
patterns compared with conventional pharmacovigilance sources
and showed that social media AE reports helped predict the
occurrence of FAERS reports several months later for one of
the two drugs that were studied. In a study [16], the objective
was to examine whether specific product-AE pairs were reported
through social media before being reported to FAERS. In one
of the positive cases, the first report occurred in social media
prior to the SDR detection from FAERS. Authors concluded

Table 6. The time difference in months of signals detection dates (\( \Delta \text{time} \)) between patients’ forums and VigiBase.

<table>
<thead>
<tr>
<th>Definition</th>
<th>( \Delta \text{time} \leq 0 ), n (%)</th>
<th>( \Delta \text{time} = 0 ), n (%)</th>
<th>( \Delta \text{time} &gt; 0 ), n (%)</th>
<th>Total number of pairs, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRR ( \geq 2 ), N ( \geq 3 ), ( \chi^2 \geq 4 )</td>
<td>15 (25.4)</td>
<td>3 (5.1)</td>
<td>41 (69.5)</td>
<td>59 (100)</td>
</tr>
<tr>
<td>EB05 ( \geq 2 )</td>
<td>10 (32.3)</td>
<td>3 (9.7)</td>
<td>18 (58.1)</td>
<td>31 (100)</td>
</tr>
<tr>
<td>EBGM ( \geq 2 )</td>
<td>22 (26.5)</td>
<td>4 (4.8)</td>
<td>57 (68.7)</td>
<td>83 (100)</td>
</tr>
<tr>
<td>EBGM ( \geq 4 )</td>
<td>12 (37.5)</td>
<td>4 (12.5)</td>
<td>16 (50)</td>
<td>32 (100)</td>
</tr>
<tr>
<td>IC025 ( &gt; 0 )</td>
<td>13 (21.3)</td>
<td>3 (4.9)</td>
<td>45 (73.8)</td>
<td>61 (100)</td>
</tr>
<tr>
<td>Lower 95% CI of PRR ( \geq 1 )</td>
<td>29 (32.6)</td>
<td>5 (5.6)</td>
<td>55 (61.8)</td>
<td>89 (100)</td>
</tr>
<tr>
<td>Lower 95% CI of ROR ( \geq 1 )</td>
<td>29 (32.2)</td>
<td>5 (5.6)</td>
<td>56 (62.2)</td>
<td>90 (100)</td>
</tr>
<tr>
<td>RFET, ( P \leq 0.05 )</td>
<td>34 (30.6)</td>
<td>7 (6.3)</td>
<td>70 (63.1)</td>
<td>111 (100)</td>
</tr>
</tbody>
</table>

\( a \Delta \text{time}: \) detection date in patients’ forums—detection date in VigiBase.
\( b \) PRR: Proportional Reporting Ratio
\( c \) EB05: Lower bound of the 90% CI of empirical Bayes geometric mean.
\( d \) EBGM: empirical Bayes geometric mean.
\( e \) IC025: Lower bound of the 95% CI of the information component.
\( f \) RFET, Reporting Fisher’s Exact Test.
that an efficient semiautomated approach to social media monitoring might provide earlier insights into certain AEs.

**Strengths and Limitations**

One of the strengths of this study was the quality of preprocessing and processing of the data extracted from the forums. Messages that were used for Web-signal detection in this study were not only containing the drug but also a medical event (cooccurrence) as this is done in other studies [17]. Several cleansing and validation steps were performed to ensure that the identified messages were related to an internet user who used the concept of use or intake of the drug and with potential AE.

This study has several limitations. First, the results only apply to 3 drugs and for the French medical forums. Thus, results are not generalizable to all drugs and at a worldwide scale. However, we do not have a strong hypothesis to believe that the use of Web-based medical forums and interactions of French internet users would be different in other developed countries. Thus, further studies focusing on worldwide patients’ forums should be envisaged. Second, automatics algorithms have their limitations. The management of Web-based data needs continuous updates on modeling and data processing to ensure high quality and accuracy of the information retrieved. Although the data were processed, it is still possible that some drug names or medical concepts could be missed, that some AEs may be confused with drugs indications, or questions from Web users about AEs they have not experienced, or descriptions of symptoms that are not adverse reactions to drugs. Third, Web-based data rely on patients’ perspective and declaration but not on a true medical diagnosis. Web-based data are sensitive to increase in the media coverage, resulting in increased searches or posts and are prone to changes in people’s search or communication behavior. Finally, VigiBase is not a true gold standard, as it has its own limitations (such as lack of denominator and underreporting). VigiBase, however, has been used as a standard for signal detection by regulators and pharmaceutical companies, and our study showed that patients’ forum could be used as a complementary data source to detect SDR earlier. Although the choice of the reference data remains challenging [18], further studies using a refined gold standard, such as drug-event pairs shown in the labels, should be considered.

**Conclusions**

This study shows a good performance and earlier detection of SDRs detected in patients’ medical forums compared with SDRs detected in traditional sources. Those SDRs relate to serious medical events as well as subjective patients-related symptoms (eg, stress and hunger). These results indicate that using patients’ medical forums may be considered as a complementary source of data to traditional sources, allowing SDRs to be detected earlier and, thus, ensuring the increased safety of patients. Further enhancements are needed to investigate the reliability and validation of patients’ medical forums worldwide, the extension of this analysis to all possible drugs or at least to a wider selection of drugs, as well as to further assess performance against established signals.

**Acknowledgments**

This research was fully funded by Sanofi.

**Conflicts of Interest**

MLK, JP, STL, SL, and JJ are all employees of Sanofi, and this work was conducted as part of their employment. LZ also contributed to this paper as a former employee of Sanofi. SS and NT are employed by Kappa Santé and provided the data through funding from Sanofi. CF is employed by Kap Code, a Kappa Santé start-up that owns Detec’t. RA also contributed to this paper as a former employee of Kap Code.

**Multimedia Appendix 1**

List of medical forums included in the study.

[PDF File (Adobe PDF File), 21KB - jmir_v20i11e10466_app1.pdf ]

**References**


Abbreviations

AE: adverse event  
AERS: Adverse Events Reporting System  
AUC: area under the curve  
EBGM: empirical Bayes geometric mean  
FAERS: Food and Drug Administration Adverse Event Reporting System  
IC: information component  
ICSR: individual case safety reports  
LLT: lower-level terms  
NOS: Not Otherwise Specified  
NPV: negative predictive value  
PPV: positive predictive value  
PRR: proportional reporting ratio  
PT: preferred terms  
RFET: Reporting Fisher’s Exact Test  
ROC: receiver operating characteristics  
ROR: reporting odds ratio  
SDR: signals of disproportionate reporting
WHO: World Health Organization
MedDRA: Medical Dictionary for Regulatory Activities

Edited by G Eysenbach; submitted 23.03.18; peer-reviewed by C Freifeld, M Gilbert; comments to author 25.04.18; revised version received 29.06.18; accepted 29.06.18; published 20.11.18.

Please cite as:
Web-Based Signal Detection Using Medical Forums Data in France: Comparative Analysis
J Med Internet Res 2018;20(11):e10466
URL: http://www.jmir.org/2018/11/e10466/
doi:10.2196/10466
PMID:30459145

©Marie-Laure Kürzinger, Stéphane Schück, Nathalie Texier, Redhouane Abdellaoui, Carole Faviez, Julie Pouget, Ling Zhang, Stéphanie Tcherny-Lessenot, Stephen Lin, Juhaeri Juhaeri. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 20.11.2018. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Clinicians’ Selection Criteria for Video Visits in Outpatient Care: Qualitative Study

Linda Sturesson1*, MA; Kristina Groth2,3*, MSc, PhD

1Department of Learning, Informatics, Management and Ethics, Karolinska Institutet, Stockholm, Sweden
2Centre for Innovation, Karolinska University Hospital, Stockholm, Sweden
3Department of Clinical Science, Intervention and Technology, Karolinska Institutet, Stockholm, Sweden
*all authors contributed equally

Corresponding Author:
Kristina Groth, MSc, PhD
Centre for Innovation
Karolinska University Hospital
C1:77 Huddinge
Stockholm,
Sweden
Phone: 46 700856664
Email: kristina.groth@sll.se

Abstract

Background: Video visits with patients were introduced into outpatient care at a hospital in Sweden. New behaviors and tasks emerged due to changes in roles, work processes, and responsibilities. This study investigates the effects of the digital transformation—in this case, how video visits in outpatient care change work processes and introduce new tasks—to further improve the concept of video visits. The overarching goal was to increase the value of these visits, with a focus on the value of conducting the treatment for the patient.

Objective: Through the real-time, social interactional features of preparing for and conducting video visits with patients with obesity, this study examines which patients the clinicians considered suitable for video visits and why. The aim was to identify the criteria used by clinicians when selecting patients for video visits to understand what criteria the clinicians used as the grounds for their selection.

Methods: Qualitative methods were used, including 13 observations of video visits at 2 different clinics and 14 follow-up interviews with clinicians. Transcripts of interviews and field notes were thematically analyzed, discussed, and synthesized into themes.

Results: From the interviews, 20 different arguments for selecting a specific patient for video visits were identified. Analyzing interviews and field notes also revealed unexpressed arguments that played a part in the selection process. The unexpressed arguments, as well as the implicit reasons, for why a patient was given the option of video visits can be understood as the selection criteria for helping clinicians in their decision about whether to offer video visits or not. The criteria identified in the collected data were divided into 3 themes: practicalities, patient ability, and meeting content.

Conclusions: Not all patients with obesity undergoing treatment programs should be offered video visits. Patients’ new responsibilities could influence the content of the meeting and the progress of the treatment program. The selection criteria developed and used by the clinicians could be a tool for finding a balance between what the patient wants and what the clinician thinks the patient can manage and achieving good results in the treatment program. The criteria could also reduce the number and severity of disturbances and limitations during the meeting and could be used to communicate the requirements they represent to the patient. Some of the criteria are based on facts, whereas others are subjective. A method for how and when to involve the patient in the selection process is recommended as it may strengthen the patient’s sense of responsibility and the relationship with the clinician.


KEYWORDS
outpatient care; selection criteria; telemedicine; telehealth; ethnography
Introduction

Telemedicine solutions can be beneficial for different stakeholders at different levels and from different perspectives [1-3]. Through telemedicine, access to health care for all can be possible as the participants are not bound to a specific place, and care can be provided for patients who struggle to physically visit health care premises, for example, because they live far away or are not strong enough to travel. Hence, there is an expectation that digital communication will, to some extent, be more inclusive; for example, marginalized groups may gain benefits [4].

One telemedicine solution is video-mediated meetings or consultations (hereafter called video visits) between patients (including relatives) and clinicians, which introduce a new way of conducting such meetings. Video visits can be as effective as face-to-face interventions [3], and they appear to be safe and convenient in outpatient care, but there are complex challenges related to their adoption by clinicians [5]. Implementing telemedicine changes how work is organized in terms of roles, tasks, and processes [5], which in turn changes the power relationships between participants and their expectations of each other [6-9]. Video visits imply that technology is used for mediating the meeting, that there is a geographical separation between the clinician and the patient [10,11] and that a nonclinical space (the patient’s) is added to the meeting [10,12]. During a video visit, the place chosen by the patient might influence the complex communication between the clinician and patient [12,13]. Introducing a nonclinical setting may affect those involved, the consultation, and the outcome of the meeting for example, because a health care environment manifests social orders [7] and facilitates the maintenance of professional and patient roles. In addition, limitations and disturbances may occur due to the technology, the patient’s surroundings, or the procedures deployed when conducting video visits. These are all aspects that might affect the behaviors of the patient and clinician, how the video visit is conducted, and its outcome [12].

Aspects that may positively influence the outcome of video visits have been identified; for example, there is an established relationship and trust between the clinician and patient, there is a need for frequent contact, and those involved in the video visit need to have the necessary technical skills [5]. Other aspects that can influence whether or not a patient is considered suitable for telemedicine solutions are, for example, the patient’s preferences and circumstances and system capacity [13], as well as how the technology may affect the patient’s health condition [5]. It is recommended that patients living a long distance from the health care premises are offered telemedicine solutions, and physicians are recommended to begin with less complex cases [13]. The selection of patients for video visits may hence be determined by various criteria such as the complexity of the meeting, the patient’s preferences and distance from the clinic, the clinician’s experience with the technology, and so forth [2]. It is known that the physical clinical environment affects patient satisfaction, attitudes, and work performances [14], which implies that selecting patients for video visits needs careful consideration. Some patients may not be considered suitable for video visits [5,13], and this introduces the new task of choosing whether a patient is suitable when implementing video visits [5]. But how do clinicians choose patients for video visits? It has been reported that patients are more positive about tele-homecare (which, as well as video visits, also includes daily monitoring of data) than clinicians, and their perceptions of such care may differ from that of clinicians [15]. Even though tele-homecare includes daily monitoring of tasks, the perception of a video visit may also differ between patients and clinicians. The perception may also be influenced by the type of care and issues addressed during the video visit. In this study, we explored the specific task of selecting patients for video visits as part of a treatment program in outpatient care at a university hospital in Sweden. Video visits were not offered through spontaneous meetings initiated by the patients [5].

The aim of this study was to identify the criteria used by clinicians when selecting patients for video visits, by exploring which patients the clinicians considered suitable for video visits and why. The study was part of a broader investigation including how video visits in outpatient care change work processes and introduce new tasks, with the overarching goal of increasing the value of these visits by making further improvements to the concept. The value may differ between stakeholders, and our focus was on the treatment of the patient—not only on the value of benefits to the patient but also for the hospital and society. The value can be measured by the progress of the treatment.

Methods

Overview

The study was qualitative and exploratory in its approach. Interviews with clinicians and observations of video visits were conducted to generate data. The focus was on the situatedness in the use of video visits and the situated actions when clinicians conducted such visits [16]. In addition, both formal and informal settings in everyday work and ad hoc individual conversations related to video visits were observed and analyzed to understand the phenomenon of video visits and their role in a wider context.

Our analysis resulted in 2 overarching categories: the criteria used by clinicians when selecting patients for video visits and disturbances and limitations. The first category is presented in this paper, and the second has been addressed in another paper [12]. As the 2 categories result from the same research study, the same methods and materials were used.

Approach to the Research Area

Theoretical perspectives in symbolic interactionism provided a source of inspiration and a starting point, providing frameworks suitable for analyzing social reality and understanding human behavior and human feelings. Social interaction can be influenced by moods, weather, locations, and environments [17]. The individual defines the situation both consciously and unconsciously, and human behavior is seen in relation to the whole context [17]. Both diversity and commonalities are sought with an open mind, with attention being given “to what falls out of view or falls between the cracks” [18].

In our study, the video visits were part of a treatment program that included several consecutive meetings. The consultation is
a social interaction that involves a clinician, a patient and often a relative, in which at least 1 of them has a predetermined goal for the meeting. What happens between those involved can be understood as social acting and, more specifically, as an instrumental or planned action [16]. For example, a clinician may have the goal of learning about the patient’s behavior since the last meeting, progress, side effects, etc. To achieve this goal, the clinician will prepare by reading the patient’s medical record and making notes on what to achieve during the consultation. However, each consultation session is a link in a longer treatment chain—a path along which each situation affects the outcome of each session [16].

Clinicians develop skills based on physical consultations, and face-to-face visits become the norm for clinical meetings [9]. The clinicians’ frame of reference is thus the traditional physical meeting or a follow-up by phone. When introducing video visits, clinicians are therefore likely to compare them with traditional clinical meetings. In our study, we explored video visits by gathering examples of the clinicians selecting patients for such visits, the reasons behind their choices, and how they shared their experiences and discussed their choices.

Ethical Approval and Consent
Ethical approval for the study was given by the Regional Ethical Review Board in Stockholm before data gathering (reference number: 2016/1027-31). The clinicians obtained written informed consent for participation and for publication (including information about participation, anonymity, the purpose and objectives of the study, and the responsible researcher) from patients, relatives, and guardians. Participants were offered video visits instead of physical meetings. The consent form was either sent by email or given by hand to the patient and, if applicable, to relatives. The clinicians signed a written consent for participation following review by the researcher.

Context
A total of 2 patient flows were involved in this study, named Clinic A and Clinic B. Both clinics treated patients with obesity. The clinics had congruent goals, agendas, and philosophies for their treatment. The content of care was mainly based on a humanistic perspective of health and disease, with a lesser focus on biomedical data such as weight and body composition. However, these variables were still used as treatment outcome assessments. Video visits at the clinics were part of a treatment program that included several consecutive meetings aimed at helping patients to implement lifestyle changes successfully. Clinicians supported patients in their efforts to achieve behavioral and lifestyle changes. Between visits, patients were asked to work actively on these changes by themselves. Both clinics shared the same view about using video visits as complements to face-to-face visits and for follow-ups. The staff consisted of doctors, nurses, psychologists, nutritionists, occupational therapists, and physiotherapists. Clinicians at Clinic B also had competence in cognitive behavioral therapy. Differences between the clinics are described in Table 1.

Technology and Devices
The concept used for video visits was developed for less complex meetings in outpatient care. The technology included an ordinary videoconferencing tool with encrypted communication, capable of producing adequate quality for seeing and hearing each other and for sharing documents. The technology could not be used to connect sensors used for monitoring parameters, and the quality of the video was not high enough to provide details of problems such as skin issues. A complex video visit, such as when a neurologist needs to see small detailed movements during care for patients with Parkinson disease or to demonstrate exercises to a patient [19], may require equipment of higher quality as well as additional space in front of the video camera for specific exercises.

The patient or relative typically used his or her own device such as a computer, mobile phone, or tablet with a webcam, speaker, internet connection, and Web browser or the videoconferencing app.

Respondents and Recruitment
In preparation for the study, 2 clinics were selected to participate. They were identified from the second author’s work with introducing video visits in outpatient care settings at the hospital. One clinic was selected because it had successfully adopted the concept of video visits earlier in the year, and the other was selected because it had shown interest and carried out test video visits but had not yet started. Moreover, 2 clinicians from the first clinic, who were already conducting video visits, and 6 clinicians from the second clinic who wanted to start video visits, agreed to participate in the study.

At both clinics, the staff selected patients or relatives for video visits. Video visits were only offered to patients who were physically present at the clinic at the beginning of their treatment. The clinicians offered video visits to the selected patients either during a physical meeting or through a telephone contact. The patients had the opportunity to accept or decline video visits. During the study period, there were patients who declined. The clinicians who conducted the video visits had previously met face-to-face with the patients.

If patients accepted a video visit, the clinicians asked them if they wanted to participate in the research study. The question was asked to the patient and, if applicable, to the relative during a face-to-face meeting, phone call, or previous video visit (at Clinic B, where video visits were being used before the research study started). The staff, patients, and any guardian provided written informed consent to participate in the research.

Data Collection
The data collection, conducted by the first author, consisted of a total of 13 observations and 14 interviews; see Table 2 for more details. In all, 6 clinicians conducted 2 video visits each and were, therefore, observed and interviewed twice. However, 1 of the interviews was conducted without an observation (see below), resulting in a total of 13 observations and 14 interviews.

Each observation started before the actual video visit and included the time for the clinician’s immediate preparation. The researcher was located in the same room as the clinician and was visually and verbally presented to the patient and relative at the beginning of the video visit, giving each patient a chance to withdraw his or her consent. During the video visit, the
researcher observed the meeting from a position out of sight of the webcam, that is, the patient and relative could not see the researcher. The observations were partly exploratory and partly structured. Some aspects such as start and end time, patient’s location, and number of participants were predetermined and noted in the observation protocol. These were combined with field diaries that contained the exploratory observation notes. The observations were not recorded, photographed, or filmed.

The interviews were in-depth, contextual, and semistructured and were conducted with the clinicians after, and in addition to, each video visit. Of the 14 interviews, 13 were conducted face-to-face and one through phone. Furthermore, 1 of the interviews occurred without an observation, as the patient withdrew consent to participate in the study as the observation was about to start. The interview was still conducted after the video visit. The interviews were recorded and transcribed verbatim.

In addition, the first author attended formal encounters (eg, treatment conferences with clinicians) as a passive observer and participated in informal gatherings (eg, lunches and other breaks), taking field notes to capture the clinical discourse and clinicians’ perceptions and thoughts about video visits, without interfering in the discussions taking place. All data were gathered during a contiguous period of 3 months during 2016.

**Analysis**

The analysis process follows a qualitative approach [20] in which the transcripts of interviews and field notes were read through several times to achieve a familiarization with the content. During the reading, themes were identified and noted in a blank document. Corresponding transcripts and field notes were read iteratively to gain a full picture of the collected data and then a conceptual framework was created. After this initial process, the transcripts of interviews and field notes were analyzed thematically [21]. The data were then read through again and coded to match the themes in the developed conceptual framework.

Spreadsheets were used to organize and sort the data. To find and keep track of patterns in the material, themes were separated into different rows in the spreadsheet, and each interview and the corresponding observations were sorted into different columns. Pieces of the text were sorted to the appropriate cells. The principle of spreadsheets was also used to analyze and find patterns in the quantitative data. The data, themes, and sorting were continuously discussed throughout the analysis.

The themes were synthesized into 2 overarching categories: “Selecting patients for video visits” and “Disturbances and limitations.” From the analysis, it became clear that selecting patients had added a new task for clinicians, and video meetings had introduced disturbances and limitations related to both the technology and the surroundings. This paper focuses on the first category “Selecting patients for video visits” and the criteria the clinicians used in the selection process. The themes sorted under the category “Selecting patients for video visits” were issues of the patient’s ability, practical matters, and the meeting content. Each theme represents a number of criteria.

In the Results section, quotes are used to illustrate situations in which selection considerations were made. The quotes chosen represent situations that occurred once or several times, illustrating an effect of something that may occur in other situations. When illustrating a situation related to the criteria with excerpts from the data, we use the notation Clinic X, Int_Y, or Obs_Y, where Int stands for interview and Obs for observation. The interview that followed an observation of a video visit was given the same number as the observation, that is, the number of the video visit.

| Table 1. Comparison of patient population, implementation stages, and settings of Clinic A and Clinic B. |
|-----------------------------------------------|-----------------------------------------------|
| **Aspect of the setting**                      | **Clinic A**                                   | **Clinic B**                                   |
| Patient population                             | Children and adolescents with obesity (aged 2-18 years). | Adults with obesity (aged >18 years).          |
| Responsible for and involved in the treatment  | Relatives were responsible for treatment and provided an important role in its implementation. Relatives of young children visited the clinic together with the child. Follow-ups and reconciliations were made by phone with relatives of young children and not with the child. Teenage patients were assessed by the clinicians to decide whether they were mature enough to take responsibility for their own treatment. If so, the relative usually did not participate in follow-ups. | Patients were responsible for their own treatment. Relatives were not present during meetings. |
| Stages of implementation of video visits       | Video visits began when the research study started. | 6-month history of carrying out video visits.   |
| Setting for video visits                       | One room was used for video visits. The room was equipped with a computer, camera, and headset. Clinicians booked the room before the video visits. | The clinicians each used their own room, with their computer equipped with camera and headset. |
Results

Overview

When clinics introduced video visits, we found that a new work task emerged while preparing for these visits, because the clinicians selected patients for video visits instead of offering them to everyone. The clinicians said in the interviews that they used different arguments for including or excluding patients for video visits. In addition, implicit reasons for inclusion or exclusion were identified in the observations. These reasons were based on the clinicians’ thoughts and assumptions regarding a patient’s condition and needs and on the content the clinician had planned or expected for the meeting. These arguments and implicit reasons can be understood as selection criteria for helping clinicians in their decision about whether or not to offer video visits to a patient. The selection was usually conducted individually by the clinicians, but sometimes they discussed different criteria and specific patients in advance with colleagues. Such discussions were both formal (during treatment conferences) and informal (chatting during breaks).

We identified 20 selection criteria, summarized in Table 3, that were either expressed in interviews, identified during observations, or both. Often several criteria interacted with each other. We divided the identified criteria into 3 themes: practicalities, patient ability, and meeting content. Each criterion is described, without any preferred order, under its respective theme. Due to the small number of respondents, we have not been able to evaluate the degree to which each criterion is relevant. This may also be dependent on the individual patient, on the diagnosis, or on the type of care.

Practicalities

The criteria regarding practicalities are about the essential conditions that need to be fulfilled to achieve video visits. They are also related to clinicians’ desire to provide a good service for their patients. For example, for patients who find it cumbersome traveling to the hospital, video visits can facilitate the start or continuation of a treatment program. The criteria regarding practicalities were used by the clinicians to make an assessment from 2 perspectives: conditions and facilitating the treatment.

From the conditions perspective (1), 3 criteria needed to be fulfilled:

a. the patient is positive about video visits
b. the patient has access to the necessary technology
c. the patient has had previous face-to-face meetings at the clinic

All 3 criteria are fairly easy to assess, as there can only be 2 answers: yes or no (eg, the patient either has the required technology or not). In 1 case, the family did not have access to a camera (1b), but they were so positive about video visits (1a) that they borrowed a tablet from a relative (Clinic A, Int_5). Furthermore, 1 clinician expressed this by saying:

_They must be positive and have the right conditions for using the technology._ [Clinic B, Int_11]

It is important to bear in mind that having access to the technology does not imply being able to handle it (see 4d below). Regarding the technology, the clinicians need to have access to the requirements and be updated on any future changes. The third criterion (1c) is seen as a condition for being able to establish a relationship with the patient (5a), as shown below.

From the perspective of facilitating the treatment (2), 5 criteria were used to include patients for video visits. These criteria were used for patients:

a. living far away from the clinic
b. with economic issues that made it difficult to fulfill the care
c. with other illnesses or disabilities that could be affected by physical visits
d. with family, work, or school-related issues that complicated physical visits
e. with lack of time due to school, work, or medical status

These 5 criteria could be answered with either “yes” or “no” and were thus easy to assess. However, what was considered a long distance to the clinic was a subjective assessment made by the clinician. The most commonly expressed reason for why a patient (or relative) was offered a video visit was related to having a long distance to travel to the hospital (2a). The clinicians discussed how long a time it would take for the patient and relative to get to the clinic, or where the patient lived. An hour or more of traveling time 1 way for the patient was not uncommon. The distance was sometimes also connected to lack of time (2e), for example, patients not wanting to be away from school. A long distance to the hospital (2a) could also affect how positive the patient is to video visits (1a):

_...for this family, with a long distance [to the hospital] and several other contacts with health care, the mother has been very positive about meeting in this way instead [through video visits]._ [Clinic A, Int_1]

Some clinicians also mentioned stigma and how the patient might suffer from leaving school for obesity treatment (2d). Leaving a lesson for a video visit was described as being less stigmatizing than leaving school for half a day to travel to the clinic.

Table 2. Number of observations and interviews conducted at Clinic A and Clinic B with clinicians, patient, relatives, or both patient and relatives.

<table>
<thead>
<tr>
<th>Method</th>
<th>Total, n</th>
<th>Clinic A, n</th>
<th>Clinic B, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Clinician</td>
<td>Patient</td>
</tr>
<tr>
<td>Observation</td>
<td>13</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Interview</td>
<td>14</td>
<td>10</td>
<td>6</td>
</tr>
</tbody>
</table>

*aDashes indicate patients or relatives were not interviewed.*
One patient at Clinic B was considered to “really benefit from the video visits,” because he had physical difficulties getting to the clinic and had a weak immune system (2c), thus making him:

...very susceptible to infection [...] I think it’s a good service for such a patient, to save some of his energy and force. [Clinic B, Int_13]

Clinicians hence offered video visits if there were practical issues making it difficult for the patient to travel to the hospital but also because the clinician wanted to protect the patient from uncomfortable situations. These criteria can be seen as fairly easy to assess. The patient’s fulfillment of some criteria in this theme may change over time. For example, patients might change their minds about video visits, get the right equipment, or move.

**Patient Ability**

The criteria regarding the patient’s ability were used by the clinicians to make an assessment from 3 perspectives: the patient’s well-being, mindset, and relationship with the clinician. From the well-being perspective (3), the following criteria were used:

a. the patient is stable in weight
b. the patient is mentally stable
c. the patient does not have multiple diagnoses

**Table 3.** A summary of the 20 criteria divided into 3 themes.

<table>
<thead>
<tr>
<th>Theme, perspective, and code</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Practicalities</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Conditions</strong></td>
<td></td>
</tr>
<tr>
<td>1a</td>
<td>The patient is positive about video visits</td>
</tr>
<tr>
<td>1b</td>
<td>The patient has access to the necessary technology</td>
</tr>
<tr>
<td>1c</td>
<td>The patient has had previous face-to-face meetings at the clinic</td>
</tr>
<tr>
<td><strong>Facilitating treatment</strong></td>
<td></td>
</tr>
<tr>
<td>2a</td>
<td>For patients living far away from the clinic</td>
</tr>
<tr>
<td>2b</td>
<td>For patients with economic issues making it difficult to fulfill the care</td>
</tr>
<tr>
<td>2c</td>
<td>For patients with other illnesses or disabilities that could be affected by physical visits</td>
</tr>
<tr>
<td>2d</td>
<td>For patients with family, work, or school-related issues that complicated physical visits</td>
</tr>
<tr>
<td>2e</td>
<td>For patients with a lack of time due to school, work, or medical status</td>
</tr>
<tr>
<td><strong>Patient ability</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Well-being</strong></td>
<td></td>
</tr>
<tr>
<td>3a</td>
<td>The patient is stable in weight</td>
</tr>
<tr>
<td>3b</td>
<td>The patient is mentally well</td>
</tr>
<tr>
<td>3c</td>
<td>The patient does not have multiple diagnoses</td>
</tr>
<tr>
<td><strong>Mindset</strong></td>
<td></td>
</tr>
<tr>
<td>4a</td>
<td>The patient can take responsibility</td>
</tr>
<tr>
<td>4b</td>
<td>The patient has an understanding of the disease</td>
</tr>
<tr>
<td>4c</td>
<td>The patient can understand instructions about how to use the technology</td>
</tr>
<tr>
<td>4d</td>
<td>The patient is able to handle the technology</td>
</tr>
<tr>
<td><strong>Relationship</strong></td>
<td></td>
</tr>
<tr>
<td>5a</td>
<td>The clinician has an established relationship with the patient</td>
</tr>
<tr>
<td><strong>Meeting content</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Enablers</strong></td>
<td></td>
</tr>
<tr>
<td>6a</td>
<td>An expressed need, from patient or relative, for more frequent contact or encouragement</td>
</tr>
<tr>
<td>6b</td>
<td>An identified need, from clinicians, for more frequent contact, more encouragement or feedback to achieve a better treatment outcome</td>
</tr>
<tr>
<td>6c</td>
<td>Video communication adds something in comparison to other communication media</td>
</tr>
<tr>
<td>6d</td>
<td>Video communication does not include sensitive issues</td>
</tr>
</tbody>
</table>
Criteria 3a and 3c are easy to assess as there can only be 2 answers, “yes” or “no.” Criterion 3b is more difficult to determine because if not diagnosed, it requires a subjective assessment by the clinician. For example, 1 reason given for not offering video visits to a patient who is mentally unstable was the uncertainty about what to do if the patient began to cry. The clinician wanted to have the opportunity to comfort the patient if they cried by giving them a handkerchief, a glass of water, or a pat on the shoulder.

Patients who were considered less suited for video visits were those with multiple diagnoses (3c):

*In those cases where I feel no, it might not be relevant [with video visits] sometimes it depends on multiple diagnoses, how it will work out with the communication and instructions, and so on.* [Clinic A, Int_5]

This example also addresses criterion 4c below.

From the mindset perspective (4), the following criteria were used:

a. the patient can take responsibility
b. the patient has an understanding of the disease
c. the patient can understand instructions about how to use the technology
d. the patient is able to handle the technology

These criteria might be difficult to assess as they are subjective and depend on how well the clinician knows the patient. The assessment is therefore, to a large extent, grounded in the established relationship between patient and clinician and in the effects and progress of the treatment program. If the patient is fairly new to the clinician, and if there are other criteria that make the patient eligible for video visits, the trust in the patient’s ability to take responsibility (4a) needs to be established through other means, for example, first impressions when talking to the patient (1c).

To be included for video visits, the patients needed to be able to take responsibility for choosing a suitable location for the video visit and having their weight taken in advance. In other words, new tasks were introduced for the patients. Weight is an important parameter for the clinician to assess the treatment of the patient. For patients at Clinic A, 1 condition for being offered video visits was that the school nurse could take the weight and send the figures to the clinic, where it could be written into the medical journal. In 1 of our observations, the clinician asked and explained to the patient:

*Did you take your weight with the school nurse […]? It’s a requirement for video visits, that you go there, but the nurse cannot chase you.* [Clinic A, Obs_2]

For this specific patient, the video visits in combination with physical meetings were important to maintain the treatment; see criterion 6b below. In another example, from Clinic B, 1 of the clinicians reasoned around the patients’ ability to take responsibility (4a) based on personality, and the patients’ understanding of the disease (4b):

*The patient is one of those who you cannot only have the video visit with […], because I don’t know how the treatment would turn out. However, there are of course some others […] who have the opposite personality, who are super organized and super skilled in that way, if a specific patient had had a somewhat fairly reliable scale at home, [the patient] would not have had to come here to be weighed.* [Clinic B, Int_12]

Uncertainty related to criterion 4a about responsibility was expressed during a lunch break when clinicians at Clinic A discussed what to do if a patient suddenly turned off the video and left the video meeting due to being upset.

From the relationship perspective (5), 1 criterion was used:

a. the clinician has an established relationship with the patient

This criterion is subjective and depends on how well the clinician knows the patient (1c). Knowing about the patient’s ability to take responsibility (4a) implies that the clinician must have a well-functioning collaboration and an established relationship (5a) with the patient:

*Those who I have been thinking about to offer video visits, are those I know well and who have been here for quite some time. I do not think a video visit is just as useful for new visits, when you may have only met the patient a few times. I think you must have developed some kind of treatment alliance and relationship and have explained the growth curves. It’s a feeling I get, and those I’ve chosen, these I know and feel that we have a relationship. We have some kind of treatment alliance. I think that it’s difficult to build a treatment alliance via video visit, and the treatment alliance is the foundation of our treatment.* [Clinic A, Int_1]

Using video visits with new patients was seen as less suitable because the relationship between the patient and clinician had not yet been established. In all cases but 1, the clinician had met the patient (or relative) face-to-face before the video visit (1c). In the 1 case where the clinician had not met the patient, the patient had previously met with another clinician at the clinic. It was stated that the relationship between a clinician and patient is established (5a) during physical meetings. Maintenance of a well-established relationship, however, was not considered to need close physical proximity, and video visits were therefore considered an option only when the clinician and the patient had already established a relationship.

Criteria about the patient’s ability can be summarized as follows: the patient having a personality suited for video visits, he or she is able to take responsibility, and there is an established relationship between the clinician and patient. Most of these criteria may change over time, for example, criterion 5a, as the relationship between clinician and patient can develop over time. Thus, this indicates that the assessment of who is considered suitable for video visits (or not) is dynamic over time.

**Meeting Content**

Criteria about the content of the meeting or the treatment plan concern aspects that can affect the outcome of the meeting or
the treatment in the longer run. They were used by the clinicians to make an assessment from 1 perspective: being an enabler for the treatment program.

From the enabler perspective (6), the following criteria were used:

a. an expressed need, from patient or relative, for more frequent contact or encouragement
b. an identified need, from clinicians, for more frequent contact, more encouragement or feedback to achieve a better treatment outcome
c. video communication adds something in comparison to other communication media
d. video communication does not include sensitive issues

These criteria could be seen as driving forces for using video visits or enablers of the meeting content. Criteria 6a and 6b can be identified by the patient, relative, or clinician, by needs that may grow over time, during conversations and as the relationship develops. In the following example, the clinician identified a need for more frequent contact (6b) and suggested video visits to the patient, who then expressed the same need (6a):

I suggested [video visits] pretty quickly and directly they were very positive about this and they were also quite clear that, yes, we would like to have a little more frequent contact and pep talk. [Clinic A, Int_5]

The possibility of offering more frequent contact, for example, by dividing a 1-hour meeting into 4 15-min meetings, is only practically possible through long-distance communication.

In contrast to the first 2 criteria, criterion 6c may rather be something that is triggered by a need while planning for the meeting. In the following example from our data, a planned face-to-face meeting was considered to benefit from being rescheduled into a video visit (6c):

...one of the clinicians first thought of just calling the relative, but instead chose to offer a video visit when she realized that she could show the growth curve in order to calm the relative, showing that the patient was doing fine. [Clinic A, Int_10]

Another example is when a clinician expressed the difference between using video and a phone (6c):

When the patients are younger it feels important to engage the parents, and video visits provide the ability to involve more people in the conversation compared to phone conversations. [Clinic A, Int_5]

A third example is when the patient and the relative lacked time to attend a meeting (2e), but the clinician still wanted to see them to grasp their interplay (6c; Clinic A, Int_6).

Sensitive issues (6d) may be needs triggered while planning for the meeting and more difficult to assess; perhaps not in terms of what may be sensitive or not, but whether a video visit is suitable for that specific issue or not. The presumption of the technical limitations of using video visits, therefore, generated selection criteria regarding what kind of consultation the clinician thought would be useful; for example, the fact that sensitivities could not be included in the treatment session using video visits. However, there seemed to be a difference in these presumptions between experienced and inexperienced clinicians. For the clinicians at Clinic B, who had conducted video visits several times during a period of 1 year, this did not seem to be an issue. One clinician said that when implementing video visits, they worried about whether the technology would work or not and, therefore, did not have as much focus on the patient. However, now while being used to the technology and trusting it to work, the clinician felt that they were able to catch the patients’ mood even if they were not located in the same place (Clinic B, Int_14). Being able to include sensitive issues in the video visit could interact with criterion 4a: the patient’s ability to take responsibility regarding their choice of environment. A schoolyard, for example, was not seen as a proper place for the patient when discussing certain issues.

Usually, the clinicians stated several different reasons for offering video visits, reasons that could be connected to several of the criteria: “The mother had just had a baby” (2d), “they live far away” (2a), “and we need fairly close contact. Every second or third month doesn’t work here” (6b; Clinic A, Int_2). In some cases, video visits may be necessary to meet criteria 6a, 6b, and 6c; that is, if more frequent contact is needed, then it may only be possible through video visits. Whether or not to suggest video visits to a patient also depended on the context of the meeting. Some of the criteria may be identified while planning for the meeting.

**Summary of Findings**

Table 3 summarizes the criteria identified and described above, divided into 3 themes. There is no specific order or strength in the criteria, that is, no one is more important than the others. However, in specific situations, when the clinician is assessing the criteria, some may be seen as more valid or more important than others.

**Discussion**

**Principal Findings**

The clinicians did not consider all patients suitable for video visits, which added the new work task of selecting patients [5].

When doing so, the clinicians relied on their understanding and knowledge about the patient and his or her progress during treatment. While assessing whether a patient was suitable for video visits, the clinicians developed and used different criteria. We identified 20 criteria, which we themed under practicalities, treatment outcome, and, therefore, did not have as much focus on the patient.

For the clinicians at Clinic B, who had conducted video visits several times during a period of 1 year, this did not seem to be an issue. One clinician said that when implementing video visits, they worried about whether the technology would work or not and, therefore, did not have as much focus on the patient. However, now while being used to the technology and trusting it to work, the clinician felt that they were able to catch the patients’ mood even if they were not located in the same place (Clinic B, Int_14). Being able to include sensitive issues in the video visit could interact with criterion 4a: the patient’s ability to take responsibility regarding their choice of environment. A schoolyard, for example, was not seen as a proper place for the patient when discussing certain issues.

Usually, the clinicians stated several different reasons for offering video visits, reasons that could be connected to several of the criteria: “The mother had just had a baby” (2d), “they live far away” (2a), “and we need fairly close contact. Every second or third month doesn’t work here” (6b; Clinic A, Int_2). In some cases, video visits may be necessary to meet criteria 6a, 6b, and 6c; that is, if more frequent contact is needed, then it may only be possible through video visits. Whether or not to suggest video visits to a patient also depended on the context of the meeting. Some of the criteria may be identified while planning for the meeting.

**Summary of Findings**

Table 3 summarizes the criteria identified and described above, divided into 3 themes. There is no specific order or strength in the criteria, that is, no one is more important than the others. However, in specific situations, when the clinician is assessing the criteria, some may be seen as more valid or more important than others.

**Discussion**

**Principal Findings**

The clinicians did not consider all patients suitable for video visits, which added the new work task of selecting patients [5].

When doing so, the clinicians relied on their understanding and knowledge about the patient and his or her progress during treatment. While assessing whether a patient was suitable for video visits, the clinicians developed and used different criteria. We identified 20 criteria, which we themed under practicalities, treatment outcome, and, therefore, did not have as much focus on the patient. However, now while being used to the technology and trusting it to work, the clinician felt that they were able to catch the patients’ mood even if they were not located in the same place (Clinic B, Int_14). Being able to include sensitive issues in the video visit could interact with criterion 4a: the patient’s ability to take responsibility regarding their choice of environment. A schoolyard, for example, was not seen as a proper place for the patient when discussing certain issues.

Usually, the clinicians stated several different reasons for offering video visits, reasons that could be connected to several of the criteria: “The mother had just had a baby” (2d), “they live far away” (2a), “and we need fairly close contact. Every second or third month doesn’t work here” (6b; Clinic A, Int_2). In some cases, video visits may be necessary to meet criteria 6a, 6b, and 6c; that is, if more frequent contact is needed, then it may only be possible through video visits. Whether or not to suggest video visits to a patient also depended on the context of the meeting. Some of the criteria may be identified while planning for the meeting.

**Summary of Findings**

Table 3 summarizes the criteria identified and described above, divided into 3 themes. There is no specific order or strength in the criteria, that is, no one is more important than the others. However, in specific situations, when the clinician is assessing the criteria, some may be seen as more valid or more important than others.

**Discussion**

**Principal Findings**

The clinicians did not consider all patients suitable for video visits, which added the new work task of selecting patients [5].

When doing so, the clinicians relied on their understanding and knowledge about the patient and his or her progress during treatment. While assessing whether a patient was suitable for video visits, the clinicians developed and used different criteria. We identified 20 criteria, which we themed under practicalities, patient ability, and meeting content. The criteria can be seen as requirements involving the patients’ external and internal circumstances. External circumstances, that is, most criteria under practicalities, relate to the patients’ surroundings and environment and appear easy to assess (eg, access to technical equipment and distance to the clinic). Internal circumstances, that is, most criteria under patient ability, relate to the patient’s needs and abilities (eg, the patient has to be mentally well and able to manage the technology). External and internal circumstances can change over time, with the effect that the assessment may change and result in a different decision.
Assessment of the Criteria

Video visits, which involve geographical distance between clinician and patient, provide good opportunities for qualitative care [1-3,5,10-12]. We found that the criterion about the patient’s distance from the clinic was a strong incentive for the patient to use video visits instead of face-to-face meetings, thereby becoming the most common inclusion criterion used by the clinicians. We also found other criteria concerning different practical conditions, the patient’s abilities, and the meeting content that, to a greater or lesser extent, influenced the possibility to conduct video visits and their suitability. Some criteria could easily be assessed by a yes or no, for example, whether the patient had the required technology or not. Other criteria required a more qualitative and subjective assessment of the patient’s needs and abilities, for example, a need for more frequent contact. Some assessments were based on interpretations, for example, whether the patient could understand instructions. From the clinician’s perspective, knowing about the patient’s needs and abilities required an established relationship with the patient.

Usually, the clinicians stated several reasons for offering video visits. Several criteria thus interacted in the assessment and during the selection process. Some criteria could be reinforced by others, and some were considered more important. For example, if the patient was not stable in weight (a strong indication for not offering video visits), lived far away from the clinic, and the clinician had identified a need for more frequent contact (2 strong indications for offering video visits), the patient might still be selected for video visits. Similarly, some criteria could exclude video visits even though other important criteria were fulfilled. For example, if the patient did not have the technical equipment required, it would not be possible to conduct video visits even if the patient wanted to and was mentally well.

The assessment was made by the clinicians, often on their own and sometimes in discussion with a colleague based on their knowledge about and trust in the patient. Both knowledge and trust are built through the relationship between clinician and patient. Trust is also related to the patient’s abilities—something the clinician learns as the relationship develops. Research from other studies indicates that the perception of video visits may differ between the clinician and patient [15]—something that may coincide with the relationship.

Consequences of the Selection Process

The clinicians at both clinics chose to take responsibility for selecting patients for video visits. Our interpretation is that they did this simply because they wanted to achieve the best possible outcome from the treatment [5]. What would happen if the patient could make the choice of having video visits by themselves—not spontaneous meetings [5] but meetings as part of the treatment program? It seemed that the clinicians did not see this as an option, mainly because it could have a negative effect on treatment. However, it may be difficult for clinicians to fully understand “the patients’ lives” [5] and thereby make a proper assessment. Selecting patients for video visits implies that some patients will be excluded and thus not given the same opportunity due to differing circumstances [4]. The question is how the patient’s needs and desires can be taken into account without having a negative effect on the treatment. The complexity of the meetings within the treatment program makes it reasonable to think that clinicians should have a large say in deciding whether a meeting should take place face-to-face or as a video visit [5].

Some of the criteria used for deciding whether a patient is suitable for a video visit or not have to do with distance or whether it is cumbersome for the patient to travel in any other way. How do the clinicians balance between such aspects, which can be highly relevant for the patient, and other criteria that, for example, could have an effect on the content of the meeting? How do they balance between what the patient wants and what they think the patient can manage and still achieve good results in the treatment program? The clinicians need time to find this level of balance [5] to understand the transformation of roles and responsibilities [12] and how these issues affect the content of the treatment program. The selection criteria developed and used by the clinicians, together with influence from or even in collaboration with the patient, can be a tool for finding this balance, something that we expand upon below.

Practicalities

The criteria within the theme practicalities include both conditions that are necessary for conducting video visits and aspects that can be seen as enablers for the patient to fulfill or undergo the treatment at all. To a large extent, the enablers may influence the clinicians in their decision, especially if the patient lives far away from the clinic, if they cannot get away from work or school, or if there are other family-related issues that may complicate face-to-face meetings. If the incentive for the patient is strong regarding these criteria, then the clinician may need to overlook other criteria related to the patient’s abilities, just to be able to proceed with the treatment.

Patient Ability

The criteria within the theme patient ability include aspects regarding the patient’s well-being and mindset and the relationship between patient and clinician. Several of these criteria are closely related to trust and judgment. When video visits were introduced, responsibilities were transferred from the clinician to the patient, for example, taking their weight. The clinicians were dependent on knowing the patient’s weight to judge how well the treatment was proceeding. Thus, this new responsibility for the patient influenced the clinician’s ability to follow the patient’s progress in the treatment program, which in turn affected the clinician’s assessment of the selection criteria. The new responsibility for the patient implies that the clinician has to trust the patient’s ability to fulfill this responsibility.

Using video visits, the patient’s nonclinical place and space is added to the meeting [10-12]. It was the patient’s responsibility to choose his or her location for the video visits, a location often unknown to the clinicians beforehand. The patient’s location, including its surroundings, sometimes resulted in disturbances and limitations that in turn could affect the meeting [12]. Sometimes the clinicians had to adjust the content of a meeting to allow for disturbances and limitations situated in the patient’s
location. For example, if a planned session includes sensitive issues to be discussed, these can instead be brought up in a later meeting that is conducted either face-to-face or as a video visit with the condition that the patient chooses a more suitable location. The clinicians based their selection on their knowledge of the patient’s ability to choose a location with as few disturbances or limitations as possible. Hence, the patient’s ability to take responsibility for their place and space influenced the content of the meeting, which in turn affected the assessment of the selection criteria.

Assessing the patient’s ability to take responsibility for selecting a suitable location or taking their weight might not be easy. If the patient has an understanding of the disease, his or her ability to take on the responsibilities that come with the new role may increase. Issues related to responsibility can, however, be difficult for the clinician to communicate and for the patient to understand. Still, such aspects need to be considered by the clinician when selecting a patient for video visits. Knowing the patient is 1 condition for understanding their ability to take responsibility; an understanding that is subjective and related to several criteria. An established relationship with the patient is therefore necessary and might also be a condition for the consultation to work better [5]. Face-to-face meetings with the patient were considered necessary to establish a relationship. This might grow over time, which means that the clinician’s assessment of the patient’s suitability for video visits may also change over time.

Meeting Content
The criteria within the theme meeting content include needs related to more frequent contact, the possibility to add content to the meeting that cannot be added using other communication media, and sensitive issues. These criteria are more complex and are affected by issues of a more subjective character, such as trust. Either the patient or clinician could require more frequent contact or encouragement; for example, a 1-hour meeting could be divided into 4 15-min meetings. In addition, being in different locations could add new content to the meeting, for example, providing the clinician with a view into the patient’s home and thereby open up the patient’s private sphere [12]. This gives the clinician an opportunity to meet the patient in his or her own context, adding new details to the treatment program and to the clinician-patient relationship. Video visits could thus generate content in the meeting that would not be practically possible in face-to-face meetings. If sensitive issues were to be discussed, this could affect the clinician either in the selection process, for example, scheduling that specific meeting as a face-to-face meeting, or in the planning process, for example, bringing up the sensitive issues in the next meeting.

Using the Criteria as a Tool in the Selection Process
Introducing video visits changes ordinary work practices [5], and this in turn can affect the conduct of the meeting with a risk of introducing disturbances and limitations [5,12]. Greater requirements on the patient’s abilities could reduce this risk. For example, if the patient can handle the technology, the risk of the clinician becoming first technical support is reduced [5,12]. Similarly, if the patient can take responsibility, the risk of ending up in a meeting with a large number of unaccounted-for disturbances is reduced [5,12]. Hence, the criteria used in the selection process can reduce the number and severity of disturbances and limitations in the meeting, but the criteria can also be used to communicate the requirements they represent to the patient.

The criteria developed for and used in the selection process can, to some extent, be used to guide the clinician in how to think during this selection process. However, the reality is never easy, which means the selection process is intertwined with pros and cons when deciding whether the patient is suitable for video visits or not. Our interpretation is that the selection process is based to a large extent on the clinician’s thoughts, knowledge, and assumptions regarding the patient and his or her abilities [5]. We cannot give a clear-cut answer to what would happen if the patient could decide on video visits or at least be an active part in the selection process. Greater patient involvement in the selection process may strengthen the patient’s sense of responsibility and perhaps also reduce the difference in perception of the video visits [15]. Several of the criteria used in the selection process involve the patient’s opinion, but it is still the clinician who makes the assessment and decides. Perhaps the patient’s ability to take responsibility could be strengthened if the patient was more involved in the selection process. This could increase the patient’s understanding of the new responsibilities. A first bonding, during which the clinician and patient establish a good relationship, appears to be necessary, however. Methods for involving the patient in the assessment of the criteria may also need to be developed.

Conclusions
We conclude that not all patients, adults, or children with obesity undergoing treatment programs should be offered video visits. The patient’s new responsibilities of choosing a suitable place and taking their own weight could influence the content of the meeting and the progress of the treatment program. The selection criteria developed and used by the clinicians could be used as a tool for finding a balance between what the patient wants and what the clinician thinks the patient can manage and achieving good results in the treatment program. The criteria could also reduce the number and severity of disturbances and limitations in the meeting and be used to communicate the requirements they represent to the patient. Some of the criteria are based on facts; for example, if the patient does not have access to the required technology, then a video visit is not an option. Other criteria are subjective; that is, they are more formal and used rather as a checklist to avoid individual interpretations among the clinicians. A method for how and when to involve the patient in the selection process is recommended since it may strengthen the patient’s sense of responsibility and relationship with the clinician.

Implications for Further Research
Further research is required to understand the full effects of selecting patients for video visits. Our study provides 1 piece of the puzzle and can guide other researchers in studying the selection task. We have focused on a small path of patient flows, a chronic disease for which the patients undergo a treatment program with several consecutive meetings. There are no data...
that need to be monitored daily; only a little data collected by
the patient are used to follow the progress of the treatment. The
selection criteria are likely to differ in other patient flows and
in other types of care programs. Due to the low number of
respondents in the study, we can neither prioritize the criteria
nor generalize the results. Instead, our results can be seen as
something upon which further research can be built. We have
not measured the specific benefits of video visits compared with
face-to-face visits regarding the progress of the treatment, and
we know that the values may differ between diagnosis areas. A
health economics study of the benefits, for different
stakeholders, would be most interesting.
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Abstract

Background: Since January 2013, the New York City (NYC) Health Department Tuberculosis (TB) Program has offered persons diagnosed with latent TB infection (LTBI) the 3-month, once-weekly isoniazid and rifapentine (3HP) treatment regimen. Patients on this treatment are monitored in-person under directly observed therapy (DOT). To address patient and provider barriers to in-person DOT, we piloted the use of a videoconferencing software app to remotely conduct synchronous DOT (video directly observed therapy; VDOT) for patients on 3HP.

Objective: The objective of our study was to evaluate the implementation of VDOT for patients on 3HP and to assess whether treatment completion for these patients increased when they were monitored using VDOT compared with that using the standard in-person DOT.

Methods: Between February and October 2015, patients diagnosed with LTBI at any of the four NYC Health Department TB clinics who met eligibility criteria for treatment with 3HP under VDOT (V3HP) were followed until 16 weeks after treatment initiation, with treatment completion defined as ingestion of 11 doses within 16 weeks. Treatment completion of patients on V3HP was compared with that of patients on 3HP under clinic-based, in-person DOT who were part of a prior study in 2013. Furthermore, outcomes of video sessions with V3HP patients were collected and analyzed.

Results: During the study period, 70% (50/71) of eligible patients were placed on V3HP. Treatment completion among V3HP patients was 88% (44/50) compared with 64.9% (196/302) among 3HP patients on clinic DOT (P<.001). A total of 360 video sessions were conducted for V3HP patients with a median of 8 (range: 1-11) sessions per patient and a median time of 4 (range: 1-59) minutes per session. Adherence issues (eg, >15 minutes late) during video sessions occurred 104 times. No major side effects were reported by V3HP patients.

Conclusions: The NYC TB program observed higher treatment completion with VDOT than that previously seen with clinic DOT among patients on 3HP. Expanding the use of VDOT may improve treatment completion and corresponding outcomes for patients with LTBI.
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Introduction

In 2015, the World Health Organization, a leading public health organization, published an agenda that outlines the strategic direction to promote the integration of digital health concepts into tuberculosis (TB) prevention and care activities [1]. One digital health product identified that supports their strategy is the use of electronic observation of treatment [1]. In the United States, the use of video to remotely monitor patient treatment for active TB is rapidly growing [2]; however, the use of technology to monitor adherence to preventive treatment for latent TB infection (LTBI) has not been widely documented [3].

Nearly a quarter of the world’s population is infected with TB and, left untreated, many are at risk of progressing to active TB disease [4]. An important component of the US Centers for Disease Control and Prevention’s (CDC) TB elimination strategy is to expand efforts to treat individuals diagnosed with LTBI using shorter treatment regimens [5]. In 2011, CDC began recommending the use of a shorter treatment regimen, a 3-month, once-weekly regimen of isoniazid and rifapentine (3HP) under directly observed therapy (DOT), for treatment of LTBI in otherwise healthy individuals aged ≥12 years and in HIV-infected patients not taking antiretroviral medications [6,7].

In 2013, the New York City (NYC) Department of Health and Mental Hygiene (DOHMH) began offering 3HP at its TB clinics and found that treatment completion increased from a baseline of 34% with 9 months of isoniazid (9H) to 65% with 3HP [8], but it was still lower than the 82% treatment completion observed in the 3HP clinical trial [9]. Stennis et al attributed the lower than expected treatment completion to the inconvenience associated with the DOT requirement [8]. Patients in this study were treated with 3HP under in-person clinic DOT. Furthermore, among patients who chose a non-3HP treatment, 96% reported the clinic DOT requirement and 77% reported concerns about taking time away from work, child care, or other responsibilities for clinic visits as reasons they did not choose the 3HP regimen [8].

In the United States, DOT is the standard of care for monitoring patients on treatment for active TB disease, particularly those who are infectious, to ensure adherence to medication [10]. DOT requires substantial public health resources and generally is not the standard of care for patients on treatment for LTBI, a noninfectious form of TB. DOT involves trained workers observing patients ingest each dose of medication throughout the duration of treatment. DOT requires patients to either go to a clinic or have DOT workers visit patients’ homes or other locations to observe medication ingestion [11]; this can be inconvenient and disruptive for patients [12,13]. Several TB programs have explored the use of videoconferencing to remotely monitor patients on treatment for active TB, known as video DOT (VDOT). These programs have reported better or equal rates of treatment completion compared with those with in-person DOT while providing a more convenient and flexible option for patients [2,12,14-16]. VDOT uses videoconferencing software to allow patients and staff to communicate remotely via smartphones, tablets, or desktop computers. An NYC study found VDOT to be a feasible alternative to in-person DOT while improving the treatment adherence and maximizing health department resources [12]. However, to date, only one published instance known to the authors has reported using VDOT to monitor patients on treatment for LTBI [3].

To improve treatment completion for patients on 3HP, the NYC DOHMH piloted the use of live-videoconferencing technology to conduct weekly DOT observations for patients on 3HP (V3HP). The intent of the V3HP pilot was to alleviate barriers to DOT to improve treatment completion among patients started on the 3HP regimen. The objectives of this evaluation were as follows: (1) to determine the feasibility of using VDOT on patients prescribed 3HP and assess resources required to implement; (2) to compare treatment completion of patients in the V3HP pilot with previously measured 3HP treatment data; and (3) to describe challenges encountered during the pilot implementation.

Methods

Integration of Video Directly Observed Therapy for Treatment of Latent Tuberculosis Infection

For the V3HP implementation study, NYC DOHMH adapted the existing videoconferencing software, educational and enrollment materials, and protocols used in the previous NYC 3HP and VDOT pilot experiences [8,12]. Clinic staff received in-service training and job aids for assessing patient eligibility and referring patients to the V3HP pilot. Three nonclinical staff were trained to perform observations for V3HP, even though one performed nearly all of the observations. In addition, staff were trained in the installation and operation of the software and basic troubleshooting. Furthermore, staff were trained in documentation procedures for monitoring patients in the implementation study.

Study Population

Eligible patients treated for LTBI with 3HP between February and October 2015 at any of the four NYC Health Department TB clinics and who met NYC DOHMH eligibility requirements for VDOT [12] were offered participation in V3HP. The diagnosis of LTBI and the prescription of 3HP were left to the discretion of providers. The eligibility for V3HP included the possession of a smartphone, tablet, or computer with videoconferencing capability; patients’ willingness to use their personal devices for VDOT sessions; access to a reliable internet connection; and agreement to a VDOT schedule. Participants were followed through the completion of treatment or up to 16 weeks from treatment initiation, whichever came first. Eligible minors were enrolled at the provider’s discretion if parental consent was obtained. Patients and guardians of minors signed a DOT agreement, which included the use of videoconferencing for observation sessions and acknowledgment of personal responsibility for costs incurred due to the use of personal devices and data service. Patients ineligible for or refused V3HP were still able to be treated with 3HP with in-person clinic DOT at any of the Health Department TB clinics but were excluded from the implementation study.

https://www.jmir.org/2018/11/e287/
V3HP patients were prescribed medication, as per CDC guidelines [7], monthly at one of the four Health Department TB clinics. Patients returned to the clinic for monthly follow-up evaluation and medication refills. During these monthly visits, patients had the option of taking their medications in-person in lieu of their weekly VDOT sessions.

Process Conducting Video Sessions

3HP patients were assigned to a VDOT worker who contacted the patients to verify enrollment eligibility, schedule weekly video observation sessions, remotely assist the patients in installing the Health Department-approved videoconferencing software, and test the stability of the internet connection similar to the process in a prior NYC study [12]. During each observation session, the VDOT worker logged into the videoconference at the scheduled time using a conference identifier unique to each patient and waited for the patient to log in. Observation sessions were conducted using NYC’s standard VDOT practice [12], which includes a VDOT worker asking patients at the beginning of each session if they experienced any side effects since their previous dose, and if no side effects were reported, patients were observed ingesting all prescribed medications. Patients reporting or experiencing any side effects during VDOT sessions were asked to return to the clinic or were contacted by a provider to determine the course of action. Patients were observed through the completion of therapy. No additional follow-up was performed after treatment completion or 16 weeks after treatment initiation.

Patients who failed to log in within 5 minutes of their scheduled appointment were contacted by the VDOT worker via telephone. If patients could not be reached within 30 minutes of the appointment time, a voicemail or short message service (SMS) text message was left requesting the patient to call the worker to reschedule. In addition, SMS text messaging was used to remind patients of their appointment but was used only after obtaining patient approval in accordance with the NYC DOHMH policy. The VDOT worker would attempt to call patients the following day if they had not returned the original phone call. Treatment outcomes, issues with completing VDOT observations, and other evaluation variables were documented in a V3HP database by the VDOT worker following all successful and failed VDOT sessions.

Data Collection

Patient demographics, treatment outcomes (ie, treatment completion), and information on monthly clinic visits and clinic DOT were obtained from the TB clinic’s electronic medical record system. Treatment outcomes were categorized as follows: treatment completion (ie, completion of treatment using 3HP on VDOT), lost (ie, unable to locate after treatment initiation), refused treatment, switched treatment types, discontinued due to side effects per physician advice, and other (eg, moved). Duration of the VDOT observation sessions, outcomes of the sessions, issues encountered during sessions, and other comments pertinent to therapy sessions or failed attempts to contact patients were obtained from the V3HP database. Issues encountered during the sessions were captured as predefined codes and free text by the VDOT staff.

Definitions

Patients were considered to have completed treatment successfully if they received at least 11 doses of 3HP within 16 weeks of treatment initiation. Issues were categorized into adherence, medical, and technical. Adherence issues consisted of 4 subcategories as follows: patient lateness (defined as >15 minutes late to a scheduled session); patient lateness for more than a day; missing or lost medications; and unapproved self-administered doses. Medical issues were included if patients reported side effects to a VDOT worker or other clinical staff or if they were documented in the electronic medical record. Technical issues were subdivided into the following 3 categories: DOHMH error, including health department computer or phone connection errors, videoconference software crashes, and audio or visual hardware malfunctions; patient equipment error, including connection difficulties, software errors, and hardware errors; and patient knowledge, including inability to operate phone or software and misunderstanding of observation requirements for VDOT.

Analysis

The characteristics and treatment outcomes of patients in the V3HP implementation study were compared with those of 3HP patients on in-person clinic DOT who were part of an earlier NYC study implemented from January to November 2013 [8]. Participants for both studies were enrolled at NYC Health Department clinics and were included if they met the following criteria: patients being treated for LTBI; those aged ≥12 years; males or nonpregnant, nonnursing females; HIV-uninfected or -infected individuals who were not on highly active antiretroviral medications, and patients who could be contacted via telephone in case of a missed DOT visit. The significant differences in demographics and treatment outcomes between patients on 3HP with VDOT and those on clinic DOT were calculated using Pearson’s chi-square or Fisher’s exact test for categorical variables and Wilcoxon rank-sum test for continuous variables.

This implementation study was considered a public health program evaluation activity, not research, and, therefore, it did not meet the criteria to undergo review by the NYC DOHMH Institutional Review Board. Furthermore, this project was reviewed and approved at the CDC as program evaluation activity.

Results

Treatment Outcomes

From February to October 2015, 70% (50/71) of patients who initially agreed to V3HP were placed on VDOT. Among the V3HP patients, 88% (44/50) completed their treatment on 3HP under VDOT (Figure 1); 6% (3/50) of the additional patients completed treatment after switching to a non-3HP treatment regimen following 1-2 VDOT sessions. Of 3 patients who did not complete treatment, 2 patients opted to discontinue the treatment after experiencing headache and dizziness, respectively; 1 patient moved out of the jurisdiction after completing a single VDOT session and was referred for follow-up in the other jurisdiction. Furthermore, 21 patients...
who initially agreed to V3HP subsequently did not start on V3HP for various reasons (Figure 1).

There were few differences in patient demographics between V3HP patients and patients in the prior NYC 3HP study who were monitored under clinic DOT, although a higher proportion of V3HP patients were recently exposed to an infectious TB patient (Table 1). Treatment completion for V3HP patients was higher than that for 3HP patients on clinic DOT (44/50, 88%, vs 196/302, 64.9%; \( P < 0.001 \)) [8].

**Video Directly Observed Therapy Sessions**

Of 549 3HP treatment doses ingested by 50 V3HP patients, 65.6% (360/549) were observed under VDOT, 30.4% (167/549) doses were observed in the clinic by staff, and 4.0% (22/549) were self-administered. Patients had a median of 8 VDOT (range: 1-11) sessions. In addition, 42 patients completed 3HP treatment with 12 doses of medication and 2 patients received physician approval to discontinue therapy after 11 doses. Session times were captured for 95.8% (345/360) of VDOT sessions. The median session time was 5 (range: 1-59) minutes.

![Figure 1. Outcomes of patients on 3-month, once-weekly treatment with isoniazid and rifapentine referred for video directly observed therapy (DOT; V3HP). MD: medical doctor.](image)

![Table 1. Characteristics and treatment outcomes of patients on 3-month, once-weekly treatment with isoniazid and rifapentine (3HP) on clinic directly observed therapy (DOT; January to November 2013) versus video directly observed therapy (VDOT; February to October 2015) in New York City.](table)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>3HP Clinic DOT (n=302)</th>
<th>3HP VDOT (n=50)</th>
<th>( P ) value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male sex, n (%)</td>
<td>154 (51.0)</td>
<td>25 (50.0)</td>
<td>.90</td>
</tr>
<tr>
<td>Age (years), median (interquartile range)</td>
<td>33 (22-45)</td>
<td>33.5 (25-46)</td>
<td>.51</td>
</tr>
<tr>
<td>US born, n (%)</td>
<td>70 (23.2)</td>
<td>7 (14.0)</td>
<td>.15</td>
</tr>
<tr>
<td>HIV status, n (%)</td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Positive</td>
<td>1 (0.3)</td>
<td>0 (0.0)</td>
<td>( P &lt; 0.05 )</td>
</tr>
<tr>
<td>Negative</td>
<td>161 (53.3)</td>
<td>32 (64.0)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>140 (46.4)</td>
<td>18 (36.0)</td>
<td></td>
</tr>
<tr>
<td>Tuberculosis risk category, n (%)</td>
<td></td>
<td></td>
<td>( P &lt; 0.05 )</td>
</tr>
<tr>
<td>Population Risk</td>
<td>187 (61.9)</td>
<td>27 (54.0)</td>
<td></td>
</tr>
<tr>
<td>Medical Risk</td>
<td>56 (18.5)</td>
<td>8 (16.0)</td>
<td></td>
</tr>
<tr>
<td>Contact to an active TB case</td>
<td>42 (13.9)</td>
<td>15 (30.0)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>17 (5.6)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Treatment outcomes, n (%)</td>
<td></td>
<td></td>
<td>( P &lt; 0.05 )</td>
</tr>
<tr>
<td>Completed Treatment</td>
<td>196 (64.9)</td>
<td>44 (88.0)</td>
<td></td>
</tr>
<tr>
<td>Did Not Complete</td>
<td>106 (35.1)</td>
<td>6 (12.0)</td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)P value calculated using the Pearson’s chi-square or Fisher’s exact test for categorical variables and Wilcoxon rank-sum test for continuous variables.  
\( ^b \)Significance at \( P < 0.05 \).
Table 2. Issues encountered during the implementation study (n=205).

<table>
<thead>
<tr>
<th>Issue type</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adherence</td>
<td>104 (50.7)</td>
</tr>
<tr>
<td>Unapproved self-administer</td>
<td>12 (11.5)</td>
</tr>
<tr>
<td>Patient misplaced or forgot meds</td>
<td>5 (4.8)</td>
</tr>
<tr>
<td>Patient late &gt;1 day</td>
<td>15 (14.4)</td>
</tr>
<tr>
<td>Patient late &gt;15 minutes</td>
<td>72 (69.2)</td>
</tr>
<tr>
<td>Technical</td>
<td>75 (36.6)</td>
</tr>
<tr>
<td>Health department related</td>
<td>29 (38.7)</td>
</tr>
<tr>
<td>Patient equipment</td>
<td>43 (57.3)</td>
</tr>
<tr>
<td>Patient knowledge</td>
<td>3 (4.0)</td>
</tr>
<tr>
<td>Medical</td>
<td>26 (12.7)</td>
</tr>
</tbody>
</table>

Textbox 1. Justifications for self-administered doses of 3-month, once-weekly isoniazid and rifapentine (3HP) regimen (n=22).

Unapproved self-administered justifications (n=12)
- Unable to reach patient. Self-administered prior to the callback: 6.
- The patient was to be observed in the clinic. The patient self-administered instead: 2.
- Administered prior to initial contact by the pilot staff: 1.
- The patient went on vacation without prior notice and did not have a video-enabled device: 1.

Approved self-administered justification (n=10)
- Administrative or holiday closure of office. Unable to schedule alternate time with the patient: 3.
- Technical issue. The patient thought observation was underway, but the video was nonfunctional: 3.
- Physician excused absence
  - Patient overseas and unable to connect: 3
  - Patient away on a meditation: 1

A total of 205 issues were encountered during the V3HP pilot among 47 patients (Table 2); 76.6% (157/205) occurred during 149 unique VDOT sessions. The remaining issues were side effects reported in-person during monthly clinic follow-ups, problems resulting in clinic DOT visits, and instances where patients self-administered medication was not under observation. Of all the issues, 50.7% (104/205) were related to patient adherence, including 12 instances where patients self-administered treatment without prior physician or program staff approval (Textbox 1). There were 26 medical issues, most of which were reported within the first 6 doses of medication (n=20). Of 37.1% (76/205) technical issues identified, a majority resulted from patient equipment errors (n=43). Health Department-related equipment errors (n=29) typically occurred in the beginning of the pilot and earlier in patients’ treatment course.

Discussion

Principal Considerations
This implementation study examined over 300 VDOT sessions among 50 patients on 3HP. Our analysis found that the 3HP treatment completion for patients in the implementation study increased compared with that in a prior NYC study that offered 3HP with clinic DOT (196/302, 64.9%, vs 44/50, 88%). Our evaluation supports the inclusion of VDOT to improve the completion of therapy with 3HP. Although patient nonadherence was prominent during the pilot period, with nearly half of the scheduled VDOT sessions having some form of adherence issue, the implementation study still demonstrated that staffing needs were minimal to account for the variable rescheduling time for monitoring nonadherent patients and providing reminders calls and SMS text messages when patients were late. In this implementation study, a single VDOT worker managed all observation sessions for 50 patients. Furthermore, technical issues did not prohibit the continuation of the observation sessions and the completion of treatment. This suggests that VDOT can successfully monitor patients on 3HP using minimal health department resources while offering an effective alternative for treating LTBI that removes some of the barriers to treatment completion.

In spite of these circumstances, the occurrence of patients self-administering doses remained low. A variety of causes...
resulted in self-administered doses, including nearly half that were approved absence by a physician or NYC staff (Textbox 1). The occurrence of self-administered doses is anticipated, and the minimal unexcused absence adds to its acceptability as an option for patient-centered care.

A recent clinical trial by Belknap et al found that in the United States, 3HP under self-administration was noninferior to 3HP under DOT [17]; however, further evaluation is needed under program settings. Therefore, the wider use of VDOT for monitoring patients on 3HP may contribute toward efforts to more rapidly reduce TB in the United States by increasing treatment completion and preventing disease.

**Strengths and Limitations**

This V3HP implementation study was successfully implemented in NYC by integrating two existing programs—VDOT for monitoring patients on treatment for active TB and the 3HP short-course treatment regimen, recommended to be administered with DOT [8,12]. Staff experienced with the two initiatives were consulted to inform the implementation plan, and the few technological issues encountered were easily resolved because staff could quickly identify and address problems. The V3HP pilot required one staff person working part-time to conduct the VDOT sessions for all 50 patients enrolled during the 8-month pilot period. Furthermore, we found that patients were willing to use their own phones for VDOT sessions, a potential cost saving for health departments. However, additional evaluations including cost-effectiveness analyses comparing VDOT with in-person DOT or self-administered treatment would help quantify the value to TB programs.

This pilot also had a number of limitations. One limitation was the use of data from a prior study as the comparison group. While there were few differences between the study population for the V3HP pilot and the previous 3HP study, the V3HP pilot did enroll a greater proportion of high-risk patients with recent contact to someone with active TB disease; these high-risk individuals may have been more motivated to adhere to treatment and could have impacted treatment completion. In addition, the 2-year time difference between the previous study and the current V3HP pilot may have given clinicians an increased level of comfort in offering 3HP and less likely to discontinue the treatment because of mild or anticipated side effects. No other programmatic changes were identified between the two time periods that could have impacted the clinic population and influenced treatment completion among V3HP patients.

Enrollment in the program also presented several limitations. First, patients had to be available for VDOT sessions during limited business hours (ie, between 8:00 AM and 4:30 PM), so patients who preferred to take their medications in the early morning, late evening, or weekend could not participate. Patients opting for clinic DOT had a wider window of time to receive their weekly dose because several NYC Health Department TB clinics offer weekend and evening hours. Use of asynchronous video technology (technology that can record and timestamp video) could alleviate the scheduling constraint of live-video DOT [18]. Second, not only did patients have to use their own videoconferencing-enabled devices, but their devices also had to be compatible with the videoconferencing software approved by the DOHMH, and they were required to demonstrate the ability to use the software. Patients having a device may represent a population more inclined to accept treatment and complete through the use of video monitoring. Providing additional software options or loaner devices may make the supervision of treatment more convenient for patients and reach a wider population. Finally, patients still had to travel to the clinic for monthly follow-up visits to receive their medication. Aside from being a deterrent to patients who may not want to have to return to the clinic to receive medication, this may also have had a positive effect on treatment completion. However, as participants were able to receive medications in-person during those visits, this decreases the number of opportunities for VDOT observations. It likely accounted for the median of 8 DOT sessions per participant; the remaining observations were likely performed in-person. Further evaluation would be necessary to assess treatment completion when the number of clinic visits is reduced.

Additionally, as eligibility for and offering of 3HP is not collected as part of the program practice, the data were not available for analysis; this limits our ability to quantify the acceptance of 3HP and whether VDOT potentially increased its acceptance among patients. While there was a high proportion (21/71, 30%) of patients who did not start on V3HP, it is uncertain how these missing data affect the treatment outcome. Thus, additional studies are needed to assess DOT monitoring preferences for LTBI.

Concurrent to the pilot, a policy change in the NYC TB clinics preferentially offered another short-course treatment regimen, 4 months of daily rifampin, as an alternative to 3HP for the treatment of LTBI, which could have impacted the enrollment into the pilot. Furthermore, a shortage of rifapentine interrupted providers from offering 3HP for approximately 2 months. The overall impact of this shortage is difficult to determine because the shortage was initially not reported, but clinicians may have been aware and restricted their offering of the regimen. These events prevented the analysis to determine whether the treatment initiation with 3HP increased with VDOT. However, in taking a patient-centered approach to care, several treatment options may give patients alternatives to achieve better outcomes. Additional analysis is needed to determine whether preferentially offering of multiple short-course treatment regimens increases treatment initiation for LTBI as well as treatment completion.

**Conclusions**

This evaluation shows that the use of VDOT with 3HP for the treatment of LTBI is feasible and could be integrated into the current NYC LTBI treatment practice with minimal disruption to staff time and training. Treatment completion of patients on 3HP for LTBI increased with the use of VDOT. VDOT addressed some of the barriers to in-person DOT for patients with LTBI. Programs looking to implement 3HP for the treatment of LTBI should consider evaluating the use of VDOT. Further research is necessary to assess the use of VDOT for patients on treatment with 3HP compared with self-administration in a programmatic setting. Additionally, it
may be worth exploring the expansion of the use of reducing the intrusiveness of DOT. asynchronous videoconferencing technology, thereby further
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Abstract

Background: In resource-constrained settings, challenges with unique patient identification may limit continuity of care, monitoring and evaluation, and data integrity. Biometrics offers an appealing but understudied potential solution.

Objective: The objective of this mixed-methods study was to understand the feasibility, acceptability, and adoption of digital fingerprinting for patient identification in a study of household tuberculosis contact investigation in Kampala, Uganda.

Methods: Digital fingerprinting was performed using multispectral fingerprint scanners. We tested associations between demographic, clinical, and temporal characteristics and failure to capture a digital fingerprint. We used generalized estimating equations and a robust covariance estimator to account for clustering. In addition, we evaluated the clustering of outcomes by household and community health workers (CHWs) by calculating intraclass correlation coefficients (ICCs). To understand the determinants of intended and actual use of fingerprinting technology, we conducted 15 in-depth interviews with CHWs and applied a widely used conceptual framework, the Technology Acceptance Model 2 (TAM2).

Results: Digital fingerprints were captured for 75.5% (694/919) of participants, with extensive clustering by household (ICC=.99) arising from software (108/179, 60.3%) and hardware (65/179, 36.3%) failures. Clinical and demographic characteristics were not markedly associated with fingerprint capture. CHWs successfully fingerprinted all contacts in 70.1% (213/304) of households, with modest clustering of outcomes by CHWs (ICC=.18). The proportion of households in which all members were successfully fingerprinted declined over time (ρ=.30, P<.001). In interviews, CHWs reported that fingerprinting failures lowered their perceptions of the quality of the technology, threatened their social image as competent health workers, and made the technology more difficult to use.

Conclusions: We found that digital fingerprinting was feasible and acceptable for individual identification, but problems implementing the hardware and software lead to a high failure rate. Although CHWs found fingerprinting to be acceptable in principle, their intention to use the technology was tempered by perceptions that it was inconsistent and of questionable value. TAM2 provided a valuable framework for understanding the motivations behind CHWs’ intentions to use the technology.

http://www.jmir.org/2018/11/e11541/
emphasize the need for routine process evaluation of biometrics and other digital technologies in resource-constrained settings to assess implementation effectiveness and guide improvement of delivery.

(J Med Internet Res 2018;20(11):e11541) doi: 10.2196/11541
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Introduction

The ability to uniquely identify individuals in health care settings is important for patient care, health system monitoring, and health research. For patients, unique identifiers may facilitate continuity of care, linking of encounters into a longitudinal health record, and prevention of errors during treatment. For health systems, these linkages provide richer evidence for monitoring and evaluation than aggregated data [1]. In clinical and public health research, unique identification helps preserve the integrity of data and protects against misclassification [2]. In resource-constrained settings, however, there are many barriers to unique patient identification: lack of national identification systems, inconsistent spelling of names, uncertainty about date of birth, continually changing phone numbers, a lack of street addresses, and intentional avoidance of identification procedures to escape stigma. A reliable identification method that circumvents these barriers could improve data accuracy and patient retention in care in resource-constrained settings.

Biometric identification techniques offer a novel and appealing solution to these challenges in settings where other identification methods are not feasible or acceptable. Biometric methods rely on an individual’s physical characteristics, such as fingerprints, facial structure, iris geometry, or actions, including handwriting or gait pattern [3]. A number of biometric identifiers, including fingerprint and ocular characteristics, have demonstrated technical feasibility in various studies [4]. However, fingerprint scanning has become the most widely used because of the development and widespread availability of portable, low-cost technologies for digital capture [2] and its high sensitivity and specificity for verification [5]. Others have reported that fingerprinting is feasible [2,5-9] and acceptable [9,10]. However, few published reports exist regarding the actual use of fingerprinting technologies in resource-constrained settings. Therefore, we sought to perform a detailed process evaluation of digital fingerprint scanning by community health workers (CHWs) in urban Uganda to understand the feasibility, acceptability, and adoption of this technology for patient identification [11]. Additionally, we sought to better understand the determinants of CHWs’ intended and actual use of fingerprint scanning technology by applying a widely used conceptual framework, the Technology Acceptance Model 2 (TAM2) [12].

Methods

Study Design, Objectives, Setting, and Population

We conducted a parallel-convergent, mixed-methods study of digital fingerprinting in the context of a household-randomized trial of enhanced tuberculosis (TB) contact investigation. Specifically, the trial (called the parent study) sought to evaluate the effects of home sputum collection and short message service text messaging on completion of evaluation for TB among household contacts living with index TB patients. This substudy sought to determine the feasibility of digital fingerprinting as measured by the proportion of participants and households successfully identified via fingerprints at baseline and follow-up; to describe the reasons for not capturing fingerprints; and to ascertain the technology’s acceptability in principle and adoption in practice among CHWs with experience using it.

The parent study was conducted in Kampala, Uganda, from July 2016 to July 2017. In the parent study, we used digital fingerprinting to avoid duplicate registrations of index patients and contacts and to verify follow-up visits at clinics for those needing additional evaluation. Those referred for follow-up evaluation at the clinic included contacts who were persons living with HIV; those who had tuberculosis symptoms but did not produce a sputum sample at the household visit; and those who had an inconclusive diagnostic result for sputum collected during the home visit. All others were not referred for a follow-up visit. In this substudy, we analyzed quantitative data from participants enrolled in the parent study and qualitative data from interviews with CHWs who carried out digital fingerprinting and other study procedures. Children aged <5 years were not eligible for scanning because digital fingerprints are difficult to capture and less accurate in young children [13,14].

Study Procedures

Prior to implementation, all CHWs completed a course introducing the rationale for the use of fingerprints as biometric identifiers, describing different fingerprint patterns, and training them to capture high-quality fingerprints using a digital scanner. CHWs participated in hands-on training, including “role-play” sessions that allowed them to practice acquiring good-quality fingerprints and troubleshooting commonly encountered problems with fingerprint scanning. All CHWs were trained in infection control practices prior to initiating their work and provided with disposable personal protective equipment to protect them during patient encounters. CHWs performed digital fingerprinting and collected individual age, sex, and self-reported HIV status from household members during contact investigation visits. Fingerprinting was performed using multispectral fingerprint scanners (Lumidigm M301, HID Global, Austin, TX, USA) linked to embedded matching software (Biometrac, Louisville, KY, USA). Matching was available offline and fully integrated as an application programming interface within a customized survey app (CommCare, Dimagi, Boston, MA, USA). The app logged each health worker and time-stamped each encounter. Data were
uploaded to a cloud-based server (CommCareHQ, Dimagi). Fingerprint images were not stored but instead recorded as a series of unique characters decipherable only using a secured, proprietary algorithm.

**Quantitative Analysis**

For individual contacts, the outcome of interest was the failure to record a complete fingerprint scan in the database, categorized as a binary outcome. A complete scan required successful imaging of the fingerprint with sufficient clarity and resolution to allow adequate feature extraction; scans failing to meet quality criteria (eg, because of degraded ridges, dirt, or fingerprint placement excluding the fingerprint core) were immediately rejected. A complete scan required capture of right and left thumbprints, followed by right and left index fingerprints; any scan that failed to capture all four fingerprints was deemed unsuccessful. Although fingerprinting is an individual procedure, it is frequently offered to multiple household members on a single hardware device during a household visit for contact investigation. To reflect these conditions, we also defined failure at the level of the household encounter; any encounter that did not capture fingerprints from all present household contacts was deemed unsuccessful. If a household required multiple visits to enroll all contacts, we included only the first household encounter in our analyses. Two investigators (EBW and DB) independently reviewed free text explanations from CHWs for fingerprinting failures and classified each as a hardware problem, a software problem, or as another unclassified problem.

We described the population characteristics of individual study participants, including age, sex, and HIV status, as well as characteristics of households, including which CHW captured fingerprints and the time period of enrollment. We examined differences in success by age, using the standard categories employed by the World Health Organization Stop TB Department (5-14 years and ≥15 years); sex; and HIV status. We examined the trend in fingerprinting success over time by the quarter of study enrollment by calculating Spearman rho. In addition, we examined differences in household-level fingerprinting success by CHWs using chi-square test. To test associations between individual characteristics and fingerprinting success, we fit bivariate logistic regression models using generalized estimating equations and a robust covariance estimator to account for clustering by household. We report $P$ values based on cluster-robust standard errors (SEs). To estimate the extent of clustering of outcomes by household and CHW, we calculated intraclass correlation coefficients (ICCs).

**Qualitative Interview Procedures**

During the last 2 months of the study, we carried out parallel in-depth interviews with each of the 15 CHWs who conducted study procedures using a semistructured interview guide. We developed the interview guide to elicit responses related to 3 overarching topics as follows: the CHWs’ first interactions with digital fingerprinting; their experiences using digital fingerprinting during the study; and their opinions regarding the usability of digital fingerprinting. The guide was developed in English and is reported in Multimedia Appendix 1. One English-speaking investigator (EBW) interviewed all 15 CHWs who conducted study procedures. All but one reported feeling comfortable completing the interview in English; a native Luganda-speaking investigator (JMG) interviewed this CHW in Luganda to give the respondent the opportunity to elaborate on experiences and opinions in his or her native language. During the interview, each CHW was also asked to mock-fingerprint the interviewer as a means of eliciting the user’s experiences and interactions with digital fingerprinting. All interviews were recorded, transcribed, and uploaded to a secure Web-based server for qualitative data analysis (Dedoose, Manhattan Beach, CA, USA). In addition, interviewers used a structured debriefing form (Multimedia Appendix 2) to organize emergent themes immediately following each interview. Additional details were added iteratively after reviewing interview recordings and transcripts.

**Qualitative Analysis**

We carried out the qualitative analysis using the debriefing forms to identify key themes [15]. Using the TAM2 framework, one investigator (EBW) categorized themes into prespecified antecedents of “behavioral intention” to use fingerprinting technology (Figure 1). TAM2 theorizes that behavioral intention precedes and predicts actual use. Behavioral intentions are influenced by perceptions of the technology’s usefulness and ease of use. Five domains independently contribute to the perceived usefulness of a technology: the perception that important others expect one to use the technology (subjective norm); the perception that social status is enhanced through its use (image); the perception that the technology supports an important job function (job relevance); the performance of the technology (output quality); and tangible results of its use (result demonstrability) [12,16-19].

**Human Subjects Considerations**

Each participant or the parent or guardian of minors provided written informed consent as part of the parent study. Furthermore, participants aged 8-17 years provided written assent. For this substudy, CHWs provided verbal consent prior to the interview. Institutional review boards at the Makerere College of Health Sciences, the Uganda National Council for Science and Technology, and Yale University approved the study protocol.
Results

Study Population and Results of Quantitative Analysis

Of all household contacts eligible for the parent study, 75.5% (694/919) of individuals aged ≥5 years were eligible for digital fingerprinting (Figure 2). Of those eligible, 74.2% (515/694) had a successful fingerprint scan during the household visit. Of the contacts without successful fingerprint scans during the household visit, 60.3% (108/179) of fingerprint scan failures were classified as software problems, 36.3% (65/179) as hardware problems, and 3.4% (6/179) as unclassified problems; none were classified as refusals. We found similar baseline fingerprinting success rates and failure reasons among index patients; because these were individual data collected separately and in a clinic setting, we have reported them separately in Multimedia Appendix 3. Only 3% (1/32) of the contacts fingerprinted at the household visit and referred to the clinic for evaluation were identified via fingerprint at the follow-up visit. Among individual contacts, clustering of unsuccessful scans by household was extensive (ICC=.99). Household contacts who were not successfully fingerprinted did not differ significantly with respect to sex, age, or HIV status from those who were successfully fingerprinted (Table 1).

CHWs successfully fingerprinted all consenting contacts in 70.0% (213/304) of households. Among households, clustering of fingerprint scan outcomes by CHW was modest (ICC=.18). The frequency of successfully fingerprinting all contacts in a household by CHW ranged from 45% to 97%, with a median of 71% (P<.001). The proportion of households where all contacts were successfully fingerprinted decreased over time—87% (69/79) in quarter 1, 77% (48/62) in quarter 2, 68% (52/76) in quarter 3, and 51% (44/87) in quarter 4 (P=.30, P<.001).

Qualitative Interviews

The CHWs involved in the parent study were recruited on the basis of their high level of previous work experience and their ability to speak both English and Luganda. All 15 CHWs who carried out fingerprint scans were interviewed. The median interview length was 37 minutes (interquartile range: 33.5-42 minutes). CHWs ranged in age from 24 to 54 years with a median of 33 years, and 80% (12/15) of CHWs were females. Most (13/15, 87%) had completed ordinary secondary education (O-Level) or higher and a few (3/15, 20%) had completed university-level education. Most of the CHWs had prior experience using information technology, including smartphones (14/15, 93%), and fewer had previously used computers (8/15, 53%), or tablets (5/15, 33%). All 15 CHWs had worked in a lay health worker role prior to joining the study.

In the interviews, CHWs emphasized how specific experiences with the fingerprinting technology affected their sense of identity, their interactions with household contacts, and their ability to carry out their work. These experiences informed CHWs’ perceptions of the fingerprinting technology’s ease of use and usefulness, two key determinants of intention to use, or acceptance, in the TAM2 model.
Figure 2. Flow diagram showing enrollment of household contacts.

Table 1. Characteristics of study participants (n=694).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Fingerprint scan (n=515)</th>
<th>No fingerprint scan (n=179)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, n (%)</strong></td>
<td></td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>Children 5-14 years</td>
<td>162 (31.5)</td>
<td>59 (33.0)</td>
<td></td>
</tr>
<tr>
<td>Adults ≥15 years</td>
<td>353 (68.5)</td>
<td>120 (67.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td>.83</td>
</tr>
<tr>
<td>Female</td>
<td>336 (65.2)</td>
<td>108 (60.3)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>179 (34.8)</td>
<td>71 (39.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Proportion living with HIV, n (%)</strong></td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Positive</td>
<td>41 (8.0)</td>
<td>17 (9.5)</td>
<td></td>
</tr>
<tr>
<td>Negative or unknown</td>
<td>474 (92.0)</td>
<td>162 (90.5)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Corrected for clustering of fingerprint scan outcomes by household with robust SEs.
Idealized Views of Fingerprinting

CHWs described the usefulness of fingerprinting in an idealized way, reflecting many of the potential applications of fingerprinting that were introduced during training. CHWs consistently said that they believed that fingerprinting would prevent duplicate enrollment and help identify patients who came for follow-up, even if they visited a different study facility.

It’s useful. I get to know exactly I am with the right patient. And if he has ever, for example you have so many facilities, maybe that patient has ever been to [a different health center], and they have ever scanned, so the scanner will refuse or it will tell me already the patient is in the system. [Female, CHW6]

Even while acknowledging that the technology did not work perfectly, many CHWs said that they believed that fingerprinting could be useful and should continue.

Me I just wish [the use of fingerprinting] would continue and it could be stable, it could not stop, you know you go to the field and it stops, and you have to do restart, do things, it takes a lot of time….So me, I just wish in case [fingerprinting] continues, let us do those challenges so we can remove those. [Female, CHW8]

By expressing a desire for fingerprinting to continue, despite substantial challenges with the technology, CHWs revealed how much their perceptions of its potential usefulness were driven by their optimism to make it work.

Positive and Negative Consequences of Digital Fingerprinting for the Self-Image of Community Health Workers

CHWs described their role in the community with pride. They said that they felt that they were providing important services to their patients, whom they often referred to as “clients.” However, fingerprint scanning had complicated implications for CHWs’ self-image. CHW’s explained that the technology could both elevate and threaten their social status. On one hand, fingerprint scanning represented an additional service they could offer to their clients, which elevated the capabilities they projected as CHWs. They perceived digital fingerprinting to be an important technology because it is associated with registering for a national identification card and for identification at commercial banks. The excitement of getting to use this important technology in their work helped motivate CHWs to learn and implement fingerprint scanning.

So I was so excited, and I even asked myself, “Who am I, to be in this?” So, I put on my brains in there to really understand what is going to be done. And it took me only two days to get everything in the tablet because I was so attached to it, I wanted it so much. [Female, CHW12]

On the other hand, when CHWs struggled to use the fingerprinting technology in front of clients, they felt that their credibility was diminished.

When you’re printing someone and it fails? They just look at you like you don’t know what you’re doing. [Female, CHW13]

CHWs placed high importance on their competence in carrying out contact investigation, and a failed fingerprinting attempt could damage one’s credibility. Thus, CHWs perceived that the technology enhanced their social and professional status when it worked smoothly but threatened their status when it failed in the presence of a client.

Variable Views on the Need and Appropriateness of Digital Fingerprinting

While CHWs generally acknowledged the need for some way to identify patients and contacts to carry out contact investigation, views were mixed regarding whether fingerprinting was necessary. These mixed opinions arose from different perceptions of the job relevance of fingerprinting, or the belief that fingerprinting is important to contact investigation. Some CHWs thought that fingerprinting could be the best way to uniquely identify people:

Even if you give three names, someone might come with, another person might come with three names which are the same. Yet here the fingerprints identify the very person you want. [Female, CHW3]

However, others suggested that the name, health center, patient identification number, signatures, photos, or voice recordings would suffice as alternatives. In practice, most CHWs described using some combination of name and other identifiers to identify contacts at follow-up, rather than using the fingerprint. One CHW distinguished between the usefulness of fingerprinting for identifying contacts versus index patients. He said that it was more useful for contacts who are numerous and who come to the clinic months after the CHW meets them. Because index patients are fewer in number, sicker when the CHW meets them, and come back to the clinic often, CHWs felt that they were more memorable and that there was no need to rely on a fingerprint to identify them.

Impact of Failures to Capture Fingerprints Digitally

Even before interviewers asked about technology failures that prevented the successful capture of fingerprints, CHWs repeatedly turned the discussion toward their experiences with technology failure. CHWs linked the output quality, or how well the technology performed, to their perceptions of its usefulness. A small number of CHWs who reported never having issues with the technology described fingerprinting as being useful. Most CHWs, however, described an increase in technology failures over time, preventing them from capturing fingerprints and adding unnecessary time to the study procedures. When asked whether fingerprinting was useful and should continue in the future, almost all of these CHWs still responded yes, but only if it worked consistently and did not take too much time.

It would be good, like I’ve told you, but the technical issues around it can make the work difficult. [Female, CHW9]
Thus, the perceived usefulness of digital fingerprinting depended on it being reliable, fast, and free from technology problems.

**Voluntary Abandonment of Digital Fingerprinting**

Most CHWs described instances when they chose to “bypass” the fingerprint scan during contact investigation enrollment; this option was built into the software to allow them to continue with the encounter even when fingerprint scanning failed. They did not indicate any negative impacts of failing to capture a fingerprint on contact investigation procedures. These descriptions suggest that result demonstrability was low and the effect of capturing a fingerprint was not tangible to CHWs.

> When it has refused. That’s when I decide to go back and I bypass the fingerprint scanner, and I continue with my patients. I jump it and go to the next question. [Female, CHW5]

In addition, CHWs described troubleshooting measures that they used when the fingerprint scanner failed: disconnecting and reconnecting the cable linking the scanner to the tablet, powering the tablet off and back on again, and asking a colleague for help. However, most CHWs said that they only attempted to troubleshoot one to three times—or sometimes not at all—before bypassing the fingerprint scan altogether. In the view of CHWs, whether a fingerprint was successfully captured did not seem to change the contact investigation procedures.

**Variable Confidence in Using the Technology**

CHWs differed in their perceptions of the ease of use of the technology, including the scanner itself and the tablet that they used to control the scanner. Some said that it was consistently easy to navigate through the app on the tablet and obtain a fingerprint using the scanner. Others described relying on colleagues or study staff for support when they had problems, which were frequent and which they came to anticipate.

> I’m expecting I will go and then I will call [the technology support officer] that this thing has blacked out. So it’s expected…I don’t think I’m the only one complaining about the scanner. They disturb us a lot. [Female, CHW9]

This range of comfort with the technology was also reflected during the interview prompt exercise in which CHWs demonstrated the fingerprinting process. Some worked quickly, while others were hesitant when navigating through the app; some were able to describe the process in their own words, while others read directly from the text on the screen. Individuals’ confidence using the tablet and scanner varied greatly.

**Personal Risks to Health Workers**

CHWs described two forms of risk that they associated with digital fingerprinting and that influenced their perceptions of its ease of use. First, some CHWs worried about the risk of infection through close contact with patients during the fingerprinting procedure, exacerbated by lack of adequate space and ventilation while performing fingerprinting.

> When you’re doing this and this [demonstrating placing fingers on the scanner], you’re kind of getting closer to the patient who is HIV—I mean TB positive, so somehow you are risking. Just try to demonstrate, just try to put your finger here [on the scanner]. So as I’m a community health worker and you have to get closer to me, I’m also breathing in. [Female, CHW9]

Second, CHWs said they worried about personal security when carrying the tablet and scanner to household visits.

> When we move, some of our places are not in...they are not easy to go there alone. Because you have slums, very dangerous to go with the gadget...And TB is mostly in those places. [Female, CHW7]

The risk of infection and lack of personal security introduced psychological and logistical challenges that CHWs had to overcome to carry out fingerprinting.

**Discussion**

The inability to uniquely and accurately identify individuals in resource-constrained settings remains a major barrier to improving the quality of health information management and public health research. We found that digital fingerprint scanning was feasible but not reliable—failing to capture fingerprints in about one-quarter of cases—during household contact investigation for TB. Importantly, we found evidence that failures were tightly clustered by household, that they increased substantially over the course of the study, and that there were no systematic differences by clinical or demographic factors. The low rate of fingerprinting at follow-up suggests that CHWs saw little value in the digital fingerprinting system’s usefulness as a verification tool. A systematic qualitative analysis indicated that CHWs continued to find digital fingerprinting acceptable in principle despite the technology’s inconsistent reliability and an accumulating experience with technology failures that decreased their confidence in its usefulness in this setting.

The patterns of fingerprinting failures during the household visit pointed toward problems with the implementation of both software and hardware. Fingerprinting outcomes were almost completely clustered at the household level, suggesting that rather than being driven by sporadic, individual-level failures or refusals, the fingerprinting technology either worked or did not work on a given visit to a household. We identified no individual patient characteristics associated with failure, including age and sex, which argues against degraded individual fingerprints as a cause of failure, as might be expected among adult manual laborers. Furthermore, the predominance of software and hardware problems as explanations for failure and the modest clustering by household imply that technology failures were responsible rather than the skills of individual health workers. Finally, the significantly increasing proportion of fingerprinting failures over time reflects the declining functionality of the technology, whether due to health worker disengagement from the technology, software issues, hardware issues or, perhaps, all three.

Previous studies have shown that CHWs without prior experience with digital fingerprinting describe the technology as acceptable in principle [10]. However, we observed that
CHWs’ assessments of fingerprint scanning could change as they gain experience with the technology. We found that the TAM2 domains of image, job relevance, and output quality were especially relevant to CHWs’ perceptions of the usefulness of digital fingerprinting in the study. Technology failures lowered CHWs’ perception of the quality of the system, threatened CHWs’ social image, and made the technology more difficult for CHWs to use. Although the technology worked as intended in the majority of interactions, workarounds and a lack of a tangible benefit of fingerprinting ultimately limited its job relevance and perceived usefulness among CHWs. After regular use, CHWs continued to express enthusiasm for fingerprint scanning in principle, but their intention to use the technology was tempered by perceptions that it was inconsistent and of questionable value, ultimately undermining their intention and usage behaviors.

Our findings add to a relatively limited literature on the use of digital fingerprinting for public health applications in sub-Saharan Africa. Our findings differ from a study of the same technology among female sex workers in Zambia, where digital fingerprinting was feasible for and acceptable to clients in the clinic setting, but not acceptable to clients in the field [5]. Perhaps, because participants were at greater risk for stigma or arrest and prosecution, the most common reasons for refusal related to clients’ concerns about a potential loss of confidentiality or privacy. In contrast, we found that a majority of community members underwent fingerprinting during study registration without differences by demographic or clinical characteristics or documented refusals. Similar to a previous study of a mobile health tool for reporting adverse effects of treatments for drug-resistant TB in South Africa, we found that reported enthusiasm for technology—fingerprinting, in this case—did not translate into usage [20]. The acceptance of fingerprinting technology among CHWs serving these clients may decline if they experience technology failures during their work and may be more impactful in terms of its use than the perceived acceptability by community members. There may be a role for communities of practice—learning and peer support networks established to facilitate continuous quality improvement—as patient identification technology is being introduced to help address these challenges [21-23].

Finally, the almost universal failure of lay health workers in this study to use digital fingerprinting at follow-up contrasts with the findings of a study of a biometric identification system for monitoring TB treatment in rural Uganda, which found that fingerprinting improved follow-up among patients engaged in daily directly observed therapy at the clinic [24]. A low background rate of clinic follow-up in our study limited opportunities for digital fingerprinting in this context and, perhaps, therefore, its utility. In settings where digital fingerprinting has been shown to be feasible and acceptable, researchers should conduct larger, well-controlled studies to assess whether fingerprinting is an effective tool for monitoring and improving adherence to follow-up visits in combination with feedback communications. Finally, a limitation of digital fingerprinting is that it is unable to reliably capture fingerprints of children aged <5 years [14], resulting in their exclusion from the analysis. Further studies should evaluate whether newer technologies can accurately capture fingerprints for children aged <5 years. Future studies could also include interviews with household contacts to gain a more comprehensive understanding of the acceptability and challenges of fingerprinting from the perspective of contacts.

This study has a few limitations. First, we had limited data on the technical reasons for each fingerprinting failure. While we were able to categorize failures broadly as related to hardware or software problems, these groupings are not specific enough to guide improvement strategies. Detailed logs itemizing the circumstances of each fingerprinting failure should be included in future evaluations. Second, incomplete data for household-level covariates, such as income, limited our ability to identify predictors of failure to capture fingerprints digitally, although the lack of reported refusals and the very small number of unattributable explanations for failure make patient factors an unlikely explanation.

This study also has several strengths. First, the mixed-methods design enabled complementary analyses of the use of fingerprint scanning during household contact investigation for TB. The quantitative analysis revealed evidence of extensive clustering of failures within household encounters, while the qualitative analysis showed the influence of these failures on CHWs’ perceptions of the technology’s usefulness. Second, we organized key themes offered by CHWs into TAM2 subdomains such as image, job relevance, and output quality, showing how these perceptions shape CHWs’ evolving understanding of the usefulness of fingerprinting technology. Third, we were able to interview the entire CHW population involved in the study rather than relying on a sample. Finally, we evaluated a multispectral fingerprinting technology integrated with and offered as a standard commercial product by a leading global health software platform, increasing the generalizability.

The ability to accurately collect and link individual data to preserve privacy and enhance the generation of quality measures for patients moving through complex care pathways should be a major global health priority [25]. Despite the feasibility and acceptability of biometric identification methods as a means of bringing unique patient identification to resource-constrained settings, the technology we evaluated was not widely adopted by health professionals tasked with using it. As biometric technologies are increasingly introduced in resource-constrained health contexts, our findings point to the importance of theory-informed, mixed-methods evaluation of adoption of these technologies. Mixed-methods data may guide iterative improvements to hardware, software, and the user interface to ensure that the technology aligns with tasks that users find useful and important and engages health workers so that they voluntarily apply the technology to improve the experience of patients. Furthermore, future studies should consider whether detailed process evaluation using mixed methods can be applied to other biometric technologies.
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Abstract

Background: Instagram, with millions of posts per day, can be used to inform public health surveillance targets and policies. However, current research relying on image-based data often relies on hand coding of images, which is time-consuming and costly, ultimately limiting the scope of the study. Current best practices in automated image classification (eg, support vector machine (SVM), backpropagation neural network, and artificial neural network) are limited in their capacity to accurately distinguish between objects within images.

Objective: This study aimed to demonstrate how a convolutional neural network (CNN) can be used to extract unique features within an image and how SVM can then be used to classify the image.

Methods: Images of waterpipes or hookah (an emerging tobacco product possessing similar harms to that of cigarettes) were collected from Instagram and used in the analyses (N=840). A CNN was used to extract unique features from images identified to contain waterpipes. An SVM classifier was built to distinguish between images with and without waterpipes. Methods for image classification were then compared to show how a CNN+SVM classifier could improve accuracy.

Results: As the number of validated training images increased, the total number of extracted features increased. In addition, as the number of features learned by the SVM classifier increased, the average level of accuracy increased. Overall, 99.5% (418/420) of images classified were correctly identified as either hookah or nonhookah images. This level of accuracy was an improvement over earlier methods that used SVM, CNN, or bag-of-features alone.

Conclusions: A CNN extracts more features of images, allowing an SVM classifier to be better informed, resulting in higher accuracy compared with methods that extract fewer features. Future research can use this method to grow the scope of image-based studies. The methods presented here might help detect increases in the popularity of certain tobacco products over time on social media. By taking images of waterpipes from Instagram, we place our methods in a context that can be utilized to inform health researchers analyzing social media to understand user experience with emerging tobacco products and inform public health surveillance targets and policies.

(J Med Internet Res 2018;20(11):e10513) doi:10.2196/10513
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Introduction

Instagram, with millions of posts per day [1], can be used to inform public health surveillance targets and policies. However, this research relying on image-based data often relies on hand coding of images [2,3], which ultimately limits the scope of the study. Images from social media may be more useful than findings from text-based platforms alone (eg, Twitter and Reddit) when attempting to understand health behaviors, for
example, user experiences with emerging tobacco products [4]. While automated image classification is useful for large-scale image classification (eg, processing and assigning labels to millions of images), current best practices in automated image classification are limited in their capacity to accurately distinguish between objects within images [5-7]. Automated image classification has been used in supervised, unsupervised, and hybrid approaches in classifying data [8-10]. Compared with unsupervised methods, supervised methods can be divided into stages of training and testing. The training stage consists of training a classifier by images and its labels, for example, describing image content, such as a person, dog, elephant, etc. The testing stage predicts the labels of the test images (in a new set of images) by a trained classifier.

Prior research has focused on ways to overcome the methodological challenges of automated image classification such as low accuracy. For example, Perronnin et al improved the Fisher Kernel approach to extend the bag-of-visual-words, also called bag-of-features (BOF), for large-scale image classification using internet images from ImageNet and Flickr, which increased precision from 47.9% to 58.3% but did not improve accuracy [5]. Verma et al used the backpropagation neural network approach to classify large images with good accuracy (97.02%), but this approach could not identify multiple categories of an image [6]. To reduce the time and spatial complexity of images, Simonyan et al proposed 2 visualization techniques using deep convolutional networks (ConvNets) to classify artificial images [7]. They combined understandable visualizations of ConvNets, maximizing the scores of images within different classes with gradient-based ConvNets visualization generating the saliency map (also called features map, which can represent the influence of pixels in image on image classification results) of every image (corresponding to one class) to use a deconvolution (also called transpose of convolution, which performs upsampling tasks instead of downsample in convolutional layer ) network to segment objects in the images [7]. These earlier approaches have moved automated image classification forward; however, there are still a number of significant limitations to overcome [11-13]. For example, the large number of images that need to be extracted to train a model requires great computational power. In addition, the BOF method cannot localize the objects within an image and cannot use visual word positions (eg, if a cup was in an image, BOF could not find its position) [14,15]. Support vector machine (SVM) have a limitation in showing the transparency of results, as the final model is difficult to visualize. Moreover, it is a challenge to choose a suitable kernel in kernel SVM [16-18]. A convolutional neural network (CNN), on the other hand, can improve the generalization of the algorithm and can solve nonlinear problems. While a CNN has high accuracy, to get better results, the parameters should be fine-tuned (eg, input image size, patch size, and the number of convolutional layers), and network performance is hard to optimize [19,20].

The purpose of this study is to determine whether combining CNN and SVM can achieve higher accuracy in image classification compared with CNN or SVM alone. To this end, data from Instagram containing images of waterpipes, also known as hookah (an emerging tobacco product possessing similar harms to that of cigarettes), were examined. By taking data from Instagram, we place our methods in a context that can be utilized to later inform researchers in the health domain who wish to analyze social media to understand user experience with emerging tobacco products and inform public health surveillance targets and public policies [2-4,21-25].

**Methods**

**Data Acquisition**

Data used in this study comprised posts on Instagram between February 19, 2016 and May 19, 2016, in the United States that included the hashtag #hookah. A total of 820 images was used in this study. The ground truth was manually labeled (hookah and nonhookah images). To balance the data and classes, the training images included 420 images (210 hookah and 210 nonhookah images), and test images also included 420 images (210 hookah and 210 nonhookah images). Further details on data collection are described elsewhere [24]. MATLAB was used to classify images into 2 categories: images containing a waterpipe (hookah) and those not containing.

**Convolutional Neural Network**

Image features comprising 25 layers were extracted using AlexNet [26-28] (a well-trained CNN software). Figure 1 shows the architecture of AlexNet. Among these 25 layers, there are input and output layers, 7 rectified linear units (ReLU) layers, 2 normalization layers, 3 pooling layers, 2 dropout layers (drop), 1 softmax layer (prob), and 8 learnable weights layers, which contain 5 convolutional layers (conv) and 3 fully connected layers (fc) [26]. The input layer comprised 227×227-pixel images. The ReLU layer reduces the number of epochs to achieve the training error rate higher than traditional tanh units. The normalization layer (norm) increases the generalization and reduces the error rate. The pooling layers summarize the outputs of adjacent pooling units [29]. The dropout layer efficiently decreases the test errors [30], and both dropout layer and the softmax layer reduce the overfitting phenomenon, while the output layer is the categories of images. To extract the features, we fine-tuned the network by removing the last 2 layers of the original 25 layers, as all layers are not suitable for extracting the features. As the layers at the beginning of the network can only detect the edges of the images, we used the results of the fully connected layers to extract features.
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Support Vector Machine
SVM, a supervised learning model with algorithms that analyze data for classification, has been used to predict the categories of objects in images [18,31]. Our proposed method goes beyond earlier research as the input (feature vectors) was based on the results of the CNN, which can boost accuracy and save time. AlexNet was used to extract features, and those features were used to then train the SVM classifier, requiring only minutes to train all images, thereby saving time [11]. Once the SVM classifier was trained using the feature vectors, the categories of images were predicted.

Analytical Approach
First, we classified images into 2 categories—hookah and nonhookah images—and labeled accordingly. Figure 2 shows the classification scheme, for example, the input image dimension is 227×227×3 pixels, and the output of the CNN is the 4096×1×1 feature maps, which are used to train the SVM classifier; then, the classifier is used to predict the categories (hookah vs nonhookah) of test images. The hookah images contain a waterpipe, and the nonhookah images do not contain a waterpipe (Figure 3). Next, we divided image sets into training and test images; the training images were used to extract and learn the features (n=420, randomly selected), while the test images were used to calculate the accuracy of the method (n=420, randomly selected). To extract features of the images, the dimension of the input images was made uniform, for example, the image size was 227×227, as the image dimensions of 227×227 are the default of AlexNet. If an image is larger or smaller, we resized the dimensions of the input image to 227×227. We loaded the pre-trained CNN by utilizing AlexNet [26], which has been trained by >1 million images. As discussed above, AlexNet was fine-tuned in our method, for example, we removed the last 2 layers of the AlexNet and used the data of the final fully connected layer. Based on the data of the last fully connected layer, we computed the features of the training and test images based on the CNN. Then, the class labels were extracted from the training and test image sets.

To optimize the SVM classifier, we automatically optimized hyperparameters (such as learning rate, the number of layers in the CNN, and mini-batch size) of the waterpipe features vector, and based on the optimized results, we arrived at an optimized SVM classifier (Figure 2) [18,32,33]. The input images dimension is 227×227×3. The output of the CNN was 4096×1×1 features maps of 2 image classes. These features were trained by the SVM classifier, and the trained classifier was later used to predict the categories of test images. We then assessed the performance of the SVM classifier by using the test images and increased the number of images to improve accuracy (the number of images increased from 42 to 420; Figures 3 and 4). Features of the waterpipes in the yellow box were extracted to train the SVM classifier. Based on the trained classifier, we predicted the classes of new images.
Figure 2. The scheme of our method. SVM: support vector machine; CNN: convolutional neural network.
Figure 3. Examples of images with waterpipes (left) and without waterpipes (right).
Results

Feature Extraction

Results demonstrated that hookah features could be extracted by the CNN, with image categories classified by the SVM, maintaining a high level of accuracy: highest, 99.5% (418/420). Figure 5 shows the features that were extracted from the first convolutional layer; this layer can only detect the edges and blobs, while more features were extracted from the remaining convolutional layers. The original hookah image is on the left. The feature images (right) contains a montage of 96 images, which can reflect the processing of extracting features. Figure 6 shows the feature vectors of the 420 training images, with range −20 to 20; the majority of feature vectors are located between −10 and 10. The x-axis is the image features vector with 4096 total feature vectors. The y-axis is the range of the features with the range between −20 and 20. Figure 7 presents the histogram of the feature vectors. The maximum number of features was between −2 and 2; this interval reflected the most important features of the hookah images. Figure 8 shows the relationship between the function evaluations and the minimum objective. When the function evaluation was 25, the error between the minimum objective and the estimated minimum objective was the highest. Function evaluations demonstrated how many times to evaluate the optimized output. The minimum objective was the minimum observed value of the objective function; it is the smallest overall observation point if there are coupled constraints or evaluation errors.
Figure 5. The extracted features of the first layer using the convolutional neural network.

Figure 6. The features of the total image sets (420 images).
Figure 7. The histogram of the features. The interval of –2 and 2 contains the maximum number of features.
The estimation of minimum objective functions can show the difference between the estimated (optimized) minimum objective and real minimum objective. The minimum objective and the estimated minimum objective are similar; however, there are differences across certain function evaluations. The maximum proportion of error is <.01, which is acceptable [19].

Based on the optimized SVM classifier, we evaluated the performance of our method by the test images.

**Test Image Classification Results**

![Diagram showing the relationship between the percentage of validated images and the average level of accuracy.](image)

Figure 9 presents the learning curve showing the relationship between the percentage of validated images (e.g., the training images, excluding the test images) and the average level of accuracy of the method. From the chart, with increase in the percentage of validated images, some of the accuracies boosted significantly. For example, from 80% (336/420), the accuracies increase faster than previous percentages, demonstrating that more training images are beneficial in predicting results. As the number of validated training images increased, the total number of extracted features increased: For 1 image, we can extract 4096 features; therefore, with the number of the validated training images \(n\) increased, the total number of extracted features can increase into \(n \times 4096\). In addition, as the number of features learned by the SVM classifier increased, the average level of accuracy increased. The number of validated images was equal to the percentage \(x\) the number of the training set; for example, if 10%, then the validated images = 10% \(\times 420\) = 42.

Overall, 99.5% (418/420) of images classified were correctly identified as either hookah or nonhookah images (Figure 10). The first 2 green squares show the number of the test images and the percentage of the correct image classifications. For example, there were 208 images correctly classified as hookah, and this number accounted for 49.5% (208/420) of all test images. Similarly, 210 images were properly classified as nonhookah, and this accounted for 50% (210/420) of all test images. In the first row, all nonhookah images were correctly classified as such. In the second row, there were 2 hookah images incorrectly classified as nonhookah images, representing 0.5% (2/420) of all data. In the first row, 100% (208/208) of hookah images were correctly classified. In the second row, 99.1% (210/212) were correctly classified as hookah images. In the first column, 99% (208/210) were correctly classified as hookah images, and 0.1% (2/210) were correctly classified as nonhookah images. In the second column, out of 210 nonhookah images, 100% (210/210) were correctly classified as nonhookah images, and all images were correctly classified as hookah images.
Figure 9. The learning curve showing the line graph of the accuracy of the classifier with a different number of validated images.
Comparison With Other Methods
We compared our method with CNN, SVM, and BOF [12,34]. For SVM and BOF, the input was the original image (raw pixel values). Figure 11 shows how the accuracy of various models can be improved as a function of the size of the training data. Our method (CNN+SVM) had the highest accuracy, 99.5% (418/420), compared with other models (CNN, SVM, and BOF).

Figure 10. The confusion matrix of the test images (columns 1 and 2 are the hookah and nonhookah categories, respectively, column 3 is the accuracy of classified results).
Discussion

Principal Findings

This study showed that the use of a CNN to extract features and SVM to classify images results in higher accuracy in automated image classification compared with using CNN or SVM alone. One crucial advantage of our pipelined approach is that we extracted sufficient features (4096 features from each image representing the details of each image) from a pretrained CNN model (AlexNet), taking advantage of SVM to train the features, saving time. Compared with earlier work using CNN, SVM, and BOF, our method improves accuracy when the number of training images is increased with accuracy reaching 99.5% (418/420), illustrating that our method is suitable for distinct images-like waterpipes.

The methods presented here could help detect increases in the popularity of certain tobacco products over time on social media. By identifying waterpipes in images from Instagram, we can identify Instagram users who may need tobacco-related education to curb hookah use. Instagram may be used to bolster the reach and delivery of health information that communicates the risk of hookah use [35-38]. Earlier research used Instagram images to capture and describe the context in which individuals use and are marketed tobacco products [3,24,25]. For example, the analysis of Instagram data on electronic cigarettes demonstrated that a majority of images were either individuals showing their favorite combinations of products (eg, type of electronic cigarette device and flavored juice) or people performing tricks with the products (eg, blowing a large aerosol cloud in competition with others) [25], demonstrating how and why people use this tobacco product. Previous analyses of hookah-related posts to social media websites provide information about hookah-related contexts, including the importance of stylized waterpipes, use of hookah in social settings, copromotion with alcohol [24], and primarily positive user experiences [39-41].

Earlier studies using image-based data provided timely information from a novel data source; however, their methods...
relied on hand coding of images—a process requiring time, expertise, and sample sizes small enough to reasonably code by hand, ultimately limiting the scope of the work. The findings from this study showed how automated image classification could be used to overcome such limitations. In addition, the methods from this study can help researchers in tobacco control identify what proportion of viewers on a social media site are interested in certain products; such methods may be crucial to document the every changing tobacco landscape.

**Limitations**

The findings from this study should be considered with several limitations in mind, including the fact that our task was a simple binary classification (hookah vs nonhookah), which may result in high accuracy. To eliminate the problem of overfitting, we used ReLU, softmax, dropout layers in a CNN, and utilized several different training datasets (the number of datasets is different, which increased from 42 to 420; Figure 11). The methods developed in this study were only applied in the context of images from Instagram that focused on waterpipes and should be applied in more categories and other contexts in the future. While we had high accuracy in classification, accuracy could be improved with better input features from the CNN model. In the future, researchers should try to enlarge the sets of training images to extract specific features of an image, which may achieve higher accuracy with less computation power.

**Conclusions**

Findings demonstrated that by combining CNN and SVM to classify images resulted in 99.5% (418/420) accuracy in image classification, which is an improvement over earlier method using SVM, CNN, or BOF alone. A CNN extracts more features of the images, allowing the SVM classifier to be better informed, which results in higher accuracy compared with methods that extract fewer features. Future research can use our method to reduce computational time in identifying objects in images.
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Abstract

Background: Internationally, there is a movement toward providing patients a Web-based access to their electronic health records (EHRs). In Sweden, Region Uppsala was the first to introduce patient-accessible EHRs (PAEHRs) in 2012. By the summer of 2016, 17 of 21 county councils had given citizens Web-based access to their medical information. Studies on the effect of PAEHRs on the work environment of health care professionals have been conducted, but up until now, few extensive studies have been conducted regarding patients’ experiences of using PAEHRs in Sweden or Europe, more generally.

Objective: The objective of our study was to investigate patients’ experiences of accessing their EHRs through the Swedish national patient portal. In this study, we have focused on describing user characteristics, usage, and attitudes toward the system.

Methods: A national patient survey was designed, based on previous interview and survey studies with patients and health care professionals. Data were collected during a 5-month period in 2016. The survey was made available through the PAEHR system, called Journalen, in Sweden. The total number of patients that logged in and could access the survey during the study period was 423,141. In addition to descriptive statistics reporting response frequencies on Likert scale questions, Mann-Whitney tests, Kruskal-Wallis tests, and chi-square tests were used to compare answers between different county councils as well as between respondents working in health care and all other respondents.

Results: Overall, 2587 users completed the survey with a response rate of 0.61% (2587/423,141). Two participants were excluded from the analysis because they had only received care in a county council that did not yet show any information in Journalen. The results showed that 62.97% (1629/2587) of respondents were women and 39.81% (1030/2587) were working or had been working in health care. In addition, 72.08% (1794/2489) of respondents used Journalen about once a month, and the main reason for use was to gain an overview of one’s health status. Furthermore, respondents reported that lab results were the most important information for them to access; 68.41% (1737/2539) of respondents wanted access to new information within a day, and 96.58% (2454/2541) of users reported that they are positive toward Journalen.

Conclusions: In this study, respondents provided several important reasons for why they use Journalen and why it is important for them to be able to access information in this way—several related to patient empowerment, involvement, and security. Considering the overall positive attitude, PAEHRs seem to fill important needs for patients.
KEYWORDS
eHealth; medical records; national survey; patients; patient-accessible electronic health records; patient portal; personal health records

Introduction

Internationally, there is movement toward providing patients with Web-based access to their electronic health records (EHRs); this parallels a global shift toward increased patient empowerment and patient participation. In the United States, for instance, the OpenNotes initiative for providing patients access to their EHR began as a pilot and evaluation project that included 105 volunteer primary care physicians and their 19,000 patients [1,2]. The project started in 2010 and has since spread throughout the United States [3]. Blue Button is a similar initiative by the United States Department of Veteran Affairs, which enables Veteran Affairs patients to access data from their EHR through Web, such as clinical notes, Veteran Affairs appointments, test results, etc [4,5]. Similar schemes have been initiated in Australia [6], Finland [7], Canada [8], Denmark [9], Estonia [10], the United Kingdom [11], and Sweden [12]. However, different strategies and approaches have affected the uptake and impact. The implementation progress has in several countries been slow because of legal constraints [13,14] and concerns about, for example, security and privacy among medical professionals [8,12,15].

In Sweden, citizens are provided with the service Journalen for patient-accessible EHR (PAEHR), accessible through Web via the national patient portal. The PAEHR service accesses the EHR information through a national health information exchange platform. Hence, patients have one access point to all their health record information regardless of (1) how many health care providers they have visited, and (2) which EHR system their health care providers use [16]. However, there are limitations and exceptions to patient access. Whether patients have access to their EHR depends on whether they receive care from a public or private health care provider. For example, it is possible that although the county has implemented Journalen, specific private providers do not give access to their notes. At the time of the study, each health authority could choose whether they give patients immediate access to signed (ie, confirmed) notes, unsigned notes, or whether a delay of 14 days is implemented to either or both of them [17,18]. There seems to be no standard practice for physicians to sign notes [19] and some notes are never signed [20]. Following a court decision that deemed health care notes in the records as “public documents” and, thus, patients having the right to read them, the implementation in Region Uppsala was changed to let patients decide what kind of notes they want to read [20].
Figure 1. The patient-accessible electronic health record Journalen after log-in, showing the functions and information available (partially translated). Licensed under fair use. Source: https://e-tjanster.1177.se/. Service produced by Inera AB under the auspices of Swedish county councils and regions.
Currently, when patients access the PAEHR, they find varying clinical content, such as medical notes from the EHRs (from all health care professions and all connected health care providers who have agreed to give access, both public and private), a list of prescribed medications, lab results, warnings, diagnosis, maternity care records, referrals, and vaccinations (Figure 1). Although the PAEHR interface is identical for all users, there are significant differences in how much information to which each health care provider gives access. Figure 2 gives an overview of what types of clinical content the health care providers have chosen to give access to. The access log list (also called “consult audit trail”) presents a list of everyone who has accessed the record [13], including their name, role, and the date they accessed the record. The list includes health care professionals as well as anyone patients have chosen to share their record with, and patients can make use of the list to check whether there has been unexpected access.

Although patients’ use of and attitudes toward PAEHRs have been studied to some degree, research on PAEHRs has up until today mostly focused on the health care professionals’ perspective [8,12,19,21,23], and most studies originate from the US context [23]. For example, health care professionals have had several concerns such as the negative impact on workload, privacy risks, and fear of increased anxiety in patients [23]. However, in contrast to the fears of many health care professionals, a Swedish interview study with cancer patients showed that Web-based access did not generate substantial anxiety, concerns, or increase in the number of telephone contacts to care units [22]. The same study showed that the patients were generally positive toward the system and the possibilities it gives to read and follow their medical treatment. In addition, an extensive meta-study by Mold et al [24] on patients’ attitudes showed a similar generally positive attitude. Improved communication with clinicians, as well as improved satisfaction and self-care, were among the most important findings. Similar conclusions were drawn in a meta-study by de Lusignan et al [23], indicating that Web-based access to own EHR and related services offers increased convenience and satisfaction to patients. A review published in 2015 called for more empirical testing regarding the effect of PAEHR on outcomes for both patients and health care providers [25]; this is especially true for follow-up studies, investigating the effects of long-term use of PAEHR systems. In addition, the meta-study by Mold et al [24] concluded that most studies on PAEHR focusing on patients’ usage and attitudes had been conducted in relation to the OpenNotes movement in the United States. To date, few follow-up studies have been conducted in Europe and none in Sweden. The Swedish interview study with patients...
performed by Rexhepi et al [22] was only concerned with patients with cancer in Region Uppsala and was conducted shortly after Journalen was introduced. Hence, it did not answer questions about which types of patients used the Swedish PAEHR system or attitudes toward the system in the wider population representing patients with other conditions and from different county councils with different implementations. The large Swedish national survey study about PAEHR use and attitudes presented in this paper aims to fill the abovementioned research gaps by answering the following research questions several years after Journalen was introduced:

- Why do patients in Sweden use Journalen? And how often do they use it?
- What types of information are most valued by patients?
- What are the general attitudes by patients toward Journalen?
- What differences can be identified with regards to attitudes between different county councils in Sweden?

After the survey study has been introduced in section 2, results regarding demographics, usage, and attitudes toward Journalen will be presented in section 3. Section 4 includes discussions of key results and their relations to earlier studies with patients as well as health care professionals. The paper ends with conclusions and a short discussion about the need for further studies in this area.

Methods

A survey study was conducted to elicit opinions and experiences of patients using Journalen. The study was conducted from June to October 2016, after ethical approval of the research was granted by the Regional Ethical Review Board in Uppsala, Sweden (EPN 2016/129). Participants were recruited through the national electronic health (eHealth) service Journalen. When patients logged into the service Journalen, they received a request for voluntary survey participation together with information about the study. Thus, only active users of Journalen received a request for participation. Patients were automatically presented with standard consent on Web prior to completing the survey. Participants accessed the survey, and the possibility to give consent, by following a link beneath the information about the study.

An anonymous self-completion questionnaire was designed covering six different topic areas with a total of 24 questions (see questionnaire in Multimedia Appendix 1):

- General questions related to the eHealth service Journalen
- Questions targeting experiences from accessing and using the content of Journalen
- Information security
- General questions about information needs, behavior, and information-seeking styles
- Personal health-related questions
- Demographics

The questionnaire included questions with various response options (5-point Likert scale, multiple choice, and free text form). The selection of topic areas and the design of the questionnaire was informed by previous studies, including Huvila et al [26], Rexhepi et al [22], Grünloh et al [19], Huvila et al [27], Ålander & Scandurra [28], and Scandurra et al [21]. The usability and technical functionality of the electronic questionnaire had not been tested before fielding the questionnaire. However, participants received information about whom to contact in case of technical issues. Overall, 2587 patients from 21 county councils completed the survey. The number of respondents for each county council or region varied. Notably, it was not possible to statistically verify whether the number of respondents is adequate to provide other than some tentative county and group-wise comparisons.

The collected data were managed by the eHealth service provider Inera in accordance with the security requirements presented in the ethical application and approved from the Regional Ethical Review Board. The survey data were stored in the same database system as the PAEHR, meaning that the collected data, including patient identification (ID), had the same security protection as all patient information handled in the PAEHR. A patient ID was stored during the collection period to ensure that patients have not left duplicate responses. When the collection period was completed, the patient ID was removed and all stored information was anonymized. After being collected, the anonymized dataset was exported to researchers for analysis. In order to provide a clear focus on the research questions on which this study is based, a selection of themes and questions were made. Questions regarding demography, general usage data, and attitudes were selected for analysis. Before the analysis began, data from patients only treated in Region Gävleborg were excluded (2 patients) because Journalen had not yet been introduced in that county council at the time the survey was open. It was, however, possible to access the e-service and the survey without having access to any EHR data, and as these respondents had only received care in that county council, their experiences were considered not relevant for this study.

The results presented in this paper are based on the descriptive analysis showing general trends related to the themes mentioned above. The reported percentages are based on those who answered each specific question—the total number of respondents on each question are indicated either in the main text or Multimedia Appendix 2. Only completed questionnaires have been analyzed, as the answers were stored in the database only when the respondent chose to submit on the last page. The Mann-Whitney U test was used for Likert scale items after a transformation (strongly agree=5; strongly disagree=1) for pairwise comparisons between the group of respondents who worked or had worked in health care and the group consisting of all other respondents. In addition, chi-square test was used for questions with nominal scales. The Kruskal-Wallis test was used to detect possible differences in ratings between county councils. The significance level was set to 95% for all tests. The SPSS 25 software was used for all analyses.

Results

Result Presentation

Results regarding the users of Journalen, as well as their usage of the system and attitudes toward it, are presented below.
References to specific questions in the appended questionnaire will be given as \(qX\), where \(X\) denotes the question number.

**Demographic Information**

During the survey period, 423,141 users logged into *Journalen*, of which 2587 patients completed the survey (unique users that logged in; response rate, 0.61%, 2587/423,141). Although not everyone answered all the questions, >90% (2338/2587) responded to each question in the survey. Of all respondents, 62.97% (1629/2587) identified as women and 30.85% (798/2587) as men; 0.39% (10/2587) respondents chose “other” and 150 did not answer this question. According to the statistics about *Journalen* from the company providing the service, Inera [29], this reflects the gender distribution of the users in general (in 2016: 60% women and 40% men). Of all respondents, 39.81% (1030/2587) stated that they were working or had been working within health care and 54.54% (1411/2587) stated that they had no professional relation to health care (146 respondents did not answer this question). Independent of the county council or region a person lives, it is possible to receive care in a different county as well. In addition, 1674 respondents indicated that they, indeed, had received care from a county council other than their home county council. Table 1 shows from which county council or region respondents come from, as well as the number of respondents that received care in the respective council or region. Of note, county councils, which had not yet introduced *Journalen* at the time when the survey was closed are not included in the third column of Table 1. Table 2 shows the educational levels represented among respondents. Respondents with at least 3 years of higher education background are in the majority.

To sum up, the survey results regarding user characteristics on a national level indicate that a majority of respondents were women and that the majority had studied at least 3 years on the higher education level. In addition, results indicate that many users of *Journalen* had experiences both of being patients and working as medical professionals.

Table 1. The number of participating patients from each county council or region and the total number of respondents who have received care in the respective county council or region.

<table>
<thead>
<tr>
<th>County council or region</th>
<th>Respondents from respective county council or region, n</th>
<th>Respondents who received care in the respective county council or region, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region Skåne</td>
<td>520</td>
<td>692</td>
</tr>
<tr>
<td>Region Uppsala</td>
<td>333</td>
<td>520</td>
</tr>
<tr>
<td>Region Östergötland</td>
<td>241</td>
<td>364</td>
</tr>
<tr>
<td>Region Västra Götaland</td>
<td>179</td>
<td>328</td>
</tr>
<tr>
<td>Region Jönköping</td>
<td>154</td>
<td>218</td>
</tr>
<tr>
<td>Värmland county council</td>
<td>143</td>
<td>180</td>
</tr>
<tr>
<td>Västmanland county council</td>
<td>103</td>
<td>163</td>
</tr>
<tr>
<td>Region Örebro</td>
<td>102</td>
<td>185</td>
</tr>
<tr>
<td>Sömland county council</td>
<td>94</td>
<td>149</td>
</tr>
<tr>
<td>Region Kronoberg</td>
<td>94</td>
<td>133</td>
</tr>
<tr>
<td>Dalarna county council</td>
<td>93</td>
<td>160</td>
</tr>
<tr>
<td>Västerbotten county council</td>
<td>93</td>
<td>144</td>
</tr>
<tr>
<td>Kalmar county council</td>
<td>78</td>
<td>133</td>
</tr>
<tr>
<td>Norrbotten county council</td>
<td>57</td>
<td>98</td>
</tr>
<tr>
<td>Region Halland</td>
<td>54</td>
<td>106</td>
</tr>
<tr>
<td>Blekinge county council</td>
<td>51</td>
<td>101</td>
</tr>
<tr>
<td>Stockholm county council</td>
<td>41</td>
<td>299</td>
</tr>
<tr>
<td>Region Gävleborg</td>
<td>7</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Västernorrland county council</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>Region Gotland</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Region Jämtland Härjedalen</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Not specified</td>
<td>142</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Usage

Regarding the frequency of use \(\{q2\}\), 72.08\% (1794/2489) of the patients answering the survey logged into Journalen about once a month, whereas others logged in about once a week (240/2489, 9.64\%), a few times a week (393/2489, 15.79\%), and several times a week (62/2489, 2.49\%). Thus, the majority of patients answering the survey were infrequent users. The chi-square test showed no statistically significant association between respondents who were working or had been working in healthcare and those who had not \(\left(\chi^2 = 1.5, P = .83\right)\).

Table 3 shows a mapping between the frequency of use data and self-reported demographic data about health conditions \(\{q23, q24\}\). Persons who considered their health as “very good” were among the least frequent users, whereas those with cancer, diabetes, or other chronic conditions were among the most frequent users. Many health care providers chose not to give access to psychiatric records, yet respondents who stated that they have a psychiatric condition appeared to access the record similarly to the aforementioned conditions. They may, of course, have other health issues that they are interested in but based on these results, there appears to be no major difference in how patients who identify as belonging to psychiatry access their records.

One part of the patient survey focused on why they were using Journalen \(\{q4\}\). The three most common reasons were gaining an overview, following up on visits, and becoming more involved (62/2489, 2.49\%), a few times a week (393/2489, 15.79\%), and several times a week (62/2489, 2.49\%). Thus, the majority of patients answering the survey were infrequent users. The chi-square test showed no statistically significant association between respondents who were working or had been working in health care and those who had not \(\left(\chi^2 = 1.5, P = .83\right)\).

When asked about how long respondents were willing to wait until information was available after a visit \(\{q6\}\), 68.41\% (1737/2539) wanted access to new information same day or after a day (in other words, within 24 hours). Furthermore, 19.22\% (488/2539) respondents wanted access to new information within 2 weeks, 1.42\% (36/2539) within 1 month, and 10.95\% (278/2539) chose “other.” Respondents were informed that the alternatives “Same day” and “After a day” would mean that the physician may not yet have signed the notes and probably not have seen, for instance, new test results. The chi-square test showed no statistically significant association between respondents who were working or had been working in health care and those who had not \(\left(\chi^2 = 7.8, P = .17\right)\).

To sum up, the survey results showed that most respondents were infrequent users of Journalen, which was especially true for users who considered themselves to be in good health. Patients with chronic conditions were among the most frequent users. The main reasons for using Journalen were (1) to receive an overview of one’s medical history and treatment; (2) to follow up on doctor’s visits; and (3) to become more involved in one’s care.

User Attitudes and Perceptions

Overall, patients who answered the survey were positive toward Journalen, as indicated in Table 4. Of all respondents, >96\% (2455/2528 and 2454/2541 for the respective questions presented in Table 4) showed a positive attitude (strongly agree or agree) toward Journalen \(\{q3\}\). As can be seen in Table 5, there are no substantial differences between county councils regarding attitudes toward the reform. In both Tables 4 and 5 the responses “Strongly agree” and “Agree” have been summed up as “Positive” and “Strongly disagree” and “Disagree” have been summed up as “Negative.” A Kruskal-Wallis test showed no statistical differences in attitude ratings between the different county councils \(\chi^2 = 10.7, P = .77\), showing no support for an effect of the county council. The most positive respondents (98.04\%, 150/153, positive and 0.65\%, 1/153, negative) belonged to the Dalarna county council, and the least positive (93.62\%, 88/94, positive) respondents belonged to Blekinge county council.

More detailed results from \(\{q3\}\), for the respective county council, can be found in Multimedia Appendix 2.

Table 2. Educational level of persons who answered the survey (N=2455).

<table>
<thead>
<tr>
<th>Educational level</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research education</td>
<td>75 (3.05)</td>
</tr>
<tr>
<td>Higher education ≥3 years</td>
<td>945 (38.49)</td>
</tr>
<tr>
<td>Higher education &lt;3 years</td>
<td>467 (19.02)</td>
</tr>
<tr>
<td>High school ≥3 years</td>
<td>410 (16.70)</td>
</tr>
<tr>
<td>High school &lt;3 years</td>
<td>248 (10.10)</td>
</tr>
<tr>
<td>Less than high school</td>
<td>159 (6.48)</td>
</tr>
<tr>
<td>No formal education</td>
<td>66 (2.69)</td>
</tr>
<tr>
<td>Other</td>
<td>85 (3.46)</td>
</tr>
</tbody>
</table>
Statistically significant differences between the group of current and former health care professionals and the group of all other respondents were found both regarding Journals as a reform (U=784,071, P<.001) and Journals as good for them (U=728,196, P=.005). In both these cases, current or former health care professionals were significantly more negative in their answers. See detailed results for these two groups in Multimedia Appendix 2.

Owing to large differences between county councils regarding what functions were available in Journals, it is important to consider the county council when evaluating user attitudes toward and perceived importance of [q17] different functions. In Table 6, answers about the perceived importance from respondents who belonged to county councils or regions where a certain type of information was shown are compared with the answers from respondents from county councils or regions where the information was not shown. Overall, access to test results is perceived to be the most important category and log list the least important. More detailed results from the chosen items in [q17], for the respective county council, can be found in Multimedia Appendix 2.

When comparing current and former health care professionals against the group of all other respondents for the information types presented in Table 6, significant differences were found for immunizations (U=640,633, P<.001), health declaration forms (U=615,435, P<.001), and log list (U=640,253, P=.004). In all these cases, current or former health care professionals gave significantly higher ratings. See detailed results in Multimedia Appendix 2. Statistically significant differences in ratings between county councils or regions that present a certain type of information and those who do not were only found for test results (U=710,736, P=.049) and visit history (U=632,152, P=.005). Thus, whether or not the information is accessible in a particular county council does not appear to have a significant impact on the rating of importance of the most of the information types.

Table 3. Frequencies of usage of Journals by respondents belonging to different condition categories.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Several times a day, n (%)</th>
<th>Few times a week, n (%)</th>
<th>Once a week, n (%)</th>
<th>About once a month, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer (n=335)</td>
<td>18 (5.4)</td>
<td>70 (20.9)</td>
<td>40 (11.9)</td>
<td>207 (61.8)</td>
</tr>
<tr>
<td>Diabetes (n=260)</td>
<td>6 (2.3)</td>
<td>50 (19.2)</td>
<td>35 (13.5)</td>
<td>169 (65.0)</td>
</tr>
<tr>
<td>High blood pressure (n=589)</td>
<td>17 (2.9)</td>
<td>84 (14.3)</td>
<td>60 (10.2)</td>
<td>428 (72.7)</td>
</tr>
<tr>
<td>Psychiatry (n=487)</td>
<td>11 (2.3)</td>
<td>98 (20.1)</td>
<td>48 (9.9)</td>
<td>330 (67.8)</td>
</tr>
<tr>
<td>In good health (n=1096)</td>
<td>22 (2.0)</td>
<td>114 (10.4)</td>
<td>86 (7.8)</td>
<td>874 (79.7)</td>
</tr>
</tbody>
</table>

Figure 3. Percentage of respondents who strongly agree, agree, are neutral, disagree, or strongly disagree with the statement that they use Journals to get an overview of their medical history and treatment, to follow up on what has been said during visits, to become more involved in their own care, and because they suspect inaccuracies, respectively [q4].
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When asked about the importance of being able to access patient-related data, >93% (2348/2506) of respondents strongly agreed or agreed with the statement that it made them feel more informed (Figure 4). The diagram shows the four highest rated reasons to why respondents believed the access to patient-related information to be of importance to them {q5}. These are as follows: (1) it makes them feel informed; (2) it improves communication between medical staff and them; (3) it improves the understanding of their condition; and (4) it makes them feel safe. As a comparison, the results for the alternative “Not important” are also provided in Figure 4. It is clear that the majority of respondents found value in being able to access information about their health. More detailed results from all items in {q5} can be found in Multimedia Appendix 2.

Several significant differences were found when using the Mann-Whitney U test to compare ratings from current and former health care professionals with all other respondents. Significant differences were found regarding the items feel informed (\(U=725,164, P=0.02\)), improve communication (\(U=763,062, P<0.001\)), better understanding (\(U=746,053, P<0.001\)), and not important (\(U=585,143, P=0.02\)). In all these cases, those who did not belong to the group of current or former health care professionals gave significantly more positive ratings. More details can be found in Multimedia Appendix 2.

Finally, 26.07% (655/2512) of respondents stated that they had felt worried about something they had read in Journalen {q12}. Thus, the majority of respondents have not been worried by the contents of Journalen. The chi-square test did not show any significant association between the group of current or former health care professionals and the group of all other respondents (\(\chi^2=2.9, P=.24\)).

When asked about what actions they took in cases when they felt worried after reading in Journalen, the most common answer of the respondents was that they had searched for information on the internet (339/655), followed by calling the hospital (237/655) and asking during the next doctor’s visit (235/655). The least common action to take was to contact a patient association (36/655). To sum up, the survey results revealed a strong positive attitude toward Journalen as a reform and a resource. The top three reasons why patients believed that Journalen is important were as follows: (1) it makes them feel more informed; (2) it improves their communication with medical staff; and (3) it results in a better understanding of one’s health status. The most important resource, according to the survey, was test results.
Table 6. Comparisons between answers from county councils that present a particular type of information (Yes) and those who do not (No).

<table>
<thead>
<tr>
<th>Information types</th>
<th>Value, n (%)</th>
<th>Mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Referral</td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Yes</td>
<td>894 (37.33)</td>
<td>4.60 (0.75)</td>
<td>—(^{a})</td>
</tr>
<tr>
<td>No</td>
<td>1501 (62.67)</td>
<td>4.59 (0.79)</td>
<td>—</td>
</tr>
<tr>
<td>Medlist</td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Yes</td>
<td>933 (38.88)</td>
<td>4.61 (0.79)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>1467 (61.12)</td>
<td>4.61 (0.83)</td>
<td>—</td>
</tr>
<tr>
<td>Immunization</td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>Yes</td>
<td>809 (33.96)</td>
<td>4.39 (0.94)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>1573 (66.04)</td>
<td>4.37 (1.02)</td>
<td>—</td>
</tr>
<tr>
<td>Labresult</td>
<td></td>
<td></td>
<td>.049</td>
</tr>
<tr>
<td>Yes</td>
<td>948 (39.45)</td>
<td>4.75 (0.61)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>1455 (60.55)</td>
<td>4.77 (0.66)</td>
<td>—</td>
</tr>
<tr>
<td>Visithistory</td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Yes</td>
<td>1489 (62.43)</td>
<td>4.64 (0.75)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>896 (37.57 )</td>
<td>4.57 (0.80 )</td>
<td>—</td>
</tr>
<tr>
<td>Healthforms</td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>Yes</td>
<td>560 (23.18 )</td>
<td>4.14 (1.21 )</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>1856 (76.82)</td>
<td>4.09 (1.24 )</td>
<td>—</td>
</tr>
<tr>
<td>Loglist</td>
<td></td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>Yes</td>
<td>320 (13.22)</td>
<td>4.08 (1.04)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>2101 (86.78)</td>
<td>4.12 (1.07)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^{a}\)Not applicable.

Figure 4. Percentage of respondents who strongly agree, agree, are neutral, disagree, or strongly disagree with that accessing patient information is important for them because it makes them feel informed, improves communication between medical staff and them, improves the understanding of their condition, or makes them feel safe; the “Not important” option is shown as a comparison [45].
Discussion

Principal Results

Regarding attitudes, the main finding is that, similarly to earlier research, respondents are generally positive toward the service; this is congruent with findings related to other PAEHR studies, such as Blue Button [5] or OpenNotes [30]. Furthermore, attitudes do not differ greatly between patients from different county councils in Sweden; this shows that large differences between county councils, regarding which type of information is accessible, do not have a major effect on the overall acceptance of the service. The same tendency can be observed when considering the importance of having access to the different types of information (e.g., test results) or the availability of a function (e.g., ability to provide a health declaration for the next visit). Whether this function or information is currently available in that county or not does not to a large extent affect the rating of its importance. Statistical differences between county councils that provide a particular type of information and those who do not were only found for test results and health declaration forms; this result was expected, as the question regarded the information types as such and not their possible implementations in Journalen. In addition, it indicates that the implementations of the information sources in Journalen do not have a negative impact in this respect. According to Table 6, test results are perceived to be the most important information source. This is interesting because currently most county councils in Sweden do not show this information. These results give indications about which information types to prioritize in future development iterations. Regarding the perceived effects of using Journalen, the alternatives “Feeling informed” and “Improved communication with medical staff” are the most highly rated selected by respondents, which is supported by earlier findings from interviews with patients conducted right after launch in Region Uppsala [22].

When it comes to the usage, it is clear that the majority of respondents are not frequent users of Journalen (use frequency about once a month); this may be explained by that the majority of respondents indicated that they are in good health. Logging into Journalen frequently would not be relevant if an individual is currently not having an ongoing health issue with an active health care contact. Table 3 also shows that nearly 80% (874/1096) of those respondents answered that they are not frequent users. We do, however, know little about the patterns of use in relation to contact with health care and other health-related events; it is a topic to be explored further. In addition, Table 3 reveals that respondents with certain conditions, such as cancer or a psychiatric condition, belong to the more frequent users. The highest rated reasons for using Journalen among respondents (getting an overview, follow up on visits, and becoming more involved in the care process) correspond with results from earlier interviews with patients in Sweden [22], as well as studies from other countries [11,30,31]. It is clear that searching for errors in the record is not the main reason to use the service and that most patients who answered the survey have not been worried of something they have read in Journalen; this is also in line with earlier findings [22]. However, it is in contrast to the results from earlier interviews with physicians [11,19,28], who expressed concerns that patients will be worried when they read their records, or that they will start looking for errors and, hence, believed that PAEHR is not useful for patients. The fact that most respondents want to have information in Journalen within a day (thus potentially unsigned information) is also interesting to relate to the concern of physicians that patients will have access to results before the professionals do. Only around 26% (655/2512) of respondents have felt worried because of something they have read in Journalen and, thus, the results indicate that early access to, for instance, test results may not be a big issue in this respect. Further analysis of the relationship between immediate access and worry is, however, needed.

Most county councils where respondents have received care are represented by, at least, 250 respondents and only one of these councils is represented by <100 respondents (Norrbotten county council, where only 98 respondents had received care). This is important, as it shows that there are adequate data that make it meaningful to study each county council separately. Moreover, respondents of this survey seem to be quite mobile in their care seeking, and a total of 1674 positive responses were given to the question whether health care had been received outside respondents’ home county. The result of this mobility can, for instance, be that a patient can see results from lab tests performed in one council but not another. This mobility highlights the importance of having one national PAEHR service giving patients access to information from many different health care providers in one aggregated view. It does, however, also highlight the need for a more unified national regulatory framework, ensuring a streamlined information provision across health care providers in all county councils [17].

Limitations

There are some limitations to this study. First, the link to the survey was available on Journalen’s log-in page. Thus, only persons who have logged in or, at least, visited the log-in page to Journalen during the time that the survey was open are among respondents; this creates a positive bias, as previous users who no longer use Journalen for whatever reason have not answered the survey. This could, in part, explain the overwhelmingly positive overall attitudes toward the system. Another explanation for the overall positive attitudes could be that patients really are positive. There has been a lot of negative coverage on Journalen in Swedish media. Health care professionals, especially physicians, were critical to the service. Patients who are aware of this debate might have been reluctant to criticize the service out of fear of losing access altogether and rather express their support to ensure that the service continues. Either way, the results can only be interpreted as strong support of the service from respondents.

The results regarding the frequency of use show that most users log in a few times a month; this may be because most of the respondents do not have regular contact with health care. It is important to keep in mind that this question does not capture irregularities of use—users of Journalen probably log in more frequently when they are treated for an illness. In addition, it is important to consider that 1030 of 2441 respondents stated that they work or have worked within health care. It has been shown
in earlier studies that, for example, physicians who had used Journalen themselves were more positive toward the service than those who had not [20,28]. The answers given by current and former health care professionals and all other respondents, respectively, have, however, been separated in Multimedia Appendix 2 and were similar for most questions used in the paper. Additionally, the Mann-Whitney tests did, for most items, not show any support for significant differences between these groups. The exception being the items in question 5 about why it is important to be able to access patient information.

Like in most surveys, respondents form a small sample of all possible users. A lot more users than those who answered the survey logged into Journalen during the 5 months the survey was open. Technically, 2587 respondents should be considered a good sample size; nevertheless, we do not know whether, for example, the demographic distribution is representative. Respondents have a higher education level than the general population. Among our respondents, 61% had higher education, whereas 42% of the general population does. Whether this is because users of Journalen are well-educated or whether this is a subgroup of users who are more inclined to answer a survey we cannot tell. Therefore, further studies of users of Journalen are needed.

Conclusions and Future Work

Up until now, no study has investigated the long-term effects of PAEHRs in Sweden, and few follow-up studies on PAEHRs have been conducted in other European countries. In this paper, the much-needed follow-up work begins with a focus on patients and their usage preferences and attitudes toward the system. The results show that the majority of respondents are women, which is in line with the overall statistics on Journalen. Use frequency varies among patients with different conditions—the results indicate that patients with chronic conditions are among the most frequent users. In addition, results show that there is an overall strong positive attitude toward Journalen and no statistical differences in attitude ratings could be found between county councils. Thus, the difference in the information shown in Journalen between county councils does not have a strong effect in this respect. The highest rated reasons for using Journalen are to acquire an overview of one’s health status and follow up on visits (eg, memory aid). Furthermore, results show that respondents view test results as the most important type of information, underlining the need to implement support for that information on a national level.

Further research is needed as there are many aspects of the patient survey which are outside the scope of this overview paper, like privacy and security, means of sharing information, usability, etc. In addition, within the recently started research project patient-centered assessment of patients’ online access to EHRs, the current implementation and use of PAEHR in Sweden will be evaluated through in-depth qualitative case studies in different regions to achieve a better understanding of how roles, relationships, and organizational structures are affected on micro, meso, and macro levels [16]. Furthermore, it is of importance to study the long-term effects that Journalen has had on the work environment for health care professionals, as this is also an area that is highly under investigated, especially in Europe.
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Abstract

Background: Electronic patient portals have become common and offer many potential benefits for patients’ self-management of health care. These benefits could be especially important for older adult patients dealing with significant chronic illness, many of whom have caregivers, such as a spouse, adult child, or other family member or friend, who help with health care management. Patient portals commonly contain large amounts of personal information, including diagnoses, health histories, medications, specialist appointments, lab results, and billing and insurance information. Some health care systems provide proxy accounts for caregivers to access a portal on behalf of a patient. It is not well known how much and in what way caregivers are using patient portals on behalf of patients and whether patients see any information disclosure risks associated with such access.

Objective: The objective of this study was to examine how older adult patients perceive the benefits and risks of proxy patient portal access by their caregivers.

Methods: We conducted semistructured interviews with 10 older adult patients with chronic illness. We asked them about their relationship with their caregivers, their use of their patient portal, their caregiver’s use of the portal, and their perceptions about the benefits and risks of their caregiver’s use of the portals. We also asked them about their comfort level with caregivers having access to information about a hypothetical diagnosis of a stigmatized condition. Two investigators conducted a thematic analysis of the qualitative data.

Results: All patients identified caregivers. Some had given caregivers access to their portals, in all cases by sharing log-in credentials, rather than by setting up an official proxy account. Patients generally saw benefits in their caregivers having access to the information and functions provided by the portal. Patients generally reported that they would be uncomfortable with caregivers learning of stigmatized conditions and also with caregivers (except spouses) accessing financial billing information.

Conclusions: Patients share their electronic patient portal credentials with caregivers to receive the benefits of those caregivers having access to important medical information but are unaware of all the information those caregivers can access. Better portal design could alleviate these unwanted information disclosures.

(J Med Internet Res 2018;20(11):e10524) doi: 10.2196/10524

KEYWORDS

caregivers; patient portals; proxy; proxy portal access; proxy portal accounts
Introduction

Background

The introduction of electronic patient portals over the past decade has the potential to offer many benefits to patients, such as faster and more direct access to health information and test results and the ability to easily renew prescriptions, make appointments, and communicate with health care providers. However, these benefits may not accrue uniformly across patient populations, and research has shown that patient portal adoption is lower among older adults, who typically have more chronic health problems and increased needs for health services [1].

Many older adults have limited ability and motivation to use electronic patient portals [2]. However, their caregivers (such as adult children) may be able to leverage the benefits of such portals on their behalf. This usage of patient portal accounts by a caregiver is referred to as proxy portal use. Some portal systems allow patients to provide a caregiver with access to their portal by setting up a proxy account. While health care systems that offer proxy access may encourage patients to set up proxy accounts for their caregivers, patients may simply share their portal credentials (username and password) with their caregivers.

The objective of our research was to gain insight into how older adult patients with chronic illness think about caregiver access to information available on patient portals. We have presented a qualitative interview study with lower-income, older adult patients in an urban area in the United States. We interviewed patients about their caregiver relationship, their own use of their patient portal, their caregiver’s use of their patient portal, and their comfort levels in sharing all the information and functionality that a standard patient portal provides. We discuss our findings and provide a set of preliminary design guidelines for patient portal designers who wish to support this proxy portal use.

Barriers to Adoption of Patient Portals

Electronic patient portals can be viewed as an information and communication technology that supports “aging in place” because it allows older adults to access tools and information to manage their chronic illness from their own homes. Connelly et al have found that the evaluation of information and communication technologies for aging in place requires multiple methods because of the wide variety of nuanced contexts in which older adults live [3].

Lyles et al showed that lack of technical support and the fear of losing the doctor-patient relationship were barriers to the adoption of patient portals for African American and Latino patients [4,5]. Similarly, Ancker et al found that the odds of being given an access code for a patient portal were higher for patients who were young, English speakers, white, insured, and female [6]. Patients with lower socioeconomic status were less likely to make use of patient portals [7].

Health literacy may be another significant factor impacting the adoption of patient portals, as it is correlated with higher perceived ease of use and usefulness of health information technologies [8]. Functional impairment may negatively impact the ability of older adults to use patient portals [9]. Given that functional impairment tends to be lower with younger populations [9] and that health literacy tends to be higher among younger populations [10], younger caregivers may be better equipped to use patient portals than some older patients.

Caregivers and Information Sharing

Caregivers (often family members) play an important role in assisting older adults living with chronic medical conditions. According to a 2013 Pew Research report, 36% of US adults acted as caregiver to an adult relative or friend [11]. Some recent research suggests expanding the concept of “personal health informatics” to “family health informatics” [12]. Pang et al have noted the need to design for patient privacy while sharing information with relatives [13]. The needs of informal caregivers, such as their need for social support, recognition as caregivers, and communication with other stakeholders, are complex [14-18]. Bosch and Kanis noted the importance of making caregivers better-informed through access to systems such as patient portals [19].

Recent work looking into chronic illness patients with spousal caregivers demonstrates that it is important to support situations in which the values between patient and caregiver are in tune, as well as situations in which these values conflict [20]. While that work targeted spousal caregivers, similar patterns of conflicting values may emerge with other types of caregivers such as adult children, siblings or close friends, and neighbors. Designing to handle conflicting values around sharing and privacy between patient and caregiver becomes a critical component when looking at proxy access to patient portals.

Proxy Portal Accounts

Most electronic patient portal systems have some mechanism for the provision of proxy accounts. This is common for parents of young children, where the parents get automatic proxy access to their children’s portals. However, only some patient portal systems allow proxy accounts to be established for adult patients. Health care systems that do not offer proxy accounts for adult patients may recommend that adults wishing to share their patient portal information share their log-in credentials with their caregiver. Sarkar and Bates argued that current health care systems do not adequately engage caregivers and noted, “…although the Office of the National Coordinator acknowledges the importance of caregivers and family, broadly adopted standards for caregiver access to patient portals are not available” [21].

Caine et al have investigated patient attitudes toward the sharing of their electronic health records within medical systems [22]. They found that patients were unaware of how much information was in their electronic health records and wanted much more fine-grained control over who could access this information. In addition, they wanted to know when their information was accessed and by whom. While their study did not specifically address issues of patient portals and caregiver access, the issues they discussed are relevant to the patient portal context.

In a survey of patients across all age groups, Wolff et al found that patients share portal access with caregivers not only for information sharing purposes and emergency reasons but also...
because they need technical help [23]. In a focus group study of adults aged >75 years, participants raised concerns about autonomy and control, and the authors reported that it would be difficult to create a single model of access control for proxy accounts that would be suitable for all patient-caregiver dyads [24]. In addition, Wolff et al conducted a scan of 20 large health systems in the United States to understand how many offer proxy portal accounts for adult caregivers and noted that while many do offer such accounts, only some health systems advertise the availability of proxy accounts on their websites [25].

**Health Information Security**

How health information is shared within systems has been a subject of study, particularly when patient charts include information about stigmatized conditions such as mental illness, substance abuse, or sexual health [26]. In addition, Caine and Hanania and Schwartz et al showed that patients want granular control over which health care stakeholders see what parts of their medical data [27,28]. We are unaware of any studies specifically examining how patients deal with such information when sharing patient portal access with a caregiver, who may have a proxy account or who may have the patients’ portal password.

There are 2 interrelated issues with password sharing. Individuals frequently share their passwords with friends, coworkers, and relatives, allowing them to access a system account using the account holder’s credentials [29,30]. In addition, individuals often engage in cross-system password sharing, in which they use the same password (or a similar password) across many systems [31,32]. The sharing of passwords with others creates a significant information disclosure risk if the individual owning the credentials has also used the same password across multiple systems, such as a patient portal, Web-based banking, and social networking.

One approach to improving privacy in the sharing of health information is the “break-glass” access control protocol [33-35]. This idea is based on the metaphor of the need to break the glass around a fire alarm. This can be applied to health care information because many people want to keep their health information private, but in the case of a life-threatening medical emergency would want caregivers to have access to that health information. When this approach is applied to health information systems, any emergency that satisfies the “break the glass” criteria not only allows specified people to access the information but also creates an audit trail so that patients and providers can see that the information has been shared, when it was shared, and with whom. To the best of our knowledge, this approach has not been used for managing access to patient portals for patient caregivers.

**Methods**

**Research Project**

This research fits within a larger longitudinal research project investigating older adult patients and caregiver usage of electronic patient portals [2,36]. In that project, a set of patients and caregivers have been interviewed periodically over a period of 2 years to understand the patient portal adoption and usage. The patient portal at the academic medical center that is the home for our research team does offer proxy accounts for caregivers of adult patients. Creating this account requires completing and submitting paper forms.

For this particular study into patient perceptions around caregiver access, we began by first doing a walkthrough of the patient portal system. We analyzed the functionality available in this patient portal and compared that with the functionality in other portal systems to generate a set of common features. We then developed an interview study to more deeply understand how older adults perceive caregiver’s proxy portal access within the context of this standard feature set.

**Participants**

The recruitment objective was to engage patients who were racially diverse and representative of the population of older, low-income adults in the area surrounding the academic medical center. Participants were selected from among individuals who had participated in the larger longitudinal survey interview study of patient portal utilization [2,36]. Low-income older adults were the focus of the larger study because this population has relatively low use of patient portals and digital technology, in general, and a goal was to determine leverage points for improving the patient portal utilization in this segment of the population.

For the larger study, 120 participants were recruited from patients receiving care from a clinic in the academic medical center that serves predominantly Medicaid and noninsured patients. Participants were not asked to meet low-income criteria as individuals. These participants were community-dwelling adults aged ≥55 years, who were being treated for a chronic disease (diabetes, hypertension, dyslipidemia, or cardiovascular disease), spoke English or Spanish, and were in sufficiently good health to continue participation, and a goal was to determine leverage points for improving the patient portal utilization in this segment of the population.

Of 70 academic medical center patients who had a caregiver when they completed the survey interview component and who remained in sufficiently good health to continue participation, we recruited 10 to complete the semistructured interviews (age range, 60-71 years; 5 male, 5 females; 7 African American, and 3 white individuals; see Table 1). Participants were contacted individually until 10 agreed to complete the interview.
<table>
<thead>
<tr>
<th>Participant identifier</th>
<th>Sex</th>
<th>Race</th>
<th>Uses portal</th>
<th>Caregiver relation</th>
<th>Caregiver uses portal</th>
<th>2nd caregiver relation</th>
<th>2nd caregiver uses portal</th>
<th>Stigmatized health condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Female</td>
<td>African American</td>
<td>Yes</td>
<td>Child</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>P2</td>
<td>Male</td>
<td>African American</td>
<td>Yes</td>
<td>Friend</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>HIV</td>
</tr>
<tr>
<td>P3</td>
<td>Female</td>
<td>African American</td>
<td>Yes</td>
<td>Children</td>
<td>Yes</td>
<td>Home health assistant</td>
<td>Yes</td>
<td>MH</td>
</tr>
<tr>
<td>P4</td>
<td>Male</td>
<td>White</td>
<td>No</td>
<td>Spouse</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>P5</td>
<td>Male</td>
<td>African American</td>
<td>Yes</td>
<td>Brother</td>
<td>No</td>
<td>Home health assistant</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td>P6</td>
<td>Male</td>
<td>African American</td>
<td>Yes</td>
<td>Spouse</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>MH</td>
</tr>
<tr>
<td>P7</td>
<td>Male</td>
<td>White</td>
<td>Yes</td>
<td>Sister</td>
<td>Yes</td>
<td>Neighbor</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td>P8</td>
<td>Female</td>
<td>White</td>
<td>Yes</td>
<td>Spouse</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>MH</td>
</tr>
<tr>
<td>P9</td>
<td>Female</td>
<td>African American</td>
<td>No</td>
<td>Niece</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>MH</td>
</tr>
<tr>
<td>P10</td>
<td>Female</td>
<td>African American</td>
<td>No</td>
<td>Child</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(a\) All patients suffered from at least one chronic condition such as high blood pressure, arthritis, or heart disease.

\(b\) N/A: not applicable.

\(c\) MH: mental health.

### Interview Structure

Data collection was completed between June and August 2017 by 2 trained interviewers. Interviewers met participants in their homes. The interviews typically lasted between 30 and 60 minutes and were audiorecorded. The interviewers explained the study and obtained signed consent. Participants received a US $20 incentive for completing the interview. The interview study was approved by the academic medical center’s Institutional Review Board.

The semistructured interview covered patient’s background, caregiver relationship, patient’s portal use, and caregiver’s use of the portal (see Multimedia Appendix 1). We defined caregiver as “someone with whom you share your health information, and who helps you with your health care.” We asked all patients about how secure they considered their health information on the portal, and whether they considered it more or less secure than social networking sites and Web-based banking. The interview then specifically investigated the patients’ comfort level with caregiver access to the portal in the hypothetical situation of a stigmatized illness, as well as the comfort level with the caregiver accessing information such as past medical records and billing or insurance data. This part of the interview included laminated screenshots of the patient portal with notional data (such as screens showing provider messaging, prescription renewal, test results, visit summaries, appointment scheduling, and billing), which were used as visual prompts to remind participants of the various features being discussed and the kinds of information available on various screens of the portal. We specifically asked participants about whether they would be concerned with their caregivers seeing financial billing information on the portal. We asked this to ascertain whether participants were aware of this information being on the portal and how they felt about sharing such information.

### Data Analysis

Transcripts from the audiorecorded interviews were completed by a professional service and then edited for accuracy. Data analysis was conducted throughout the process, with the team performing ongoing reflection on interview transcripts as they became available. As the researchers reviewed the transcript narratives, they met periodically to discuss the themes, patterns, and issues they found in the data [37]. The research team created an initial coding dictionary based on these discussions. The codes included in the dictionary reflect \(a \text{ priori}\) themes reflected in the interview guide and themes that arose from the review of the data. Two of the interviews were coded and reviewed by 4 researchers who then refined the coding dictionary. All interview transcripts were then coded in a 2-step process. Each transcript was coded by one research team member and then checked for coding accuracy by a second team member. All of the investigators discussed the interpretation of the themes and patterns, and agreed on the final presentation.

### Results

#### Principal Results

In total, 7 patients had used the patient portal provided by the academic medical center, and 4 of them had allowed one or more of their caregivers to access their patient portal (see Table 1). Given the small sample size, these numbers are not meant to suggest typical levels of portal usage by patients or caregivers but suggest that there is some proportion of older adult patients.
that use the portal and some portion that do allow their caregivers to access their portals on their behalf.

**Caregiver Relations and Tasks**

All participants identified at least one caregiver. Most participants identified a close relative, such as a spouse, sibling, or adult child, as their primary caregiver. Caregivers helped with both health-related and household tasks such as cleaning and cooking. The health care–related tasks that caregivers engaged in included getting patients to appointments, reminding them of medications, helping with diet and exercise, and communicating with doctors.

Eight participants had given their caregiver Health Insurance Portability and Accountability Act of 1996 (HIPAA) authorization by signing an authorization document. Two participants were unfamiliar with HIPAA and were unsure whether or not they had granted anyone such authorization. Three participants identified multiple caregivers, and in these cases, there was a split of responsibilities with a local friend or paid assistant helping with day-to-day care, and a family member acting as a caregiver from a distance.

**Patient Portal Use**

Overall, 7 of 10 participants used their patient portal, though their perceptions of it and usage levels varied. P3 reported using her portal 4 times per week and mentioned using the portal for appointment tracking. P1 reported using the portal but explained that she did not like it at all, mainly because her health care providers had not responded to messages through the portal. Other participants had logged into the portal occasionally, and 2 of the participants had forgotten their portal passwords and had not been able to log in recently. Participants reported using the portal to monitor appointment schedules, message with doctors, and look at test results. None of the participants reported using the portals to look at billing or make payments.

**Security Concerns**

All participants remarked that they expected the information to be seen by health care staff only and that information on the portal was kept more private than information on Facebook. In comparing the portal to Web-based banking, a number of participants felt they could not comment because they did not do Web-based banking, while others felt the portal was equally secure or more secure than Web-based banking. Most participants thought it was very unlikely that someone could hack into their portal and steal their health information. Participant responses demonstrated that they do not consider their medical information to be of high value or interest and are therefore not very concerned about information security issues when using the portal.

**Caregiver Portal Use**

Of 10 participants, 4 had given their passwords to one or more caregivers so that the caregiver could access the portal. P1 talked about how she had set her portal password to something easy to remember and shared it with her daughter, who mostly checks it for appointments. In asking about who has access to her portal, P3 noted that multiple children and her home health care assistant all have access, but only use it on an as-needed basis.

P5 has 2 caregivers—a daily home health care assistant and a brother with whom he shares his health care issues. His brother, who has HIPAA authorization and power of attorney, can log into his patient portal but has not done so to his knowledge. P5 has not given his home health care assistant access to his patient portal, despite noting that they are “good friends.” In addition, P7 has 2 caregivers, a local neighbor and a sister who lives in another state. His sister has access to the portal and used it to follow appointments as P7 went through cancer treatment. However, P7 has not given his neighbor caregiver access. The neighbor takes him to the hospital in medical emergencies and helps him when he is not well, and P7 says if it became important or useful, he would consider giving her access to the portal.

**Thematic Analysis**

A number of themes emerged around comfort level with caregiver portal access. Most participants, even those who were not on the portal or who had not granted caregivers access to the portal, saw benefit in their caregiver being able to access the portal. Although 2 of 10 patients interviewed (P6 and P8) used their portal themselves, they had caregivers who were not internet users and would be unable to use the patient portal.

**Health Literacy Assistance**

One of the main reasons participants felt caregiver access was beneficial was in the caregiver’s ability to help them understand the information on the portal, such as doctor’s messages and test results. For example, P3 described how her caregivers help her understand the information that is there.

*I don’t understand all this, all these abbreviations. So she [health assistant] opened it up, she and my daughter-in-law, and they were reading and letting me know that my red blood cell count was very low and my white blood cells were my hemoglobin was out of whack, my TSH levels were out of whack.*

Similarly, P8 mentioned a close friend who works in the medical field and could act in the role of caregiver (though does not currently). She noted how helpful it could be to have this friend access her portal, saying “she may understand some of the stuff better than I do.”

**Caregivers as Communication Gatekeepers**

In multiple instances, caregivers helped to keep the rest of the family informed or helped to explain difficult medical situations to family members. For example, P3 who gives her daughter-in-law portal access, noted the following:

*My son is one of those people that he can’t take what’s happening, so I explain it to her [daughter-in-law]. She’s in the medical field as well, and she’s a CNC, Certified Nursing Assistant at [clinic] and she and her best friend [name] is a registered nurse, they get together and explain to him what’s going on with me.*

This quote demonstrates both the benefit of caregivers with medical knowledge having portal access and those caregivers using that information to communicate the situation to other
family members. P7 described the benefits of his sister having portal access.

She, sort of keeps the other family members informed, so it serves a purpose there, too.

Stigmatized Health Issues

The portal in use at the academic medical center is full featured and includes full medical records and past diagnoses. When asked about the security of information on the portal, P1 who is a regular portal user and was familiar with the amount of information available noted the following:

Now, probably if I were HIV+ and was trying to get a job, I might be a little more sensitive about things like that. But I don’t know. I’m not real worried about it.

This comment demonstrated that the concerns about the privacy of information on the patient portal may be moderated by the presence or absence of stigmatized health issues (both from the perspective of the portal being hacked and the perspective of the portal being accessed by caregivers). P2 had an HIV+ diagnosis, and he expressed reticence about sharing his patient portal with his caregiver friend. This participant noted that he had not shared his HIV+ status with his caregiver, although he admitted that he would be okay with her finding out about his status through the portal if there was an emergency and she needed access to help him.

P5, when asked about caregivers accessing information about a hypothetical HIV diagnosis, responded as follows:

You don’t want everybody to know, but then the ones that are close to you that are actually gonna have to be the ones there for you, you would have to let them know.

This quote highlights that there is a tension between needing care help and feeling embarrassed about such a stigmatized condition.

P7 raised a number of concerns about caregiver portal access. One concern was that his neighbor caregiver, who does not drink alcohol, would see that he drinks alcohol if she had access to the portal. This demonstrates that having caregivers who are slightly more distant in relationship can cause tensions in considering sharing access to a patient portal because lifestyle information is often captured and recorded as part of routine health checkups. In addition, P7 did not like the idea of his caregivers learning about a hypothetical mental health diagnosis. He also expressed a concern about a hypothetical diagnosis of HIV.

I don’t think I’d want them to know. No, I don’t think so. I think that would be considered sort of private, … I mean I hope that never happens, but I wouldn’t feel real comfortable.

Emergency Access

Several patients discussed the benefits of caregivers being able to access the portal in case of an emergency. While patients who had granted portal access to their caregivers saw benefits of this access in cases of emergency, this was also true for participants who had not granted portal access to their caregivers. This was clear in the case of P2, the participant who had an HIV+ status, but had not shared that status with his caregiver. He admitted that he would be okay with his friend caregiver accessing his portal in case of emergency, but his comment expresses a high level of reticence, even about emergency access: “…if it had to be, so be it. If it came down to it.” The finality of this comment suggests that giving her access would definitely be a last resort, only if he really needed help from her. P7 has a sister living out of town who serves as a distant caregiver and a neighbor who serves as a close-by caregiver. This was the participant mentioned previously who felt that he would not want his neighbor to have access to the portal because she might be able to see that he drinks alcohol. But he expressed that in an emergency, he could see the benefits of her being able to access the portal and communicate with his out-of-town family.

Billing Privacy

Most participants, even those who were regular users of the portal, were unaware that billing information was available on the portal. Some participants who had close family members as caregivers were not concerned with those caregivers seeing billing information. P4 explained her openness in this area:

That would be fine too because, if something happens to us, we’re older, they’re gonna be responsible for that.

P9 noted that she would not want her niece caregiver to see the balance in her bank account, but she would be okay with her niece seeing the medical bills on the patient portal.

Some participants had definite concerns about their caregivers accessing their portal and seeing billing information, and this tended to vary with the relationship between the patient and the caregiver. For example, P5 responded that he would be comfortable with his brother seeing billing information but not his home health care assistant. P8, who has a husband caregiver who does not use the portal at all, spoke about possibly giving her best friend portal access and described how she would trust her friend with health information, making appointments, and renewing prescriptions, but, “Well, I’d rather keep the billing stuff private… I’ve just always been, my finances are my business.”

P7 was not comfortable with anyone having access to his billing information. He did not realize that there was billing information on the portal, and in thinking about his sister and neighbor caregivers, noted “I would rather they not see that… an invasion of my private life, I guess.” These comments show that feelings about caregivers seeing medical billing information are quite varied, with some participants feeling quite uncomfortable about such information being disclosed to caregivers through the portal.

Discussion

Principal Findings

Participants in this study typically shared their current health information with their caregivers, whether through the portal...
Promote the use of proxy accounts by allowing easy setting up of proxies online, using simple, clear language.

- Provide a simple checklist of access controls, with screenshots, to help patients decide what information or functionality to grant the caregiver.
- Provide a default proxy account configuration that includes access to most information and functions, but requires an opt-in for the complete medical record, billing, and insurance information.

These guidelines will only be useful if patients actually set up official proxy accounts for their caregivers. Some patients will likely continue to share their portal credentials with caregivers, and some health care systems do not offer proxy accounts for caregivers, which means password sharing is the only way for caregivers to access a patient’s portal. Hence, we offer the following design guidelines for systems to help mitigate issues when passwords are shared with caregivers:

- Remind users when creating or changing passwords on the portal that they should choose unique passwords that are different from passwords on other important systems such as email and Web-based banking.
- Provide a “break-glass” mechanism that allows patients to specify who can be given access to the portal in case of emergency. Then, ensure that the system logs that access and provides clear alerts and log-in history on the portal so that the patient is made aware when someone has used the emergency “break-glass” mechanism.
- Ask users to identify themselves when logging into a portal. For example, after logging into a portal, the system could prompt the user to define themselves as either the “patient” or a “caregiver.” If the user chooses caregiver, the system could ask their name and relationship. This could then be added to all of the logs and communications inside the portal so that the patient and caregiver would be separately identified. This could help the patient be able to see when their caregiver logged in and monitor for abuse of the system. Moreover, this would help health care providers know who they are communicating with through the portal.

One issue with the last guideline of having an identification step after log-in is that it could actually be seen as condoning or encouraging the sharing of portal credentials. One way to ensure that patients and caregivers do not view this as condoning the sharing of passwords is to respond when a caregiver self-identifies by asking them to talk to their patient about setting up proxy access and by sending a message to the patient that encourages them to set up a proxy account for that caregiver. In this way, the practice is allowed, but the system also nudges users toward a more secure mode of interaction with the system. This only makes sense if the patient portal system provides adult proxy accounts, and it is currently unclear how many portal systems in the United States actually provide this functionality.

**Limitations**

This qualitative study has a small number of participants, which is a limitation to the generalizability of the results. Further studies with larger populations are needed to understand the prevalence of these caregiver portal access issues. Similarly, the elderly, low-income nature of our population limits the generalizability of our results. Younger and wealthier patients may have different concerns about caregiver portal access.
Conclusions
We have presented the results of a qualitative study with 10 older, low-income adults who receive outpatient primary care through a university medical center in a small city in the United States. We have investigated how these older patients share health information with their caregivers, and how these patients feel about sharing electronic patient portal access with caregivers. While 2 previous studies have investigated patient attitudes about proxy portal use, ours is the first study to frame these attitudes around the full set of standard portal features and consider both the security and privacy concerns that may come into play. Our results suggest that patients typically share their log-in credentials with caregivers rather than setting up official proxy accounts. Regardless of the access mechanism, this proxy portal access provides no granularity of control over the information shared through the portal, and patients express some discomfort with the sharing of data around stigmatized illnesses and financial obligations. We suggest some guidelines to improve both official proxy portal accounts and standard portal accounts, to allow all stakeholders to reap the benefits of caregiver proxy portal use, without incurring inadvertent information disclosure risks or other security breaches.
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Abstract

Background: Access to mental health care is challenging. The Veterans Health Administration (VHA) has been addressing these challenges through technological innovations including the implementation of Clinical Video Telehealth, two-way interactive and synchronous videoconferencing between a provider and a patient, and an electronic patient portal and personal health record, My HealtheVet.

Objective: This study aimed to describe early adoption and use of My HealtheVet and Clinical Video Telehealth among VHA users with mental health diagnoses.

Methods: We conducted a retrospective, cross-sectional analysis of early My HealtheVet adoption and Clinical Video Telehealth engagement among veterans with one or more mental health diagnoses who were VHA users from 2007 to 2012. We categorized veterans into four electronic health (eHealth) technology use groups: My HealtheVet only, Clinical Video Telehealth only, dual users who used both, and nonusers of either. We examined demographic characteristics and mental health diagnoses by group. We explored My HealtheVet feature use among My HealtheVet adopters. We then explored predictors of My HealtheVet adoption, Clinical Video Telehealth engagement, and dual use using multivariate logistic regression.

Results: Among 2.17 million veterans with one or more mental health diagnoses, 1.51% (32,723/2,171,325) were dual users, and 71.72% (1,557,218/2,171,325) were nonusers of both My HealtheVet and Clinical Video Telehealth. African American and Latino patients were significantly less likely to engage in Clinical Video Telehealth or use My HealtheVet compared with white patients. Low-income patients who met the criteria for free care were significantly less likely to be My HealtheVet or dual users than those who did not. The odds of Clinical Video Telehealth engagement and dual use decreased with increasing age. Women were more likely than men to be My HealtheVet or dual users but less likely than men to be Clinical Video Telehealth users.
Patients with schizophrenia or schizoaffective disorder were significantly less likely to be My HealtheVet or dual users than those with other mental health diagnoses (odds ratio, OR 0.50, CI 0.47-0.53 and OR 0.75, CI 0.69-0.80, respectively). Dual users were younger (53.08 years, SD 13.7, vs 60.11 years, SD 15.83), more likely to be white, and less likely to be low-income than the overall cohort. Although rural patients had 17% lower odds of My HealtheVet adoption compared with urban patients (OR 0.83, 95% CI 0.80-0.87), they were substantially more likely than their urban counterparts to engage in Clinical Video Telehealth and dual use (OR 2.45, 95% CI 1.95-3.09 for Clinical Video Telehealth and OR 2.11, 95% CI 1.81-2.47 for dual use).

Conclusions: During this study (2007-2012), use of these technologies was low, leaving much potential for growth. There were sociodemographic disparities in access to My HealtheVet and Clinical Video Telehealth and in dual use of these technologies. There was also variation based on types of mental health diagnosis. More research is needed to ensure that these and other patient-facing eHealth technologies are accessible and effectively used by all vulnerable patients.
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Introduction

Background
Veteran access to mental health care within the US Department of Veterans Affairs Health Administration (VHA), especially for rural veterans, has been a challenge [1]. About 2.9 million, 56% of all rural veterans, are enrolled in VHA care [2]. As compared with urban veterans, rural veterans with mental health diagnoses are sicker and face challenges accessing health care, including stigma, increased distance needed to travel to care, lack of access to transportation, and lack of specialists or providers in rural areas [3,4]. Although the VHA offers mental health services nationally through a combination of regional medical centers and community-based outpatient clinics, some locations may not have the specialty services or the staff to meet the demand for needed services [5].

To address access barriers and to enhance patient care, the VHA has been transforming the provision of clinical care, in part, through technological innovation. The VHA has been a leader nationally through its deployment of several health information technologies [6], including an integrated electronic medical record, Home Telehealth (eg, in-home, messaging, and peripheral devices such as blood pressure and heart rate monitors), mobile health apps, Clinical Video Telehealth (CVT), and an integrated Web-based personal health record and patient portal, My HealtheVet (MHV). These patient-facing technologies are consistent with recommendations by the Institute of Medicine to support continuous healing relationships through use of the internet and technologies that provide patients with access to care outside of face-to-face visits, and access to their medical information, when and where they need it most [7]. They also offer unique ways for patients and providers to communicate in addition to or in lieu of traditional face-to-face encounters [8]. The concept of complementary use of health care technology —the use of features and functionality of two different technologies in conjunction with one another—is a way of enhancing access to care and supporting patient-centered care by supporting communication, information sharing, and increasing patient involvement in their care [8]. The integration of technologies in a complementary way has the potential to increase veterans’ access to care and improve the quality of delivered care. Dual use of technologies—veteran adoption and use of more than one technology at any point—may be a precursor to complementary use. For example, veterans who have adopted the MHV portal and have engaged in CVT might be willing or inclined to use both tools in a complementary way.

History of My HealtheVet and Clinical Video Telehealth
MHV and CVT are two established virtual care technologies in the VHA. Over a decade ago, the VHA launched its Web-based personal health record and patient portal, My HealtheVet (MHV), to complement traditional health care services, to improve comanaged care, and to promote active engagement of patients and their families in the patient’s health care [9]. The MHV portal allows users to create and maintain a comprehensive personal health record by using a range of MHV features, including secure messaging, Web-based prescription refills, access to information in their VHA health record (eg, laboratory results, clinical progress notes, discharge summaries, and medication lists), and tracking of personal and self-reported health information using a variety of tools (eg, food, activity and allergy journals, family health history, and other data). Access to features depends on the type of MHV enrollment and account type. MHV registration creates a basic account that provides access to the MHV self-report features (ie, self-entered information or journals). An advanced account is limited to veterans and/or VHA patients and gives these users the ability to refill prescriptions and to view some of their information in their health records. A premium account, also only for veterans or VHA patients, is the highest level of MHV access and requires users to verify their identity either in-person or on the Web, a process known as authentication. In addition to using MHV to view many parts of their VHA health record and Department of Defense Military Service Information, premium users can send secure messages to communicate with their health care providers and health care teams [10]. As of July 2018, of the 4.45 million who registered (since November 2004), about 3.9 million indicated they were veterans. Of the 4.45 million registrants, about 2.74 million have authenticated since January 1, 2007 [11].

The VHA has also expanded access to health care through a range of telehealth services, including CVT which is two-way interactive and synchronous videoconferencing between a
provider and a patient at a distance in settings such as a VHA medical center and a community clinic or home. CVT is available across a range of medical and mental health specialties. Unlike MHV, a Web app, access to CVT is less ubiquitous for two primary reasons: (1) clinicians refer patients and place consults to CVT programs (patients may not be able to self-refer) and (2) CVT programs that do exist are not available to every veteran, everywhere. Some programs are regional—they emanate from a regional medical center or hub and provide remote specialty services to clinics that are closer to a veteran’s home, thus reducing travel time and time away from work or family. A few programs provide services across state lines, although to specific sites (the provider and veteran must be located in a federal facility), and some programs provide CVT into the home.

Devices used in CVT within VHA are often attached to computers (eg, video cameras and microphones) or are stand-alone (eg, videoconferencing equipment). For visits conducted at a VHA medical center or community-based clinic, a VHA employee at the patient site (known as a telehealth clinical technician [TCT]) seats the patient in the CVT-equipped space and coordinates initiation of the CVT call with the provider. The TCT then leaves the room and is available as needed to provide technical or administrative support throughout the clinical encounter. If the patient is at home, the process is different as a TCT is not involved. The provider and the patient connect with each other using preplanned processes. Whether CVT is home- or clinic-based, the providers have well-defined, documented, and tested emergency procedures available.

There is evidence that veterans with mental health conditions are interested in, and have used, both MHV and CVT. Among veterans who reported enrollment and mental health use data in the 2010 National Survey of Veterans, 25% of those who indicated they used VHA mental health services endorsed that they used MHV to obtain information about their personal VHA health care [12]. In a study of veterans receiving care in VHA, those with trauma-related conditions and common mental health conditions (eg, depression, bipolar disorder, or posttraumatic stress disorder [PTSD]) were among the highest early adopters of MHV. The adoption of MHV among veterans with depression, anxiety, and PTSD was high compared with patients with other diagnoses [13].

In addition, VHA CVT services for individuals with mental health conditions (known also as telemental health) have grown tremendously. In October 2002, VHA began coding telehealth activity distinctly to enable its measurement. Between October 2002 and August 2018, there were more than 3.75 million CVT telemental health patient encounters. In 2017, VHA delivered more than 470,000 CVT telemental health patient encounters to over 150,000 unique patients [14]. During this study period (2007-2012), there were over 320,000 unique CVT users.

Recent research has explored whether veterans with mental health diagnoses are willing to use different electronic health (eHealth) technologies, including CVT. A survey of veterans in Hawaii (VHA and non-VHA users) found that 32% to 57% of those surveyed were receptive to using different technologies in their mental health care (ie, telephone calls, CVT into the home or clinic, Web-based computer-based interventions, personalized messages to computer, short message service (SMS) text messages to cell phone, or social networking with a peer group). Veterans’ willingness varied and depended on the technology and their PTSD screen status [15]. Veterans with probable PTSD were significantly less likely than those with no PTSD to report willingness for CVT in clinic (20.4% vs 45.6%) or CVT in the home (25.5% vs 52.7%). The survey did not include questions about use of specific MHV features.

Research also has examined veterans’ preferences on their use of technologies in managing their health care [16]. Whealin et al conducted a survey of a random sample of veterans who received VHA care and who had registered to use MHV [16]. Among those with a PTSD diagnosis and at least one chronic medical condition, 44.6% used health-related technology 1 to 3 times per month and 21.4% used it less than once per month.

Most common uses of the technologies included searching for health information (78.9%), communicating with providers (71.1%), and tracking medications (64.9%). Respondents reported they were most experienced and comfortable with using computers, the Web, email (99%-100%) and had less experience and comfort with other modes, including social media (73.0%), mobile apps (79.6%), and Clinical Video Telehealth (67.3%).

Despite these early studies, there has been little work examining the extent to which veterans might be using and benefitting from the use of multiple eHealth technologies. This information is increasingly important as the VHA strives to improve access for all veterans, especially those with mental health conditions. Information on whether and how veterans use these two technologies provides information that could be leveraged to identify additional opportunities for mental health–related treatments and interventions, improve access to and patient engagement in mental health treatment, and improve the overall quality of mental health care. To our knowledge, research has not yet examined veterans’ use of multiple eHealth technologies on a large scale using administrative data. This study examines (1) the early adoption and feature use of MHV, engagement in CVT, and the dual use of these two technologies and (2) the sociodemographic and mental health characteristic associated with the use of these technologies. The use of two technologies may lay the groundwork for and lead to the complementary use of technologies.

Methods

Study Design

We conducted a cross-sectional analysis of veterans’ use of two VHA technologies: (1) the MHV personal health record and patient portal and (2) Clinical Video Telehealth.

Study Population

The sample for this study (N=2,171,325) is drawn from a retrospective cohort study evaluating technology adoption in VHA users [13]. This sample includes all veterans aged between 18 and 100 years, who received inpatient or outpatient care at VHA during our study period of October 1, 2007, through March 31, 2012, and had one or more common or high-priority mental health diagnoses by the time of MHV registration or first CVT
This early period (ending March 2012), which coincided with the initial rollout of secure messaging to providers and patients. The study period overlaps with both the MHV pilot period (October 2007 and October 2009) and the 2010 to 2012 early national rollout of MHV and secure messaging. The Human Research Protection Program at the Veterans Affairs (VA) Connecticut Healthcare System and the Yale School of Medicine and Institutional Review Board at the Edith Nourse Rogers Memorial Veterans Hospital in Bedford, Massachusetts, approved this study.

Data Sources
Administrative, clinical, CVT, and MHV data for October 1, 2007, through March 31, 2012, the study period, were pulled from the VHA Corporate Data Warehouse. Variables extracted include patient demographics, medical and mental health diagnoses, MHV enrollment and authentication statuses, use of certain MHV features (ie, secure messaging and prescription refill), and CVT engagement.

Variables

Dependent Variables: Electronic Health Technology Use Groups—Dual Use, My HealtheVet Adoption, Clinical Video Telehealth Engagement
We created indicators for MHV adoption, CVT engagement, and dual use as dependent variables in our multivariable logistic regression models. To establish MHV adoption, we used MHV data on registration, authentication, and feature use. The available data included flags for adoption such as MHV registration (ie, the process of creating a personal profile, log-in, and access account to gain access to MHV), authentication (ie, the verification of identity before granting access to personal health information), and MHV feature use, including secure messaging use (ie, ever sent or ever read a secure message) and Web-based prescription refill (ie, ever refilled prescriptions on the Web). To establish CVT engagement, we identified whether the patient had ever had a CVT visit during the study period. A patient was determined to be a dual user if he or she had adopted MHV and engaged in CVT during the study period; the MHV adoption and CVT engagement did not have to be concurrent. For our other analyses, we grouped veterans into four mutually exclusive eHealth technology use groups based on their MHV adoption and their CVT engagement (CVT-MHV groups): (1) dual users—veterans who had adopted MHV and had engaged in CVT at any point during the study period; (2) MHV only—veterans who had adopted MHV and did not have a CVT visit; (3) CVT only—veterans who had a CVT visit but did not have MHV adoption; and (4) neither—veterans who had neither adopted MHV nor engaged in CVT during the study period.

Independent Variables: Mental Health Conditions
We focused on common or high priority mental health conditions in the veteran population, including bipolar disorder, major depression, other depression (ie, depressive disorders not meeting criteria for major depressive disorder such as adjustment disorder, depression not otherwise specified), anxiety, PTSD, schizophrenia or schizoaffective disorder, and other psychotic disorders. Veterans in the full study cohort may have multiple mental health diagnoses. We used previously validated diagnostic code groupings [17] and ascertained from the administrative data if veterans had one or more of the mental health diagnoses documented during the study period. We counted mental health conditions coded at least once for an inpatient stay or at least twice for an outpatient visit during the study period. Prior research has demonstrated that this approach improves the accuracy of the identification of disorders in administrative data [18,19] because outpatient codes are assigned by health care providers and may be less accurate than inpatient codes, which are assigned by professional coders in the VHA. Diagnoses were classified according to International Classification of Diseases, Ninth Revision, Clinical Modification.

Covariates: Demographic Characteristics
Demographic variables included gender, age, race or ethnicity, rural residence, and economic need. Rural residence was determined based on zip code of residence using VHA Office of Rural Health definitions based on the Rural-Urban Commuting Areas system (ie, urban, rural, and highly rural) [20]. As a proxy for socioeconomic status to capture economic need, we created a flag to indicate patients who qualified for free VHA health care based on a financial assessment.

Analyses
We used descriptive statistics to examine sociodemographic and mental health characteristics for the full cohort and within each of the four eHealth technology groups. We compared MHV feature use between the MHV only and dual users groups using chi-square statistics. In addition, among MHV adopters (MHV only and dual users), we examined the proportion of veterans in the full cohort and within each of the diagnostic code groupings who used any features of MHV (any MHV) and who used two specific features of MHV: prescription refills and secure messaging.

We used separate multivariable logistic regression models to examine predictors of MHV adoption versus nonadoption, CVT engagement versus nonengagement, and dual use versus nondual use. We examined associations between mental health diagnoses and eHealth technology use, adjusting for patient sociodemographic characteristics previously shown to be significantly associated with MHV use [13], and accounted for clustering of veterans within VHA health care regions (ie, Veterans Integrated Service Networks [VISNs]) by including VISN as a random effect in the models. SAS 9.4 was used to run all analyses (SAS institute, Cary, NC).

Results

Patient Demographics and Electronic Health Technology Adoption
From a cohort of over 6 million active users of the VHA, 2,171,325 patients aged between 18 and 100 years had one or more of the mental health conditions. As shown in Table 1, the majority were male, white and resided in urban areas. Mean age was 60.11 (SD 15.83), and over a quarter qualified for free care
in VHA based on economic need. Among these 2.17 million veterans, 1.51% (32,723/2,171,325) were dual users of MHV and CVT. Most patients (1.56 million) had neither adopted or used MHV features or engaged in CVT (71.72%, 1,557,218/2,171,325); 23.00% (499,445/2,171,325) of the patients were MHV only users and 3.77% (81,939/2,171,325) had engaged in CVT only. Most patients (1.56 million) had neither adopted or used MHV features or engaged in CVT (71.72%, 1,557,218/2,171,325); 23.00% (499,445/2,171,325) of the patients were MHV only users and 3.77% (81,939/2,171,325) had engaged in CVT only. Compared with the overall cohort, dual users included a larger proportion of women veterans (8.49%, 184,331/2,171,173 vs 12.8%, 4212/32,721), white patients (77.70%, 1,521,828/1,958,625), and patients from rural areas (25.73%, 545,755/2,121,406 vs 44.27%, 14,256/32,199). Compared to the overall cohort, dual users had a lower mean age 53.08 (SD 13.74) years versus 60.11 (SD 15.83) years and a lower percentage of individuals with high economic need (26.15%, 567,728/2,170,948 vs 17.56%, 5746/32,723).

Over a third of the entire cohort had a diagnosis of PTSD (36.47%, 791,839/2,171,325), 31.47% (683,268/2,171,325) had a diagnosis of anxiety disorder, 23.95% (520,088/2,171,325) had a diagnosis of major depression, 17.61% (382,438/2,171,325) had other psychotic disorder diagnoses, and 12.68% (275,331/2,171,325) had a diagnosis of bipolar disorder (Table 2). Nearly two-thirds of individuals in the entire cohort (62.41%, 1,355,039/2,171,325) had other depression diagnoses. CVT engagement and MHV use varied by mental health diagnosis. Compared with veterans with other psychotic or schizophrenia or schizoaffective disorders, those with a diagnosis of depression, PTSD, anxiety, or bipolar disorder were higher users of both MHV and CVT.

The unadjusted comparisons of MHV feature use between MHV only and dual users show some differences (Table 3). Significantly more dual users authenticated or ever filled a prescription on the Web than MHV only users. There were no differences between dual and MHV users in secure messaging use.

As shown in Figure 1, there were variations in use of MHV and its primary features across mental health diagnoses. The percentages shown in the figure reflect the overall proportion of patients with that diagnosis who engage in each type of use.

Table 1. Demographics by electronic health technology use groups.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Full cohort (N=2,171,325)</th>
<th>Dual users (n=32,723)</th>
<th>MHVb only (n=499,445)</th>
<th>CVTc only (n=81,939)</th>
<th>Neither (n=1,557,218)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (male), n (%)</td>
<td>1,447,141 (92.94)</td>
<td>75,733 (92.44)</td>
<td>435,459 (87.19)</td>
<td>75,733 (92.44)</td>
<td>1,447,141 (92.94)</td>
</tr>
<tr>
<td>Residence, n (%)</td>
<td>1,135,344 (74.71)</td>
<td>40,298 (49.97)</td>
<td>382,066 (78.13)</td>
<td>40,298 (49.97)</td>
<td>1,135,344 (74.71)</td>
</tr>
<tr>
<td>Urban</td>
<td>384,237 (25.29)</td>
<td>40,342 (50.03)</td>
<td>106,920 (21.87)</td>
<td>40,342 (50.03)</td>
<td>384,237 (25.29)</td>
</tr>
<tr>
<td>Rural</td>
<td>545,755 (25.73)</td>
<td>14,256 (24.47)</td>
<td>106,920 (21.87)</td>
<td>40,342 (50.03)</td>
<td>384,237 (25.29)</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td>1,061,488 (75.90)</td>
<td>61,208 (82.13)</td>
<td>373,057 (81.93)</td>
<td>61,208 (82.13)</td>
<td>1,061,488 (75.90)</td>
</tr>
<tr>
<td>White</td>
<td>1,521,828 (77.70)</td>
<td>26,075 (86.20)</td>
<td>373,057 (81.93)</td>
<td>61,208 (82.13)</td>
<td>1,061,488 (75.90)</td>
</tr>
<tr>
<td>African American</td>
<td>364,107 (18.59)</td>
<td>3116 (10.30)</td>
<td>65,704 (14.43)</td>
<td>10,206 (31.69)</td>
<td>285,081 (20.38)</td>
</tr>
<tr>
<td>Latino</td>
<td>12,813 (0.65)</td>
<td>145 (0.45)</td>
<td>2048 (0.45)</td>
<td>445 (0.60)</td>
<td>10,206 (0.73)</td>
</tr>
<tr>
<td>Otherd</td>
<td>59,877 (3.06)</td>
<td>943 (3.12)</td>
<td>14,533 (3.19)</td>
<td>2669 (3.58)</td>
<td>41,732 (2.98)</td>
</tr>
<tr>
<td>High economic need, n (%)</td>
<td>567,728 (26.15)</td>
<td>5746 (17.56)</td>
<td>98,779 (19.78)</td>
<td>50,745 (25.07)</td>
<td>442,658 (28.43)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td>277,140 (12.76)</td>
<td>6712 (20.51)</td>
<td>81,624 (16.34)</td>
<td>12,632 (15.42)</td>
<td>176,172 (11.31)</td>
</tr>
<tr>
<td>&lt;40</td>
<td>653,918 (30.12)</td>
<td>12,770 (39.02)</td>
<td>179,169 (35.87)</td>
<td>27,136 (33.12)</td>
<td>434,843 (27.92)</td>
</tr>
<tr>
<td>40 to 59</td>
<td>985,240 (45.38)</td>
<td>12,696 (38.80)</td>
<td>213,008 (42.65)</td>
<td>37,585 (45.87)</td>
<td>721,951 (46.36)</td>
</tr>
<tr>
<td>&gt;80</td>
<td>255,027 (11.75)</td>
<td>545 (1.67)</td>
<td>25,644 (5.13)</td>
<td>4586 (5.60)</td>
<td>224,252 (14.40)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>60.11 (15.83)</td>
<td>53.08 (13.74)</td>
<td>56.18 (14.68)</td>
<td>57.02 (14.70)</td>
<td>61.67 (16.00)</td>
</tr>
</tbody>
</table>

*aNumbers may not sum because of missing data, and percentages may not sum to 100% because of rounding. The listed column percentages exclude missing data.

*bMHV: My HealtheVet.

*cCVT: Clinical Video Telehealth.

*dOther category includes American Indian, Asian, and Native Hawaiian.
### Table 2. Mental health conditions by electronic health technology use groups.

<table>
<thead>
<tr>
<th>Mental health conditions</th>
<th>Full cohort, n (%)</th>
<th>Dual users, n (%)</th>
<th>MHV&lt;sup&gt;b&lt;/sup&gt; only, n (%)</th>
<th>CVT&lt;sup&gt;c&lt;/sup&gt; only, n (%)</th>
<th>Neither, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other depression</td>
<td>1,355,039 (62.41)</td>
<td>23,679 (1.75)</td>
<td>329,706 (24.33)</td>
<td>56,414 (4.16)</td>
<td>945,240 (69.76)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>791,839 (36.47)</td>
<td>18,611 (2.35)</td>
<td>206,644 (26.10)</td>
<td>41,036 (5.18)</td>
<td>525,548 (66.37)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>683,268 (31.47)</td>
<td>13,209 (1.93)</td>
<td>167,405 (24.50)</td>
<td>30,799 (4.51)</td>
<td>471,855 (69.06)</td>
</tr>
<tr>
<td>Major depression</td>
<td>520,088 (23.95)</td>
<td>12,868 (2.47)</td>
<td>141,864 (27.28)</td>
<td>26,937 (5.18)</td>
<td>338,419 (65.07)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>275,331 (12.68)</td>
<td>6666 (2.42)</td>
<td>69,764 (25.34)</td>
<td>15,436 (5.61)</td>
<td>183,465 (66.63)</td>
</tr>
<tr>
<td>Other psychotic disorders</td>
<td>382,438 (17.61)</td>
<td>5073 (1.33)</td>
<td>72,563 (18.97)</td>
<td>14,690 (3.84)</td>
<td>290,112 (75.86)</td>
</tr>
<tr>
<td>Schizophrenia or schizoaffective</td>
<td>124,879 (5.75)</td>
<td>1229 (0.98)</td>
<td>16,506 (13.22)</td>
<td>6261 (5.01)</td>
<td>100,833 (80.78)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Veterans may have multiple mental health diagnoses; therefore, percentages do not sum to 100%.

<sup>b</sup>MHV: My HealtheVet.

<sup>c</sup>CVT: Clinical Video Telehealth.

### Table 3. My HealtheVet adoption and feature use with and without dual use (N=2,171,325).

<table>
<thead>
<tr>
<th>My HealtheVet feature use</th>
<th>Dual users (n=32,723), n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>MHV&lt;sup&gt;b&lt;/sup&gt; only (n=449,445), n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P&lt;sup&gt;c&lt;/sup&gt; value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authenticated</td>
<td>23,573 (72.04)</td>
<td>347,610 (69.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever filled a prescription on the Web</td>
<td>20,589 (63.88)</td>
<td>293,409 (59.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever used secure messaging&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3561 (10.88)</td>
<td>57,126 (11.44)</td>
<td>.002</td>
</tr>
</tbody>
</table>

<sup>a</sup>The total number of Veterans in each group and the percent of the overall study population.

<sup>b</sup>MHV: My HealtheVet.

<sup>c</sup>P value for chi-square.

<sup>d</sup>Only authenticated users who opt-in can secure message; however, the denominator for the percentage calculation is based on the total number of dual users or MHV only users to show the overall penetration of secure messaging activity among the entire population in each column.

**Figure 1.** My HealtheVet use by mental health diagnosis. MHV: My HealtheVet; RX: Prescription.
Table 4. Adjusted odds ratios of My HealtheVet, Clinical Video Telehealth, and dual use based on demographic characteristics (N=1,911,085).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Model(^a) predicting MHV(^b) adoption, OR(^c) (95% CI)</th>
<th>Model(^a) predicting CVT(^d) engagement, OR(^c) (95% CI)</th>
<th>Model(^a) predicting dual use of both MHV and CVT, OR(^c) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>40 to 59</td>
<td>1.04 (1.01-1.07)</td>
<td>0.91 (0.87-0.95)</td>
<td>0.91 (0.88-0.94)</td>
</tr>
<tr>
<td>60 to 79</td>
<td>0.70 (0.65-0.75)</td>
<td>0.71 (0.65-0.77)</td>
<td>0.56 (0.51-0.61)</td>
</tr>
<tr>
<td>&gt;80</td>
<td>0.27 (0.24-0.30)</td>
<td>0.40 (0.31-0.51)</td>
<td>0.17 (0.13-0.21)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.57 (1.51-1.62)</td>
<td>0.92 (0.89-0.96)</td>
<td>1.16 (1.11-1.20)</td>
</tr>
<tr>
<td>Male</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>0.51 (0.48-0.54)</td>
<td>0.72 (0.62-0.85)</td>
<td>0.51 (0.46-0.57)</td>
</tr>
<tr>
<td>Latino</td>
<td>0.53 (0.46-0.62)</td>
<td>0.88 (0.79-0.98)</td>
<td>0.58 (0.41-0.82)</td>
</tr>
<tr>
<td>Other</td>
<td>0.83 (0.78-0.89)</td>
<td>0.98 (0.90-1.06)</td>
<td>0.82 (0.76-0.89)</td>
</tr>
<tr>
<td>White</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>0.83 (0.80-0.87)</td>
<td>2.45 (1.95-3.09)</td>
<td>2.11 (1.81-2.47)</td>
</tr>
<tr>
<td>Urban</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High economic need</td>
<td>0.64 (0.63-0.66)</td>
<td>0.99 (0.96-1.02)</td>
<td>0.75 (0.71-0.79)</td>
</tr>
<tr>
<td>Other</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Bipolar disorder</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.09 (1.07-1.12)</td>
<td>1.43 (1.35-1.51)</td>
<td>1.45 (1.37-1.53)</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Major depression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.25 (1.22-1.28)</td>
<td>1.38 (1.26-1.52)</td>
<td>1.56 (1.45-1.68)</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Posttraumatic stress disorder</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.19 (1.16-1.22)</td>
<td>1.74 (1.58-1.91)</td>
<td>1.86 (1.77-1.96)</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Schizophrenia or schizoaffective disorder</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.50 (0.47-0.53)</td>
<td>1.25 (1.17-1.33)</td>
<td>0.75 (0.69-0.80)</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Other psychosis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.04 (1.01-1.07)</td>
<td>1.14 (1.10-1.19)</td>
<td>1.13 (1.08-1.19)</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Other depression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.20 (1.18-1.22)</td>
<td>1.32 (1.24-1.40)</td>
<td>1.42 (1.34-1.51)</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.09 (1.07-1.11)</td>
<td>1.25 (1.17-1.33)</td>
<td>1.27 (1.20-1.35)</td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
</tbody>
</table>

\(^a\)Models accounted for clustering of veterans within VHA health care regions (known as Veterans Integrated Service Networks [VISN]) by including
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Models Predicting Adoption of My HealtheVet, Clinical Video Telehealth, and Dual Use

Sociodemographic Characteristics Associated With My HealtheVet, Clinical Video Telehealth, and Dual Use

Our logistic regression models showed that holding all other demographic characteristics and diagnoses constant, age is a strong predictor of any type of technology use (Table 4). Veterans with mental health diagnoses who were over the age of 60 years had significantly lower odds of MHV adoption, CVT engagement, or dual use than those under the age of 40 years. For example, the odds of a veteran being a dual user were 44% lower for those aged 60 to 79 years (OR 0.56, 95% CI 0.51-0.61) and 83% lower for those aged over 80 years (OR 0.17, 95% CI 0.13-0.21) compared with those aged under 40 years. The odds of veterans aged 40 to 59 years adopting MHV were 4% higher than the odds for veterans under 40 years (OR 1.04, 95% CI 1.01-1.07); however, those aged 40 to 59 years were less likely to engage in CVT than those aged under 40 years (OR 0.91, 95% CI 0.87-0.95).

There were also differences in technology use for other demographic characteristics. Women, as compared with men, had higher odds of both MHV adoption and dual use (OR 1.57, 95% CI 1.51-1.62 for MHV and OR 1.16, 95% CI 1.11-1.20 for dual use) but slightly lower odds of CVT engagement (OR 0.92, 95% CI 0.89-0.96). African American and Latino veterans had significantly lower odds of MHV adoption, CVT engagement, or dual use as compared with white veterans using the same technologies. The odds of an African American veteran adopting MHV, engaging in CVT, or being a dual user were 49%, 28%, and 49% lower, respectively, whereas those of Latino veteran were 47%, 12%, and 42% lower, respectively. Although being low income did not predict CVT engagement, low-income veterans eligible for free VHA care based on income had odds of MHV adoption that were 36% lower (OR 0.64, 95% CI 0.63-0.66) and odds of dual use that were 25% lower (OR 0.75, 95% CI 0.71-0.79) than patients who were not eligible. Rural patients had 17% lower odds of MHV adoption compared with urban patients (OR 0.83, 95% CI 0.80-0.87) but substantially higher odds of CVT engagement and dual use (OR 2.45, 95% CI 1.95-3.09 for CVT and OR 2.11, 95% CI 1.81-2.47 for dual use).

Diagnoses Associated With My HealtheVet, Clinical Video Telehealth, and Dual Use

There were differences in MHV adoption, CVT engagement, and dual users across mental health diagnoses, holding all sociodemographic variables and comorbid mental health diagnoses constant. Patients diagnosed with major depression were more likely to be a MHV adopter than the veterans with other diagnoses. The odds of a veteran diagnosed with major depression adopting MHV were 25% higher than patients not diagnosed with major depressive disorders (OR 1.25, 95% CI 1.22-1.28). Patients diagnosed with PTSD had substantially higher odds of both CVT engagement (OR 1.74, 95% CI 1.58-1.91) and being a dual user (OR 1.86, 95% CI 1.77-1.96) than the patients for patients not diagnosed with PTSD. Finally, patients diagnosed with schizophrenia or schizoaffective disorder were significantly less likely than veterans with other mental health diagnoses to be a MHV adopter (OR 0.50, 95% CI 0.47-0.53) or dual user (OR 0.74, 95% CI 0.69-0.80).

Discussion

Principal Findings

This study is one of the first examinations of multiple (dual) health information technology use among veterans with mental health diagnoses. We explored an early period (2007-2012) of MHV use and CVT engagement among veterans with mental health diagnoses. Our findings suggest that during the study period, overall use or engagement with these health information technology tools was low and that dual use was exceedingly low. Among these veterans diagnosed with mental health conditions, differences in use by patient characteristics were like the differences previously reported in the overall veteran populations, with some exceptions [13]. To place this work into context, we have noted these exceptions below.

The unadjusted results suggest different patterns of early use of CVT and MHV across residential areas, gender, economic need, and race or ethnicity. Patients living in rural areas had higher odds of being CVT only or dual users, whereas those in urban areas were more likely to be MHV only users. Prior work has found higher use of MHV in urban veterans but has not explored dual use in rural veterans. This finding may be because of the emphasis on implementing CVT programs in rural areas and, thus, increased availability where they are more important for providing veterans with access to mental health services. It may also reflect differences in access to technology or the internet at home (used in accessing MHV) with greater availability in urban versus rural settings.

Although women represent less than 10% of veterans receiving VHA health care, the number of veterans who are women continues to grow. Female veterans had higher odds of being MHV adopters or dual users compared with male veterans. This finding is consistent with other literature showing that women VHA users are more likely to adopt patient portals than male VHA users [13]. Male veterans had higher odds of CVT engagement compared with female veterans. Although these findings describe a period of early use, recent research has highlighted the potential benefits of telemental health for women veterans [21] and the potential for it to reach this growing segment of VHA users [22] who have unique mental health needs. In a national CVT program for veterans with bipolar disorder, 19% of the participants were women [23]. Thus, our finding suggests there is an opportunity to increase the CVT adoption among female veterans.
engagement of women veterans through programs that address their specific needs.

Our findings suggest the presence of economic and race or ethnicity disparities in the use of eHealth technologies during the study period (2007-2012). Although the odds of CVT engagement were not associated with patient economic need, high economic need was inversely associated with MHV and dual use. African American and Latino race or ethnicity and high economic need were consistently associated with lower odds of use of MHV adoption or CVT engagement, even after adjusting for rural or urban residence and other demographic characteristics and diagnoses. The VHA experience is similar to that outside the VHA, as Robin et al reported a gap in adoption of personal health records in the Kaiser Permanente Georgia patient population [24].

There were differences in MHV use and CVT engagement across mental health diagnoses. This study expands beyond prior work [13] that found veterans who had a diagnosis of major depression, PTSD, or bipolar disorder more often used any MHV feature and used MHV to refill prescriptions on the Web than veterans with other mental health diagnoses. Veterans with major depression or PTSD were high users of secure messaging as compared with other veterans with other mental health diagnoses. Patients who had diagnoses of schizophrenia or schizoaffective disorder were consistently less likely than patients with other mental health diagnoses to use any MHV feature, prescription refill, or secure messaging. They were also least likely to be dual users.

There is some evidence that CVT benefits veterans with serious mental illness. An analysis of a national CVT program for veterans with bipolar disorder showed positive effects across several domains, including patient engagement, clinical impact, and quality of care [23]. There is limited data available on the adoption and use of CVT in veterans with schizophrenia or schizoaffective disorder and the benefits of CVT on the outcomes of such patients. Kasckow et al conducted a review of telepsychiatry assessment and treatment in patients with schizophrenia (not just veterans) [25]. They reviewed internet, telephone, and video-based approaches. There were a limited number of studies in each modality, including a handful that explored video-based interventions. The CVT studies reviewed had limitations, and per the authors, the video-based modality showed initial promise with individuals diagnosed with schizophrenia.

**Future Research**

It is important to uncover and address barriers patients face using eHealth technologies before new technologies are designed and implemented and before clinical interventions are delivered using those technologies. Future research could explore and then address differences in the barriers to use of patient-facing eHealth technologies, especially among veterans with mental health conditions. Such research should include exploring patterns of use of specific features or services across patients with different mental health diagnoses.

Understanding barriers and disparities could inform outreach efforts designed to increase adoption and use. For example, promotion and communication materials could be tailored to address specific barriers and disparities, and outreach efforts could include personalized and novel methods of training and education, including (1) members of a veteran’s clinical team teaching, reinforcing, and encouraging use of specific MHV features relevant to the veteran’s care such as accessing important illness, self-management, and provider visit content (eg, a medication list, a symptom checklist, or laboratory results from a recent visit); (2) creation of brief, step-by-step instructional videos of key MHV features and dissemination of these videos through the MHV portal and other means, including the VHA’s social media and public video-sharing websites; and (3) incorporating videoconferencing and/or screen sharing into customer service to help veterans learn and use MHV.

Future research should also explore more recent patterns of MHV use and CVT engagement, including dual use and complementary use among patients with mental health conditions. Since this study period (2007-2012), there have been major changes to MHV, including the full implementation of secure messaging and increases in patient adoption and use. In addition, the implementation of and engagement in CVT programs has grown. It would also be important to explore whether disparities in dual use and complementary use have changed. Future research should examine whether there are differences in mental health outcomes (eg, reduction in mental health symptoms, improvements in quality of life, and improvements in medication adherence) for different eHealth technology user groups.

Complementary use of eHealth technologies might support patient care, for example, prescribing providers (or their team) who use CVT might use secure messaging to remind patients about follow-up for important laboratory tests related to their treatment. As MHV allows users to track and self-enter a variety of information (eg, activity and food journals, vitals and readings, and allergies), providers and veterans who use manualized evidence-based treatments delivered using CVT might use MHV to support clinical treatment. MHV could host clinical program materials, and providers and veterans could share program materials using MHV secure messaging and could incorporate seamlessly MHV self-management tools (or program specific tools hosted on MHV) into clinical encounters.

### Limitations

There are several limitations to this study. Inherent differences in access to the health information technologies examined influenced our findings. MHV is a Web-based patient portal available to all VHA users, although actual access depends on factors such as computer or cell phone use and internet access. Unlike MHV, CVT is not available to all VHA users. It is behind the VHA firewall and not a publicly available Web-based tool. CVT programs are specific and vary by site; participation in them often requires travel (a known barrier to care) to a nearby VHA medical center or outpatient facility. Though there are CVT services conducted into the home, they comprise a smaller percentage of CVT telemental health encounters. Providers refer veterans to CVT programs, so veterans are not self-referred. As we did not have information about these veterans’ access to or familiarity with computers and cell phones, we could not assess
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their effects, if any, on MHV only or dual use. We were also unable to capture access to internet, which may be less in rural areas where the availability of broadband is much more variable.

At the time of this study, information about MHV feature use was limited to the secure messaging and prescription refill features. Other features were not available or there was no tracking or capturing of information about their use. We also did not have information about the content or purpose of secure messaging such as the purpose of its use (ie, administrative or for mental health or medical condition management). Finally, the MHV secure messaging rollout to VHA mental health providers occurred in earnest after the study period; thus, the lack of mental health provider's access to and use of MHV secure messaging before the rollout may have impacted adoption and use of MHV.

**Conclusion**

Dual use has the potential to be highly beneficial for promoting access to care for patients with mental health diagnoses. Although CVT makes it possible to receive clinical care from remote clinicians, patient portal functionality such as secure messaging assists patients in communicating with their clinical providers between in-person or telehealth visits. Prescription refill functionality can support the clinical management of prescription medications and has the potential to improve medication adherence. Appointment viewing and scheduling functionalities can help patients schedule and obtain the in-person or CVT care they need. During this study, dual use was still exceeding rare. However, since 2012, both MHV use and the number of CVT encounters have increased. In fiscal year 2012, there were over 218,000 unique CVT encounters, and in fiscal year 2017, there were over 470,000 unique CVT encounters [14]. In addition, the VHA has introduced new technologies to support patient care, including VA Video Connect, a free new desktop computer, smartphone or tablet app. There is a nationwide implementation of this technology, which allows for telemental health encounters to take place from anywhere. VA Video Connect will exponentially increase the number of home telehealth visits in the coming years. The VHA is also implementing a secure SMS text messaging app for patient use in the self-management of numerous conditions. The goal is to enhance self-care using reminders, motivational texts, and educational protocols for numerous conditions (eg, weight loss and smoking cessation). Other mental health apps can be used independently or as part of therapy. Given the number of eHealth technologies, additional research is needed to understand how they can best be used in conjunction with one another to facilitate patient treatment. It will also be important to continue to monitor eHealth technology adoption and use by vulnerable patients to identify barriers to access and devise solutions to those barriers in the years to come.
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Abstract

Background: The future of health care delivery is becoming more patient-focused, and electronic health record (EHR) portals are gaining more attention from worldwide governments that consider this technology as a valuable asset for the future sustainability of the national health care systems. Overall, this makes the adoption of EHR portals an important field to study.

Objective: The aim of this study is to understand the factors that drive individuals to adopt EHR portals.

Methods: We applied a new adoption model that combines 3 different theories, namely, extended unified theory of acceptance and use of technology, health belief model, and the diffusion of innovation; all the 3 theories provided relevant contributions for the understanding of EHR portals. To test the research model, we used the partial least squares causal modeling approach. We executed a national survey based on randomly generated mobile phone numbers. We collected 139 questionnaires.

Results: Performance expectancy (beta=.203; t=2.699), compatibility (beta=.530; t=6.189), and habit (beta=.251; t=2.660) have a statistically significant impact on behavior intention (R²=76.0%). Habit (beta=.378; t=3.821), self-perception (beta=.233; t=2.971), and behavior intention (beta=.263; t=2.379) have a statistically significant impact on use behavior (R²=61.8%). In addition, behavior intention (beta=.747; t=10.737) has a statistically significant impact on intention to recommend (R²=69.0%), results demonstrability (beta=.403; t=2.888) and compatibility (beta=.337; t=2.243) have a statistically significant impact on effort expectancy (R²=48.3%), and compatibility (beta=.594; t=6.141) has a statistically significant impact on performance expectancy (R²=42.7%).

Conclusions: Our research model yields very good results, with relevant R² in the most important dependent variables that help explain the adoption of EHR portals, behavior intention, and use behavior.

Introduction

Overview

The electronic health record (EHR) portal or an EHR patient portal is a technology that combines an EHR system and a patient portal where patients can communicate with their health care providers (eg, send messages, schedule medical appointments, and request prescription refills online) and access their EHR and medical exams results [1-3]. EHR is a repository of patient data in a digital form, stored and exchanged securely. EHRs may include a range of data such as medical history, medication and allergies, immunization status, laboratory test results, radiology images, vital signs, personal statistics like age and weight, and billing information [4]. EHR portals have received great attention at the governmental level worldwide.
[2,3,5]. In the United States, the support given to EHRs, via a meaningful use program, led the federal government to commit unparalleled resources to support the adoption of EHRs through incentive payments that can reach up to US $27 billion over 10 years [5,6]. EHR portals are a relevant topic not only in the United States but also in Europe through several projects such as the European Patients Smart Open Services (EpSOS) initiative promoted by the European Union Commission [3]. EpSOS focuses on developing a practical information and communication technology infrastructure that will enable secure access to patient information, including EHR among different European countries [3].

Understanding the adoption and use of EHR portals by patients is a very relevant topic with clear benefits for the society and future sustainability of the different health care systems in the world [4,7]. The warning signs are that the number of patients with chronic diseases is projected to grow by 45% between 2007 and 2025, and the health care providers’ workforce will be 10% smaller [8]. Combining these 2 trends, there will be less health care professionals available in the future to provide support to the patients. EHR portals may help patients carry out self-management activities, making the use of the health care system more effective and sustainable, not only from the patient care standpoint but also from the financial perspective due to the increasing cost of the health care budget in different countries [3,4,8-10]. Regarding EHR portal users’ sociodemographic characteristics, there is a consistent trend to be younger and more educated than the population average [11-13].

Most of the EHR portals’ usage in the developing countries ranges between 5% and 10% of the total annual target population that they aim to reach [3,14]. Most of the EHR portals are implemented at an organizational or health care unit level, but there are some examples of EHR portals that have been implemented at the national level [3,14]. Probably the most successful nationwide implementation of an EHR portal is the Sundhed portal in Denmark with 1.1 million unique registered users, approximately 20% coverage of the Danish population [14]. In Portugal, both public and private health care institutions have EHR portals [3]. The most relevant public EHR portal is the National Health Service (NHS) portal that in its first implementation was not very successful, but in its new release, which was launched recently, provides a higher level of security (2-factor authentication) and broader access to the patients to their clinical information across NHS [3,7]. Recently in Portugal, we also have good examples of investment by private health care groups, like the EHR portal MyCuf [7]. What we also perceive in the private health care institutions such as MyCuf is the exclusive delivery of the medical examination results and other documentation online, increasing the use of this online platform and making it compulsory, something that is not yet a policy in the NHS [3,7]. Due to the fact that some of the private health care providers perceived an efficiency advantage, they have invested in developing more sophisticated portals than the public hospitals, but the new version of the NHS portal has now also started aggregating all the patient information from the different public health care institutions, making it available to the patient at one place [7]. There are differences between the different types of EHR portals in the same country and among different countries, but the most common and frequently used features identified in the literature, which generally apply to an EHR portal, are as follows: management of health information and communication with health providers, medical appointments schedule, check their own EHR, and request for medical prescription renewals [2-4,15-17]. Taking into account the relevance of all the current initiatives that are ongoing in Portugal regarding EHR portals, a nationwide survey using a sample of randomly generated mobile numbers was applied in our study.

The goals of this study are to estimate the percentage of EHR portal users among the Portuguese population and understand the factors that drive health care consumers to adopt and use EHR portals. We apply 3 different theories to build our research model: the extended unified theory of acceptance and use of technology (UTAUT2), the health belief model (HBM) theory, and the diffusion of innovation (DOI) theory. In the Research Model section, a more detailed rationale explaining why we combined these 3 theories is provided.

Theoretical Background

The goal of our study is to focus on the adoption of the EHR portals from the standpoint of the health care consumer. According to the literature, assessing the adoption of eHealth tools by health care consumers still demands more effort due to the persisting low number of studies published to date and in view of the importance of the topic [3,4]. The most frequently used adoption models when studying eHealth adoption by health care professionals are the unified theory of acceptance and use of technology (UTAUT2), the health belief model (HBM) theory, and the diffusion of innovation (DOI) theory. The extended Unified Theory of Acceptance and Use of Technology (UTAUT2) was developed specifically for the consumer use setting, and UTAUT2 was developed with this purpose, achieving good results [26]. A recent study using a UTAUT2 extension demonstrated its usefulness in assessing the critical determinants for the adoption of EHR portals in which the construct habit, which is a consumer-specific construct, was the one with the greatest impact on the adoption of EHR portals [2]. This fact shows the importance of using research models that are consumer specific.
As the rate of adoption is still low in the use of EHR portals, [2,5,14,31]. As the rate of adoption is still low in the use of EHR portals, [2,5,14,31]. Evidence in the literature shows that the global usage of EHR portals is still limited [23,30]. The predictors of use behavior are habit and behavioral intention [2,23,29]. The predictors of use behavior are habit and behavioral intention [2,23,29]. Social influence, hedonic motivation, and price value are only predictors in the US group [2,23,29]. Confidentiality issues do not seem to influence acceptance [2,23,29].

TAM, Trust and Privacy

Intention to adopt eHealth

• Perceived ease of use, perceived technology usefulness, and trust are significant predictors [22].

UTAUT2

Behavioral intention and use behavior in EHR portals

• The behavioral intention drivers are performance expectancy, effort expectancy, social influence, and habit [7].

DOI (mix of qualitative and quantitative study)

Adoption rate of an e-appointment scheduling service

• The influence of the perceived attributes of the e-appointment scheduling service according to the DOI theory helps explaining the low adoption and use [13].

Extended TAM in health information technology

Health information technology behavioral intention

• Perceived ease of use, perceived technology usefulness, and perceived threat significantly influence health consumer behavioral intention [23].

UTAUT2 extended model

Behavioral intention and use behavior in EHR portals

• Effort expectancy, performance expectancy, habit, and self-perception are predictors of behavioral intention [2].

Institutional theory and UTAUT

Patient portal use behavior

• Coercive and mimetic pressures significantly influence patient portal use behavior [28].
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Research Model

As EHR portals are a new technology focused on consumer health [2,3], our research model is a combination of UTAUT2 [26], self-perception, a construct from the HBM [2,23,30,34,35], and a framework based on the DOI model [32,33,36]. On the basis of the extensive literature review and previous studies, the need to have a model with patient-centric focus was identified, something that UTAUT2 provides, with consumer-specific constructs and good results in previous eHealth and EHR portal studies [2,14]. As we are studying the EHR portals from the health care consumers’ perspective and not from the health care providers’ standpoint, it is relevant to use UTAUT2, because most of the existing (information technology) IT adoption models are not consumer-specific [2,15]. In addition, previous research identified the relevance of including health care–specific constructs in studying the adoption of EHR portals and eHealth platforms [3,16,17]; therefore, we used a construct related to HBM that already achieved good results within the scope of our study [3]. EHR portals are a new eHealth technology and the DOI model revealed in past studies to be able to explain the adoption of new eHealth tools successfully, therefore making it suitable to be used to study EHR portals adoption [13,18]. We also made some improvements in our research model concerning the theories we used. In the UTAUT2 framework, we did not use the construct hedonic motivation. Hedonic motivation is conceptualized as intrinsic motivation (eg, pleasure or enjoyment) [26]. People use EHR portals frequently when they are ill [1] and that can be viewed by many as not being an enjoyable activity [37]. Recent literature confirms no consistent and relevant results in predicting the adoption of EHR portals with hedonic motivation [2,7,27]. Literature evidence shows that constructs related to the HBM, such as perceived health risk or self-perception, are much better motivation predictors of adoption of EHR portals than hedonic motivation [2,23]. We also used intention to recommend as a dependent variable. This is a variable that has not been used in the literature to explain the adoption of EHR portals [2,27,38]. Instead, it has been used in other technologies to explain adoptions such as mobile payments [33], which were also regarded as relatively new and with a low usage level [33] like EHR portals [2]. In these types of technologies, providers start to rely on current or potential users to recommend them to others [33]. That is why we included intention to recommend in our research model. Figure 1 illustrates the new research model.

Figure 1. The research model. DOI: diffusion of innovation; HBM: health belief model; UTAUT2: extended unified theory of acceptance and use of technology.
Extended Unified Theory of Acceptance and Use of Technology Constructs

Performance expectancy is theorized to be the degree to which using a specific technology provides benefits to consumers in executing particular tasks [26,39]. Overall, patients adopt and use more eHealth tools and EHR portals that provide benefits in executing online health-related activities [2,7,23,25]:

H1: Performance expectancy will positively influence behavioral intention.

Effort expectancy is the degree of ease connected to consumers’ usage of a certain technology [26,39]. The simpler it is for health care consumers to use an EHR portal, the greater is the likelihood that they will use it [2,7,23,25]:

H2: Effort expectancy will positively influence behavioral intention.

Social influence is the extent to which people acknowledge that others who are significant to them believe they should use a particular technology [2,23,25]. According to the literature, social influence plays a role in the adoption of eHealth and EHR portals, because patients with the same health issues tend to be induced by others sharing the same or similar condition [27,28,40,41]:

H3: Social influence will positively influence behavioral intention.

Facilitating conditions refers to consumers’ awareness of the support and resources available to execute a particular behavior [26,39]. A possible barrier to patients’ use of eHealth tools is the nonexistence of resources or support services that enable them to access and use these types of technology, implying that health care consumers with better conditions favor EHR portals usage and adoption [26,27,42]:

H4(a): Facilitating conditions will positively influence behavioral intention.

H4(b): Facilitating conditions will positively influence use behavior.

If we relate to the consumer environment, price value is a relevant dimension, because consumers usually bear the costs linked with purchasing products and services [26]. If health care consumers can obtain the results of their medical examination online, for example, through an EHR portal, they save time and transportation costs by avoiding an unnecessary trip to a clinic or hospital [27,43]:

H5: Price value will positively influence behavioral intention.

Habit can be described as the degree to which people tend to perform behaviors automatically due to learning [26]. According to recent literature, habit positively influences the use and adoption of eHealth tools and EHR portals [27,44]:

H6(a): Habit will positively influence behavioral intention.

H6(b): Habit will positively influence use behavior.

The role of behavioral intention has been recognized in eHealth with the literature affirming that the driver of use and adoption of EHR portals is preceded by the behavioral intention to use them [2,23,25,27]:

H10(a): Behavioral intention will positively influence use behavior.

Health Behavior Construct

Supporting the concept of self-perception is the HBM. HBM assumes that subjective health concerns determine whether individuals execute a health-related action such as making an appointment with their physician [30]. Self-perception in health [30,34,35] posits that the perceived (rather than the real) severity of the health complaint could be the driving force inducing the action [30,35,45].

There is evidence in the literature that self-perception influences behavior intention to use eHealth tools and EHR portals [2,23]:

H7(a): Self-perception will positively influence behavioral intention.

There is also evidence in the literature that self-perception can not only drive intentions but also directly influence actions with regard to the use of health-related services [2,23,30]. Often with sensitive topics and particularly with health-related topics, a mismatch between intentions and effective actions may occur [4,27,46]. It is then also relevant to evaluate the potential positive effect of self-perception on use behavior:

H7(b): Self-perception will positively influence use behavior.

Diffusion of Innovation Constructs

Roger’s DOI theory is one of the most acknowledged theories for studying IT adoption [13]. According to DOI, innovation is an idea, technology, or a process that is perceived as unknown or new to a particular group of individuals [13,47]. Diffusion is how the information about the innovation is shared inside the social system [47]. The attributes of an innovation comprise 5 user-perceived qualities: relative advantage, compatibility, complexity, trialability, and observability [47]. Moore and Benbasat [36] expanded the original set of innovation attributes proposed by DOI to be applicable to the IT setting. One example was the construct observability, which was subdivided into results demonstrability and visibility [36]. Subsequent studies have found that results demonstrability is more relevant than visibility in predicting users’ intention to use a technology, particularly in IT health care [32]. We did not measure trialability because there was no evidence that our target population has participated in a trial usage of EHR portals [3]. EHR portals should be seen as a new technology that relates to the concept of an innovation in consumer IT within the scope of health care.

Relative advantage is the extent to which the consumer perceives improvements or benefits upon the current technology by adopting an innovation [47]. Relative advantage measures fundamentally the same thing as performance expectancy within the context of DOI [32,33]. Complexity measures the extent to which an innovation is difficult to understand or be used [47]. We also find a commonality between effort expectancy and complexity [32,33]. Both relative advantage and complexity within the context of DOI, according to the literature, may be
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regarded as positively influencing the behavioral intention to adopt EHR portals [2,13,27,32].

Results demonstrability is the degree to which the tangible results of adopting and using an innovation can be visible and then communicable [36]. According to the literature, this may have a direct effect on the behavioral intention to use an EHR portal [13,32]. In addition, potential users can better comprehend the benefits of using a new eHealth technology when noticeable results of the tool are directly evident, advocating a positive connection between results demonstrability and performance expectancy [32]. The degree to which a specific individual noticed the results of using an innovation to be demonstrable partially reflects belief in using the tool and more easily achieving the desired outcome [13,32]. Thus, we theorize and ground on the literature that results demonstrability will positively influence effort expectancy:

- **H8(a):** Results demonstrability will positively influence behavioral intention.
- **H8(b):** Results demonstrability will positively influence performance expectancy.
- **H8(c):** Results demonstrability will positively influence effort expectancy.

Compatibility measures the extent to which an innovation is perceived as being aligned with the existing consumer lifestyle values and current and past experiences [47]. Compatibility has demonstrated to be a predictor of the behavioral intention to adopt a new technology in general, and also in consumer eHealth [13,33]. Compatibility, also like results demonstrability, is an antecedent of performance expectancy and effort expectancy [13,33]. Users may perceive EHR portals to be more compatible if they see advantages in using them to manage specific health care activities without additional complexity [2,13,33]. Compatibility consequently strengthens performance expectancy, effort expectancy, and behavioral intention to use EHR portals [2,13,33]:

- **H9(a):** Compatibility will positively influence behavioral intention.
- **H9(b):** Compatibility will positively influence performance expectancy.
- **H9(c):** Compatibility will positively influence effort expectancy.

**Users’ Intention to Recommend Electronic Health Record Portals**

IT consumers with a greater intention to adopt a new technology are more likely to become users and to recommend that specific technology to others [33,48]. Often with sensitive topics and particularly with health-related topics, a mismatch between intentions and effective actions may occur [4,27,46], so it is especially relevant to independently measure how the behavioral intention and use behavior may influence the intention to recommend the use of EHR portals:

- **H10(b):** Behavioral intention will positively influence intention to recommend EHR portals to others.
- **H11:** Use behavior will positively influence intention to recommend EHR portals to others.

**Methods**

**Measurements**

All the items were adopted from the studies by Venkatesh et al [26], Wilson and Lankton [25], van de Kar et al [30], Moore and Benbasat [36], and Oliveira et al [33], with minor changes to adapt to EHR portal technology. The items are exhibited in Multimedia Appendix 1. The questionnaire was delivered in Portuguese after being translated by a certified translator. To guarantee that the content did not lose its original meaning, a back-translation was made from Portuguese to English by a different certified translator and compared with the original [49]. The scales’ items were measured on a 7-point range scale, ranging from “strongly disagree” (1) to “strongly agree” (7). Use behavior was measured on a different scale. The scale from UTAUT2—from “never” to “many times per day”—was adapted to “never” to “every time I need,” because EHR portal usage is not expected to be as regular as mobile internet usage. Sociodemographic questions were also included. Age was measured in years, and gender was coded as a dummy variable (0 or 1), with women represented by 0. Having a private health insurance was also coded as a dummy variable (0 or 1), with its absence represented by 0. Information about the level of education of the respondents was also assessed with 3 different layers (university degree, high school education complete, and high school education incomplete).

**Data Collection**

A pilot survey was performed to validate the questions and the scale of the survey. From the pilot survey, we had 20 responses. No issues were reported that could question the fact that the questionnaire items were not reliable. However, from the outcome of the pilot survey, there was strong evidence that our nonresponse rate in the main survey could be high (>50%). The data from the pilot survey were not included in the main survey. As one of the goals of our study is to determine the usage prevalence rate of this type of technology, we subdivided our survey into 2 phases. Two-phase sampling designs are frequently used in epidemiological studies, in health care, when a disease is rare, and when the diagnosis of the disease is difficult or expensive [50]. In the first phase, a bigger random sample from the targeted population is screened with less intensive and expensive screening. In the second stage, a random subsample of the individuals is studied more intensively [50]. We used a similar approach; our target population is also infrequent, but in our case, the aim is to handle a potential high nonresponse rate. Specifically, our population of interest is the Portuguese adult population (age≥18 years) who are users of EHR portals.

In the first section, we asked the potential respondent if she or he was a Portuguese adult. If the response was positive, we asked if she or he was a user of EHR portals, and only after identifying that she or he was a user, we asked about her or his interest in replying to our main survey. The EHR portal user is a current user of any of the 4 main functionalities that EHR portals can provide in general (management of health information and communication with health providers, medical appointments schedule, check their own EHR, and request for medical prescription renewals) [1,3-7].
To interview our target population, we used a nationwide mobile phone survey. According to the latest research, 94.5% of the Portuguese adult population had a mobile phone by December 2016 [51], making it a valuable approach to conduct this survey due to its high coverage of the target population. The survey was computer-assisted, and all answers were recorded immediately. The mobile phone sample consisted of randomly generated numbers. Portuguese mobile phone numbers are of 9 digits, and the first 2 digits identify the operator [51,52].

The Portuguese Telecommunications Regulation Authority (ANACOM) delivers information concerning the market share of the 3 operators offering mobile services in Portugal [51]. This was used to split the sample into 3 mobile subsamples proportional to the market share [52,53].

Within each 2-digit prefix of the 3 operators, numbers were created by a generator of 7-digit random numbers [52]. Up to 4 additional call attempts were made to each number to establish contact, with the exceptions when the number was identified as nonworking or not attributed (a message from the operator provides this information) [52,53]. The survey took place between July 25, 2017, and October 15, 2017. All study participants were informed about the research purpose, confidentiality protection, and the anonymity of the information collected and that by answering all the questions, they were giving their consent to participate in the survey. In total, we obtained 15,080 valid numbers. From this sample, we obtained a 71.0% response rate regarding the question to identify the users of EHR portals. From the ones that were eligible to answer the survey, we obtained 139 completed questionnaires and a response rate of 15.1% (see Figure 2).

**Data Analysis**

To test our research model, we applied partial least squares structural equation modeling (PLS-SEM). The motivations for choosing this approach were the model complexity (many constructs and many indicators), formatively measured constructs are part of the structural model, and the fact that the PLS-SEM method is oriented to explain variance of the research model and to detect statistically significant constructs [54-56]. SmartPLS 3 [57] was used to estimate the model. Before evaluating the structural model, we assessed the measurement model to evaluate construct reliability, indicator reliability, convergent validity, and discriminant validity.

**Results**

**Sample Characteristics**

The sample characteristics results versus the target population profile are displayed in Table 2.

Age groups are from 2011 census data [58], the level of education uses the latest inquiry from the National Institute of Statistics in 2016 [59] as a source, and for the number of people with private health insurance in Portugal, the information is from the Portuguese Association of Insurance Companies from 2016 [60]. Except for the case of gender, all other sample characteristics differ from the target population. We should not generalize these results as representative of the target population due to the high nonresponse rate in the second phase (Figure 2). Early adopters in eHealth are usually younger and more educated than the general population, in line with the findings of our study [13,38,61]. Higher income is also related to eHealth early adopters, which may justify the higher percentage of people in our sample compared with the target population with
private insurance [13,38]. In Portugal, there is a NHS that provides coverage to all citizens, but in the last decade, there was a substantial increase in the number of people obtaining complementary private health insurance [60,62,63]. In Portugal, the main private health care institutions have also implemented measures to encourage the use of eHealth tools, including EHR portals [7].

We also assessed the common method variance initially using Harman one-factor test. If the total variance for a single factor is less than 50%, it suggests that common method variance is not an issue [64]. The greatest variance (47.16%) explained by 1 factor was, in our case by the first one, still lower than 50%. Subsequently, the marker-variable technique was applied, in which we used a theoretical unrelated construct, the marker variable [65]. We found no significant correlation between the research model constructs and the marker variable. Therefore, we can conclude that common method variance was not a serious problem, verified by 2 different and established criteria [64-66].

Usage Results

According to the results in the first stage of our inquiry, 8.6% of the Portuguese adult population uses EHR portals. This value is within the range of 5%-10%, most commonly reported in the literature [2,14]. We obtained a response rate of 71.0% in the first stage. In the case of our survey, we cannot assume that the nonresponses are missing at random, and hence, their lack may lead to a bias [67,68]. According to the literature, the ideal value for responses in a survey should be greater than or equal to 80% to make assumptions about the results and be representative of the population [67,69]. The types of nonresponses in our survey are included in Figure 2. They include 4.0% of individuals who were ineligible, mostly because their age was less than 18 years. Overall, according to other surveys in general and surveys for populations of low prevalence, our response rate may be regarded as reasonable [52,53,70,71].

The usage patterns reported in Table 3 show a good adoption and usage by the users. The feature with the least usage is the request for medical prescription renewals; our sample is relatively young (mean age: 36.0 years). The request for prescription renewals is usually related with chronic conditions that are more prevalent among older people [3,72]. The descriptive statistics of the other questionnaire items are provided in Multimedia Appendix 1.

Table 2. Sample characteristics versus target population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample (n=139), n (%)</th>
<th>Population, (n=8,657,240), n (%)</th>
<th>P value (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (in years)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-34</td>
<td>67 (48.2)</td>
<td>2,243,957 (25.92)</td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>58 (41.7)</td>
<td>2,367,755 (27.35)</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>8 (5.8)</td>
<td>2,035,317 (23.51)</td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>6 (4.3)</td>
<td>2,010,211 (23.22)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>.81</td>
</tr>
<tr>
<td>Male</td>
<td>64 (46.0)</td>
<td>4,072,366 (47.04)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>75 (54.0)</td>
<td>4,584,874 (52.96)</td>
<td></td>
</tr>
<tr>
<td>Private health insurance</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>78 (56.1)</td>
<td>2,172,967 (25.10)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>61 (43.9)</td>
<td>6,484,273 (74.90)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>University degree</td>
<td>88 (63.3)</td>
<td>1,576,483 (18.21)</td>
<td></td>
</tr>
<tr>
<td>Nonuniversity degree</td>
<td>51 (36.7)</td>
<td>7,080,757 (81.79)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Portuguese census 2011 adult population.
\(^b\)\(\chi^2\) test.

Table 3. Electronic health record portals’ usage patterns.

<table>
<thead>
<tr>
<th>Use indicators</th>
<th>Average</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>UB1: Management of personal information and communication with health providers</td>
<td>4.37</td>
<td>5.00</td>
<td>1.00</td>
<td>7.00</td>
</tr>
<tr>
<td>UB2: Medical appointments schedule</td>
<td>4.75</td>
<td>5.00</td>
<td>1.00</td>
<td>7.00</td>
</tr>
<tr>
<td>UB3: Check their own electronic health record</td>
<td>4.56</td>
<td>5.00</td>
<td>1.00</td>
<td>7.00</td>
</tr>
<tr>
<td>UB4: Request for medical prescription renewals</td>
<td>3.34</td>
<td>3.00</td>
<td>1.00</td>
<td>7.00</td>
</tr>
</tbody>
</table>
Measurement Model

Typically, the first criterion to be assessed is construct reliability or internal consistency reliability. It is traditionally evaluated by Cronbach alpha, which delivers an estimation of the reliability grounded on the intercorrelations of the observed indicator variables [54]. Cronbach alpha assumes that all indicators are equally reliable. However, PLS-SEM prioritizes the indicators according to their individual reliability [54]. Due to Cronbach alpha’s stated limitations, it is technically more suitable to apply an alternative measure for the same purpose, which is mentioned as composite reliability [54]. The composite reliability measure takes into account the different indicator variables’ outer loadings [54]. Table 4 shows that all constructs have composite reliability higher than .70, showing evidence of internal consistency [26].

The most commonly used PLS-SEM measure to access convergent validity on the construct level is the average variance extracted (AVE) [54,55]. According to the literature, we should aim to an AVE value of .50 or greater, meaning that on average, the construct explains more than 50% of the variance of its indicators [54,55]. The results in Table 4 demonstrate that this criterion is fully achieved. In addition, to evaluate indicator reliability, a well-known rule of thumb is that a latent variable should explain a significant part of each indicator’s variance, ideally at least half [54,73]. This means that an indicator’s outer loading should be greater than or equal to .70 [54,73]. Nevertheless, indicators with outer loadings between .40 and .70 should be removed only when deleting the indicators leads to an increase in the AVE or the composite reliability above the suggested threshold value [54,55].

Only 1 indicator was removed SP4, with an outer loading below .40. All other indicators have an outer loading higher than .70, and they are shown in Multimedia Appendix 2.

Discriminant validity is the degree to which a construct is truly dissimilar from the other constructs in the model [54]. Traditionally, researchers have relied on 2 measures of discriminant validity [54,55]. One is the Fornell-Larcker criterion that compares the square root of the AVE values with discriminant validity [54,55]. The other traditional measure of discriminant validity is the cross-loadings. Particularly, an indicator’s outer loading on the associated construct should be higher than any of its cross-loadings on other constructs [54,55]. This criterion is also met, as seen in Multimedia Appendix 2. Recent research suggests the use of an alternative criterion, the heterotrait-monotrait ratio (HTMT) of the correlations. HTMT is the ratio of the between-trait correlations to the within-trait correlation [54]. Ideally, the HTMT value should be different from 1; prior research suggests a threshold value of .90 [54]. Ideally, to avoid any ambiguity, the most recent research applied a procedure called bootstrapping to derive a distribution of the HTMT statistic and to determine if it is significantly different from 1 [54]. With this procedure, it is feasible to derive a bootstrap CI (eg, 95%). A CI including the value 1 indicates a lack of discriminant validity. On the contrary, if the value 1 falls outside the interval’s range, this advocates that the 2 constructs are empirically different [54]. This criterion is also met for our model, as seen in Multimedia Appendix 2.

Use behavior, which was modeled using 4 formative indicators, is evaluated by specific quality criteria linked to formative indicators [54]. A recently proposed way to evaluate the formative construct’s validity is to examine its correlation with an alternative measure of the construct, using a global single item or reflective measures (redundancy analysis). The strength of the path coefficients linking the 2 constructs should be at least .70 [54]. In our study, we used a global single item for use behavior, obtaining a path coefficient of .851, thus confirming the convergent validity for the use behavior formatively measured construct. In addition, we need to assess the formative indicators for potential collinearity issues. As seen in Table 6, all variance inflation factors are below 5, meaning that collinearity is not an issue [54]. An additional relevant criterion for evaluating the contribution of a formative indicator is its weight to be statistically significant, or in case it is not significant, its outer loading must be greater than .50 [54]. All formative indicators comply with these assumptions, as shown in Table 6.

Table 4. Cronbach alpha, composite reliability, and average variance extracted.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Cronbach alpha</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavior intention</td>
<td>.929</td>
<td>.955</td>
<td>.876</td>
</tr>
<tr>
<td>Compatibility</td>
<td>.936</td>
<td>.955</td>
<td>.841</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.897</td>
<td>.929</td>
<td>.767</td>
</tr>
<tr>
<td>Facilitating condition</td>
<td>.822</td>
<td>.883</td>
<td>.655</td>
</tr>
<tr>
<td>Habit</td>
<td>.876</td>
<td>.924</td>
<td>.803</td>
</tr>
<tr>
<td>Intention to recommend</td>
<td>.879</td>
<td>.942</td>
<td>.891</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>.863</td>
<td>.917</td>
<td>.786</td>
</tr>
<tr>
<td>Price value</td>
<td>.953</td>
<td>.970</td>
<td>.915</td>
</tr>
<tr>
<td>Results demonstrability</td>
<td>.880</td>
<td>.926</td>
<td>.806</td>
</tr>
<tr>
<td>Social influence</td>
<td>.958</td>
<td>.973</td>
<td>.923</td>
</tr>
<tr>
<td>Self-perception</td>
<td>.817</td>
<td>.893</td>
<td>.739</td>
</tr>
</tbody>
</table>
### Table 5. Correlations and square roots of all average variance extracted in the model. Diagonal elements are square roots of all average variance extracted, and off-diagonal elements are correlations.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>BI</th>
<th>CO</th>
<th>EE</th>
<th>FC</th>
<th>HT</th>
<th>IR</th>
<th>PE</th>
<th>PV</th>
<th>RD</th>
<th>SI</th>
<th>SP</th>
<th>UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral intention (BI)</td>
<td>.936</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compatibility (CO)</td>
<td>.809</td>
<td>.917</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effort expectancy (EE)</td>
<td>.561</td>
<td>.645</td>
<td>.876</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facilitating conditions (FC)</td>
<td>.605</td>
<td>.644</td>
<td>.674</td>
<td>.809</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Habit (HT)</td>
<td>.703</td>
<td>.616</td>
<td>.541</td>
<td>.534</td>
<td>.896</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to recommend (IR)</td>
<td>.826</td>
<td>.779</td>
<td>.610</td>
<td>.593</td>
<td>.585</td>
<td>.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance expectancy (PE)</td>
<td>.695</td>
<td>.651</td>
<td>.481</td>
<td>.468</td>
<td>.537</td>
<td>.648</td>
<td>.887</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price value (PV)</td>
<td>.554</td>
<td>.581</td>
<td>.510</td>
<td>.408</td>
<td>.683</td>
<td>.537</td>
<td>.462</td>
<td>.956</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results demonstrability (RD)</td>
<td>.615</td>
<td>.763</td>
<td>.660</td>
<td>.581</td>
<td>.556</td>
<td>.635</td>
<td>.528</td>
<td>.521</td>
<td>.898</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social influence (SI)</td>
<td>.487</td>
<td>.415</td>
<td>.415</td>
<td>.321</td>
<td>.574</td>
<td>.490</td>
<td>.494</td>
<td>.409</td>
<td>.374</td>
<td>.961</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-perception (SP)</td>
<td>.514</td>
<td>.432</td>
<td>.224</td>
<td>.333</td>
<td>.552</td>
<td>.401</td>
<td>.494</td>
<td>.243</td>
<td>.449</td>
<td>.380</td>
<td>.860</td>
<td></td>
</tr>
<tr>
<td>Use behavior (UB)</td>
<td>.682</td>
<td>.565</td>
<td>.491</td>
<td>.494</td>
<td>.721</td>
<td>.625</td>
<td>.554</td>
<td>.516</td>
<td>.508</td>
<td>.534</td>
<td>.596</td>
<td>.596</td>
</tr>
</tbody>
</table>

### Table 6. Formative indicators’ quality criteria.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Variance inflation factor</th>
<th>t value (weights)a,b</th>
<th>Outer loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>UB1: Management of personal information and communication with health providers</td>
<td>1.976</td>
<td>4.923a</td>
<td>.892</td>
</tr>
<tr>
<td>UB2: Medical appointment schedule</td>
<td>2.432</td>
<td>4.475a</td>
<td>.860</td>
</tr>
<tr>
<td>UB3: Check their own electronic health record</td>
<td>3.401</td>
<td>0.755</td>
<td>.800</td>
</tr>
<tr>
<td>UB4: Request for medical prescription renewals</td>
<td>1.566</td>
<td>1.791</td>
<td>.660</td>
</tr>
</tbody>
</table>

aP<.01. 
bP<.05.

Considering all the results and findings, all reflective and formative constructs exhibit satisfactory levels of quality. Thus, we can proceed with the evaluation of the structural model.

### Structural Model

Structural model path significance levels were estimated using a bootstrap with 5000 iterations of resampling to obtain the maximum possible consistency in the results [54]. We checked the structural model for collinearity issues by examining the variance inflation factor values of all sets of predictor constructs, and all variance inflation factor values are below the threshold of 5. Therefore, collinearity is not a critical issue in the structural model [54]. To assess the structural model we used the $R^2$, path coefficients significance, and the $f^2$ effect size [54,55]. The results are shown in Table 7. Overall, the model explains 76.0% of the variance in behavioral intention and 61.8% in use behavior, with these 2 being the most relevant dependent variables in our model. In addition to assessing the $R^2$ values of all endogenous constructs, the change in the $R^2$ value when a specific construct is removed from our model can be used to assess whether the construct has a substantial impact on the endogenous constructs [54]. Guidelines for measuring $f^2$ are that values of .02, .15, and .35, respectively, represent small, medium, and large effects of the exogenous latent variable; values of less than .02 denote that there is a null effect [54]. Taking a particularly important role in our model, compatibility has a medium effect on both behavior intention and performance expectancy and a small effect on effort expectancy, showing the relevance of this construct in our research model. Another construct with a relevant role in our model is behavior intention, with a large effect on intention to recommend and a small effect on use behavior. Finally, habit is a construct that has a medium effect size on use behavior and a small effect size on behavior intention. With only small effect sizes, we have the effect of performance expectancy on behavior intention, self-perception on use behavior, results demonstrability on effort expectancy, and use behavior on intention to recommend; however, the last one is without a statistically significant path coefficient.
Table 7. Structural model results and findings regarding hypotheses.

<table>
<thead>
<tr>
<th>Dependent and independent variables</th>
<th>$f^2$</th>
<th>$\beta$</th>
<th>$t_{\beta}$</th>
<th>Hypothesis</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Behavioral intention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>.081</td>
<td>.203</td>
<td>2.699$^a$</td>
<td>H1</td>
<td>Supported</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.001</td>
<td>−.022</td>
<td>.311</td>
<td>H2</td>
<td>Not supported</td>
</tr>
<tr>
<td>Social influence</td>
<td>.002</td>
<td>.025</td>
<td>.450</td>
<td>H3</td>
<td>Not supported</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>.014</td>
<td>.086</td>
<td>1.547</td>
<td>H4(a)</td>
<td>Not supported</td>
</tr>
<tr>
<td>Price value</td>
<td>.000</td>
<td>−.015</td>
<td>.277</td>
<td>H5</td>
<td>Not supported</td>
</tr>
<tr>
<td>Habit</td>
<td>.079</td>
<td>.251</td>
<td>2.660$^a$</td>
<td>H6(a)</td>
<td>Supported</td>
</tr>
<tr>
<td>Self-perception</td>
<td>.008</td>
<td>.062</td>
<td>.916</td>
<td>H7(a)</td>
<td>Not supported</td>
</tr>
<tr>
<td>Results demonstrability</td>
<td>.015</td>
<td>−.102</td>
<td>1.357</td>
<td>H8(a)</td>
<td>Not supported</td>
</tr>
<tr>
<td>Compatibility</td>
<td>.328</td>
<td>.530</td>
<td>6.189$^a$</td>
<td>H9(a)</td>
<td>Supported</td>
</tr>
<tr>
<td><strong>Use behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>.005</td>
<td>.056</td>
<td>.727</td>
<td>H4(b)</td>
<td>Not supported</td>
</tr>
<tr>
<td>Habit</td>
<td>.165</td>
<td>.378</td>
<td>3.821$^a$</td>
<td>H6(b)</td>
<td>Supported</td>
</tr>
<tr>
<td>Self-perception</td>
<td>.095</td>
<td>.233</td>
<td>2.971$^a$</td>
<td>H7(b)</td>
<td>Supported</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>.075</td>
<td>.263</td>
<td>2.379$^b$</td>
<td>H10(a)</td>
<td>Supported</td>
</tr>
<tr>
<td><strong>Intention to recommend</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>.962</td>
<td>.747</td>
<td>10.737$^a$</td>
<td>H10(b)</td>
<td>Supported</td>
</tr>
<tr>
<td>Use behavior</td>
<td>.023</td>
<td>.116</td>
<td>1.565</td>
<td>H11</td>
<td>Not supported</td>
</tr>
<tr>
<td><strong>Effort expectancy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compatibility</td>
<td>.092</td>
<td>.337</td>
<td>2.243$^b$</td>
<td>H9(c)</td>
<td>Supported</td>
</tr>
<tr>
<td>Results demonstrability</td>
<td>.131</td>
<td>.403</td>
<td>2.888$^a$</td>
<td>H8(c)</td>
<td>Supported</td>
</tr>
<tr>
<td><strong>Performance expectancy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compatibility</td>
<td>.257</td>
<td>.594</td>
<td>6.141$^a$</td>
<td>H9(b)</td>
<td>Supported</td>
</tr>
<tr>
<td>Results demonstrability</td>
<td>.004</td>
<td>.075</td>
<td>.561</td>
<td>H8(b)</td>
<td>Not supported</td>
</tr>
</tbody>
</table>

$^aP<.01$.
$^bP<.05$.

Discussion

Principal Findings
The results advocate that using our new research model in an eHealth-related area—EHR portal acceptance by patients—yields very good results, explaining 76.0% of the variance on behavioral intention and 61.8% of the variance in use behavior, the most relevant dependent variables in our model [26]. We also obtained an $R^2$ of 69.0% in intention to recommend, also a very good result [26,33]. Overall, the use of the 3 theories, UTAUT2, HBM, and DOI, was a successful strategy because in all of them we had constructs with statistically significant impact on explaining the adoption of EHR portals (see Figure 3). The constructs with the highest effect size in the model were compatibility, habit, and behavioral intention.

Theoretical Implications
In our model, performance expectancy has a statistically significant effect on behavior intention, suggesting that individuals care about the results and advantages that EHR portals can bring for them to manage their own health more effectively, supporting $H1$. This finding is supported by previous studies [25,27]. In regard to effort expectancy, there is no statistically significant impact, not supporting $H2$. This finding contradicts results from earlier studies that used effort expectancy as part of UTAUT2 [2,7], but in other studies also with new technologies and within health care, when effort expectancy is evaluated as part of DOI, it also obtained nonsignificant results [32,33]. A possible explanation, also supported by the literature, is that early adopters of new technologies have a higher cognitive ability and are more used to manage complexity and that they do not perceive it as an obstacle to use EHR portals [32,47].
In our research model, social influence did not show a statistically significant effect on behavioral intention, thus not supporting H3. Previous studies have shown potential differences, with results differing among countries, with its positive significance being more consistent in the United States [2,7,27,28]. Potential cultural differences may explain the different behaviors. In our study, our early adopters of EHR portals seem to be more driven by their own individual willingness to try a new technology than to be influenced by what the society generally does. This is also an assumption supported by DOI theory [47]. The nonconfirmation of the facilitating conditions hypothesis, H4(a) and H4(b), advocates that the individuals in our study believe that the resources or know-how to use EHR portals are not an issue. This can be justified by the ability of having access to a computer and the internet and is aligned with recent literature findings [2,44]. In Europe, access to most of the eHealth services is free of charge; so, the value that is provided to the patients is to permit them to execute specific activities more efficiently online. Unfortunately, that fact seems to be not acknowledged by the patients and H5 was rejected. Habit has a statistically significant impact on both behavior intention and use behavior, supporting both H6(a) and H6(b). Habit is a consumer-specific construct with a very significant role in our model, showing how important it is to have models tailored with consumer-specific constructs and not just general IT adoption constructs [26], and it is also supported by recent literature findings [26,27,44].

Self-perception has a statistically significant impact on use behavior, supporting H7(b), and a nonsignificant impact on behavior intention, not supporting H7(a). Often with sensitive topics and particularly with health-related topics, mismatch between intentions and effective actions occur [4,27,46]. In fact, this is the case with self-perception. Although it does not drive the intentions, self-perception directly influences actions in the usage of EHR portals. Results demonstrability has a statistically significant impact on effort expectancy, supporting H8(c), and a nonsignificant impact on both performance expectancy H8(b) and behavior intention H8(a), not supporting these 2 last hypotheses. Our results point out that when an innovation produces results that are readily discernible, perceptions of how easy it is to use a technology are considerably affected (this finding is in accordance with the literature [32]), but not the perceptions related with performance expectancy or a direct influence on behavior intention. Compared with results demonstrability and also from DOI, compatibility has a much greater effect in our research model demonstrated not only by the $f^2$ but also by having all its paths in the model statistically significant. Compatibility has a statistically significant impact on behavior intention H9(a), performance expectancy H9(b), and effort expectancy H9(c), supporting these 3 hypotheses. The results indicate that behavior intention H9(a), performance expectancy H9(b), and effort expectancy H9(c) are greater when the health care consumer perceives the technology to be compatible. Our study’s results are in line with other studies in
this [13,32]. Behavioral intention positively influences use behavior, supporting H10(a). This finding is in accordance with the literature suggesting that using EHR portals and eHealth tools is preceded by the intention to use them [23,26,27,44]. Behavioral intention also positively influences intention to recommend, supporting H10(b). Our model explains 69.0% of the variance in recommendation, and the findings validate the significant influence of behavioral intention over it. Nevertheless, use behavior does not have a significant impact on intention to recommend, not supporting H11. A probable explanation might be that being a high user does not necessarily link to higher recommendation, but that a strong intention to use, independent of the usage level, is a stronger predictor of intention to recommend.

Managerial Implications

The study identifies areas that may influence EHR portal adoption, regarding its conceptualization, implementation, and redesign. Performance expectancy is a significant adoption driver of EHR portals. Therefore, while conceiving and promoting EHR portals, it is relevant to emphasize the advantages that they provide to the users in managing their health-related activities more efficiently. It is also important when conceiving an EHR portal that results are easily demonstrable because perceptions of how easy a technology is to use are affected by them. Compatibility is a very important construct in our model, and it is important to develop EHR portals that fit the health care customers' lifestyle. A good example is the providers that are already developing mobile versions of their EHR portals, allowing people to access their data everywhere [7]. In addition to the automatic and direct effect of habit on usage, habit also operates as a stored intention path to influence behavior [26]. This requires more communication effort to reinforce both the stored intention and its link to behavior [26]. As habit has been defined as the degree to which individuals tend to execute behaviors automatically due to learning [26], it is advisable that EHR portals have customer support services to help and provide support to the users with the platform.

Another relevant outcome is that the construct that is specific to health care—self-perception—also has a statistically significant role on the EHR portals usage. Self-perception is linked to the fact that the perceived, rather than the real, severity of the health problem is the driving force behind the action [30]. Health care interventions that enable the patient to be more conscious of her or his health condition may also endorse the usage of the EHR portal. In addition, the inclusion of educational health materials in the EHR portals may encourage patients to use the platform. Another important contribution of our study is to be able to demonstrate the influence of the intention to recommend in the adoption of EHR portals. Social network marketing and the opinions shared by friends and relatives are influential ways to help in the promotion and successful adoption of EHR portals. The managerial implications stated here are relevant not only for enhancing the adoption of EHR portals but also for growing the usage frequency of current users. These can be done by developing new EHR portals or by making improvements to existing ones.

Limitations and Future Research

Unfortunately, our study had a very high nonresponse rate concerning people that refused to answer the main questionnaire. With this high nonresponse rate, it is difficult to make direct assumptions related with the users in the Portuguese population. Nevertheless, earlier literature indicates that users and early users of eHealth tools and EHR portals are younger and more educated than the population average [2,7,13,27,38,61], in line with our study findings. The use of SEM is usually linked with the need of having questionnaires that are not short, making it more difficult for people to answer this questionnaire, especially by phone [52,54,73]. The use of gifts and other incentives may be a useful strategy to overcome the issue of the high nonresponse rate [26]. Testing the research model with samples of EHR users from other countries may also be an interesting path to follow, as the literature has shown that multicountry assessment provides interesting and diverse insights [15,22,27]. We used PLS-SEM instead of covariance based-SEM for the following reasons [54,73]: we have a complex model (many constructs and many indicators), we had the goal of identifying key driver constructs, and we also verified that our data were non-normally distributed. We acknowledge that future research may go in the direction of using covariance based-SEM, which allows using global goodness-of-fit criteria, but due to the circumstances and the study goals, we adopted PLS-SEM in our research [54,73].

Conclusions

Although we acknowledge that we had a very high nonresponse rate in the second stage of our sampling procedure, the much lower nonresponse rate in the first stage provides an estimate of 8.6% usage of these types of platforms in Portugal, a valuable contribution from our study. Our respondents’ demographics follow the same trend as reported in other similar studies in the literature [13,38,61], providing additional support to our findings. Overall, the use of the 3 theories, UTAUT2, HBM, and DOI, to support our research was a successful strategy because in all of them, we had constructs with statistically significant impact on explaining the adoption of EHR portals. We were also able to demonstrate that consumers with a greater intention to adopt a new technology are more likely to become users and to recommend that specific technology to others. The new research model obtained very good results, with relevant $R^2$ in the most important dependent variables that help to explain the adoption of EHR portals, behavior intention (76.0%), and use behavior (61.8%).
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Abstract

Background: Electronic health records (EHRs) bring many opportunities for information utilization. One such use is the surveillance conducted by the Centers for Disease Control and Prevention to track cases of autism spectrum disorder (ASD). This process currently comprises manual collection and review of EHRs of 4- and 8-year old children in 11 US states for the presence of ASD criteria. The work is time-consuming and expensive.

Objective: Our objective was to automatically extract from EHRs the description of behaviors noted by the clinicians in evidence of the diagnostic criteria in the Diagnostic and Statistical Manual of Mental Disorders (DSM). Previously, we reported on the classification of entire EHRs as ASD or not. In this work, we focus on the extraction of individual expressions of the different ASD criteria in the text. We intend to facilitate large-scale surveillance efforts for ASD and support analysis of changes over time as well as enable integration with other relevant data.

Methods: We developed a natural language processing (NLP) parser to extract expressions of 12 DSM criteria using 104 patterns and 92 lexicons (1787 terms). The parser is rule-based to enable precise extraction of the entities from the text. The entities themselves are encompassed in the EHRs as very diverse expressions of the diagnostic criteria written by different people at different times (clinicians, speech pathologists, among others). Due to the sparsity of the data, a rule-based approach is best suited until larger datasets can be generated for machine learning algorithms.

Results: We evaluated our rule-based parser and compared it with a machine learning baseline (decision tree). Using a test set of 6636 sentences (50 EHRs), we found that our parser achieved 76% precision, 43% recall (ie, sensitivity), and >99% specificity for criterion extraction. The performance was better for the rule-based approach than for the machine learning baseline (60% precision and 30% recall). For some individual criteria, precision was as high as 97% and recall 57%. Since precision was very high, we were assured that criteria were rarely assigned incorrectly, and our numbers presented a lower bound of their presence in EHRs. We then conducted a case study and parsed 4480 new EHRs covering 10 years of surveillance records from the Arizona Developmental Disabilities Surveillance Program. The social criteria (A1 criteria) showed the biggest change over the years. The communication criteria (A2 criteria) did not distinguish the ASD from the non-ASD records. Among behaviors and interests criteria (A3 criteria), 1 (A3b) was present with much greater frequency in the ASD than in the non-ASD EHRs.

Conclusions: Our results demonstrate that NLP can support large-scale analysis useful for ASD surveillance and research. In the future, we intend to facilitate detailed analysis and integration of national datasets.

doi:10.2196/10497
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**Introduction**

Based on data from autism spectrum disorder (ASD) surveillance, it is estimated that the prevalence of ASD is approximately 1.5% [1]. In the second half of the 20th century, it was estimated at slightly more than 5 cases per 10,000 people. Since the 1990s, however, measured prevalence has increased [2]. In 2000, prevalence estimates ranged from 4.5 to 9.9 cases per 1000 children and increased to 1 in 110 children in 2006 [3] and 1 in 59 in 2014 [4]. The reasons for this trend are uncertain, but the following factors have been proposed: increased public awareness, changing diagnostic criteria, and substitution of ASD eligibility for other special education eligibilities as well as the possibility that the true prevalence of ASD is increasing [3,4].

Data on long-term trends, symptoms, diagnoses, evaluations, and treatments are critical for planning interventions and educational and health services. To understand and act upon such trends, large-scale studies are needed that can evaluate trends over time, integrate different types of data, and review large datasets. In recent years, data have been increasingly electronically encoded in electronic health records (EHRs) in structured fields and free text. Collection of such EHRs enables analyses that compare and contrast ASD prevalence in relation to other variables and over time.

Much of the published work on ASD leverages information in the structured fields of the EHRs such as gender, medication taken by the mother, birth complications, scores on a variety of tests, and others. The structured data portions are relatively easy to extract and are useful for large-scale studies. However, the results of the analysis are commonly limited to reviews and counts of the presence of conditions in certain populations [5]. For example, Clements et al [6] evaluated the relationship between autism and maternal use of prenatal antidepressants using EHRs.

EHRs of people with ASD contain extensive free text fields with important information that is often complementary to and more detailed and explanatory than the structured data. This is because in the absence of any biological laboratory test, diagnosis is generally made in person using specific test instruments, history, and differential diagnosis, and much of this information is recorded as narrative. Automatically extracting this information from the EHRs requires natural language processing (NLP). So far, a few NLP approaches have been used to analyze language generated by people on the spectrum [7,8], but there has been little focus on the text in EHRs.

The existing projects that focus on the text in EHRs fall into two groups. The first group focuses on using all the free text combined with structured fields to automatically assign case status (classification of patients as cases of autism or not) to an entire record. A variety of machine learning algorithms are useful for this task. Using a subset of the EHRs for training, these algorithms create a model that can be applied to future EHRs to assign case status. These models can be human-interpretable, such as decision trees, or can be black box approaches, such as neural networks. In our own work [9], we compared decision trees (C5.0) and a feedforward backpropagation artificial neural network using only the information contained in the free text. Our best approach used the decision tree and was 87% accurate in case assignment. Similarly, promising results (86% accuracy) were achieved by Maenner et al [10] using a random forest algorithm. Lingren et al [11] used International Classification of Diseases (ICD)-9 codes combined with concepts extracted from the free text and compared rule-based and machine learning algorithms with similarly good results.

In addition to case status assignment, more detailed use of the information contained in the free text would be helpful for large-scale analysis, for example, cultural comparisons as suggested by Mandy et al [12], and for combination with other data. To extract this information automatically, a comprehensive set of tools is needed [13,14] for standard NLP tasks, such as part-of-speech (POS) tagging and grammatical parsing. For more specialized tasks, such as concept detection, entity and relation extraction, and coreference resolution, we work on entity extraction algorithms. In medicine, existing entity extraction algorithms focus on different types of text (eg, published research abstracts or clinical narrative) and can be rule-based or use machine learning techniques. The entities themselves have been predominantly single terms or relationships composed of single terms. For example, several projects focus on annotating diseases or genes and proteins [15-18] and the biomedical relationships between them [19,20]. When working with free text from EHRs, a variety of entities have been the focus. For example, NLP for safety surveillance by extracting information on postoperative complications [21] and adverse drug effects from psychiatric records [22], clinical event detection (eg, fever, change in output) for transcriptions of the handoff communication between nurses during shift changes [23,24], and even the creation of new data such as veterans’ employment information [25].

In this project, we aimed to extract the expressions of the behaviors indicative of individual diagnostic criteria as described in the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision (DSM-IV-TR) [26]. Such expressions are more complex than single terms, and each diagnostic criterion can be expressed by a variety of different behaviors described in a diverse manner in the text. We envision that our parser will be useful for two types of work. First, it will enable autism surveillance to speed up and increase the scope when processing school and health records. Currently, the Centers for Disease Control and Prevention (CDC) surveillance effort is limited to 11 states and a subset of schools, the catchment area, in these states. By automating the review of records, an efficient approach will allow all records to be reviewed, many case decisions will be automated, and only a subset of records will require review by experienced clinicians. A second important use that we foresee is in the creation of large sets of structured data from the information available in the EHRs. This will facilitate secondary analysis of data on its own and in combination with other data sources at a previously unseen scale.

We first describe the development and evaluation of the parser, including important decisions on using off-the-shelf tools and machine learning algorithms. Then, we present a case study...
where we applied our parser to almost 5000 EHRs to demonstrate usefulness for detailed analysis over time.

**Methods**

**Overview**

Our parser uses human-interpretable rules to match complex patterns that represent the DSM diagnostic criteria. These rule-based algorithms rely on the creation of patterns of terms, grammatical relationships, and the surrounding text to recognize the entities of interest in text.

**Records and the Diagnostic and Statistical Manual of Mental Disorders Criteria**

We work with EHRs created by the Arizona Developmental Disabilities Surveillance Program (ADDSP) as part of the CDC multicenter Autism and Developmental Disability Monitoring Network surveillance. Our ADDSP records are collected from educational and clinical data sources in 11-15 school districts for 8-year olds. From 2000 to 2010, a total of 27,515 records were reviewed and 6176 records were abstracted that included any of the 32 social behavioral triggers consistent with ASD as listed in the Abstraction Manual developed by the CDC. These records referred to 4491 children. The identified records for each child were further evaluated by trained clinical reviewers who applied standardized criteria to highlight criteria and determine ASD case status. This yielded 2312 confirmed cases.

We have access to the records and the case status of each child as determined through expert review of the information. For this study, we leveraged a subset of these records (n=93) that have been printed and have the diagnostics criteria annotated on this paper version. The electronic version does not include markings indicating the criteria. Therefore, we first created an electronic gold standard with all information combined. Records were loaded using WebAnno [27], and the annotations made by clinicians on the paper versions were added to the electronic versions. In 1 hour, 1-3 records could be annotated depending on the length of the record.

We intend to automate the extraction of the DSM-IV-TR [26] criteria for ASD. **Textbox 1** shows example criteria rules. The DSM specifies the combination of criteria needed to assign ASD case status. While other instruments exist for diagnosing autism, as well as different versions of the DSM, we focus on matching to the DSM-IV-TR because this is an approach that is used worldwide and that is sometimes used for matching to billing codes (ICD-9 and ICD-10). It is also available with a large set of records for training and testing. Later, we will work with the DSM-V, the newest version.

**Textbox 1.** Example rules in Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision, to diagnose autistic disorder.

<table>
<thead>
<tr>
<th>Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: A total of 6 or more items from (1), (2), and (3), with at least 2 from (1) and 1 each from (2) and (3):</td>
</tr>
<tr>
<td>• 1: Qualitative impairment in social interaction, as manifested by at least 2 of the following:</td>
</tr>
<tr>
<td>■ A1a: Marked impairment in the use of multiple nonverbal behaviors such as eye-to-eye gaze, facial expression, body postures, and gestures to regulate social interaction</td>
</tr>
<tr>
<td>■ A1b: Failure to develop peer relationships appropriate to developmental level</td>
</tr>
<tr>
<td>■ A1c: A lack of spontaneous seeking to share enjoyment, interests, or achievements with other people</td>
</tr>
<tr>
<td>■ A1d: Lack of social or emotional reciprocity</td>
</tr>
<tr>
<td>• 2: Qualitative impairments in communication as manifested by at least 1 of the following:</td>
</tr>
<tr>
<td>■ A2a: Delay in, or total lack of, the development of spoken language (not accompanied by an attempt to compensate through alternative modes of communication such as gesture or mime)</td>
</tr>
<tr>
<td>■ A2b: In individuals with adequate speech, marked impairment in the ability to initiate or sustain a conversation with others</td>
</tr>
<tr>
<td>■ A2c: Stereotyped and repetitive use of language or idiosyncratic language</td>
</tr>
<tr>
<td>■ A2d: Lack of varied, spontaneous make-believe play or social imitative play appropriate to developmental level</td>
</tr>
<tr>
<td>• 3: Restrictive, repetitive, and stereotyped patterns of behaviors, interests, and activities, as manifested by at least 1 of the following:</td>
</tr>
<tr>
<td>■ A3a: Encompassing preoccupation with 1 or more stereotyped and restricted patterns of interest that is abnormal either in intensity or focus</td>
</tr>
<tr>
<td>■ A3b: Apparently inflexible adherence to specific, nonfunctional routines or rituals</td>
</tr>
<tr>
<td>■ A3c: Stereotyped and repetitive motor mannerisms</td>
</tr>
<tr>
<td>■ A3d: Persistent preoccupation with parts of objects</td>
</tr>
</tbody>
</table>
Design Choices

Component Selection Rationale

To our knowledge, no parsers exist that identify DSM criteria in EHRs. As part of our development, we evaluated MetaMap [28,29] for use as an off-the-shelf building block. MetaMap maps terms to the Unified Medical Language System (UMLS) Metathesaurus concepts and semantic types.

Using 2 EHRs from our development set, we analyzed MetaMap’s outcome in the context of ASD. From the 2 EHRs, a total of 259 phrases were extracted and mapped to 632 UMLS concepts. Overall, 46.5% (294/632) of all candidate mappings for those phrases were correct and useful for our domain; 55.2% (143/259) of phrases were given a single candidate mapping to UMLS concepts, and for those single matches, the accuracy was high, with 81.1% (116/143) correct and useful matches for our domain. However, when the number of matched semantic types increases, it becomes increasingly complicated to identify the correct concept and associated semantic type. Furthermore, the majority of semantic types do not apply to our domain. Using a very lenient approach, we consider approximately 31 semantic types useful to match to DSM criteria (eg, Activity, Anatomical Structure, Behavior, Body Part, Organ or Organ Component, Body Substance, Clinical Attribute, Conceptual Entity, and Daily or Recreational Activity, among others).

Although the 259 phrases we analyzed are restricted to 31 relevant semantic types, this is not enough to distinguish ASD diagnostic criteria from rest of the text: only 27.0% (70/259) phrases intersect with ASD diagnostic criteria. Because the number of types that are immediately useful is small and this MetaMap outcome would require significant development to adjust for our purpose, building an extraction system on top of this is impractical. Therefore, we decided to build all the components in-house.

Rule-based Versus Machine Learning Rationale

When developing a new entity extraction artifact, a rule-based or machine learning approach is chosen as the starting point. Both can be combined in ensemble methods later. We performed a baseline test using a decision tree, which was chosen because it is a human-interpretable machine learning algorithm.

We formulated the problem as a multiclass sentence classification problem (12 diagnostic labels or null label). We used Stanford CoreNLP (version 3.7.0) for NLP processing. We used a standard bag-of-words approach with and trained the algorithm on 120 records containing 19,428 sentences. Because our records contain approximately 0.5%-5% sentences describing a DSM criterion, we undersampled negative examples during training to improve recall: for each positive example, we sampled 30 negative samples (except criteria A2a and A2b, which occurred frequently enough to use on the entire training data). Our features were lemmas, as determined by CoreNLP, which appeared more than 5 times in the training data (2913 terms). We used a pruned decision tree (Weka version 3.8.0) with a pruning confidence threshold of 0.25. Size of the vocabulary, undersampling ratio, and pruning threshold were determined based on the best values we found during exploration.

Table 1 shows the results for classification at the sentence level. For comparison, we applied the model to the same EHR test set (not used during decision tree training) used in our parser evaluation below. Overall, F-score was <0.5. Neither precision nor recall was high using this approach.

This machine learning approach will require significant work to improve performance. We believe this cannot be attained with simple changes in the input, such as word embedding, or by changing algorithms. It will require more sophisticated features and a much larger dataset. We, therefore, first created a rule-based parser, which may provide better results overall as well as insights related to lexicons and features useful for future combinations with machine learning in a classifier ensemble.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Count of positive cases</th>
<th>% positive cases (of all sentences)</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1a</td>
<td>120</td>
<td>0.021</td>
<td>0.70</td>
<td>0.52</td>
<td>0.59</td>
<td>0.99</td>
</tr>
<tr>
<td>A1b</td>
<td>91</td>
<td>0.016</td>
<td>0.50</td>
<td>0.42</td>
<td>0.45</td>
<td>0.99</td>
</tr>
<tr>
<td>A1c</td>
<td>35</td>
<td>0.006</td>
<td>0.16</td>
<td>0.17</td>
<td>0.17</td>
<td>0.99</td>
</tr>
<tr>
<td>A1d</td>
<td>160</td>
<td>0.029</td>
<td>0.54</td>
<td>0.14</td>
<td>0.22</td>
<td>1.00</td>
</tr>
<tr>
<td>A2a</td>
<td>388</td>
<td>0.069</td>
<td>0.71</td>
<td>0.39</td>
<td>0.50</td>
<td>1.00</td>
</tr>
<tr>
<td>A2b</td>
<td>321</td>
<td>0.057</td>
<td>0.69</td>
<td>0.37</td>
<td>0.48</td>
<td>0.99</td>
</tr>
<tr>
<td>A2c</td>
<td>120</td>
<td>0.021</td>
<td>0.54</td>
<td>0.47</td>
<td>0.51</td>
<td>0.99</td>
</tr>
<tr>
<td>A2d</td>
<td>62</td>
<td>0.011</td>
<td>0.34</td>
<td>0.19</td>
<td>0.25</td>
<td>1.00</td>
</tr>
<tr>
<td>A3a</td>
<td>64</td>
<td>0.011</td>
<td>0.20</td>
<td>0.09</td>
<td>0.13</td>
<td>1.00</td>
</tr>
<tr>
<td>A3b</td>
<td>123</td>
<td>0.022</td>
<td>0.81</td>
<td>0.47</td>
<td>0.59</td>
<td>1.00</td>
</tr>
<tr>
<td>A3c</td>
<td>66</td>
<td>0.012</td>
<td>0.70</td>
<td>0.32</td>
<td>0.44</td>
<td>1.00</td>
</tr>
<tr>
<td>A3d</td>
<td>27</td>
<td>0.005</td>
<td>0.27</td>
<td>0.30</td>
<td>0.28</td>
<td>1.00</td>
</tr>
<tr>
<td>Microaverage</td>
<td>1577</td>
<td>0.024</td>
<td>0.60</td>
<td>0.35</td>
<td>0.45</td>
<td>0.99</td>
</tr>
</tbody>
</table>
### Table 2. Lexicon overview.

<table>
<thead>
<tr>
<th>Pattern use of lexicons</th>
<th>Lexicons</th>
<th>Number of terms</th>
<th>Example lexicon</th>
<th>Example terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>All rules</td>
<td>11</td>
<td>345</td>
<td>Body_parts</td>
<td>arm, eye, hair, teeth, toe, tongue, finger, fingers, nose</td>
</tr>
<tr>
<td>Group A1</td>
<td>7</td>
<td>105</td>
<td>A1_interact</td>
<td>interact, interactions, communicate, relationship</td>
</tr>
<tr>
<td>Group A2</td>
<td>3</td>
<td>72</td>
<td>A2_positive</td>
<td>severe, significant, pervasive, marked</td>
</tr>
<tr>
<td>Group A3</td>
<td>2</td>
<td>72</td>
<td>A3_object</td>
<td>door, toys, vacuum, blocks, book, television, lights</td>
</tr>
<tr>
<td>A1a</td>
<td>4</td>
<td>42</td>
<td>A1a_nonVerbalBehavior</td>
<td>eye contact, eye-to-eye gaze, gestures, nonverbal cues</td>
</tr>
<tr>
<td>A1b</td>
<td>2</td>
<td>11</td>
<td>A1b_consistent</td>
<td>good, consistent, appropriately, satisfactory</td>
</tr>
<tr>
<td>A1c</td>
<td>5</td>
<td>61</td>
<td>A1c_affect</td>
<td>excitement, feelings, satisfaction, concerns</td>
</tr>
<tr>
<td>A1d</td>
<td>12</td>
<td>159</td>
<td>A1d_engage</td>
<td>recognize, recognizes, reacts, respond, regard, attend</td>
</tr>
<tr>
<td>A2a</td>
<td>4</td>
<td>117</td>
<td>A2a_gained</td>
<td>gained, used, had, obtained, said, spoke</td>
</tr>
<tr>
<td>A2b</td>
<td>8</td>
<td>240</td>
<td>A2b_recepLang</td>
<td>direction, instructions, questions, conversations</td>
</tr>
<tr>
<td>A2c</td>
<td>7</td>
<td>145</td>
<td>A2c_idiosyncratic</td>
<td>breathy, echolalia, jargon, neologism, reduced</td>
</tr>
<tr>
<td>A2d</td>
<td>7</td>
<td>83</td>
<td>A2d_actions</td>
<td>actions, routines, play, signs, gestures, movements</td>
</tr>
<tr>
<td>A3a</td>
<td>7</td>
<td>106</td>
<td>A3a_obsess</td>
<td>obsessed, obsessive, perseverates, preoccupation</td>
</tr>
<tr>
<td>A3b</td>
<td>7</td>
<td>119</td>
<td>A3b_nonFunctionalPlay</td>
<td>stack, stacks, lines, lined, nonfunctional, arrange</td>
</tr>
<tr>
<td>A3c</td>
<td>3</td>
<td>67</td>
<td>A3c_abnormal</td>
<td>grind, grinds, rocks, twirls, spin, tap, clap, flap</td>
</tr>
<tr>
<td>A3d</td>
<td>3</td>
<td>43</td>
<td>A3d_sensitive</td>
<td>defensiveness, sensitivity, hypersensitivities</td>
</tr>
<tr>
<td>Total</td>
<td>92</td>
<td>1787</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

### Parser Development

We developed a rule-based parser to extract all A1, A2, and A3 rules as listed in the DSM. Each DSM group contains 4 specific rules that are representative of the criterion (A1a-d, A2a-d, and A3a-d). Our tool comprises 2 components: (1) annotation of relevant ASD trigger words in free text and (2) recognition of diagnostic criteria based on a pattern of trigger words.

The parser was developed through collaboration between NLP experts and clinicians. Annotations from EHRs were translated into patterns by NLP experts. Then, extensions, abstractions, and generalizations were discussed and the patterns augmented and expanded. This iterative process was continued until changes in patterns provided little or no improvement but increased error rates. Several development rounds were completed, and the EHRs were taken from the 2002 to 2010 surveillance years, with 53% of records having an ASD case status. The ASD label itself is of little consequence because both development and testing are done at the sentence level (not the record level). For testing, new EHRs were used that were not seen in previous development rounds. EHRs were selected randomly from those available to us.

### Lexicons

Identifying ASD diagnostic criteria in text requires recognizing important trigger words (ie, words describing typical behaviors of ASD). We capture these words, as well as synonyms and singular or plural variants, in lexicons. Approximately 90 lexicons with about 20 terms each were manually created. Table 2 provides an overview with the examples of lexicons and the terms they contain. We used a lexical lookup for each term found in the text and annotated it with the lexicon’s label. These labels form part of the patterns used to describe DSM criteria (see the following text). Multiple patterns are needed to capture the different free text expressions for each DSM criterion.

The lexicons are optimized for patterns for each DSM criterion, so the same terms may appear in multiple lexicons. However, a few lexicons are shared by all patterns and used for different DSM criteria. Currently, there are 11 lexicons shared by all patterns (eg, the lexicons containing body parts). In addition, the patterns for the A1, A2, and A3 criteria share, respectively, 7, 3, and 2 lexicons. For example, DSM rules A1a, A1b, A1c, and A1d all require identification of “impairment in social interaction,” and the relevant terms for this trigger are combined in the lexicon “A1_interact.” In addition to these shared patterns, each DSM pattern requires additional individual lexicons optimized for that pattern.

### Pattern Extraction

We used the General Architecture for Text Engineering (GATE) [30,31], a Java-based developer environment, to process the free text from EHRs. We chose GATE because it includes several standard NLP tools as well as the availability of its Java Annotation Pattern Engine (JAPE) to efficiently annotate patterns over text. First, standard processing is applied to all text:

- **Tokenizer:** recognize individual tokens in the text.
- **Sentence splitter:** set boundaries on sentences so that parts of speech can be deduced for each word in a sentence.
- **POS tagger** [32]: assign POS to each word, eg, noun, verb, and adjective. We used the Stanford Tagger.
After processing all free text, terms are annotated using gazetteer lookup. Using the term’s POS tags and lexical labels from the 92 lexicons, the annotated text is processed to identify matching patterns. POS tags help narrow down candidate terms, for example, “object” fits in our lexicons when it is a noun but not when it is a verb. Using 43 annotated records from the ADDSP containing 4732 sentences, we developed 12 sets of patterns (total 104 patterns) for the 12 DSM criteria (see Textbox 1). Figure 1 shows two example finite state automata visualizing patterns for criterion A2c. Because we have many patterns of varying complexity, these examples are included to convey the general principle. A pattern starts in the q₀ state, and when an appropriate input is presented, it proceeds to the next state. It is completed when a final state is reached. If no progress is possible, a sink state is reached and the process discarded. Each label on an arc (eg, A2c_speech) represents the lexicon of terms (terms indicating “speak” as relevant to rule A2c). For example, Pattern 1 would match the text “[often]A2c_frequent [speaks]word token [with]word token [reduced]A2c_idiosyncratic [volume]A2c_speech.” The word “often” matches the lexicon “A2c_frequent,” along with words such as “frequently,” to indicate that this behavior is a regular occurrence. This match enables the transition from q₀ to q₁. The phrase “speaks with” is accepted in state q₁, which accepts up to 5 word tokens that do not match other arcs transitioning out of this state. We empirically decided to allow 5 intervening terms to avoid the patterns becoming too specific while ensuring that elements in a pattern are still related in one underlying sentence. Then, “reduced” is accepted in the transition from q₁ to q₂ because it is included in “A2c_idiosyncratic” as one of the words to indicate abnormally low volume. (Lexicon “A2c_idiosyncratic” includes words that suggest atypical or idiosyncratic patterns of speech.) Finally, the word “volume” is accepted in q₂ because it is one of the words related to speech that is included in lexicon “A2c_speech.”

All patterns are specified in a JAPE file. A JAPE file is a file where patterns to be annotated in the text can be described using GATE-specific formatting. GATE “reads” the JAPE files and applies them to text. When a pattern in the JAPE is recognized in the text, the text matching the pattern is annotated with the labels specified in the JAPE file.

### Results

#### Parser Evaluation

**Testbed**

Our testbed consists of the 50 new EHRs, not used during development, containing 6634 sentences. The EHRs were randomly sampled from the 2000-2008 surveillance years, with 68% of records having positive ASD case status. Because evaluation is done at the sentence level and does not take record-level information into account, the case label itself is of little consequence. These are records that were annotated by the clinical experts and the text and annotation stored by us in electronic format. Of the entire set, 20.45% (1357/6634) sentences contained annotations, with some sentences containing more than 1 annotation.

A human-created gold standard, such as our testbed, is seldom completely perfect and consistent: entities may have been missed by the human annotators. We noticed such inconsistencies in prior work by us [33] and by others [21]. In this testbed, we encountered a few omissions, that is, annotations that were identified by our parser but not by the human annotators. This may be an oversight, or it may reflect the annotator’s intention not to annotate all phrases when they are almost identical and represent the same DSM criterion. While this may suffice for manual review, a complete gold standard is needed for automated evaluation of an algorithm. Therefore, we ensured that in our test phase, we could rely on a complete gold standard. In addition to the phrases annotated, we requested additional expert evaluation to verify whether patterns discovered by the parser but not annotated (false positives) should be part of the gold standard. Of the 366 plausible patterns identified by our system, 277 were identified by the experts as part of the gold standard. We added these missed annotations to our gold standard. Table 3 provides an overview of the number of annotations in the gold standard.

### Metrics

Similar to evaluation standards by others [34], we accept partial matches, defined as machine annotations that are considered correct if they contain any part of a gold standard annotation. For example, in the sentence “He also exhibited poor eye contact with the examiner,” our tool annotated “exhibited poor eye contact,” while the human expert annotated “poor eye contact with the examiner.” We accepted these annotations because this region of text can identify meaningful information relevant to criterion A1a (nonverbal behaviors). These adjustments in our evaluation criteria reflect the high variety in expert annotations.
which tend to be inconsistent in their inclusion of subjects and verbs within the boundaries of the annotations.

For our evaluation, we calculated 4 metrics. Precision provides an indication of how correct the annotations made by the parser are; in other words, if the parser annotates sentences with a DSM label, this refers to the percentage of the labels that are correct. Recall (also referred to as sensitivity) provides an indication of how many of the annotations the parser is able to capture; in other words, of all the sentences that received a DSM label by the human annotators, what percentage does the parser also label correctly. We also calculate the F-measure, which is the harmonic mean of recall and precision. The scores for the F-measure indicate how balanced an approach is: when recall and precision are similarly high, the F-measure will be high; however, if one of them is low, the F-measure will reflect this with a low F-score. Finally, we also calculate specificity, which indicates how well our parser can ignore sentences that are not an expression of DSM criteria.

\[
\text{Precision (or PPV)} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

\[
\text{Recall (or Sensitivity)} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negatives}}
\]

\[
F\text{-measure} = \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}
\]

\[
\text{Specificity} = \frac{\text{True Negatives}}{\text{True Negatives} + \text{False Positive}}
\]

We calculate these metrics at the annotation and at the sentence level. A true positive at the annotation level means that the system identified a criterion-specific annotation within a sentence also present in the gold standard. If a record or sentence contains 2 annotations for the same criterion, both should be identified individually. This is a stringent evaluation. For example, the sentence “He makes minimal eye contact with adults and struggles with turn-taking in conversations” is evaluated separately for criteria A1a (minimal eye contact) and criteria A2b (turn-taking in conversations).

We also apply the sentence-level evaluation for information extraction. In this case, a true positive is defined as identifying the sentence that contains gold standard annotations for a criterion, and the system has identified at least 1 annotation for the same rule. This evaluation can be more forgiving when a sentence contains more than 1 annotation.

**Results of Parser Evaluation**

Table 4 shows the results. At the annotation level, we achieved 74% precision and 42% recall on average. We took the microaverage, which combines the true and false positive counts across all rules. For individual criteria, precision was higher (≥75%) for most except two (criterion A1d and A3d). Recall was also particularly low for these two criteria, along with A1b and A1c. The best precision and recall were achieved for criterion A1a, with more than half of the annotations (57% recall) identified and with very few errors (96% precision).

### Table 3. Gold standard overview.

<table>
<thead>
<tr>
<th>Diagnostic and Statistical Manual of Mental Disorders diagnostic criteria</th>
<th>Gold standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule</td>
<td>Theme</td>
</tr>
<tr>
<td>A1a</td>
<td>Nonverbal behaviors</td>
</tr>
<tr>
<td>A1b</td>
<td>Peer relationships</td>
</tr>
<tr>
<td>A1c</td>
<td>Seeking to share</td>
</tr>
<tr>
<td>A1d</td>
<td>Emotional reciprocity</td>
</tr>
<tr>
<td>A2a</td>
<td>Spoken language</td>
</tr>
<tr>
<td>A2b</td>
<td>Initiate or sustain conversation</td>
</tr>
<tr>
<td>A2c</td>
<td>Stereotyped or idiosyncratic language</td>
</tr>
<tr>
<td>A2d</td>
<td>Social imitative play</td>
</tr>
<tr>
<td>A3a</td>
<td>Restricted patterns of interest</td>
</tr>
<tr>
<td>A3b</td>
<td>Adherence to routines</td>
</tr>
<tr>
<td>A3c</td>
<td>Stereotyped motor mannerisms</td>
</tr>
<tr>
<td>A3d</td>
<td>Preoccupation with parts of objects</td>
</tr>
<tr>
<td>Total</td>
<td>N/A(^a)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
The results are very similar to those for the sentence-level evaluation (Table 5). Both metrics are slightly higher, with average precision at 76% and average recall at 43%. For the A1a criterion, more than half of the required sentences were identified (recall 59%) with minimal errors (97% precision). Using a sentence as a unit of analysis, it is also possible to compute specificity, or true negative rate, which was not possible with annotation-level evaluation because we would have to predefine in advance how many possible annotations (i.e., sentence segments) there are in the EHRs. However, specificity is not a very interesting metric for this task. We achieve nearly perfect specificity because only 0.5%-5% of all
sentences contain true annotations for each rule, and our system reports very few false positives (high precision).

We conducted a final, more lenient approach by evaluating whether the system can identify the relevant sentences for DSM criteria, regardless of which criterion they represent. In this case, we found that our parser achieves 82% precision and 46% recall in identifying the 1357 sentences that were annotated for autism-like behavior (Table 5, last line “Any rule”).

Discussion

Principal Findings

Overall, the rule-based approach resulted in a better performance than the machine learning approach. Some criteria, such as A1c and A3d, showed very large differences in precision between the two approaches, while others, like A1d and A3a, showed a large difference in recall. This may be due to the sparsity of the examples available for training. Furthermore, we chose to evaluate decision trees because of their interpretability. More sophisticated algorithms will be tested when larger datasets become available, and these may provide better results.

As is expected with the development of a rule-based extraction system, the results for precision are higher than those for recall. False negatives represent the annotations that were missed by our algorithm and lowered recall. We noticed 3 types of false negatives due to annotations not seen in the training data. First, there are new examples of behaviors; for example, “being a picky eater” is an A1a criterion, but it did not appear in our training data. To solve this, we will write additional JAPE rules. Second, there are sometimes different lexical variants of behaviors (ie, synonyms or related terms) used to describe behaviors. To solve this, we will look into expanding our lexicons, for example, through using word embeddings. Third, sometimes complex language or longer interstitial text is used that is not captured by our patterns. For example, “Eye contact, while it was also present, was limited at times.” The solution will require further augmenting the patterns. In addition, some false negatives are the results of localized patterns. The criteria annotated in the EHR are sometimes determined by the clinicians using information in the EHR context or the surrounding text. This is not covered by JAPE patterns because it does not appear in the same sentence or neighboring text.

False positives usually occur for either of two reasons: accidental matches to nonsensical sentence fragments or plausible phrases with insufficient context. For example, Pattern 1 in Figure 1 also incorrectly matches to “[frequently][A2c,frequent][will]word token[exhibit][word token][difficulty]word token[handling]word token[loud][A2c,idiiosyncratic]” a fragment in our training dataset (while not part of the DSM criteria, the phrase is commonly found in the records) that obviously cannot be a correct annotation. Meanwhile, the machine annotation “difficulty communicating with the teacher and peers” appears to indicate a failure to develop peer relationships as described in criterion A1b, but it is not accepted by domain experts because the criterion refers to challenges in social interactions, while this text fragment focuses on verbal communication.

We see large differences between the various DSM-IV criteria. For example, criterion A1c, which refers to “a lack of spontaneous seeking to share enjoyment, interests, or achievements with other people,” is expressed completely differently in the test set and was not captured by our rules. This is not surprising because A1c is the criterion for which we have the least amount of training data (averaging 0.5 annotations per record). Additionally, the criterion covers a wide range of behaviors that can be expressed in many different ways. The variations and lack of data make describing patterns very difficult. Criterion A1a, which is related to nonverbal communication, obtained relatively high precision and recall. This is because clinicians tend to describe nonverbal communication in unambiguous, self-contained phrases, such as “eye contact” and “nonverbal communication,” for which we can create precise patterns. For a similar reason, we also obtained good results for criteria A3a, A3c, and A3d, which are about abnormal interests, stereotypical actions, and tactile sensitivities, respectively. Some of the criteria (eg, A3c) have precision near 90%. Criteria A2a and A2b, which describe expressive and receptive language issues, are most prevalent among the rules. Combined, they account for >40% of the gold standard annotations. Taking advantage of the large sample of gold standard annotations, we were able to develop many and obtain relatively stable performance from development to testing.

In our case, we believe lower recall does not preclude useful applications of the parser. While some particular expression of a DSM criterion may be missed, it will be rare that all expressions of that particular DSM criterion in one record would be missed and, so, the detected DSM criterion would be taken into account for case assignment. Moreover, because of the high precision of the parser, when an expression of a DSM criterion is flagged, it is unlikely to be a false positive. As a result, large-scale analyses that focus on patterns of different criteria can be performed.

Parser Application: Case Study

Testbed

Given the high precision of our parser, we conducted a case study that shows insights into and the potential of the parser for future work. Our goal is to provide a broad overview of DSM criteria patterns found in existing EHRs over a 10-year span.

For our case study, we analyzed 4480 records available electronically from the ADDSP. These records have not been used during the development of the parser and contain a minimum of text (40 characters was empirically determined as the cutoff in this set; this represented about 10 words or a complete sentence, which is required for a complete annotation). We focus only on the free text fields and the results from applying our parser. Figure 2 shows the descriptive statistics. Records were collected every 2 years, starting in 2000 and ending (for our analysis) in 2010. In the first 3 collection periods, fewer records were collected; however, in each of the last 3 collection periods, around 1000 records were collected. The prevalence of autism in the records was lower in the first year (39%). This is associated with the relative inexperience of the data collection team who abstracted more records than
necessary to avoid missing cases. In subsequent years, data collection was more efficiently focused on records that included information consistent with an autism diagnosis, and the proportion of children abstracted who were determined to have met the case definition was commonly between 50% and 60%.

Abstractor training has been consistent over the years with the goal to enter only the necessary information to meet the project deadlines. Even so, the average length of the free text has increased over the years: the average number of words before 2006 was 1427 and has increased to 2450 from 2006 until 2010, nearly double the number.

**Results**

The records contained on average 5.76 different DSM criteria. We performed our analysis separately for records of children with ASD and of those labeled as non-ASD. All counts are normalized by record length: the number of criteria found is divided by the number of words in the document. This normalization avoids increasing the count of criteria solely due to having longer records, for example, when a child is seen multiple times for evaluation and the resulting EHR is longer, but the diversity of criteria may remain the same. Figure 3 shows the word count for the EHRs used in this evaluation. The word counts for ASD and non-ASD cases follow a similar trend. After 2004, there has been an increase in the length of records, which levels off the next year.

We first focus on the A1 DSM criteria. These criteria describe impairments in social interaction. For children with ASD (Figure 4, left graph), the A1d criterion (social or emotional reciprocity) is the most common criterion found in the records. The least commonly found criterion was the A1c criterion (shared interest). In the last 4 years, the average number of A1a, A1b, and A1d criteria described in the records has increased, but no similar increase in the average number of records containing A1c was observed.

We performed the same analysis for children without ASD (Figure 4, right graph). The results show, as expected, that fewer criteria are recorded in their records; the patterns are also different. The number of criteria recorded shows a decreasing trend over the last 4 years of records.

We repeat the same analysis for A2 DSM criteria (Figure 5), which focus on impairments in communication. The changes for A2 criteria are very small over the years. The most commonly found criterion is A2a (spoken language), and the least commonly found criteria are A2c (stereotyped or repetitive or idiosyncratic language) and A2d (imaginative play). There is a slight increase in 2002 and 2004 for the records of children with ASD, but few changes over the collection years. The total number of these criteria is higher than that of A1 criteria (see y-axis). Interestingly, there is little difference between the number of criteria found in EHRs labeled as ASD versus non-ASD.

Finally, we show the analysis for A3 DSM criteria (Figure 6), which focus on restricted, repetitive, and stereotyped behavior patterns. For the records labeled as ASD, the most commonly found criterion is A3b (adherence to routines), with the other three criteria being less common and comparable to each other. Overall, fewer criteria are found in the non-ASD-labeled records.

**Figure 2.** Descriptive information on 4480 records available electronically from the Arizona Developmental Disabilities Surveillance Program.

**Figure 3.** Electronic health record word count for autism spectrum disorder (ASD) and non-ASD cases.
Figure 4. Average A1 criteria per record. ASD: autism spectrum disorder; EHR: electronic health record.
Figure 5. Average A2 criteria per record. ASD: autism spectrum disorder; EHR: electronic health record.
Discussion

The presence of a criterion in a record depends first on its presence in the child, second on whether the evaluator notes that criterion in the child, and third on whether the evaluator notes it in the record. The criteria that we identified with the greatest frequency were A2a (spoken language) and A2b (initiate or sustain conversation). Issues with language acquisition are the most frequently noted first cause of parental concern [35-39]. It is standard to make a note of the reason for the evaluation, and this would be expected to typically capture the first parental concern. Furthermore, these A2 criteria are frequent in all records because most children evaluated for ASD exhibit some type of impairment in communication. Criteria that we found least frequently include A2c (stereotyped or repetitive or idiosyncratic language) and A2d (imaginative play). While these are classic characteristics of ASD, they are less well noted by parents.

The frequencies of criteria in the ASD case records were not as different from the non-ASD records as may be expected. However, all children whose records were included in data collection had some type of diagnosis or special education qualification; no typically developing children are included in these data [40]. Individual criteria for ASD may be seen in children with other developmental disabilities, but it is the constellation of criteria that defines ASD.
Some changes across the years of data collection were observed. The first was an increase in the number of words per record. This increase is likely to reflect a true increase in the words rather than any changes in data collection procedures, as increasing numbers of records to review have motivated efforts to improve efficiency and eliminate the collection of superfluous text. An increase in the number of criteria included will necessarily mean that more words are collected. Next was an increase in the frequency of some specific criteria among the ASD cases. Changes through time in the frequency of a specific criterion may reflect more children who exhibit the criterion or that evaluators may have a heightened awareness of the criterion and are, therefore, more likely to note it. Criteria that were increasing in frequency included A1a (nonverbal behaviors), A1d (social or emotional reciprocity), and A3b (adherence to routine), but the increase in A3b was noted only in the most recent year.

The increases in the frequencies of some criteria in this dataset contrast with results from a study in Sweden, which found fewer autism symptoms among children diagnosed in 2014 than among those diagnosed in 2004 [41]. Arvidsson et al have suggested that clinical diagnoses of autism are being made in the year 2014 for cases that are less severe and would not have been given that diagnosis in 2004. They further suggested that this may explain some of the increase in the estimated prevalence of ASD. Increases in the estimated prevalence in the ADDSP dataset, from 6.5 per 1000 in 2000 to 15.7 per 1000 in 2010, are not susceptible to this decrease in severity as our criteria for determining case status has been consistent over the time period. In fact, we observe an increased proportion of cases with certain criteria and an increase in the average number of criteria over time. The increased prevalence that we have estimated would reflect a decrease in the severity of the condition only if evaluators in the recent years are making a notation of symptoms that are so mild they would not have noted them earlier.

The trend of increasing frequency of criteria A1a (nonverbal behaviors) and A1d (social or emotional reciprocity) in ASD-labeled records and the decreasing trend in those same criteria in non-ASD-labeled records may represent improvements in evaluators’ awareness of these as symptoms of ASD and the importance of documenting these criteria for children who have the characteristics of ASD cases.

Conclusion

We described the design and development of a rule-based NLP tool that can identify DSM criteria in text. In comparison to a baseline machine learning approach that used decision trees, the rule-based approach performed better. We evaluated our approach at the annotation level (ie, matching to each rule within a sentence) and at the sentence level (ie, matching to the correct sentence). The system performed reasonably well in identifying individual DSM rule matches, with approximately half of all individual criteria-specific annotations discovered (44% recall) with few errors (79% precision). As expected with manually developed rules, precision was high, while recall was lower. In future work, we intend to increase both lexicons and patterns using machine learning approaches while retaining human-interpretable rules. This will increase the recall of our system. Furthermore, we intend to add negation as an explicit feature, which we believe will be necessary to maintain high precision.

We demonstrated our parser on almost 5000 records and compared the presence of different DSM criteria across several years. Changes in document length as well as in the presence of different DSM criteria are clear. Our analysis also showed that some DSM criteria are almost equally present in both ASD and non-ASD cases. In the future, we intend to increase the size of our records and combine the information extracted (ie, the DSM criteria matches) with other data from the structured fields in those EHRs as well as combine the information with external databases containing environmental and other types of data.

Our future work will be 2-fold. First, we will investigate the integration of our system into the surveillance workflow. For maximum usefulness, we will aim at extreme precision or extreme recall (while both are desirable, there tends to be a trade-off). With extremely high precision, the extracted diagnostic criteria can be used to make case decisions with high precision. Labeling a case as ASD can be automated for a large set of EHRs; only the set where no ASD label is assigned would require human review (due to low recall). In contrast, with extremely high recall, cases where diagnostic criteria are not extracted can be labeled as non-ASD with high confidence and only the cases where a label of ASD is assigned would need review (due to low precision). Second, because the development time of a rule-based system is substantial and application to a new domain would require starting over, we will investigate leveraging lessons learned from the parser to a machine learning approach that can transfer to different domains in mental health.
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Abstract

Background: Although artificial intelligence performs promisingly in medicine, few automatic disease diagnosis platforms can clearly explain why a specific medical decision is made.

Objective: We aimed to devise and develop an interpretable and expandable diagnosis framework for automatically diagnosing multiple ocular diseases and providing treatment recommendations for the particular illness of a specific patient.

Methods: As the diagnosis of ocular diseases highly depends on observing medical images, we chose ophthalmic images as research material. All medical images were labeled to 4 types of diseases or normal (total 5 classes); each image was decomposed into different parts according to the anatomical knowledge and then annotated. This process yields the positions and primary information on different anatomical parts and foci observed in medical images, thereby bridging the gap between medical image and diagnostic process. Next, we applied images and the information produced during the annotation process to implement an interpretable and expandable automatic diagnostic framework with deep learning.

Results: This diagnosis framework comprises 4 stages. The first stage identifies the type of disease (identification accuracy, 93%). The second stage localizes the anatomical parts and foci of the eye (localization accuracy: images under natural light without fluorescein sodium eye drops, 82%; images under cobalt blue light or natural light with fluorescein sodium eye drops, 90%). The third stage carefully classifies the specific condition of each anatomical part or focus with the result from the second stage (average accuracy for multiple classification problems, 79%-98%). The last stage provides treatment advice according to medical experience and artificial intelligence, which is merely involved with pterygium (accuracy, >95%). Based on this, we developed a telemedical system that can show detailed reasons for a particular diagnosis to doctors and patients to help doctors with medical decision making. This system can carefully analyze medical images and provide treatment advice according to the analysis results and consultation between a doctor and a patient.

Conclusions: The interpretable and expandable medical artificial intelligence platform was successfully built; this system can identify the disease, distinguish different anatomical parts and foci, discern the diagnostic information relevant to the diagnosis of diseases, and provide treatment suggestions. During this process, the whole diagnostic flow becomes clear and understandable to both doctors and their patients. Moreover, other diseases can be seamlessly integrated into this system without any influence on existing modules or diseases. Furthermore, this framework can assist in the clinical training of junior doctors. Owing to the rare high-grade medical resource, it is impossible that everyone receives high-quality professional diagnosis and treatment service.
This framework can not only be applied in hospitals with insufficient medical resources to decrease the pressure on experienced doctors but also deployed in remote areas to help doctors diagnose common ocular diseases.
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deep learning; object localization; multiple ocular diseases; interpretable and expandable diagnosis framework; making medical decisions

**Introduction**

Although there have been many artificial intelligence-based automatic diagnostic platforms, the diagnostic results produced by such computer systems cannot be easily understood. Artificial intelligence that obtains diagnostic results from the computational perspective cannot provide the reason that is depicted as clinical practice for a given diagnosis. Some researchers have attempted to make the conclusion obtained from artificial intelligence methods explainable, such as Raccuglia et al used a decision tree to understand the classification result from the support vector machine [1]. Hazlett et al used a deep belief network, a reverse trackable neural network, to find diagnostic evidence of autism [2]. Zhou et al used the output of the last full-connected layer of the convolution neural network to infer which part of an image causes the final classification result, which also provides the evidence of classification [3]. In addition, Zeiler et al used occlusion test to study which parts of images produce a given classification result [4]. These studies made great achievements in explainable artificial intelligence, but readily explainable automatic diagnostic systems are still rare. The primary cause is that these explainable methods did not explain their result according to human thought patterns. Therefore, this research aims to make additional progress based on previous studies.

There are many existing works about the automatic diagnosis of different types of diseases with medical imaging, but all these works are isolated; those cannot regard all diseases shown in a specific format of medical images with a unified perspective, which is common in natural image processing and practical medical scenes. On the other hand, once all diseases are regarded as unified, the extensibility for integrating other types of medical imaging or disease will be easy. The diagnosis of ophthalmic diseases is highly dependent on observing medical images, so this work selected ophthalmic images that represent multiple ocular diseases as material and treated them with a consistent view. Of note, the unified automatic diagnostic procedure is the simulation of the workflow of doctors. An explainable artificial intelligence-based automatic diagnosis platform offers many advantages. First, it can increase the confidence in the diagnostic results. Second, it assists doctors to perfect the diagnosing thinking. Third, it helps medical students deepen the medical knowledge. Finally, it can clear a path toward diagnosing higher numbers of diseases from a unified perspective.

Besides, doctors can diagnose diseases by observing medical images, but doctors from many specialties and subspecialties cannot tackle all diseases. If a patient suffers from more than one type of disease, the system can tackle these diseases simultaneously. This work plans to integrate the experience of doctors from many subspecialties to construct an omnipotent ophthalmologist.

Thus, to create an explainable automatic diagnostic system with artificial intelligence, we simulated the workflow of doctors to help artificial intelligence follow the patterns of human thought. This research aims to apply artificial intelligence techniques to fully simulate the diagnostic process of doctors so that reasons for a given diagnosis can be illustrated directly to doctors and patients.

In this research, we designed an interpretable and expandable framework for multiple ocular diseases. There are 4 stages in this diagnostic framework: primary classification of disease, detection of each anatomical parts and foci, judging the conditions of anatomical parts, and foci and providing treatment recommendations. The accuracies of all stages surpass 93%, 82%-87%, 79%-98%, and 95%, respectively. Not only is this system an interpretable diagnostic tool for doctors and patients but it also facilitates the accumulation of medical knowledge for medical students. Moreover, this system can be enriched to cover more ophthalmic diseases or more diseases of other specialties to provide more services as the workflow of doctors. Telemedicine [5] can combine medical experts and patients with considerable low cost. This research develops an interpretable and expandable telemedical artificial intelligence diagnostic system, which can also effectively improve the undesirable condition that medical resource with high quality is not adequate and the distribution of it is not even. Finally, the health level of people all over the world and the medical condition of underdeveloped countries can be improved with the help of a computer network.

**Methods**

**Data Preparation**
Data are important for data-driven research [6]. The dataset is examined by all members of our team. Besides, we developed some programs to facilitate the examination of data. All images were collected in the Sun Yat-sen University Zhongshan Ophthalmic Center, which is the leading ophthalmic hospital in China [7]. In order to simulate the experience and diagnostic process of doctors, all images were segmented into several parts according to anatomical knowledge or diagnostic experiences and, then, were annotated. Next, multiple attributes of all parts were classified as the actual states of these parts (including foci). All the relevant aspects of the data (images, coordinates of each part, and the attribute information) were used to train an artificial intelligence system. This data preparation process can not only help simulate the diagnostic process of doctors but also facilitate many follow-up studies such as medical image segmentation.
clinical experience mining, and integration of refined diagnosing of multiple diseases.

We collected 1513 images that can be classified into 5 classes (normal, pterygium [9], keratitis [10], subconjunctival hemorrhage [11], and cataract [12]). Figure 1 lists the number of images of each class. Furthermore, the examples of objects to be detected in images are shown in Figure 2; for fundus images (the last row), the localized objects include an artery (blue), vein (green), the macula (black), the optic disc (light purple), hard exudate (yellow), and so on. For other types of images, the objects to be localized include the eyelid (red), eyelash (green), keratitis focus (yellow), cornea and iris zone with keratitis (pink), the pupil zone (blue), conjunctiva and sclera zone with hyperemia (orange), the conjunctiva and sclera zone with edema (light blue), the conjunctiva and sclera zone with hemorrhage (brown), the pupil zone with cataracts (white), the slit arc of the cornea (black), cornea and iris zone (dark green), the conjunctiva and sclera zone (purple), pterygium (gray), the slit arc of keratitis focus (dark red), and the slit arc of the iris (light brown). Table 1 lists the detailed diagnostic attributes to be classified, and each diagnostic information corresponds to a classification problem. The diagnostic information in Table 1 is corresponding to stage 3 (see Methods). This information is essential and fundamental for diagnosing and providing treatment advice and will be determined in stage 3 of the interpretable artificial intelligence system (see Methods). All information (object annotation and diagnostic information) was double-blind marked by the annotation team, which consisted of 5 experienced ophthalmic doctors and 20 medical students. The annotation of fundus images was completed; however, the experiments on fundus images were not finished. Because of the intrinsic characteristics of the fundus image, the output of the annotation method for fundus image is suitable for semantic segmentation.

Methodology

The framework consists of 4 functional stages as follows: (1) judging the class of disease, preliminary diagnosis that is completed with original image without any processing; (2) detecting each part of image, localization of anatomical parts, and foci that are used to discern different parts with different appearance so that more careful checking can be guaranteed; (3) classifying the attributes of each part, severity and illness assessment, which is closely connected to the second stage, is used to determine the condition of the illness; and (4) providing treatment advice according to the results from the first, second, and third stages, except for the treatment advice of a pterygium is from artificial intelligence, whereas treatment advice of other diseases is from experiences of doctors. First, the disease is primarily identified during stage 1. Second, all anatomical parts and foci are localized during stage 2, and important parts (cornea and iris zone with keratitis and pterygium) are segmented for the analysis in stage 3. Then, the attributes of all anatomical parts and foci are determined during stage 3. Then, the treatment advice is provided in stage 4. The whole process imitates the diagnostic procedure of doctors so that the reasons for a given diagnosis can be tracked and used to construct an evidence-based diagnostic report. Finally, treatment advice can be provided according to the full workflow presented above. Figure 3 shows the flowchart of this system. The analysis of fundus images is coming soon and will be easily integrated into this system quickly as the same idea with existing images. The first, second, and third function is fully based on artificial intelligence, which is trained with dataset; the fourth function is dependent on both artificial intelligence and the experience of doctors.

Figure 1. Information of image dataset.
**Figure 2.** Examples of each object in terms of each type of disease or normal eye.

![Examples of each object in terms of each type of disease or normal eye.](image)

**Table 1.** Detailed diagnostic information regarding the dataset.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Diagnostic information (Number of classification problems)</th>
<th>Values of diagnostic information</th>
<th>Type of image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pterygium</td>
<td>1. Whether the body of the pterygium is hypertrophied</td>
<td>Yes or no</td>
<td>Images under natural light without fluorescein sodium eye drops</td>
</tr>
<tr>
<td></td>
<td>2. Whether pseudo pterygium is present</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. Whether the head of the pterygium is uplifted</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. Whether the head and body of the pterygium is hyperemic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. Whether the pterygium is in the progressive period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keratitis</td>
<td>1. Turbidity degree of the cornea</td>
<td>1. Pupil zone is invaded by turbidity or not</td>
<td>Images under cobalt blue light or natural light with fluorescein sodium eye drops [8]</td>
</tr>
<tr>
<td></td>
<td>2. Stage of keratitis</td>
<td>2. Infiltration stage and ulcer stage, perforation stage, or convalescence</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. Corneal neovascularization</td>
<td>3. Yes or no</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. Edge of foci is clear</td>
<td>4. No dyeing and dot staining, sheet dyeing, or dyeing with coloboma</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. The condition of illness based on dyeing</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Machine learning, especially deep learning technique represented by the convolutional neural network (CNN), is becoming the effective computer vision tool for automatically diagnosing diseases using biomedical images. It has been widely applied in the medical image classification and automatic diagnosis of disease, such as the diagnosis of attention deficit hyperactivity disorder with functional magnetic resonance imaging [13]; gradation of brain tumor [14], breast cancer [15],...
and lung cancer [16]; and diagnosis of skin disease [17], kidney disease [18], and ophthalmic diseases [19-23]. In this research, inception_v4 [24] and residual network (Resnet) [25] (101 layers) were used to carry out stage 1 and stages 3 and 4, respectively. While stage 1 (inception_v4) can give a general diagnostic conclusion, stages 3 (Resnet) and 4 (Resnet) can provide further information about diseases and treatment recommendations. In this research, cost-sensitive CNN was adopted because the imbalanced classification is common in this research. Inception_v4 is a wider and deeper CNN that is suitable for careful classification (the difference between all classes is easily neglected sometimes). Resnet is a type of thin CNN, the architecture of which is full of cross-layer connections. The objective function is transformed to fit the residual function so that the performance of Resnet is improved considerably. In addition, Resnet is suitable for rough classification (the difference between all classes does not need to be carefully analyzed). In addition, we chose Resnet with 101 layers whose volume is adequate for the classification problems in this research. Stage 1 is a 5-classes classification, with some classes being very similar in color and shape; thus, inception_v4 is chosen in stage 1. As other classification problems are limited in one specific disease, Resnet is selected in stages 3 and 4. Furthermore, the chain rule of derivatives based on the stochastic gradient descent algorithm [26] was used to minimize the loss function.

Figure 3. Architecture of the overall framework for interpretable diagnosis of multiple ocular diseases. AI: artificial intelligence.
Faster-region based convolutional neural network (RCNN), an effective and efficiency approach, was adopted to localize the anatomical parts and foci (Stage 2). Faster-RCNN [27] is developed on the basis of RCNN [28] and Fast-RCNN [29], which originally applied superpixel segmentation algorithm to produce proposal regions, whereas Faster-RCNN uses an anchor mechanism to generate region proposals quickly and then adopts 2-stage training to obtain the transformations of bounding box repressor and classifier. The first stage of Faster-RCNN is region proposal proposal, which is responsible for generating region proposals. Then, whether the proposals are objects or not are judged, and the coordinates of each object are primary regressed. The second stage is judging the class of each object and eventually regressing the coordinate of each object, which is the same as RCNN and Fast-RCNN. In this research, pretrained ZF (Zeiler and Fergus [4]) network was exploited to save training time.

**Experimental Settings**

This system was implemented with convolutional architecture for fast feature embedding [30] (Berkeley Vision and Learning Center deep learning framework) and Tensorflow [31]; all models were trained in parallel on four NVIDIA TITAN X GPUs. For the classification problem, indicators applied to evaluate the performance are as follows:

\[
\begin{align*}
\text{Precision}_i &= \frac{TP_i}{TP_i + FP_i} \\
\text{Sensitivity}_i &= \frac{TP_i}{TP_i + FN_i} \\
\text{Specificity}_i &= \frac{TN_i}{TN_i + FP_i} \\
\text{FNR}_i &= 1 - \text{Sensitivity}_i \\
\text{FPR}_i &= 1 - \text{Specificity}_i \\
\end{align*}
\]

where \( N \) is the total number of samples; \( P_i \) indicates the number of correctly classified samples of \( i \) th class; \( k \) is the number of classes in specific classification problem; \( TP_i \) denotes the number of samples that are correctly classified as \( i \) th class; \( FP_i \) is the number of samples that are wrongly recognized as \( i \) th class; \( FN_i \) denotes the number of samples that are classified as \( j \) th class, \( j \neq i \); \( TN_i \) is the number of samples recognized as negative \( j \) th class, \( j \neq i \). All the above performance indicators can be computed with a confusion matrix. In addition, the receiver operating characteristics (ROC) curve, which indicates how many samples of \( i \) th class are recognized conditioned on a specific number of \( j \) th class (\( j \neq i \)), are classified as \( i \) th class. PR (precision recall) curve, which illustrates how many samples of \( j \) th class are recognized as samples of \( i \) th class conditioned on a specific number of \( j \) th class (\( j \neq i \)), are classified as \( i \) th class and area under the ROC curve (AUC), which means the area of the zone under the ROC curve was also adopted to assess the performance [32]. The indicators (precision, sensitivity, specificity, ROC curve with AUC, and PR curve) were only used to evaluate the performance of binary classification problems. Furthermore, accuracy and confusion matrix were used to evaluate the performance of multiclass classification problems.

For object localization problem, the interpolated average precision is always used to evaluate the performance [33]. The interpolated average precision is computed with the PR curve using the equation presented below:

\[
\text{AP} = \int \text{PR curve} \, d\text{Recall}
\]

In the equation, \( p(\eta) \) is the measured precision at specific recall \( \eta \). In this research, 4-fold cross-validation was used to evaluate the performance of this system firmly for all classification problems and localization problems. The application of the cost-sensitive CNN is dependent on the distribution of the dataset in specific classification problems. Except for the classification problems 1, 6, and 8, other classification problems in stages 3 and 4 were completed with the cost-sensitive CNN.

**Results**

**Performance of Stages 1 and 2**

All stages and the whole work flow of this system were completed with acceptable performance. The 4 stages in the framework were separately trained and validated, and all relevant results in stages 1 and 2 are shown in Figures 4 and 5. The rows and columns of all heat maps stand for ground truth labels and predicted labels, respectively. Figure 4 shows the heat map of stage 1; the accuracy reaches 92%. Figure 5 shows the detection performance of Faster-RCNN in recognizing anatomical parts and foci; the mean value of average precision over all classes surpasses 82% and 90% for images under natural light without fluorescein sodium eye drops, and images under cobalt blue light or natural light with fluorescein sodium eye drops, respectively. The left image in Figure 5 is the performance for localizing objects in images without fluorescein sodium eye drops during stage 2, where I-V represent the cornea and iris zone with keratitis, the focus of keratitis, the conjunctiva and sclera zone, the slit arc of the cornea, the slit arc of keratitis focus, the eyelid, the slit arc of the iris, the conjunctiva and sclera zone, the conjunctiva and sclera zone with edema, cornea and iris zone, pterygium, eyelash, pupil zone, the conjunctiva and sclera zone with hyperemia, the conjunctiva and sclera zone with hemorrhage, and the pupil zone with cataracts, respectively. The right image in Figure 5 is the performance for localizing the objects in images with fluorescein sodium eye drops during stage 2, where I-V represent the cornea and iris zone with keratitis, the focus of keratitis, the conjunctiva and sclera zone, the slit arc of the cornea, the slit arc of keratitis focus, the slit arc of the iris, the conjunctiva and sclera zone with hemorrhage, and the pupil zone with cataracts, respectively. The right image in Figure 5 presents the performance for localizing the objects in images with fluorescein sodium eye drops during stage 2, where I-V represent the cornea and iris zone with keratitis, the focus of keratitis, the conjunctiva and sclera zone, the slit arc of the cornea, the slit arc of keratitis focus, the slit arc of the iris, the eyelid, and the eyelash, respectively. The statistical results of stage 2 are shown in Multimedia Appendix 1.
Figure 4. Performance of stage 1.
Figure 5. Performance of stage 2. AP: average precision.
Performance of Stages 3 and 4

Stage 3 was decomposed into 10 classification problems, and the relevant results are shown in Figure 6, including the boxplots for the accuracy, specificity and sensitivity, ROC curve with the AUC, PR curve for all binary classification problems, and the heat maps with accuracy for all multiclass classification problems. Figure 6 also shows the classification performance of stage 4, which includes boxplot for the accuracy, sensitivity and specificity, ROC curve with the AUC value and PR curve. The only one classification problem addressed by stage 4 is whether a patient who suffers from pterygium needs surgery. In stage 2, the detection rate of some objects is low because Faster-RCNN cannot effectively detect some small objects. We will overcome this issue by adjusting the parameters of Faster-RCNN. In spite of this, stage 3 will not be affected by this drawback because the detection rate of the cornea and iris zone with keratitis and pterygium (the relevant anatomical parts and foci), which is involved with stage 3, is considerably high. In addition, the detection performance of the pupil zone, which is related to vision is also satisfactory. In stage 3, the specificity of classification problems 1, 3, 4, and 5 is slightly low; the application scene of this system is hospitals where doctors pay more attention to sensitivity than specificity. The result of all classification problems is satisfactory and acceptable. Furthermore, the performance of classification problems 1, 3, 4, and 5 can be improved with more samples under the circumstance of Web-based learning. The statistical results of stages 3 and 4 are shown in Multimedia Appendix 1.

Performance of Stage 3 and 4 with Original Images

To study which anatomical parts are essential for automatic diagnostic, stages 3 and 4 were repeated with original medical images without processing; all parameters were same as the original parameters used in stages 3 and 4. The relevant results are shown in Figure 7. The classification performance close to that of the classification with anatomical parts and foci. In other words, the important parts, the cornea and iris zone with keratitis and pterygium, are essential for automatic diagnosis. The statistical results of stages 3 and 4 with original images are shown in Multimedia Appendix 1.

Figure 6. Performance of stage 3 and 4. PR: precision recall; ROC: receiver operating characteristics.
Figure 7. Performance of stage 3 and 4 with original images. PR: precision recall; ROC: receiver operating characteristics; AUC: area under the curve.

Web-Based Automatic Diagnostic System

We applied Django framework [34] to develop a telemedical decision-making and automatic diagnosing system to facilitate doctors and patients; this system can analyze inputted medical images, show the diagnostic result as the working process of doctors, and provide treatment advice by producing an examination report. In addition, this telemedical system can finely analyze medical images and provide treatment advice with a diagnostic report (a PDF file) that includes treatment suggestion according to the analysis result and the consultation between a doctor and a patient. The format of the diagnostic report is shown in Multimedia Appendix 1. All diagnostic information can be shown to a doctor and a patient by storing into a database. Administrators and doctors can handle all information and contact patients conveniently. Furthermore, this system can be deployed in multiple hospitals and medical centers to screen common diseases and collect more medical data, which can be used to improve the diagnosis performance. The website is available in Multimedia Appendix 1.

Discussion

In this study, we constructed an explainable artificial intelligence system for the automatic diagnosis of multiple ophthalmic diseases. This system carefully mimics the work flow of doctors so that reasons for specific diagnosis can be explained to doctors and patients with high performance. Besides, this system accelerates the application of telemedicine with the assistance of computer network and helps develop the health level and medical condition. Moreover, this system can be easily expanded to cover more diseases as long as the diagnostic processes of other diseases are simulated seamlessly. In addition, this system can help medical students to understand diagnosis and diseases. In the future, considerable progress can be made in this field. In this research, we did not consider a multilabel classification for those patients with multiple diseases. In the future, multiple-label classification can be adopted to make this system closer to real clinical circumstances. Moreover, because the bound box is not suitable for some anatomical parts, semantic segmentation can be applied in this system for segmenting medical images more accurately.
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Abstract

Engagement in electronic health (eHealth) and mobile health (mHealth) behavior change interventions is thought to be important for intervention effectiveness, though what constitutes engagement and how it enhances efficacy has been somewhat unclear in the literature. Recently published detailed definitions and conceptual models of engagement have helped to build consensus around a definition of engagement and improve our understanding of how engagement may influence effectiveness. This work has helped to establish a clearer research agenda. However, to test the hypotheses generated by the conceptual modules, we need to know how to measure engagement in a valid and reliable way. The aim of this viewpoint is to provide an overview of engagement measurement options that can be employed in eHealth and mHealth behavior change intervention evaluations, discuss methodological considerations, and provide direction for future research. To identify measures, we used snowball sampling, starting from systematic reviews of engagement research as well as those utilized in studies known to the authors. A wide range of methods to measure engagement were identified, including qualitative measures, self-report questionnaires, ecological momentary assessments, system usage data, sensor data, social media data, and psychophysiological measures. Each measurement method is appraised and examples are provided to illustrate possible use in eHealth and mHealth behavior change research. Recommendations for future research are provided, based on the limitations of current methods and the heavy reliance on system usage data as the sole assessment of engagement. The validation and adoption of a wider range of engagement measurements and their thoughtful application to the study of engagement are encouraged.
telemedicine; internet; health promotion; evaluation studies; treatment adherence and compliance; outcome and process assessment (health care)

**Introduction**

Electronic health (eHealth) and mobile health (mHealth) behavioral interventions offer wide-reaching support at a low cost, while retaining the capacity to provide comprehensive, ongoing, tailored, and interactive support necessary for improving public health [1,2]. Although there is evidence that eHealth and mHealth behavior change interventions can be effective, low levels of adherence and high levels of attrition have been commonly reported [1-3]. In response, there have been calls to design and implement more engaging interventions to address these concerns [4-6].

It is generally agreed that a certain level of engagement is necessary for intervention effectiveness. However, there is a lack of clarity on how to conceptualize engagement. Some researchers have defined engagement solely as a psychological process relating to user perceptions and experience, whereas others consider engagement a purely behavioral construct, synonymous with intervention usage [4,7]. Consequently, it is often confused with adherence, which refers to whether the intervention is used as intended by the developers [3,8,9]. There have also been interdisciplinary differences. Behavioral scientists tend to characterize good engagement as high acceptability, satisfaction, or intervention adherence, whereas computer scientists tend to consider high engagement as a mental state associated with increased attention and enjoyment [4]. To consolidate these viewpoints and provide a less fragmented foundation for future research, 2 new conceptual models of engagement have been proposed [4,5].

Using a process of expert consensus, Yardley et al [5] proposed distinguishing between micro- and macrolevel engagement when examining the relationships between the user experience, usage, and behavior change. Microlevel engagement refers to the moment-to-moment engagement with the intervention, including the extent of use of the intervention (eg, number of activities completed) and the user experience (eg, level of user interest and attention when completing activities). Macrolevel engagement is defined as the depth of involvement with the behavior change process (eg, extent of motivation for changing behavior) and is linked to the behavioral goals of the intervention. The timing and relationship between micro- and macro forms of engagement depend on the intervention, the user, and the broader context. Yardley’s model suggests that after a period of effective engagement at the microlevel, the user may disengage from the platform but still be immersed in the behavior change process. Perski et al [4] offer a similar but more extensive framework based on a systematic review. Similar to Yardley et al, they define engagement as both the extent of usage and a subjective experience but refine this further by characterizing the subjective experience as being related specifically to attention, interest, and affect. These constructs are said to capture the cognitive and emotional aspects of engagement as they are described in computer science disciplines (eg, flow, immersion, and presence), all of which relate to a level of absorption and preoccupation (see Table 1 for definitions of these constructs). According to Perski et al [4], high engagement influences behavior change through its influence on the determinants of behavior (similar to macroengagement, as described by Yardley et al). Engagement itself is hypothesized to be influenced by intervention features such as content, mode of delivery, and contextual features such as the physical environment (eg, internet access) and individual characteristics (eg, internet self-efficacy).

Both Perski et al and Yardley et al extend previous models [6,9-11] by considering the interaction between usage and psychological processes. By doing so, both models suggest that intervention usage may be a useful indicator of overall engagement with the intervention but is not a valid indicator of engagement in the behavior change process per se. Perski et al also highlight potential moderators and mediators of the engagement process and outline possible pathways in which engagement can influence overall intervention efficacy. These models serve as useful tools to refine and test hypotheses about how to influence engagement and how engagement impacts efficacy, which is necessary if we are to advance eHealth and mHealth behavioral science. However, an understanding of how to measure engagement is needed to test these models.

Basic overviews of the types of measures to assess engagement in eHealth and mHealth interventions have been provided by Yardley et al [5] as well as Perski et al [4]. Yardley et al briefly described the potential usefulness of different measurement types, including qualitative measures, self-report questionnaires, ecological momentary assessment, system usage data, sensor data, and psychophysiological measures. Perski et al identified over 100 studies related to engagement and noted the data collection methods used (eg, survey, website logs, and face-to-face interviews) in each study. Our aim is to extend their work by providing a comprehensive overview of the measurement options currently available. Our overall goal is to summarize and appraise measures of engagement used in eHealth and mHealth research and to highlight future areas of research when evaluating engagement in eHealth and mHealth behavior change interventions. We anticipate this will serve as a useful primer for those interested in the study of engagement and help to advance the field of eHealth and mHealth behavior change by facilitating the use and validation of a wider range of engagement measurements and their thoughtful application to the study of engagement.

**Overview of Methods Used to Identify and Assess Engagement Measures**

We used a snowballing approach to identify relevant engagement measures. To begin, we extracted measures...
identified by Perski et al [4] as well as other systematic reviews and published articles known to us through our former work in the field [12-14]. A data extraction table (see Multimedia Appendix 1) focusing on measurement type, engagement domain, and validity information was used to extract, sort, and explore measurement information to aid synthesis. During the writing and revision process, we searched for additional articles using Google Scholar and reran Perski’s [4] original search strategy on MEDLINE and PsycINFO to identify more recent relevant literature. Readers should, therefore, consider this as a comprehensive, but not exhaustive, overview of the literature.

In line with Yardley et al’s suggestions [5], our overview focuses on a wide range of methods to measure engagement. These include qualitative measures, self-report questionnaires, ecological momentary assessment, psychophysiological measures, as well as the analysis of system usage data, sensor data, and social media data. Methods that capture microlevel constructs were included in our synthesis if they were related to emotional, cognitive, or behavioral aspects of the user experience that could be characterized as interest, attention, affect, or intervention usage. This includes the constructs of flow, cognitive absorption, presence, and immersion, which have been commonly used in other disciplines. An overview of definitions for each of these constructs is provided in Table 1. Macrolevel measures were included if they related specifically to engagement in the behavior change process because of the digital intervention or its features. A single author initially drafted each section below, with all other authors providing a critical review.

### Table 1. Definitions for constructs used to describe the emotional, cognitive, or behavioral aspects of engagement in previous literature.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest</td>
<td>Individual interest is an enduring preference for certain topics and activities. It is impacted by pre-existing knowledge, personal experiences, and emotions. Situational interest is an emotional state brought about by situational stimuli (eg, the unexpectedness of information). It is evoked spontaneously and is presumed to be transitory. Both types of interest are related to liking and willful engagement in a cognitive activity that affects the use of specific learning strategies and how we allocate attention [15,16].</td>
</tr>
<tr>
<td>Attention</td>
<td>A state of focused awareness of specific perceptual information [17]. Focalization and concentration of consciousness are the essence of attention. Paying attention implies withdrawal from some perceptual information to deal effectively with others [18].</td>
</tr>
<tr>
<td>Affect</td>
<td>Affect is an intrinsic part of the sensory experience. It represents how an object or situation impacts how a person feels. It can be described by 2 psychological properties: hedonic valence (pleasure/displeasure) and arousal (activation/sleepy). It can be a central or background feature of consciousness, depending on where and how attention is applied [19,20].</td>
</tr>
<tr>
<td>Flow</td>
<td>Flow refers to an optimal state that arises when an individual is deeply absorbed in a task. It is characterized by enjoyment, focused attention, absorption, and distorted time perception and is considered intrinsically rewarding. It assumes the complete absence of negative affect [21].</td>
</tr>
<tr>
<td>Cognitive absorption</td>
<td>Cognitive absorption is a state of deep involvement, similar to flow, though it does not assume intrinsic motivation or the complete absence of negative affect. Cognitive absorption may still occur when a user is frustrated (and, therefore, the experience is not optimal) or extrinsically motivated (eg, by winning a competition with friends; [22]).</td>
</tr>
<tr>
<td>Immersion</td>
<td>Immersion is also similar to cognitive absorption and flow, though it is often used to describe a less extreme experience of engagement, one where one may still have some awareness of one’s surroundings [22,23].</td>
</tr>
<tr>
<td>Presence</td>
<td>The term presence has been popular since the development of virtual reality technologies. Definition consensus for presence is still emerging, though it is often described as the psychological sense of being there [24].</td>
</tr>
<tr>
<td>Intervention usage</td>
<td>The extent to which the intervention has been observed or interacted with by the user. It is made up of several components, including frequency of use, time spent on the intervention, and the type of interaction participated in. This is distinct from intended usage, which is the way in which users should utilize the intervention to derive the minimum benefit, as defined by the intervention developers [3].</td>
</tr>
</tbody>
</table>

### Overview of Engagement Measures

#### Qualitative Methods

##### Focus Areas

Qualitative measures enable evaluation of micro- and macrolevel engagement and include methods such as focus groups, observations, interviews, and think-aloud activities (Table 2). At the microlevel, they allow for an in-depth account of the users’ experience of the intervention. At the macrolevel, they can be used to explore the users’ perceptions of how the intervention has helped them to engage in the behavior change process.

#### Current Use and Future Directions

Qualitative methodologies are commonly employed in the digital health setting to inform the development of interventions (ie, usability testing) and as an evaluation measure (eg, [25-29]). In most cases, the focus of the evaluation has been on perceptions of usability and acceptability, rather than engagement. However, there are some notable exceptions. For example, some studies have used think-aloud measures to understand cognitive processes and emotional reactions when navigating the intervention and viewing intervention content in real time [30-33]. Others have explored users’ flow experiences, adherence and lived experience of technology using qualitative interviews [34-36], focus groups [37], or a combination of think-aloud and interview methods [32].

Along with exploring the direct user experience, qualitative measures are also often used to probe the perceived usefulness...
of the intervention experience. Although this can relate to macroengagement (eg, by providing insights into how the intervention may have helped the user to achieve behavioral goals), efforts to explore the users’ experience of the behavior change process in more depth are recommended. For example, researchers could explore how certain intervention features impact intentions and self-efficacy and how the relationship between intervention features and changes in psychosocial factors relate to use or disuse. This could be achieved using simple methods such as open-ended items in a questionnaire or more elaborate methods such as postintervention focus groups, which may help users to reflect on how the intervention has or has not engaged them in the behavior change process in more detail. Assessing these constructs at different time points may be particularly fruitful, especially given the cyclical nature of behavior change [38]. Exploring users’ real-time engagement in the behavior change process was achieved in 1 recent study by thematically analyzing participant responses to intervention text messages [39]. By doing so, the authors were able to demonstrate that the study participants frequently gained positive cognitive and behavioral benefits from the text messages.

**Considerations**

A limitation of qualitative measures is that the results can be difficult to compare between studies. Results are also often not generalizable, mostly due to sampling bias. Qualitative measures are often used to collect rich data rather than representative data. For this reason, qualitative methods may be particularly suited to help generate hypotheses about engagement including how engagement relates to efficacy and effectiveness. They may also be useful for exploring hypotheses, especially when the focus is on understanding engagement on an individual level such as in n-of-1 studies [40]. In instances where representative data can be collected, such as in the text messaging study described above [39], hypothesis testing at the group level may be possible. However, the time and expertise needed to analyze data, which would ideally involve more than 1 person, is a barrier. This may be overcome in the future using machine learning tools to automate the coding of qualitative data [41].

### Table 2. Overview of qualitative approaches to assessing engagement with considerations and example questions.

<table>
<thead>
<tr>
<th>Qualitative approach</th>
<th>Description</th>
<th>Example items</th>
<th>Considerations (pros/cons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semistructured interviews</td>
<td>Provide an opportunity for sharing of lived experiences and feelings to uncover concealed perceptions related to digital health intervention or the technology; includes informal conversational interviews (spontaneous-suited to ethnographic research), semistructured interviews (interview guide used to steer otherwise spontaneous conversation), or standardized open-ended interviews (worded questions used for all participants).</td>
<td>Microlevel: Tell us what you think about the content; How did completing that module make you feel?; Please explain your pattern of use?; Why did you log on when you did?; Macrolevel: Did you notice any change to your thinking as a result of using the ...(“app”)?; What impact did using the ...(“website”) have on how you are going about changing your behavior?</td>
<td>Pros: inform modifications to increase acceptability, interactivity and tailor to end-user needs; identify a range of issues associated with use (both short and long term); augment interpretation of quantitative evaluation; generally small sample sizes. Cons: subject to bias (eg, recall and social desirability), especially if leading questions are asked; time consuming to collect and transcribe; time consuming to analyze and often requires more than 1 person to decide on and confirm themes.</td>
</tr>
<tr>
<td>Think aloud</td>
<td>Aim to capture the experience of using the technology in real time. The user is provided with a specific task to complete and is observed while they perform the task. The user is prompted to think aloud throughout the process.</td>
<td>Microlevel: Tell me what you are thinking: What are you looking at?; What’s on your mind?; How are you feeling?; Why did you click on this?; Why did you frown/smile/sigh?</td>
<td>Pros: can be used at various stages of development and implementation to understand how intervention features impact on engagement; occurs in real time, so less subject to recall bias. Cons: subject to observer bias; can be cognitively difficult for participants and requires practice; may require additional resources such as video or sound recording equipment to obtain a comprehensive picture. Acquired data can be time consuming and complex to analyze; may be most useful for exploring microlevel engagement.</td>
</tr>
<tr>
<td>Focus groups</td>
<td>Used to identify the social and contextual factors in specific population subgroups that influence engagement with digital health intervention and needs for technological characteristics and operations that promote user alignment and functional utility.</td>
<td>Microlevel: What did you think of the intervention?; Which components caught your attention the most?; What about them caught your attention?; Were there any components that caused frustration?; Did any aspects make you feel guilty?</td>
<td>Pros: allow for spontaneous discussion of topics and subsequent voicing of ideas and perceptions that may go unnoticed in semistructured or structured interviews; Can obtain rich data from multiple people at the same time. Cons: subject to group or social desirability bias; some participants may not express themselves as fully in a group situation; requires practice to manage group discussion; can take a long time to transcribe due to interruptions/putting in; time consuming to analyze and often requires more than 1 person to decide on and confirm themes.</td>
</tr>
</tbody>
</table>
To facilitate the use of qualitative measures in the future, a brief overview of example questions by qualitative method type, as well as key considerations are provided in Table 2.

**Self-Report Questionnaires**

**Focus Areas**

Questionnaires can be used to assess both experiential and behavioral aspects of microlevel engagement as well as aspects of macrolevel engagement.

**Current Use and Future Directions**

Self-report questionnaires have most often been used to gain insight into users’ subjective experience of digital platforms. Although questionnaire items have often been purpose-built and not subjected to psychometric testing (see Multimedia Appendix 1), there are a number of more rigorously developed scales. An overview of scales identified by our search [4,12-14] is presented in Multimedia Appendix 2. In brief, most scales have been developed to assess subjective experiential engagement with e-commerce websites or video games. Only 2 scales developed specifically for the eHealth and mHealth setting were identified (ie, the eHealth Engagement Scale [42] and the Digital Behavior Change Intervention Engagement Scale [43]), and only 1 of these has been validated [42], whereas validation of the other is currently underway [43]. Of note, some of the available scales assess attributes posited to predict engagement (eg, aesthetic appeal and usability experience [44-46]) as well as attributes considered to be a part of engagement (interest, attention, and affect). This is particularly the case for scales developed in the e-commerce setting and raises some validity concerns. Several of the scales are also quite long, which may place an undue burden on participants. The development and evaluation of high-quality short questionnaires relevant to eHealth and mHealth are therefore encouraged.

Questionnaires have also been used to assess behavioral aspects of engagement (ie, intervention usage). Although objective behavioral data are often available (see usage data below), questionnaires have been used when this is not the case. For example, a study comparing the relative efficacy of 2 off-the-shelf apps used questionnaires to assess the frequency and time of app use [47]. Although there are several scales with reasonable psychometric properties available for assessing the users’ subjective experience (Multimedia Appendix 2), scales for assessing behavioral aspects of engagement in eHealth and mHealth interventions are lacking. Perski et al’s self-report measure [43], which includes 2 items on behavioral engagement, is an exception. However, the validity of the measure is still being investigated. Perski’s items and the purpose-built item used by other researchers usually have reasonable face-validity (eg, “how many times per week did you use the app?”) but might lead to over- or underreporting depending on how items are phrased [48,49]. The validity of the chosen scale should be considered when interpreting the findings of self-reported behavioral data, and we recommend efforts to test the psychometric properties of developed items before use, if not yet available. This could be achieved by comparing the self-reported data with objectively collected data in a controlled setting (eg, [43]). The development of self-reported usage questionnaires that complement and provide useful context for objective usage measures should be considered. For example, if time on site or using an app is of interest, questionnaire data may identify cases where the user has left the program running in the background but has not been actively engaged. Likewise, information on behavioral cues at the point of engagement (eg, “what were you doing before you logged your steps using the app?”) may complement usage data and provide a more comprehensive measure of usage patterns. Lessons may be gleaned from the scales developed to assess social networking intensity [50].

The third use of questionnaires relevant to the study of engagement at the macrolevel is the repeated assessment of psychological mechanisms hypothesized to account for behavioral changes (eg, self-efficacy). The assessment of change in these mechanisms and the conduction of a formal mediation analysis have been increasingly encouraged in the behavioral sciences [51,52] to investigate whether interventions are working as intended (ie, that the selected eHealth and mHealth strategies are indeed influencing determinants and changes in determinants are influencing behavior, eg, [53]). This methodology can be adopted to study engagement. Arguably, a user who demonstrates favorable changes in 1 or more of these determinants can be considered engaged in the behavior change process (eg, self-efficacy significantly increases over time). Furthermore, someone demonstrating changes at a prespecified cut point or where changes are associated with behavioral outcomes could be said to be engaged effectively. There are a number of pre-existing scales that can be used to assess changes in psychological determinants of behavior (eg, [54-56]) as well as guides for constructing purpose-built questions if existing scales are not suitable (eg, [57,58]). Decisions regarding what psychological constructs to assess changes in should be based on the theoretical underpinning of the intervention and the key intervention objectives and strategies used to achieve them.

**Considerations**

Overall, questionnaires can be a useful tool for measuring various aspects of engagement in a systematic, standardized, and convenient way. This can allow for easy comparison across studies and between experimental arms [5]. Limitations include questionnaire length (and, therefore, duration of completion); a lack of experiential measures designed and tested within a health context; a lack of focus on the behavioral aspects of engagement; and in some cases, the inclusion of items that measure predictors of engagement within engagement scales.

To select an appropriate scale, an understanding of the different constructs used to describe engagement across disciplines will be necessary (see Table 1). Reviewing the wording of the items and assessing how they will fit within the context of one’s project may further help with scale selection. To this end, example items for each scale summarized above are provided in Multimedia Appendix 3. Most items will need to be adapted for a health setting, and not all scales will be applicable across study types or useful for assessing all aspects of engagement (ie, interest, attention, affect, intervention usage, and involvement in behavior change process). In some cases, it may...
be necessary to generate completely new items or a completely new scale. In such cases, researchers are encouraged to report a measure of internal consistency (preferably McDonald omega) and present factor-analytic evidence confirming the dimensionality of the scale [59]. Attention to the length of the scale should also be given. This will likely be necessary to minimize missing data. The perceptions of those who drop out of the study are currently often not captured in evaluations of eHealth and mHealth interventions, which is problematic as those who drop out are usually those who have used the intervention the least. Ecological momentary assessments (EMAs; described in more detail below) may be useful to assess relevant engagement parameters regularly during the intervention and give a better impression of engagement throughout use [60]. Alternatively, selecting a representative subsample to administer surveys to and reimbursing them for their time might be a viable solution.

**Ecological Momentary Assessments**

**Focus Area**

EMAs can be used to assess both experiential and behavioral aspects of microlevel engagement as well as aspects of macrolevel engagement. The main objective of EMAs is to assess behaviors, perceptions, or experiences in real time and as they occur in their natural setting [61]. By prompting users to self-report data at varying times per day, EMAs allow these phenomena to be studied in different contexts and times.

**Current Use and Future Directions**

In EMAs, short surveys can either be accessed by the user on demand (eg, when logging a specific behavior), sent at specific or random intervals (eg, every 2 hours per day: time-based sampling), or they can be triggered by a certain event (eg, only when an activity tracker indicates the user is performing moderate to vigorous physical activity: event-based sampling). The latter is especially useful to capture rare behaviors, perceptions, or experiences. EMAs are often conducted on smartphone screens, but wearable devices can also be used (eg, CamNtech ProDiary, Philips Actiwatch Spectrum Plus, or Samsung Gear Life) [62]. EMAs have mostly been applied in eHealth and mHealth studies to measure health behavior and determinants (eg, [63,64]). We identified 1 study from previous reviews that used EMA to measure user engagement. This study [65] used event-based sampling to assess the breaks in levels of presence with a shooter game (not intended to improve health). The events that were sampled consisted of several parts of game play. No validity or reliability information for the slider was explicitly provided.

Despite the limited application of EMAs to measure engagement so far, EMAs may be well suited to study moment-to-moment or microlevel engagement with an intervention [5]. EMAs could provide data-driven insights into reasons for low adherence or dropout. EMAs are usually conducted over a short period with regular measurements over the day or week. However, it is also possible to adjust the timing and measurement intervals to collect longer-term insights into engagement. Contextual data and determinant data provided in EMA may enrich intervention usage data obtained from other sources to provide further insights into reasons for dropout.

**Considerations**

EMAs surveys are intended to be very brief, because the purpose is to capture experiences in the moment and often to collect many data points over time, which can pose a burden to users [61]. Ensuring measures are brief is, therefore, important for both validity and for promoting adherence to the EMA protocol. Recent reviews of adherence to EMA protocols in health settings [66,67] suggest that compliance rates (proportion of EMAs completed) are reasonable (>70%), especially when sampling protocols are easy to follow. This speaks to the feasibility of utilizing this measurement approach; however, data analysis can be challenging for those unfamiliar with intensive longitudinal datasets (for a discussion regarding the challenges of EMA and example analysis approaches, see [68-72]). Advantages of EMAs include less recall bias than retrospective self-reports and potential for high ecological validity, as it studies behavior or effects in real-world contexts [60,61].

**System Usage Data**

**Focus Area**

System usage data quantitatively capture how the intervention is physically used by each participant. This relates to the behavioral component of microlevel engagement. When paired with other data sources, system usage data can provide insights into how usage patterns, intervention dose, and different adherence rates relate to other aspects of engagement (eg, interest, attention, affect, and changes in determinants) and efficacy and effectiveness outcomes (eg, [73-76]).

**Current Use and Future Directions**

System usage data are the most commonly collected and reported measures of engagement in eHealth and mHealth interventions [4]. Although the focus has predominantly been on nonusage attrition and overall adherence to the intervention [3,8], more recent studies have begun to explore the multidimensional nature of usage data [77-79], focusing on the depth and type of engagement as well as frequency measures. As the field progresses, it would be helpful to have shared ways of conceptualizing these data, as recent reviews have tended to categorize types of usage data differently using an inductive approach [4,78]. The FITT acronym [80], which stands for frequency, intensity, time, and type, and is commonly used in physical activity research, might be a useful tool in this sense, especially for considering usage data as an engagement measure a priori. Specific examples of how usage data could be categorized using this principle are given in Table 3. Frequency provides information on how often a participant visits the intervention site or uses the app. Intensity measures the strength or depth of engagement with the intervention, for example, the proportion of the intervention site or app features used out of the total available features [4]. Type refers to the type of engagement, for example, this could be categorized as reflective (eg, self-reporting behavior change), altruistic (eg, helping others), or gamified (eg, participating in a challenge) in nature. Type can also be divided into “active” (eg, active input such as when responding to a quiz, self-monitoring, or writing an action.
plan) or “passive” (eg, an individual can view the intervention without having to interact with it) categories. Time is a measure of the duration of engagement during any single visit or a measure to assess level of exposure as an aggregate over the intervention period.

Examining usage data by aggregating data across the FITT categories can provide greater insights into engagement than focusing on any one domain [77,79,88]. For example, although the total time on site for users may appear similar (time data), their intensity data could be meaningfully different, which could lead to differences in engagement profiles (eg, attention, elaboration, and experience [79,88]). Separating users with similar data for time on site but markedly different patterns of use in terms of the type of activities may be helpful for identifying what aspects of the intervention are more engaging than others [92]; what aspects may be more influential for achieving behavior change, and in addition, whether this is moderated by user profiles (eg, [88]). The insight obtained from careful examination of system usage data in this way can assist intervention developers with data-driven solutions to encourage engagement [93].

Table 3. Examples of system usage data and type of information recorded.

<table>
<thead>
<tr>
<th>Frequency, intensity, time, and type (FITT) principle</th>
<th>Example application</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of engagement with the intervention</strong></td>
<td>[81-83]</td>
</tr>
<tr>
<td>Log-in (number of log-ins recorded per participant, average log-ins per unit of time or total for intervention duration)</td>
<td></td>
</tr>
<tr>
<td>Visits to the site (number of visits/hits per participant, average per unit of time or total)</td>
<td></td>
</tr>
<tr>
<td><strong>Intensity of engagement</strong></td>
<td>[84-87]</td>
</tr>
<tr>
<td>Pages viewed (number)</td>
<td></td>
</tr>
<tr>
<td>Lessons or modules viewed (total number, % of prescribed)</td>
<td></td>
</tr>
<tr>
<td>Posts viewed (eg, lurking)</td>
<td></td>
</tr>
<tr>
<td>Number of emails sent</td>
<td></td>
</tr>
<tr>
<td>Number of posts written</td>
<td></td>
</tr>
<tr>
<td>Accessed “Expert forum” (Ask the Expert) to pose a question/seek advice (number)</td>
<td></td>
</tr>
<tr>
<td>Action plan created</td>
<td></td>
</tr>
<tr>
<td>Number of quizzes attempted</td>
<td></td>
</tr>
<tr>
<td><strong>Time or duration of engagement with the program</strong></td>
<td>[88,89]</td>
</tr>
<tr>
<td>Amount of time spent at each visit per participant (average and total minutes)</td>
<td></td>
</tr>
<tr>
<td>Number of days between first and last log-in (duration or intervention stickiness)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of engagement</strong></td>
<td>[90,91]</td>
</tr>
<tr>
<td>Reflective (eg, participant recording of behavior or health status)</td>
<td></td>
</tr>
<tr>
<td>Gamified (eg, accepting challenges and sending gifts)</td>
<td></td>
</tr>
<tr>
<td>Altruistic (eg, helping others) or malevolent (eg, trolling others)</td>
<td></td>
</tr>
<tr>
<td>Didactic (eg, reading posts and taking quizzes)</td>
<td></td>
</tr>
<tr>
<td>Active (eg, recording behavior) versus Passive (eg, reading posts)</td>
<td></td>
</tr>
</tbody>
</table>

**Considerations**

User behavior in digital health interventions can be tracked by embedding programming code as part of the development process or by using third-party services. For both methods, it is important during software design (or selection) to consider the type of data desired or needed to track behavioral engagement and ensure the data are adequately captured and can be extracted easily. The most commonly used third-party service is Google Analytics, a service that can be implemented by connecting to the Google Analytics application programming interface. Google Analytics can be used to collect information on the users’ environment (location, browser, and connection speed), and the users’ behavior (eg, number of page visits, time on site, where users came from, and which page they visited last before exiting [94]). Capturing usage data more specific to the intervention platform, such as participation in a quiz or percentages of answers correct, require, as in Google Analytics, intentional programming and capture at the level of the software. Before programming, considerable thought should be given to how the usage data will be analyzed, as good tracking generates a large amount of data (ie, every navigational move that every participant has ever made and even the moves they did not make) that can be hard to make sense of; therefore, an *a priori* analysis plan is recommended. Visualization tools [82] and engagement indices such as those discussed by Baltierra et al [79] and Couper et al [88], or consideration of new data analyses techniques may be useful to get insights into data [95,96]. Although system usage data are often considered objective and reliable, some caution interpreting data is recommended. The increasing use of dynamic internet protocol (IP) addresses and virtual private networks (which change or hide your IP address),
the use of IP addresses shared by multiple users (eg, via the family computer and internet cafes), and typical browsing behavior (eg, leaving multiple tabs open) may obscure usage data, especially for applications that do not require a unique log-in. This may be less of an issue for mobile apps compared with websites.

Intervention developers should, wherever possible, collect and analyze system usage data. Compared with the usage of other behavioral interventions (eg, a printed booklet), these data can be easily collected with early planning and good data capture techniques. Although usage data does not provide direct information on the psychological form of user engagement [4,5], it can provide some information to help us to understand what is engaging about an intervention, and what is not, in an unobtrusive way. There is also some evidence of predictive validity, with technology usage generally correlating with positive behavior change or health outcomes [81,91,97,98]. However, more research to establish the predictive validity of system usage data is needed, especially given that most analyses to date have lacked a suitable control group.

As with analyzing intensive longitudinal EMA data, the analysis of system usage data can be challenging. This is due to the intensive longitudinal and multidimensional nature of the data as well as the pattern of missingness (which tends to be nonrandom and nonignorable). Recognizing this, a comprehensive analysis plan should be developed before the commencement of the study. Exploration of the data visualization tools, composite engagement metrics, and analysis approaches referenced above might assist with the development of this plan.

It is also recommended that developers consider and outline the intended usage of the intervention. Intended usage is the way in which individuals should experience the intervention to derive maximum benefit, based on the conceptual framework informing intervention design (ie, developers’ views on how the intervention should work best for who). Notably, intended usage may not be the same for all individuals (eg, in adaptive interventions [99,100]). By specifying intended usage a priori and comparing this with observed usage, we can establish whether individuals have adhered to the intervention and, in turn, the impact of adherence on efficacy [3].

Sensor Data

Focus Area

Sensors such as global positioning systems (GPS), cameras (eg, facilitating eye tracking analyses), microphones, and accelerometers can unobtrusively monitor users’ behavior and the physical context in which this behavior takes place. They can be provided by the investigator, but many of them are embedded in smartphones or trackers. This relates to the behavioral component of microlevel (eg, information on intervention fidelity) and macrolevel (eg, tracking behavior in real-life settings) engagement.

Current Use and Future Directions

Analyzing sensor data presents an unobtrusive way of measuring engagement that requires no additional time effort from users other than the time spent engaging with the program. Their value lies in being able to track behavior of many users [101] and to enrich usage information in real-life situations or combining them with other user engagement measures such as EMA. There are calls for a different evaluation of eHealth and mHealth behavior change interventions than traditional interventions, to more nimbly respond to rapidly changing technologies and user preferences for functionalities [102-105]. Adaptations to eHealth and mHealth interventions are likely to be needed soon after first design and again after first implementation. Information from sensors that automatically track usage in real-life situations can help in measuring engagement with these interventions and distinguishing between successful mastery of intervention goals or need for continued engagement [5]. For example, in physical activity interventions, accelerometer information could continuously monitor the current activity level and indicate whether lower adherence to the intervention should be considered as a successful completion or disengagement. Sensor data paired with usage information may thus provide insights in macrolevel engagement as a mediator of positive intervention outcomes. In a similar vein, GPS information can enrich macrolevel engagement measures. GPS gives information on where people use the intervention and where it is less often used. For example, an app designed to facilitate healthy food choices may be used at home or at grocery stores but shows lower usage in restaurants. The GPS data give further insight into offline engagement with the intervention goals.

Sensors can also provide an indication of intervention fidelity. For example, distance traveled as measured by GPS and phone cameras taking pictures of meals can indicate whether the intervention is used in the appropriate manner and context [106]. The combination of usage and commonly included sensors can provide more detailed measures of real-life user engagement than usage information by itself. Sensor data can, moreover, trigger the event-based form of EMA. For example, users may be prompted to indicate their engagement with the intervention when the accelerometer shows the person is physically inactive or assess user engagement when GPS data show the person is in a certain physical context (eg, at a bar where there is a personal risk of smoking or alcohol consumption).

Considerations

A challenge of using GPS data for this purpose is the time-intensive nature of GPS data preparation and analysis. This will likely get easier in the future as new analysis packages become available to facilitate automation. Sensors, moreover, have the advantage of presenting a low level of respondent burden. However, especially with context-aware sensing using GPS, users are concerned about privacy issues [107,108]. In addition, sensors integrated in smartphones tend to negatively impact the battery life of the mobile device, and users may, therefore, be less compliant with running these sensors on their phones. This may especially be the case when users are skeptical toward the accuracy and relevance of context-aware smartphone sensing [25]. Therefore, communicating research findings about the validity of such measures [109,110]) and conducting pilot tests and validity studies of new measures may be necessary to
increase their use in future interventions and optimize uptake among participants.

**Social Media**

*Focus Area*

Another unobtrusive, low-burden approach to capturing engagement with the intervention is to analyze users’ social media patterns. In social media, users create online communities (eg, social networking sites) via which they share information, opinions, personal messages, or visual material. Despite the interest of behavior change professionals in using social media to increase intervention effectiveness (see eg, [111]), to our knowledge, little research is available on the use of social media to measure engagement with eHealth and mHealth. The available resources mostly come from marketing and media audience research [112,113]. Social media message threads may provide useful information on user experience (microlevel engagement with the intervention) but might also provide insights in macrolevel engagement (eg, wall posts on behavioral achievements).

*Current Use and Future Directions*

One study examined the number of wall posts made over time as an indication of engagement with a social networking physical activity intervention [114]. An approach to reduce the burden in analysis is to use *markers* that are previously nonexisting words launched exclusively within the intervention [115]. These markers are used to trace any conversation that takes place on social media in relation to the intervention and are a way to measure social proliferation associated with the intervention content. An example comes from a video intervention on cognitive problems that may result from being a victim of violence [115]. To clearly identify all conversations and mentions on social media that would result from this topic, they launched the word *falterhead* to describe how the main character experienced the negative effects on his brain functioning after being violently attacked. This marker allowed a quick identification of all social media content related to the program, as this nonexisting word is unlikely to occur for content unrelated to the intervention. Several social media sources are then searched with text- and data-mining tools (eg, HowardsHome Finchline) for the occurrence and content of messages that contain these markers. The messages are next analyzed in terms of quantity (eg, Is the intervention being talked about? What are patterns of social proliferation over time?) and quality (eg, How is the topic mentioned or discussed? Is this how we wished viewers would think and talk about the intervention?). Social media messages relating to the eHealth and mHealth intervention might also be analyzed for their occurrence of certain profiles in social media engagement. On a continuum from passive and uninterested to more active and engaged, profiles of lurkers, casuals, actives, committed, and loyalists can be distinguished. Although to our knowledge, this has not yet been applied to analyze engagement with eHealth and mHealth behavior change interventions, interventions showing more actives, committed, and loyalists on social media might indicate higher user engagement than those receiving more lurkers and casuals [116].

In addition to these methods, psychophysiological methods of measurement are used to examine the relationship between physiology and overt behavior or cognitive processes and variables. Psychophysiological measures are operationalization of cognitive processes or variables, just as self-reported questionnaires are used to measure processes or variables derived from theory [118]. They have been shown to be valuable approaches for measuring the experiential aspects of microengagement [119].

*Psychophysiological Measures*

*Focus Area*

Psychophysiological methods of measurement are used to study cognitive and affective processes (for a comprehensive overview of measures used in human-computer interaction and user experience research, see [119-121]). We describe the 2 most common methods with a strong temporal resolution (ie, electroencephalography [EEG] and eye-tracking). A strong temporal solution (ie, precision of measurement with respect to time) is warranted to investigate engagement over time. It needs to be stressed, however, that other methods show promising results as well [122-127]. For example, predicting engagement using a novel visual analysis approach to recognize affect performed significantly better or on par with using self-reports [125]. The methods presented here are noninvasive but obtrusive in comparison with, for example, most measurements of system usage data. These methods are mostly used in laboratory settings and during intervention development (eg, pretesting of a website), but the opportunities to use them in field settings are increasing (eg, [128]). Moreover, it is also possible to use these methods in parallel with a trial or afterward to gain more insight into user engagement and, thereby, shed more light on trial findings.

EEG records electrical activity in the brain using small, flat metal discs (electrodes) attached to a person’s scalp. Using this method requires adequate expertise, both in terms of measurement [129] and analysis [130] of data. Event-related potentials (ERPs) are the average changes in the EEG signal in response to a stimulus, and characteristic ERP responses are especially be useful to assess comments on engagement in behavior change programs in real-life settings.

*Considerations*

The vast amount of social media content may make it difficult to extract what is relevant to the intervention. Markers mentioned earlier and audit tools are useful to facilitate such social media analyses. Examples of free audit tools to analyze social media are Sprout Social Simply Measured, Instagram Insights, and Union Metrics. The free statistical software program R also has many packages to analyze social media data. The analysis of these social media patterns requires a combination of qualitative techniques to assess discussion or post sentiment and topic, and quantitative methods, for example, to assess reach by combining number of followers for each mention on social media [117]. Text analytic tools available in many statistical packages such as R and SAS may also be useful here.
referred to as components [131]. For example, Leiker et al [132], in a study on motion-controlled video games, focused on the amplitude of a specific component (labeled eP3a), which is a reliable index of attentional reserve [133,134]. This study revealed that participants who reported higher levels of engagement (as measured by the Intrinsic Motivation Inventory) showed a smaller eP3a, which is indicative of paying more attention to the primary task (eg, playing the game). Another study revealed that late negative slow wave components of the ERP were indicative of attention, which was partly confirmed by findings from self-reports (ie, the Immersive Experience Questionnaire) [123].

Eye-tracking is based on the strong association between eye movements and attention [135]. It is a suitable method to assess the course of attention over time [136]. For example, fixation data of an experimental study revealed that participants’ eye movements in the immersive condition decreased over time, which is indicative of increased attention [137]. Another example is a study comparing a video with a text condition of a physical activity intervention. This study revealed that participants in the video condition displayed greater attention to the physical activity feedback in terms of gaze duration, total fixation duration, and focusing on feedback [138]. Another study using eye-tracking found that participants focused more on certain experimentally manipulated aspects of a health-related website (ie, in terms of frequency and duration), but this did not affect usage data (ie, the number of pages visited or the time on the website) [139]. It might be that these aspects attract attention, but there is a trade-off in the sense that participants then focus less on other aspects of the website. However, it could also be that attention only partly predicts engagement.

**Considerations**

With regard to both EEG and eye-tracking, it is important to note that attention is only the first appraisal in the process of engagement [139]. There are other psychophysiological methods besides EEG and eye-tracking that are mostly focused on measuring arousal. A previous study, for example, recorded electrodermal activity (EDA) and facial muscle activity (electromyography [EMG]) in addition to a Game Experience Questionnaire [140]. The association between these measures, however, was not straightforward. For example, EMG orbicularis oculi (periorcular) is usually used to indicate positive emotions and high arousal but was negatively correlated to competence (which is a positive dimension of the Game Experience Questionnaire). Another study measured engagement in 5 different ways: self-reports using 4 dimensions of the Temple Presence Inventory, content analyses of user videos, EDA, mouse movements, and click logs (the latter 2 are measurements of usage data) [124]. These 5 measures correlated in limited ways. The authors concluded that “engagements as a construct is more complex than is captured in any of these measures individually and that using multiple methods to assess engagement can illuminate aspects of engagement not detectable by a single method of measurement” [124].

This is indicative of the complexity of engagement as a construct and reflects recent calls from the human-computer interaction field for future studies to identify valid combinations of psychophysiological measures that more fully capture the multidimensional nature of engagement [119].

**Discussion**

It is generally agreed that some form of engagement is necessary for eHealth and mHealth behavior change interventions to be effective. However, cohesive and in-depth knowledge about how to develop engaging interventions and the pathways between engagement and efficacy are lacking. Several models of engagement have been proposed in the literature to address this deficit, but little testing of the models has been conducted. To support research in this area and progress the science of user engagement, we aimed to provide a comprehensive overview of the measurement options available to assess engagement in an eHealth and mHealth behavioral intervention setting. The overview should not be treated as exhaustive; however, it should serve as a useful point of reference when considering engagement measures for behavioral eHealth and mHealth research.

The best measurement approach will likely depend on the stage of research and the specific research context, although there are benefits from using multiple methods and pairing the data (eg, self-report data relating to interest, attention and affect combined with system usage data). It is also important to make an inventory—before data collection—to check whether the available expertise for using different methods (eg, EEG) is available. Given the complexity of engagement as a construct, using multiple methods may be necessary to illuminate it fully [119,124]. At present, most studies in the eHealth and mHealth behavioral intervention space rely on system usage data only. Although system usage data is undoubtedly a valuable engagement marker, it is not considered a valid measure of micro- or macroengagement on its own [4,5]. Greater efforts are needed to also assess the psychological aspects of engagement to better understand the interplay between perceptions, usage, and efficacy.

Questionnaires are perhaps the most accessible way to assess microlevel engagement in terms of cost. However, there is currently a lack of validated self-report questionnaires specific to the eHealth and mHealth behavior change intervention context. This is reflected in the large number of purpose-built questionnaires (ie, questionnaires designed for a specific study) that have been used to date [4]. As the main benefit of questionnaires is that they allow for the collection of subjective data in a standardized way, greater efforts are needed to develop and implement standard items. Although not yet validated, the questionnaire developed by Perski et al [44] is promising in this regard, as it includes constructs related to both psychological and behavioral aspects of engagement and only focuses on engagement constructs. The other questionnaires identified focus only on the psychological aspects of engagement, and some include constructs more aligned with standard acceptability items (eg, perceived credibility), rather than the constructs of interest, attention, and affect. It may be best to avoid these questionnaires when testing models that hypothesize that acceptability markers influence engagement parameters.
There are several other measures of engagement that may also be used to test engagement models (eg, sensors, social media data, EMA, and psychophysiological measures). Despite their potential advantages, little research has been conducted exploring their use (and validity) in the digital behavior change setting. This is likely due to higher cost, time, and data analysis requirements relative to other measures. To mitigate this, behavioral researchers are increasingly drawing on expertise across other relevant disciplines (eg, informatics, human-computer interaction, experimental, and cognitive psychology). It is hoped that this paper will help to facilitate this research, especially research establishing the criterion, as well as divergent and predictive validity of these measures.

Overall, establishing the validity of engagement measures across multiple settings and learning how to triangulate measures in a complementary way are necessary next steps to advance the field. This will allow us to thoroughly test contemporary models of user engagement and hence, deepen our understanding of the interplay between intervention perceptions, usage, and efficacy across different settings.
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Abstract

Background: With the global trend of urbanization, there are increasing reports of a possible association between decreased exposure to nature and increased occurrence of mental disorders. New 360° virtual reality (VR) technology using smartphones and portable VR glasses can overcome spatial and temporal limitations to help people deal with mental fatigue in everyday life.

Objective: On the basis of attention restoration theory (ART), this study aimed to investigate whether the amplitude of the mismatch negativity (MMN)/P3a complex could act as an event-related potential (ERP) biomarker of involuntary attention restoration during exposure to 360° virtual nature in healthy young adults with different levels of restorative VR experience.

Methods: A total of 40 healthy adults completed prequestionnaires on demographics and simulator sickness and postquestionnaires on simulator sickness and perceived restorativeness before and after exposure to virtual nature, respectively. During the VR exposure, brain activity was measured by electroencephalography as participants were asked to conduct a 2-tone passive auditory oddball task.

Results: The amplitude and latency of the MMN/P3a complex were compared between individuals reporting a highly restorative experience and those reporting a less restorative experience. Although viewing a virtual nature environment, the high restorative group (N=19) exhibited significantly reduced P3a amplitudes compared with the low restorative group (N=20; \( t_{38}=2.57; P=.02; d=0.59 \)). Particularly, a moderate but significant negative correlation was found between the self-reported restorativeness scores and the P3a amplitudes at the fronto-central region (\( r=-.38; P=.02 \)). However, the latency of the MMN/P3a complex did not significantly differ between the 2 groups (auditory mismatch negativity: \( t_{38}=-1.47; P=.15 \) and P3a: \( t_{38}=-0.31; P=.76 \)).

Conclusions: Considering individuals’ restorative experience, the amplitude of the fronto-central MMN/P3a complex can potentially be employed as a distinct ERP component of interest in involuntary attention restoration during virtual nature experience in healthy young adults. The findings for the 360° virtual nature experience seem to be consistent with those of previous ERP studies on the effects of meditation practice. This study extends the findings of previous ART and ERP studies of real-world meditation, restoration, and mental fatigue management into the virtual world created by mobile phone–based VR glasses and 360° video content.

(J Med Internet Res 2018;20(11):e11152) doi:10.2196/11152
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Introduction

Background

Although some people prefer to enjoy attention-drawing sport or entertainment events to recover from mental fatigue, why do others prefer to walk in or just be exposed to natural environments and why is nature so well known for its restorative effects? From the perspective of the attention restoration theory (ART) [1], exposure to nature serves as a vital ingredient in healthy human functioning, contributing to the replenishment of depleted attentional resources. Involuntary attention, also called fascination, is a central component of a restorative experience. Although involuntary attention requires no effort and is resistant to fatigue, directed or focused attention requires a capacity for concentration that can become depleted by taxing task demands, leading to stress responses or impaired performance [1-3]. Individuals can rapidly restore depleted attentional resources by using involuntary attention and allowing directed attention to be in a resting state [4]. Fascination ranges along a continuum from soft to hard [1]. Soft-fascinating activities (eg, walking in a park or seeing a sunset) are sufficiently distracting to hold one’s attention, but they leave room for mental reflection and are aesthetically pleasing, which helps to offset the pain that accompanies reflection on serious matters. In contrast, hard-fascinating activities (eg, sports or entertainment) fill the mind and rivet one’s attention in an all-consuming fashion, leaving little or no room for mental reflection [1,5]. A stream of hard-fascinating environmental events is considered as an incoherent collection of impressions and not a restorative experience [1]. Hence, a peaceful and moderate nature experience coupled with aesthetic pleasure fosters a fuller, more deeply restorative experience than a sports or entertainment experience does.

Despite the expected restorative effect of interaction with nature, it is difficult for modern people to deal with mental fatigue at the right time because of increasing urbanization as well as spatial, temporal, and social constraints. Prolonged mental effort results in directed attention fatigue [1]. Coincident with the global trend of urbanization, there is increasing evidence of a possible link between decreased exposure to nature and increased occurrence of mental disorders [6-8]. Direct contact with nature, such as walking in natural environments [9-11] and bringing plants and flowers into residential and office environments [12], leads to recovery from attentional fatigue and improvement in cognitive performance. In addition, people who suffer from directed attention fatigue can benefit from indirect contact with nature such as viewing nature through a window [13] or viewing videos or pictures of natural environments [14,15]. Regardless of whether the contact with nature is direct or indirect, it is important for people to have easy access to it so that they can reflect on their everyday life and restore their depleted attention in a timely manner. In that context, virtual reality (VR) technology can help to overcome possible constraints on access to nature; thus, offering a promising therapeutic alternative for individuals who are vulnerable to cognitive overload and are at a higher risk of mental illness.

In recent ART studies, the event-related potential (ERP) method, which uses ERP components as scalp-recorded voltage changes that appear as a series of positive and negative peaks varying in polarity, amplitude, and duration and reflecting a specific neural or psychological process, has yet to be fully implemented to examine the effect of contact with real nature or even virtual nature. Traditional ART studies measure the restorative effects of natural environments on voluntary attention not only on the basis of subjective, self-reported responses such as the Perceived Restorativeness Scale (PRS) [16] but also on the basis of objective, behavioral responses to cognitive tests, particularly immediately after the nature exposure. Compared with those widely used methods, the ERP method bears the advantages of (1) measuring subjective and objective neuroelectrophysiological responses simultaneously during or after the performance of given tasks and (2) exploring the time courses of both early preattentive and late-attentive sensory processing using topographic and principal component analyses. This study focuses on a specific ERP component called mismatch negativity (MMN)/P3a complex, which is observed at fronto-central sites as a combination of the 2 different preattentive ERP components: MMN and P3a (see Figure 1). The negative-going MMN component (usually peaking at approximately 150-250 ms from the onset of the deviant stimuli in a passive auditory oddball paradigm) is followed by the positive-going P3a component (peaking at approximately 220-280 ms), reflecting a subsequent attention-orienting (or shifting) process as the neurophysiological handover from the MMN to the P3a [17-19]. Particularly, utilizing the MMN/P3a complex elicited in the absence of attention is appropriate to investigate the restorative effect of exposure to 360° VR nature on depleted involuntary attention, in that people can simultaneously perform a VR-based visual task in a passive auditory oddball paradigm, without intentionally regulating attention. On the basis of its capability for the early detection of sensory stimuli, the ERP method may provide people vulnerable to repetitive stressful events and cognitive overload with the possibility of early intervention with 360° VR exposure therapy and also a way to systematically evaluate the restorative effect of the therapy.

According to ERP findings during meditation, the mean auditory MMN (aMMN) amplitude of long-term mediators was larger than that of nonmediators, indicating that auditory fatigue or cognitive overload tended to reduce the aMMN amplitude [20]. Cahn and Polich [21] revealed that participants who reported more hours of daily meditation practice produced the strongest meditation-induced decrease in P3a amplitude. Given that the P3a reflects frontal cortical activity elicited by engagement of the focal attentional system [22], the reduced P3a amplitude may reflect the disengagement of attentional networks from stimulus-driven activation during meditation, which meets the goal of meditation to decrease brain reactivity to attention-demanding stimuli and evaluative cognitive processing.
Unlike the P3a, the aMMN is less likely to decrease significantly in amplitude with restorative activities because the aMMN, which is independent of attention [23], is not affected by the nature of the visual content and the immersiveness of visual tasks (from traditional reading task to VR tasks) [24]. In fact, the modulation of ERP amplitudes during meditative or restorative activities remains unclear because of a lack of investigations in applied ERP research settings. Furthermore, the aMMN and P3a have been investigated only separately, and previous ERP studies on meditation employed inconsistent experimental protocols.

**Objectives**

The purpose of this study was to demonstrate the potential role of the amplitude of the MMN/P3a complex [17-19] in reflecting involuntary attention restoration during exposure to restorative nature virtual environments (VEs) in healthy young adults with different levels of restorative experience. ERP amplitudes during exposure to 360° virtual nature might be expected to exhibit patterns similar to those observed during meditative activities [20,21]. We hypothesize that compared with people who have a low level of restorative experience, those who have a high level of restorative experience will show a significant reduction in P3a amplitude but not in aMMN amplitude because of the preattentive nature of the aMMN in both the real world [23] and the virtual world [24]. We further hypothesize that there will be a negative correlation between self-reported PRS scores and P3a amplitudes.

**Methods**

**Participants**

A total of 40 healthy volunteers (22 males and 18 females) aged from 19 to 36 years (mean 23.78 [SE 0.56]) were recruited in the following 2 ways: (1) an offline advertisement posted on bulletin boards around the Department of Psychiatry at Gangnam Severance Hospital and (2) a Web-based advertisement posted on a single website at Sungkyunkwan University, which has 2 campuses in South Korea. Volunteers who signed informed consent forms approved by the institutional review board (IRB) of Gangnam Severance Hospital, Yonsei University College of Medicine, were enrolled. None of the enrollees subsequently withdrew their participation. All of the enrolled participants had a normal or corrected-to-normal vision and no hearing or color-vision impairments, and none reported brain lesions or previous history of neurological or psychiatric disorders, including any current use of psychotropic medications. Out of 40 participants, 38 were right-handed (38/40, 95%), 1 was ambidextrous (1/40, 3%), and 1 was left-handed (1/40, 3%), as identified by the Edinburgh Handedness Inventory [25]. A total of 14 participants wore glasses, but those participants were required to adjust the VR glasses to their eye condition rather than wear their corrective glasses with the VR glasses. None of the participants reported a prior experience of enjoying 360° VR videos with the LG G5 smartphone-compatible VR glasses used in this study. The detailed demographic information on the enrolled participants is shown in Table 1.
Table 1. Demographic characteristics of the study sample (N=40).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>19-29</td>
<td>38 (95)</td>
</tr>
<tr>
<td>30-39</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (55)</td>
</tr>
<tr>
<td>Female</td>
<td>18 (45)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>39 (98)</td>
</tr>
<tr>
<td>Married</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>Undergraduate</td>
<td>37 (93)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>7 (18)</td>
</tr>
<tr>
<td>Student</td>
<td>30 (75)</td>
</tr>
<tr>
<td>Employed (full-time)</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Lower middle</td>
<td>15 (38)</td>
</tr>
<tr>
<td>Upper middle</td>
<td>16 (40)</td>
</tr>
<tr>
<td>High</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>34 (85)</td>
</tr>
<tr>
<td>Ex-smoker</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Smoker</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Alcohol drinking</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>9 (23)</td>
</tr>
<tr>
<td>Once per week</td>
<td>18 (45)</td>
</tr>
<tr>
<td>Twice per week</td>
<td>6 (15)</td>
</tr>
<tr>
<td>3 times per week</td>
<td>5 (13)</td>
</tr>
<tr>
<td>4 times per week</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Body mass index (kg/m^2)</strong></td>
<td></td>
</tr>
<tr>
<td>Underweight (&lt;18.50)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Normal (18.50-24.99)</td>
<td>21 (53)</td>
</tr>
<tr>
<td>Overweight (23.00-24.99)</td>
<td>11 (28)</td>
</tr>
<tr>
<td>Obesity (25.00-29.99)</td>
<td>6 (15)</td>
</tr>
<tr>
<td>Extreme obesity (≥30)</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>
Figure 2. Screenshots of (A) three different types of hard-fascinating fireworks virtual environments (VEs) and (B) one mixed soft-fascinating nature virtual environment, including seaside, grassland, and hill locations.
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Visual Stimuli
As presented in Figure 2 the restorative nature 360° VE consisted of a variety of seaside, grassland, and hilly scenes. To confirm that the nature VE (with soft fascination) is more restorative than entertainment VEs (with hard fascination), 3 different fireworks VEs were collected (see Figure 2). Fireworks events, such as the annual Seoul International Fireworks festival held in October and the celebration on New Year’s Eve, are picturesque, attention-drawing entertainment events in city centers that Koreans and people around the world attend to drive away bad luck and evil spirits and to celebrate the New Year. The fireworks scenes were collected from Google’s YouTube. Because only the initial 5 min of a 10-min exposure to nature images was previously found to yield significant physiological responses [15], all of the 4K 360° VR videos were edited to the same running time of 5 min 53 s with the same resolution of 3840×1920 pixels.

Apparatus
Auditory stimuli were delivered via MDR-1A headphones (Sony, Tokyo, Japan) on an OptiPlex 7040 Mini Tower PC (Dell, Round Rock, TX, USA) while the participants focused their attention on the given VR tasks. The experimental paradigm was programmed and presented using E-Prime v.2.0 software (Psychology Software Tools Inc; PST, Pittsburgh, PA, USA). Electroencephalographic (EEG) data were recorded with PST’s E-Prime Extensions for Net Station (EENS) v.2.0 and analyzed with the GES 400 system (Electrical Geodesics Inc; EGI, Eugene, OR, USA) using a Net Amps 400 amplifier, a 64-channel HydroCel Geodesic Sensor Net (HCGSN), and Net Station v.5.4 software (ie, Net Station Acquisition / Review / Tools) run by an Apple’s MacBook Pro (Apple Inc, Cupertino, CA, USA).

The mobile VR system (LG Electronics, Seoul, South Korea) consisted of an LG G5 smartphone and LG 360° VR glasses (960×720 pixels at 639 ppi per eye), which are only compatible with each other. In terms of comfort and wearability, the LG 360 VR glasses (164.1×185.6×45.9 mm; 134.3 g) were more appropriate in the experimental setting than the Samsung Gear VR released in 2015 (201.9×116.4×92.6 mm; 318 g, headset only), whose total weight was increased to approximately 480 g by the weight of the required smartphone. The LG VR glasses did not press down heavily on the electrodes placed around the forehead, eyes, and ears during pilot tests. For 360° VR videos to be optimally displayed on VR glasses across each participant’s vision, all participants were guided to manually adjust the focal length and inter-pupillary distance (the distance between the centers of the pupils of the 2 eyes). After calibrating the VR glasses, the participants were taught how to control the VR display and how to find, play, and view the 360° VR videos in the user interface.

Experimental Paradigm and Visual Task
This ERP study employed a 2-tone passive auditory oddball paradigm in which frequent standard and infrequent deviant tones were presented with probabilities of 75% (180 trials) and 25% (60 trials), respectively. The 750 Hz standard tone and the 1000 Hz deviant tone were randomly presented at 75 dB sound pressure level for 100 ms, and the interstimulus interval varied randomly between 1000 ms and 1300 ms. Accordingly, the experimental paradigm was designed not to exceed a maximum of 5 min 30 s to prevent the VR stimuli from ending before the auditory oddball paradigm completely ended.

While viewing silent 360° VR videos on a revolving chair, the participants were instructed not to intentionally detect sound changes or discriminate between the rare deviant tones and the
frequent standard tones, which allowed them to focus only on
the given visual task and ignore all the visual-task-irrelevant
sounds and even any sudden noises in the EEG recording room.
The 3 fireworks VEs were presented in a random order, followed
by the single-nature VE. In accordance with the IRB-approved
protocol presented in Figure 3, an experimenter constantly made
sure that each time a VR video stimulus ended, the stimulus
cause no inconvenience. Participants who showed any adverse
reactions to the given stimuli would be withdrawn from the
study as well as from the analyses. None of the enrolled
participants reported problems with the EEG and mobile VR
system or with the VR stimuli.

Self-Report Measures
In the context of the 360° VR environment, it is important to
determine whether the restorative experience in a nature VE
could be threatened by simulator sickness. The Simulator
Sickness Questionnaire (SSQ) [26] consists of a total of 16
items that measure the severity of 3 different groups of negative
physical symptoms related to the experience of mechanical simulators: nausea (7 items: general discomfort,
increased salivation, sweating, nausea, difficulty concentrating,
stomach awareness, and burping), oculomotor (7 items: general
discomfort, fatigue, headache, eye strain, difficulty focusing,
difficulty concentrating, and blurred vision), and disorientation
(7 items: difficulty focusing, nausea, fullness of head, blurred
vision, dizzy [eye open and eye closed, respectively], and
vertigo). Moreover, 3 subfactors of the SSQ contained
overlapping symptom items. All items are rated from 0 (none)
to 3 (severe). Following the recommendation of Kennedy et al
[26], the SSQ was first administered to participants before they
performed VR tasks to rule out the possibility of pre-existing
symptoms and to measure the baseline physical condition
(pre-exposure SSQ). The SSQ was subsequently administered
immediately after viewing each 360° VE (post-exposure SSQ).
In this study, the Korean version of the SSQ was adopted from
Min et al [27].

The current version of the PRS is composed of 26 items that
measure the following 5 restorative factors: being away (5
items), fascination (8 items, including 2 reversed items),
coherence (4 reversed items), compatibility (5 items), and
legibility (4 items) [16]. The PRS was administered immediately
after each VE to indicate how well certain statements described
the participants’ restorative experience on a 7-point scale (0=not
at all and 6=completely). To compute the total PRS score, the
6 reversed items were inversely coded, and then all the scores
for the 5 restorative factors were summed. This study adopted
the Korean version of the PRS scale from Yoo et al [28].

Electrophysiological Data Recording and Analysis
During EEG recording, the analog signals were referenced to
a single vertex electrode (Cz), filtered with a 0.01 to 400 Hz
bandpass filter, and digitized at a sampling rate of 1000 samples
per second online. The impedance for all wet electrodes was
kept below 30 kΩ. The recommended threshold limit is 50 kΩ
to ensure an optimal signal-to-noise ratio for the high-input
impedance amplifier [29].
For preprocessing of the EEG signals, all datasets were refiltered with a 0.3 to 30 Hz bandpass filter offline and segmented into epochs ranging from 100 ms before to 500 ms after the onset of each of the 2 stimulus conditions: standard and deviant. On the basis of a timing test to ensure the accuracy of auditory stimulus presentation in E-Prime and EENS, the data were offset by the average offset value of 16 ms. Following the automated algorithm of EGI’s Net Station Tools, artifacts such as eye-blinks, eye-movements, and bad channels were detected. If a channel was bad for more than 20% of the segments, the channel was marked bad for all segments. Segments were marked bad if they contained (1) more than 10 bad channels (maximum-minimum> 150 μV for the entire segment, with a moving average of 80 ms), (2) eye-blinks (maximum-minimum> 100 μV, with a moving average of 80 ms), or (3) eye-movements (maximum-minimum>55 μV, with a moving average of 80 ms). Bad channel replacement was then performed. The data were averaged for individual participants, and baseline corrected from −100 ms to 100 ms. Thereafter, a grand average was calculated using the data from all participants. After that, all of the channels were rereferenced to the average reference offline.

Finally, the deviant-standard difference waves were computed to identify the presence of the MMN/P3a complex component. For a further statistical analysis, the values of the adaptive mean of the aMMN and P3a amplitudes within the following time windows: aMMN: 150 to 250 ms; P3a: 220 to 280 ms.

Results

Manipulation Check

For a manipulation check, a one-way repeated measures analysis of variance (RM-ANOVA) was conducted to explore the effect of the type of VE (ie, soft or hard fascination) on the perception of environmental restorativeness. Before the RM-ANOVA, Mauchly test revealed that the assumption of sphericity had been met (Mauchly W=.79; P=.11; ε=.88). There was a significant effect of VE type (F(3,117)=27.18; P<.001; ηp2=.41). All 3 Bonferroni-adjusted post hoc comparisons of the PRS scores between the single nature VE and each of the 3 fireworks VEs indicated significant differences, which are nature (mean 101.25 [SE 3.91]) versus fireworks 1 (mean 69.97 [SE 3.57]), P<0.001; nature versus fireworks 2 (mean 77.15 [SE 3.93]), P<0.001; nature versus fireworks 3 (mean 81.08 [SE 3.85]), P<0.001 (see Figure 2). The soft-fascinating VE nature was perceived as more restorative than the averaged hard-fascinating fireworks VE (mean 76.03 [SE 3.28]; t98=7.26; P<.001; Cohen d=0.78).

An ERP analysis of amplitude modulation in the MMN/P3a complex revealed that exposure to the 2 different VEs resulted in significantly different P3a amplitudes (t98=−2.05; P=.048; d=0.35) but not significantly different aMMN amplitudes (t98=0.59; P=.56). The increase in P3a amplitude elicited by unexpected and distracting stimuli was significantly greater during exposure to the soft-fascinating VE (mean 1.67 [SE 0.30]) than during exposure to the hard-fascinating VE (mean 0.91 [SE 0.17]; see Figure 4). However, there was no significant difference in the latency of the MMN/P3a complex between the 2 VEs (aMMN: t98=−1.23; P=.23 and P3a: t98=−0.61; P=.54).

In that respect, the nature VE stimuli were successful in eliciting participants’ restorative responses based on both subjective and neurophysiological measures. Furthermore, it was also evident that the aMMN might not depend on attention, and the amplitude of the MMN/P3a complex is more likely than the latency to reflect involuntary attention restoration.

Simulator Sickness as a Control Variable

To clarify the genuine restorative effect of exposure to virtual nature, a one-way RM-ANOVA for the self-rating of simulator sickness before and after VR tasks was performed. As Mauchly test indicated that the assumption of sphericity had been violated (Mauchly W=.54; P=.006), the degrees of freedom were corrected using Greenhouse-Geisser estimates of sphericity (ε=.80). As no significant difference in all 5 SSQ scores was found (F3.194,124.547=2.42; P=.07), it was clear that the participants’ physical conditions did not vary with the VR exposure time and stimuli.

Effect of Group Difference in Perceived Restorativeness on MMN/P3a Complex Modulation

To investigate how individuals’ restorative experience during exposure to virtual nature affected the MMN/P3a complex amplitudes, the 40 participants were divided on the basis of the median PRS score (103) into a low restorative group (PRS≤103, N=21; mean 82.62 [SE 3.65]) and a high restorative group (PRS>103, N=19; mean 121.84 [SE 2.88]).

The differences in the MMN/P3a complex amplitudes between the 2 restorative groups were evaluated using an independent samples t test. Whereas the difference in restorative experience failed to induce significantly different aMMN amplitudes (t38=0.91; P=.37), the high restorative group (mean 0.92 [SE 0.30]) showed significantly lower P3a amplitudes than the low restorative group (mean 2.36 [SE 0.46]) when viewing the soft-fascinating nature VE (t38=2.57; P=.02; d=0.59; see Figure 4). Consistent with the result of the manipulation check, the latency of the MMN/P3a complex did not significantly differ between the 2 groups (aMMN: t38=−1.4; P=.15 and P3a: t38=−0.31; P=.76).

As the ERP reflection of normal cognitive functioning and involuntary attention restoration, the fronto-central N1/aMMN and P3a components were prominently produced by deviant tone detection while viewing 360° virtual nature. In particular, the high restorative group exhibited more attenuated fronto-central P3a activity in the topographical distributions than the low restorative group, which is consistent with decreased involvement of the frontal cortex in response to auditory distractors during meditation (see Figure 5). Figure 5 shows the ERP time courses of the 2 groups with different levels of restorative experience at the FCz electrode site.
Figure 4. (A) Comparison of the P3a amplitudes while viewing hard-fascinating and soft-fascinating virtual environments. (B) Comparison of the P3a amplitudes for 2 groups with different levels of restorative experience from the soft-fascinating virtual environment. (C) Correlation between self-reported perceived restorativeness scores (PRS) and P3a amplitudes. VE: virtual environment. Asterisk indicates $P<.05$.

Correlations Between Individual’s Perceived Restorativeness Scale Scores and P3a Amplitudes

A correlation analysis was conducted to examine the relationship between self-reported PRS scores and P3a amplitudes over the 3 fronto-central midline electrode sites: Fz, FCz, and Cz. Following the interpretation of Cohen guideline [30], there was a moderate but significant negative correlation between the explicit and implicit measures at the FCz site ($r = -.38; P = .02$; see Figure 4) but not at the Fz ($r = -.11; P = .50$) and Cz ($r = -.28; P = .08$) sites. A significantly negative correlation between the PRS score and the P3a amplitude at the FCz electrode is in line with the decreased amplitude of the P3a after meditation practice, which may indicate decreased attentional engagement by the frontal cortex [21,22]. However, the aforementioned studies collected limited EEG data at only the Fz and Cz sites by using a low-density 19-channel electrode cap compared with the 3 electrode sites incorporated in the high-density 64 channel sensor net used in this study. In that context, the result reflects the P3a characteristic as an auditory ERP component measured mainly at the fronto-central region (ie, FCz or Cz).
**Discussion**

**Principal Findings**

The aim of this ART-based study is to determine whether the amplitude of the MMN/P3a complex can be a distinct ERP biomarker of involuntary attention restoration during exposure to 360° virtual nature in healthy young adults with different levels of restorative experience. Unlike previous studies that look at aMMN or P3a separately, this study focused on the neurophysiological handover from preattentive information processing (ie, aMMN) to subsequent attention orienting processing (ie, P3a) as indexed by the MMN/P3a complex. The findings of previous ART and ERP studies in the real world extend into those of this study in the virtual world. The theoretical and empirical implications of this study will support the development and assessment of restorative VR content by allowing various stakeholders such as designers, researchers, and clinicians to investigate the restorative responses that potential users have to active relaxation in restorative VEs, particularly at the level of involuntary attention (previous studies were limited to voluntary attention).

As shown by the manipulation check and the hypothesis testing, there were no significant differences in the aMMN amplitudes between the 2 restorative groups or between the 2 fascinating VE conditions, which corresponds to the preattentive nature of the aMMN, beyond the attention debate in the real world [24], and the condition that participants had to focus only on conducting visual tasks and could ignore any environmental sounds. In other words, not only is automatic change detection one of the most important cognitive functions for human survival from an evolutionary perspective but also the normal functioning of the cognitive system is characterized by maintaining a sound balance between goal-directed behavior and involuntary orientation [31,32]. Despite no significant changes in the aMMN amplitudes during exposure to virtual nature, the robustness of the aMMN amplitudes indicates that the study participants qualified as healthy subjects. Mental fatigue during or after prolonged periods of cognitive tasks impairs preattentive auditory processing, as revealed by the fact that aMMN...
amplitudes at fronto-central electrode sites can be significantly decreased by mental fatigue [33]. Such impairments in the preattentive processing of auditory change detection also appear in clinical populations, such as patients with schizophrenia [34,35], attention deficit disorder or attention-deficit hyperactivity disorder [36], or major depressive disorder [37]. Given the possible link between decreased exposure to nature and increased occurrence of mental disorders [6-8], it is important to clarify the role of the aMMN amplitude in different groups of people, including those who are vulnerable to mental fatigue, at high risk for mental disorders, or currently suffering from acute or chronic mental disorders.

On the basis of the few ART studies that focused on the concept of fascination [1,5,38], this study compared the restorative effect of entertaining events with that of natural events for the manipulation check. Consistent with the ART [1], the less restorative urban fireworks VE with hard fascination consumed relatively more involuntary attentional resources and left little space for mental reflection compared with the more restorative nature VEs with soft fascination, which elicited significantly increased P3a amplitudes and PRS scores. As hypothesized, the P3a amplitude was differentially affected by individuals’ restorative experience during exposure to the nature VE, supporting the restorative effect of virtual nature as indicated by the negative correlation between self-reported PRS scores and P3a amplitudes as well as by the attenuated P3a amplitudes in the high restorative group. As the P3a is an index for frontal neural activity generated by stimulus-driven attention mechanisms [22], a trend for clear P3a amplitude reduction is consistent with decreased attentional engagement by the frontal cortex in response to unexpected and distracting stimuli during meditation [21]. In line with the finding of Pierson et al [39], it is more likely that participants who report greater restorative depth find it easier to enter a state of deep quiescence because of their low sensation-seeking trait, resulting in a positive correlation between restorative depth and frontal P3a amplitude. More importantly, meditation not only reflects first-person experiences that cannot be easily shared [40] but also facilitates attention control mechanisms [41,42]. If the restorative effect of virtual nature experience shows a trend similar to that of meditation practice with the aim of decreasing emotional and cognitive reactivity, individuals’ restorative experience in a nature VE could play a key role in renewing the capacity for attention control without an intentional effort to regulate attention [1,4]. To shed light on the similarities between the 2 relaxation techniques, future studies need to determine whether the decreased automated reactivity and inhibited evaluative processing related to the task-irrelevant, attention-requesting auditory stimuli are consistent phenomena in other groups of individuals.

This study has some limitations. Although meditation is well known as an effective relaxation technique with both short-term and long-term effects on attentional function [21,43-45], only the short-term effect of exposure to 360° VR nature were examined by collecting normative data from a relatively small sample with a narrow age range and strict exclusion criteria. To generalize the findings, the restorative effect of short-term and long-term exposure to nature VR in people with neuro or psychiatric disorders as well as in younger or elderly adults need to be examined. Mental and attentional fatigue might make it difficult to meditate without guidance or help from professionals. However, some people might want to meditate for long periods of time or in a flexible manner, so they prefer nonguided meditation or free-style relaxation to guided meditation. For those reasons, a self-chosen 360° VR nature therapy within a short time might be more appealing than a virtually guided scenario-based VR meditation. The mobile VR system might allow mentally fatigued workers and students to feel some relief from real-world stressful factors as if they had actually experienced a period of vacation. In addition, people with disabilities, elderly people, and hospital patients would be able to easily use VR nature therapy in the home and ward environments. Individuals who are vulnerable to simulator sickness could control the 360° VEs with subtle head movements or even without wearing VR glasses and, thus, could act independently in the virtual world. Taken together, the results of this study suggest that VR nature therapy may one day provide a self-help, self-administered treatment for mental and attentional fatigue in everyday life.

Conclusions
The 360° VR nature exposure therapy can help individuals suffering from mental fatigue to manage their attentional resources with minimum effort. About 5 min of exposure to virtual nature restored involuntary attention without causing simulator sickness. The amplitude of the fronto-central MMN/P3a complex can potentially be employed as a distinct ERP biomarker of involuntary attention restoration during virtual nature experience in healthy young adults.
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Abstract

Background: An increasing number of doctor reviews are being generated by patients on the internet. These reviews address a diverse set of topics (features), including wait time, office staff, doctor’s skills, and bedside manners. Most previous work on automatic analysis of Web-based customer reviews assumes that (1) product features are described unambiguously by a small number of keywords, for example, battery for phones and (2) the opinion for each feature has a positive or negative sentiment. However, in the domain of doctor reviews, this setting is too restrictive: a feature such as visit duration may be expressed in many ways and does not necessarily have a positive or negative sentiment.

Objective: This study aimed to adapt existing and propose novel text classification methods on the domain of doctor reviews. These methods are evaluated on their accuracy to classify a diverse set of doctor review features.

Methods: We first manually examined a large number of reviews to extract a set of features that are frequently mentioned in the reviews. Then we proposed a new algorithm that goes beyond bag-of-words or deep learning classification techniques by leveraging natural language processing (NLP) tools. Specifically, our algorithm automatically extracts dependency tree patterns and uses them to classify review sentences.

Results: We evaluated several state-of-the-art text classification algorithms as well as our dependency tree–based classifier algorithm on a real-world doctor review dataset. We showed that methods using deep learning or NLP techniques tend to outperform traditional bag-of-words methods. In our experiments, the 2 best methods used NLP techniques; on average, our proposed classifier performed 2.19\% better than an existing NLP-based method, but many of its predictions of specific opinions were incorrect.

Conclusions: We conclude that it is feasible to classify doctor reviews. Automatically classifying these reviews would allow patients to easily search for doctors based on their personal preference criteria.

(J Med Internet Res 2018;20(11):e11141) doi:10.2196/11141
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Introduction

Background

The problem of automatic reviews analysis and classification has attracted much attention because of its importance in ecommerce applications [1-3]. Recently, there has been an increase in the number of sites where users rate doctors. Several works have analyzed the content and scores of such reviews, mostly by examining a subset of them through qualitative and quantitative analysis [4-9] or by applying text-mining techniques to characterize trends [10-12]. However, not much work has studied how to automatically classify doctor reviews.

In this study, our objective was to automatically summarize the content of a textual doctor review by extracting the features it mentions and the opinion of the reviewer for each of these features; for example, to estimate if the reviewer believes that

http://www.jmir.org/2018/11/e11141/
the wait time or the visit time is long or if the doctor is in favor of complementary medicine methods. We explore the feasibility of reaching this objective by defining a broader definition of the review classification problem that addresses challenges in the domain of doctor reviews and examining the performance of several machine learning algorithms in classifying doctor review sentences.

Previous work on customer review analysis focused on automated extraction of features and the polarity (also referred as opinion or sentiment) of statements about those features [2,13,14]. Specifically, these works tackle the problem in 2 steps: first they extract the features using rules, and then, for each feature, they estimate the polarity using hand-crafted rules or supervised machine learning methods. This works well if (1) the features are basic, such as the battery of a phone, which are generally described by a single keyword, for example, the battery of the camera is poor, and (2) the opinion is objectively positive or negative but does not support more subjective features like visit time, where for some patients it is positive to be longer, and for some, it is negative. In other words, statements about features in product reviews tend to be more straightforward and unambiguously positive or negative, whereas reviews on service, such as doctor reviews, are often less so, as there may be many ways to express an opinion on some aspect of the service.

In our study, the features may be more complex, for example, the visit time feature can be expressed by different phrases such as “spends time with me,” “takes his time,” “not rushed,” and so on. As another example, “appointment scheduling” can be expressed in many different ways, for example, “I was able to schedule a visit within days” or “The earliest appointment I could make is in a month.” Other complex classes include staff or medical skills.

Furthermore, in our study, what is positive for one user may be negative for another. For example, consider the sentence “Dr. Chan is very fast so there is practically no wait time and you are in and out within 20 minutes.” The sentiment in this sentence is positive, but a short visit implied by in and out within 20 minutes may be negative for some patients. Instead, what we want to measure is long visit time versus short visit time. This is different from work on detecting transition of sentiment [15] because it is not enough to detect the true sentiment, but we must also associate it with a class (long visit time vs short visit time).

To address this variation of the review classification problem, we created a labeled dataset consisting of 5885 sentences from 1017 Web-based doctor reviews. We identified several classes of doctor review opinions and labeled each sentence according to the presence and polarity of these opinion classes. Note that our definition of polarity is broader than in previous work as it is not strictly positive and negative but rather takes the subjectivity of patient opinions into account (eg, complementary medicine is considered good by some and bad by others).

We adapt existing and propose new classifiers to classify doctor reviews. In particular, we consider 3 diverse types of classifiers:

1. Bag-of-words classifiers such as Support Vector Machine (SVM) [16,17] and Random Forests [18] that leverage the statistical properties of the review text, such as the frequency of each word.
2. Deep learning methods such as Convolutional Neural Network (CNN) [19], which also consider the proximity of the words.
3. Natural Language Processing (NLP)–based classifiers, which leverage the dependency tree of a review sentence [20]. Specifically, we consider an existing NLP-based classifier [21] and propose a new one, the Dependency Tree-Based Classifier (DTC).

DTC generates the dependency tree for each sentence in a review and applies a set of rules to extract dependency tree–matching patterns. These patterns are then ranked by their accuracy on the training set. Finally, the sentences of a new review are classified based on the highest-ranking matching pattern. This is in contrast to the work by Matsumoto et al [21], which treats dependency tree patterns as features in an SVM classifier.

The results of our study show that classifying doctor reviews to identify patient opinions is feasible. The results also show that DTC generally outperforms all other implemented text classification techniques.

Here is a summary of our contributions:

1. We propose a broader definition for the review classification problem in the domain of doctor reviews, where the features can be complex entities and the polarity is not strictly positive or negative.
2. We evaluated a diverse set of 5 state-of-the-art classification techniques on a labeled dataset of doctor reviews containing a set of commonly used and useful features.
3. We propose a novel decision tree–based classifier and show that it outperforms the other methods; we have published the code on the Web [22].

Literature Review

In this section, we review research in fields related to this study, which we organize into 5 categories:

- Quantitative and qualitative analysis of doctor review ratings and content
- The application of text mining techniques to describe trends in doctor reviews
- Feature and polarity extraction in customer reviews
- Application of dependency tree patterns to sentiment analysis
- Recent work in text classification

Doctor Review Analysis

Several previous works have analyzed Web-based doctor reviews. Gao et al described trends in doctor reviews over time to identify which characteristics influence Web-based ratings [4]. They found that obstetricians or gynecologists and long-time graduates were more likely to be reviewed than other physicians, recent graduates, board-certified physicians, highly rated medical school graduates, and doctors without malpractice claims received higher ratings, and reviews were generally positive. Segal et al compared doctor review statistics with
surgeon volume [5]. They found that high-volume surgeons could be differentiated from low-volume surgeons by analyzing the number of numerical ratings, the number of text reviews, the proportion of positive reviews, and the proportion of critical reviews. López et al performed a qualitative content analysis of doctor reviews [6]. They found that most reviews were positive and identified 3 overarching domains in the reviews they analyzed: interpersonal manner, technical competence, and system issues. Hao analyzed Good Doctor Online, an online health community in China, and found that gynecology-obstetrics-pediatrics doctors were the most likely to be reviewed, internal medicine doctors were less likely to be reviewed, and most reviews were positive [7]. Smith and Lipoff conducted a qualitative analysis of dermatology practice reviews from Yelp and ZocDoc [8]. They found that both the average review scores and the proportion of reviews with 5 out of 5 stars from ZocDoc were higher than those from Yelp. They also found that high-scoring reviews and low-scoring reviews had similar content (eg, physician competency, staff temperament, and scheduling) but opposite valence. Daskivich et al analyzed health care provider ratings across several specialties and found that allied health providers (eg, providers who are neither doctors nor nurses) had higher patient satisfaction scores than physicians, but these scores were also the most skewed [9]. They also concluded that specialty-specific percentile ranks might be necessary for meaningful interpretation of provider ratings by consumers.

Text Mining of Doctor Reviews

Other previous papers have employed text-mining techniques to characterize trends in doctor reviews. Wallace et al designed a probabilistic generative model to capture latent sentiment across aspects of care [10]. They showed that including their model’s output in regression models improves correlations with state-level quality measures. Hao and Zhang used topic modeling to extract common topics among 4 specialties in doctor reviews collected from Good Doctor Online [11]. They identified 4 popular topics across the 4 specialties: the experience of finding doctors, technical skills or bedside manner, patient appreciation, and description of symptoms. Similarly, Hao et al used topic modeling to compare reviews between Good Doctor Online and the US doctor review website RateMDs [12]. Although they found similar topics between the 2 sites, they also found differences that reflect differences between the 2 countries’ health care systems. These works differ from ours in that they use text-mining techniques to analyze doctor reviews in aggregate, while our goal is to identify specific topics in individual reviews.

Customer Review Feature and Polarity Extraction

As discussed earlier in the Introduction, these works operate on a more limited problem setting where the features are usually expressed by a single keyword, and the sentiment is strictly positive or negative. Hu and Liu extracted opinions of features in customer reviews with a 4-step algorithm [2]. This algorithm consists of applying association rule mining to identify features, pruning uninteresting and redundant features, identifying infrequent features, and finally determining semantic orientation of each opinion sentence. Popescu and Etzioni created an unsupervised system for feature and opinion extraction from product reviews [3]. After finding an explicit feature in a sentence, they applied manually crafted extraction rules to the sentence and extracted the heads of potential opinion phrases. This method only works when features are explicit.

Sentiment Analysis With Dependency Trees

There are number of existing works that use dependency trees or patterns for sentiment analysis. A key difference is that our method does not always capture sentiment but the various class labels (eg, short or long) for each class (eg, visit time). Hence, we cannot rely on external sentiment training data or on hard-coded sentiment rules, but we must use our own training data.

Agrawal et al used several hand-crafted rules to extract dependency tree patterns from sentences [23]. They combined this information with the semantic information present in the Massachusetts Institute of Technology Media Lab ConceptNet ontology and employed the extracted concepts to train a machine learning model to learn concept patterns in the text, which were then used to classify documents into positive and negative categories. An important difference from our method is that their dependency patterns generally consist of only 2 words in certain direct relations, while our patterns can contain several more in both direct and indirect relations.

Wawer induced dependency patterns by using target-sentiment (T-S) pairs and recording the dependency paths between T and S words in the dependency tree of sentences in their corpus [24]. These patterns were supplemented with conditional random fields to identify targets of opinion words. In contrast to our patterns, which can represent a subtree of 2 or more words, the patterns in this work are generated from the shortest path between the T and S words.

Matsumoto et al’s work [21] is the closest work to our proposed method, which we experimentally compare in the Results section. They extract frequent word subsequences and dependency subtrees from the training data and use them as features in an SVM sentiment classifier. Their patterns involve frequent words and only include direct relations, whereas our patterns involve high-information gain words and consider indirect relations. Pak and Paroubek follow a similar strategy of extracting dependency tree patterns based on predefined rules and using them as features for an SVM classifier [25]. Matsumoto et al perform better on the common datasets they considered.

Text Classification

Machine learning algorithms are commonly used for text classification. Kennedy et al used a random forest classifier to identify harassment in posts from Twitter, Reddit, and The Guardian [26]. Posts were represented through several features such as term frequency-inverse document frequency (TF-IDF) of unigrams, bigrams, and short character sequences; URL and hashtag token counts; source (whether the post was from Twitter); and sentiment polarity. Gambäck and Sikdar used a CNN to classify hate speech in Twitter posts [27]. The CNN model was tested with multiple feature embeddings, including random values and word vectors generated with Word2Vec.
[28]. Lix et al used an SVM classifier to determine patient’s alcohol use using text in electronic medical records [29]. Unigrams and bigrams in these records were represented using a bag-of-words model.

Problem Definition

Given a text dataset with a set of classes $c_1$, $c_2$, …, $c_m$ that represent features previously identified by a domain expert, each class $c_i$ can take 3 values (polarity):

- $c_i^0$: Neutral. The sentence is not relevant to the class.
- $c_i^+$, $c_i^-$: Yes or no. Note that to avoid confusion, we do not say positive or negative, as for some classes such as visit time in doctor reviews, some patients prefer when their visit time is long and some prefer short. In this example, “Yes” could arbitrarily be mapped to long and “No” to short.

As another example, class $c_g$ from the doctor review dataset is wait time or the time spent waiting to see a doctor. It has 3 possible values: $c_g^x$, $c_g^y$, or $c_g^0$. A sentence with class label $c_g^x$ expresses the opinion that the time spent waiting to see the doctor is short. Examples of $c_g^x$ include “I got right in to see Dr. Watkins,” “I’ve never waited more than five minutes to see him,” and “Wait times are very short once you arrive for an appointment.” A sentence with class label $c_g^y$ expresses the opinion that the time spent waiting to see the doctor is long. Examples of $c_g^y$ include “There is always over an hour wait even with an appointment,” “My biggest beef is with the wait time,” and “The wait time was terrible.” A sentence with class label $c_g^0$ makes no mention of wait time. Such sentences may have $c_i^0$ or $c_i^+$ labels from other classes, for example, “This doctor lacks affect and a caring bedside manner” and “His staff, especially his nurse Lucy, go far above what their job requires,” or they may instead not be relevant to any class, such as “Dr. Kochar had been my primary care physician for seven years” and “I’ll call to reschedule everything.” A sentence may take labels from more than one class.

In this study, given a training set $T$ of review sentences with class labels from classes $c_1$, $c_2$, …, $c_m$, we build a classifier for each class $c_i$ to classify new sentences to one of the possible values of $c_i$. Specifically, we build $m$ training sets $T_i$ corresponding to each class. Each sentence in $T_i$ is assigned a class label $c_i^x$, $c_i^y$, or $c_i^0$.

Methods

Doctor Reviews Dataset

We crawled Vitals [30], a popular doctor review website, to collect 1,749,870 reviews. Each author read approximately 200 reviews and constructed a list of features. Afterward, through discussions, we merged these lists into a single list of 13 features, which we represent by classes as described in the problem definition (Table 1).

To further filter these classes, we selected 600 random reviews to label. We labeled these reviews using WebAnno, a Web-based annotation tool [31] (Figure 1). Specifically, each sentence was tagged (labeled) with 0 or more classes from Table 1 by 2 of the authors. The union of these labels was used as the set of ground-truth class labels of each sentence; that is, if at least one of the labelers labeled a sentence as $c_i^x$, that sentence is labeled $c_i^x$ in our dataset.

We found that some of these classes were underrepresented. For each underrepresented class, we used relevant keywords to find and label more reviews from the collected set of reviews, for example, wait for wait time and listen for information sharing, which resulted in a total of 1017 reviews (417 in addition to the original 600). These 1017 reviews are our labeled dataset used in our experiments.

Table 1. Description of initial opinion classes. For each class, a sentence that does not mention the class is labeled $c_i$.

<table>
<thead>
<tr>
<th>Class</th>
<th>$c_i^x$</th>
<th>$c_i^y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appointment scheduling</td>
<td>Easy to schedule an appointment</td>
<td>Hard to schedule an appointment</td>
</tr>
<tr>
<td>Bedside manner</td>
<td>Friendly and caring</td>
<td>Rude and uncaring</td>
</tr>
<tr>
<td>Complementary medicine</td>
<td>Promotes complementary medicine</td>
<td>No promotion of complementary medicine</td>
</tr>
<tr>
<td>Cost</td>
<td>Inexpensive and billing is simple</td>
<td>Expensive and billing problems</td>
</tr>
<tr>
<td>Information sharing</td>
<td>Answers questions and good explanations</td>
<td>Does not answer questions and poor explanations</td>
</tr>
<tr>
<td>Joint decision making</td>
<td>Treatment plan accounts for patient opinions</td>
<td>Treatment plan made without patient input</td>
</tr>
<tr>
<td>Medical skills</td>
<td>Effective treatment and correct diagnoses</td>
<td>Ineffective treatment and misdiagnoses conditions</td>
</tr>
<tr>
<td>Psychological support</td>
<td>Addresses stress and anxiety</td>
<td>Does not address stress and anxiety</td>
</tr>
<tr>
<td>Self-management</td>
<td>Encourages active management of care</td>
<td>Does not encourage self-management of care</td>
</tr>
<tr>
<td>Staff</td>
<td>Staff is friendly and helpful</td>
<td>Staff is rude and unhelpful</td>
</tr>
<tr>
<td>Technology</td>
<td>Uses email, Web-based appointments, and electronic health records</td>
<td>Does not use email and Web-based appointments</td>
</tr>
<tr>
<td>Visit time</td>
<td>Spends substantial time with patients</td>
<td>Spends very little time with patients</td>
</tr>
<tr>
<td>Wait time</td>
<td>Short time spent waiting to see the doctor</td>
<td>Long time spent waiting to see the doctor</td>
</tr>
</tbody>
</table>
Following this, we found that some classes such as complementary medicine and joint decision making were still underrepresented, which we define as having less than 2% of the dataset’s sentences labeled $c_1^x$ or $c_1^y$, so we omitted them from the dataset. The final dataset consists of 5885 sentences and 8 opinion classes. These classes and the frequency of each of their labels are shown in Table 2.

### Background on Dependency Trees

In this section, we describe dependency trees and the semgrex tool that we used for defining matching patterns. Dependency trees capture the grammatical relations between words in a sentence and are produced using a dependency parser and a dependency language. In a dependency tree, each word in a sentence corresponds to a node in the tree and is in one or more syntactic relations between the word or node exactly one other word or node. A dependency tree is a triple $T = \langle N, E, R \rangle$, where:

- $N$ is the set of nodes in $T$ where each node $n$ is a tuple containing one or more string attributes describing a word in the sentence $T$ was built from, such as word, lemma, or POS (part of speech)
- $E$ is the set of edges in $T$ where each edge $e \in E$ is a triple $e = \langle n_g, r, n_d \rangle$, where
  - $n_g \in N$ is the governor or parent in relation $r$
  - $r$ is a syntactic relation between the words represented by $n_g$ and $n_d$
  - $n_d \in N$ is the dependent or child in relation $r$
- $R \in N$ is the root node of $T$

Figure 2 shows a sample dependency tree for the sentence “there are never long wait times.” The string representation of this tree, including the parts of speech for its words, is as follows:

```
[are/VBP expl>there/EX neg>never/RB nsubj>[times/NNS compound>[wait/NN amod>long/JJ]]
```

Table 2. Frequency of each class label in the doctor review dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>Frequency of $c_1^x$</th>
<th>Frequency of $c_1^y$</th>
<th>Frequency of $c_1^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$: appointment scheduling</td>
<td>51</td>
<td>84</td>
<td>5750</td>
</tr>
<tr>
<td>$c_2$: bedside manner</td>
<td>569</td>
<td>341</td>
<td>4975</td>
</tr>
<tr>
<td>$c_3$: cost</td>
<td>25</td>
<td>261</td>
<td>5599</td>
</tr>
<tr>
<td>$c_4$: information sharing</td>
<td>316</td>
<td>136</td>
<td>5433</td>
</tr>
<tr>
<td>$c_5$: medical skills</td>
<td>481</td>
<td>232</td>
<td>5172</td>
</tr>
<tr>
<td>$c_6$: staff</td>
<td>262</td>
<td>368</td>
<td>5255</td>
</tr>
<tr>
<td>$c_7$: visit time</td>
<td>143</td>
<td>79</td>
<td>5663</td>
</tr>
<tr>
<td>$c_8$: wait time</td>
<td>48</td>
<td>199</td>
<td>5638</td>
</tr>
</tbody>
</table>
To match patterns against dependency trees, we used Stanford semgrep utility [32]. In the following, we explain some of the basics of semgrep patterns that help the reader understand patterns presented in this study using descriptions and examples from the Chambers et al study [32]. Semgrep patterns are composed of nodes and relations between them. Nodes are represented as \{attr1:value1;attr2:value2;…\} where attributes (attr) are regular strings such as word, lemma, and pos, and values can be strings or regular expressions marked by “/”s. For example, \{lemma:run;pos:/VB.*/\} means any verb form of the word run. Similar to “.” in regular expressions, \{} means any node in the graph. Relations in a semgrep have 2 parts: the relation symbol, which can be either < or > and optionally the relation type (ie, nsubj and dobj). In general, \(A<\text{reln} B\) means \(A\) is the dependent of a relation (\text{reln}) with \(B\), whereas \(A>\text{reln} B\) means \(A\) is the governor of a \text{reln} with \(B\). Indirect relations can be specified by the symbols >> and <<. For example, \(A<\text{reln} B\) means there is some node in a dep->gov chain from \(A\) that is the dependent of a \text{reln} with \(B\). Relations can be strung together with or without using the symbol \&. All relations are relative to first node in string. For example, \(A>nsubj B>dobj D\) means \(A\) is a node that is the governor of both an nsubj relation with \(B\) and a dobj relation with \(D\). Nodes can be grouped with parentheses. For example, \(A>nsubj (B>dobj D)\) means \(A\) is the governor of an nsubj relation with \(B\), whereas \(B\) is the governor of a dobj relation with \(D\). A sample pattern that matches the tree in Figure 2 can be:

\[
\{\text{neg}\} >> (\{\text{word:wait}\} > \{\text{word:long}\})
\]

Using the Stanford CoreNLP Java library [33], our proposed classifier builds a dependency tree from a given sentence and determines whether any of a list of semgrep patterns matches any part of the tree.

**Proposed Dependency Tree–Based Classifier**

Our DTC algorithm is trained on a labeled dataset of sentences as described in the Problem Definition section. On a high level, given a sentence in training dataset \(T\), the classifier generates a dependency tree using the Stanford Neural Network Dependency Parser [34] and extracts semgrep patterns from the dependency tree. These patterns are assigned the same class as the training sentence. When classifying a new sentence, the classifier generates the sentence’s dependency tree and assigns a class label to the sentence based on which patterns from the training set match the dependency tree.

In more detail, the classifier’s training algorithm generates a sorted list of semgrep patterns, each with an associated class label, from a training dataset \(T\) and integer parameters \(n_i^x\), \(n_i^y\), and \(m\). Parameters \(n_i^x\) and \(n_i^y\) are the maximum number of terms (words or phrases) that will be used to generate patterns of classes \(c_i^x\) and \(c_i^y\), respectively. In this study, we only use words, as dependency trees capture relations between words rather than phrases.

The pattern extraction algorithm described in the Pattern Extraction section below receives as input 2 sets \(W^x\) and \(W^y\) of high-information gain words, for the “Yes” (\(c_i^x\)) and “No” (\(c_i^y\)) class labels, respectively, from where we pick nodes for the generated patterns. The intuition is that high-information gain words are more likely to allow a pattern to differentiate between the class labels. Considering all words would be computationally
too expensive, and it does not offer any significant advantage as we have seen in our experiments. The information gain for \( W^p \) is determined by a logical copy of training dataset \( T \) in which class labels other than \( c_i^x \) are given a new class label \( c_i^x' \), as the words in \( W^p \) will be used to identify sentences of class \( c_i^x \). This process is repeated for \( W^p \). Parameter \( m \) is the maximum number of these selected words that can be in a single pattern.

The final list of (semgrex pattern \( p \) and class label \( c' \)) pairs is sorted by the weighted accuracy of the pair on the training data, which we define below.

We define \( \text{Accuracy}(p, T) \) as the ratio of training instances in \( T \) with class label \( c \) that were correctly handled by pattern \( p \). Pattern \( p \), which was paired with class label \( c' \), is correct if it matches an instance with class label \( c' \) or it does not match an instance without class label \( c' \), but it is incorrect if it matches an instance without class label \( c' \) or it does not match an instance with class label \( c' \). \( |c| \) is the number of class labels in class \( c \), which is 3 for all of the classes in this study. Intuitively, weighted accuracy treats all class labels with equal importance regardless of their frequency, so patterns that perform well on sentences of often low-frequency class labels \( c_i^x \) and \( c_i^y \) are assigned higher rank than they would otherwise. The training algorithm is shown in Textbox 1.

Given a to-be-classified sentence, we compute its dependency tree \( t \) and find the highest ranked (pattern \( p \) and class label \( c \)) pair where \( p \) matches \( t \). Then the sentence is classified as \( c \). If no pattern matches the sentence, we provide 2 possibilities: the sentence can be classified as the most common class label in \( T \) or it can be classified by a backup classifier trained on \( T \).

**Parameters Setting**

In all experiments, we use \( n_i^x=n_i^y=30 \), as intuitively it is unlikely that there are more than 30 words for a class that can participate in a discriminative semgrex pattern. We set \( m \) to 4 for all experiments, because for \( m>4 \), it becomes too computationally expensive to compute all patterns.

**Pattern Extraction in the Dependency Tree Classifier Algorithm**

**Overview**

Given a dependency tree, we now describe how to extract patterns. Note that we repeat the pattern extraction for the “Yes” and “No” class labels, using \( W^p \) and \( W^q \), respectively (\( W \) in this section refers to \( W^p \) or \( W^q \)). We extract semgrex patterns from a dependency tree \( t \) with class label \( c \) using a set of high-information gain words \( W \) and a maximum number of words \( m \). The algorithm returns a set of patterns extracted from \( t \) made from up to \( m \) words in \( W \).

The rationale for only working with high-information gain words is that we want to generate high-information gain patterns. We also want to preserve negations as they have a great impact to the accuracy of the patterns. If a low information gain word is negated, we replace it by a wildcard (*), which we found to be a good balance for these 2 goals. Each pattern \( p \) is associated with \( c \) such that a new sentence that matches \( p \) is classified as \( c \). Textbox 2 describes the pattern extraction algorithm.

### Textbox 1. The dependency tree classifier’s training algorithm.

1. \( \text{train}(T, n_i^x, n_i^y, m) \):
2. \( P=\text{list of semgrex patterns used for classification, initially empty} \)
3. \( \text{for each class label } c \in \{c_i^x, c_i^y\} \):
4. \( D=\text{set of dependency trees for sentences in } T \text{ with class label } c \)
5. \( T_c=\text{copy of } T \text{ with all non-} c \text{ class labels given a new class label } c' \)
6. \( W=\text{set of top } n_e \text{ words } w \text{ in } T_c \text{ by information gain} \)
7. \( \text{for each tree } t \in D \):
8. \( \text{add all semgrex patterns from } extract(W, t, c, m) \text{ to } P \)
9. \( \text{test each pattern in } P \text{ on } T \)
10. \( \text{sort } P \text{ by the weighted accuracy of each semgrex pattern tested on } T \text{ in descending order} \)
11. \( \text{return } P \)
**Textbox 2. Pattern extraction algorithm.**

1. `extract(W, t, c, m);`
2. `P=set of patterns, initially empty`
3. `S=stack of (tree, word set) pairs, initially empty`
4. for each combination `C` of words in `W` with `|C|``<=``min(|W|, m)`
5. `S.push((t, C))`
6. while `S` is not empty:
7. `(t', C)=S.pop()`
8. `t'=prune(t', C)`
9. `n=root of t'`
10. while `n=*` and `n` has exactly 1 child:
11. `n=child of n`
12. `t'=subtree of t' with root n`
13. remove each "*" node `n` in `t'` with exactly 1 child `c`, and make the parent of `n` the parent of `c` with an *indirect* relation
14. `add(pattern(t'), c) to P`
15. for each combination `C'` of non-* words in `t'` with `|C'|>1:
16. `S.push((t', C'))`
17. return `P`

1. `prune(t, W);`
2. `t'=copy of t`
3. recursively prune from `t'` leaves that do not start with any word in `W` and are not in a negation relation
4. for each node `n` in `t'`
5. if `n` does not start with any word in `W`:
6. `n=*`
7. return `t'`

**Details**

The algorithm first creates a copy `t'` of `t` for each combination `C` of `m` words in `W` and pushes each `(t', C)` pair onto a stack. For each `(t', C)` popped from the stack, we execute the following steps:

1. Create initial subtree: Prune `t'` to keep only words in `C`, negations, and intermediate "*" nodes connecting them.
2. Remove unimportant nodes: Eliminate "*" nodes from `t'` starting with the root if it is a "*" node and has exactly 1 child (the child becomes the new root of `t'` and this repeats until the root no longer meets these criteria). Subsequently, remove each "*" node `n` in `t'` with exactly 1 child and add an indirect relation edge from the parent of `n` to the child of `n`.
3. Add subpatterns: If `(pattern(t'), c)` is not already in `P`, add `(pattern(t'), c)` to the set of patterns `P`, and then push `(t', c')` onto the stack for each combination `C'` of 2 or more non-* words in `t'`.

The algorithm moves on to the next item on the stack. Once the stack is empty, we return the resulting set of patterns and their associated class labels.

The `prune(t, W)` procedure recursively removes leaf nodes that do not start with any word in `W` and are not in a negation relation with their parents. Intermediate nodes that connect the remaining nodes and do not start with any word in `W` are replaced by *. The `pattern(t)` procedure converts a dependency tree `t` to its semgrex format representation. Each "*" node is represented by an empty node `{}`, and most relations are represented by the generic `>` or `>>` relations (for direct and indirect relations, respectively), which match any type of relation. An exception to this is the negation relation, which is preserved in the semgrex pattern as the `>neg` token.

**Example**

Consider a sentence from the doctor review dataset class `c_8` (wait time), “I arrived to my appointment on time and waited in his waiting room for over an hour,” which has class label `c_8` (long wait). The dependency tree generated from this sentence is shown in Figure 3.
Figure 3. Dependency tree for the sentence "I arrived to my appointment on time and waited in his waiting room for over an hour".

Among the patterns extracted from this tree are:

1. \( \{ \} \rightarrow \{ \text{word:/time.*/} \} \rightarrow \{ \text{word:/hour.*/} \} \)
2. \( \{ \text{word:/arrived.*/} \} \rightarrow \{ \text{word:/time.*/} \} \)
3. \( \{ \} \rightarrow \{ \text{word:/time.*/} \} \rightarrow ( \{ \} \rightarrow \{ \text{word:/room.*/} \} \rightarrow \{ \text{word:/hour.*/} \} ) \)
4. \( \{ \text{word:/arrived.*/} \} \rightarrow \{ \text{word:/hour.*/} \} \)

Pattern 1 means that some node has a direct descendant `time` and an indirect descendant `hour`. Pattern 2 means that `time` is a direct descendant of `arrived`. Pattern 3 means that some node has 2 direct descendants; 1 is `time` and the other is some other node that has direct descendants `room` and `hour`. Finally, pattern 4 means that `hour` is an indirect descendant of `arrived`.

**Results**

**Classifiers Employed**

We consider 3 types of classifiers:

1. **Statistical bag-of-words classifiers**, which view the documents as bags of keywords:
   - Random Forests (RF): RF, as implemented in Scikit-learn by Pedregosa et al [35]. Documents are represented with TF-IDF using n grams of 1 to 3 words, a minimum document frequency of 3%, up to 1000 features, stemming, and omission of stop words. The classifier uses 2000 trees. All other parameters are given their default values from [35].
   - SVM: C-support vector classifier as implemented in Scikit-learn by Pedregosa et al [35], which is based on the implementation from the study by Chang and Lin [36]. Documents are represented with TF-IDF using the same parameters as with random forest. The parameters for the classifier are given their default values from Scikit-learn by Pedregosa et al [35].

2. **Deep learning classifiers**:
   - CNN or CNN-W (CNN with Word2Vec): We use 2 variants of the CNN implementation by Britz [37]. The second is initialized with values from the Word2Vec model implementation from Gensim by Rehurek and Sojka [38].
   - D2V-NN (Doc2Vec Nearest Neighbor): A nearest neighbor classifier that uses the Doc2Vec model [39] implementation from Gensim by Rehurek and Sojka [38]. Documents are converted to paragraph vectors and classified according to the nearest neighbor using cosine similarity as the distance function.

For CNN-W and D2V-NN, the Word2Vec and Doc2Vec models, respectively, are trained on an unlabeled set of 8,977,322 sentences from the collected doctor reviews that were not used to create the labeled dataset.

3. **NLP classifiers**, which exploit the dependency trees of a review’s sentences:
   - Matsumoto: We implemented the method described in the study by Matsumoto et al [21] using the best-performing combination of features from their experiment using the Internet Movie Database dataset from the study of Pang and Lee [40], that is, unigrams, bigrams, frequent subsequences, and lemmatized frequent subtrees. For POS tagging before the step in frequent subsequence generation that splits sentences into clauses, our implementation uses the Stanford parser [41]. We use the dependency parser by Chen and Manning [34] to generate dependency trees for frequent subtree generation. For the SVM, we use the implementation from Pedregosa et al’s Scikit-learn with a linear kernel and all other parameters given their default values from [35]. All parameters related to frequent subsequence and subtree generation are the same as described in the study by Matsumoto et al [21].
   - DTC: As described in the Methods section.

**Variants of Dependency Tree Classifier**

We consider the following variants of our DTC text classifier:

- **DTC**: as described above, with sentences not matching any pattern classified as the most common class label in the training data.
DTC: Sentences not matching any pattern are classified by a random forests classifier trained on the training data for each class.

DTC\textsubscript{CNN-W}: Sentences not matching any pattern are classified by a CNN-W text classifier (as defined above) trained on the training data for each class.

**Experiments**

We performed experiments with the classifiers on each class of the doctor review dataset using 10-fold cross validation. To evaluate their performance, we use weighted accuracy. For a trained classifier \(C\) and dataset \(D\) of class \(c_i\), we define this as shown below.

\[
\text{Accuracy}_{C, D}(C, D) = \frac{|C_x|}{|C|}
\]

**Table 3.** Weighted accuracy of classifiers on doctor review dataset.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>(c_1) (%)</th>
<th>(c_2) (%)</th>
<th>(c_3) (%)</th>
<th>(c_4) (%)</th>
<th>(c_5) (%)</th>
<th>(c_6) (%)</th>
<th>(c_7) (%)</th>
<th>(c_8) (%)</th>
<th>Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN\textsuperscript{a}</td>
<td>42.06</td>
<td>56.69</td>
<td>42.75</td>
<td>51.45</td>
<td>47.81</td>
<td>61.42</td>
<td>55.38</td>
<td>60.93</td>
<td>52.31</td>
</tr>
<tr>
<td>CNN-W\textsuperscript{b}</td>
<td>49.89</td>
<td>59.68\textsuperscript{c}</td>
<td>44.30</td>
<td>53.53</td>
<td>49.71</td>
<td>64.04</td>
<td>54.29</td>
<td>63.51</td>
<td>54.87</td>
</tr>
<tr>
<td>D2V-NN\textsuperscript{d}</td>
<td>38.83</td>
<td>45.16</td>
<td>38.00</td>
<td>42.25</td>
<td>41.44</td>
<td>42.19</td>
<td>41.04</td>
<td>43.64</td>
<td>41.57</td>
</tr>
<tr>
<td>Matsumoto</td>
<td>45.76</td>
<td>59.63</td>
<td>45.89</td>
<td>53.40</td>
<td>49.89</td>
<td>66.45</td>
<td>57.24</td>
<td>68.36</td>
<td>55.83</td>
</tr>
<tr>
<td>RF\textsuperscript{e}</td>
<td>40.78</td>
<td>42.00</td>
<td>34.76</td>
<td>37.29</td>
<td>41.62</td>
<td>52.88</td>
<td>45.65</td>
<td>51.66</td>
<td>43.33</td>
</tr>
<tr>
<td>SVM\textsuperscript{f}</td>
<td>33.33</td>
<td>35.77</td>
<td>33.33</td>
<td>33.33</td>
<td>33.33</td>
<td>48.94</td>
<td>33.33</td>
<td>48.07</td>
<td>37.43</td>
</tr>
<tr>
<td>DTC\textsuperscript{g}</td>
<td>51.72</td>
<td>50.48</td>
<td>41.27</td>
<td>47.23</td>
<td>38.49</td>
<td>54.31</td>
<td>60.90</td>
<td>65.91</td>
<td>51.29</td>
</tr>
<tr>
<td>DTC\textsuperscript{RF}</td>
<td>54.00</td>
<td>46.64</td>
<td>39.19</td>
<td>47.29</td>
<td>40.20</td>
<td>56.15</td>
<td>60.57</td>
<td>58.05</td>
<td>50.26</td>
</tr>
<tr>
<td>DTC\textsuperscript{CNN-W}</td>
<td>53.89</td>
<td>59.37</td>
<td>48.66</td>
<td>57.98</td>
<td>50.77</td>
<td>61.43</td>
<td>56.63</td>
<td>67.67</td>
<td>57.05</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CNN: Convolutional Neural Network.

\textsuperscript{b}CNN-W: Convolutional Neural Network with Word2Vec.

\textsuperscript{c}The highest value for each \(c_j\) is italicized for emphasis.

\textsuperscript{d}D2V-NN: Doc2Vec Nearest Neighbor.

\textsuperscript{e}RF: Random Forests.

\textsuperscript{f}SVM: Support Vector Machine.

\textsuperscript{g}DTC: dependency tree classifier.

We see that DTC\textsubscript{CNN-W} generally outperforms the other classifiers with this measure; notable exceptions are \(c_2, c_5\) (bad staff), \(c_4, c_7\) (long visit time), and \(c_3, c_6\) (long wait time), where substantial numbers of sentences with these class labels were misclassified with the opposite label: 26.98% of \(c_6\) sentences were classified as \(c_5\) (good staff), 38.03% of \(c_7\) sentences were classified as \(c_5\) (short visit time), and 43.22% of \(c_8\) sentences were classified as \(c_6\) (long wait time). Finally, **Table 5** shows the ratio of review sentences classified as \(c_i\) or \(c_j\) (ie, a classifier predicted their class labels \(c_i\) or \(c_j\) that were classified correctly. By this measure, DTC\textsubscript{CNN-W} performs poorly compared with CNN-W and Matsumoto. Although the DTC algorithm’s semgrex patterns classify more sentences as \(c_i\) or \(c_j\), many of these classifications are incorrect. In the next section, we discuss reasons for some of these misclassifications.
Table 4. Per-label accuracy of top 3 classifiers on doctor review dataset for each $c_{1}^{x}$ and $c_{1}^{y}$.

<table>
<thead>
<tr>
<th>Label and classifier</th>
<th>$c_{1}$ (%)</th>
<th>$c_{2}$ (%)</th>
<th>$c_{3}$ (%)</th>
<th>$c_{4}$ (%)</th>
<th>$c_{5}$ (%)</th>
<th>$c_{6}$ (%)</th>
<th>$c_{7}$ (%)</th>
<th>$c_{8}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{1}^{x}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN-W</td>
<td>31.37%</td>
<td>57.22%</td>
<td>0.00%</td>
<td>47.62%</td>
<td>40.54%</td>
<td>60.69%</td>
<td>45.07%</td>
<td>40.85%</td>
</tr>
<tr>
<td>Matsumoto</td>
<td>13.73%</td>
<td>57.04%</td>
<td>4.00% b</td>
<td>48.57%</td>
<td>41.16%</td>
<td>59.16%</td>
<td>52.11%</td>
<td>47.89%</td>
</tr>
<tr>
<td>DTC$_{CNN-W}$</td>
<td>33.33%</td>
<td>59.69%</td>
<td>4.00%</td>
<td>51.11%</td>
<td>48.02%</td>
<td>64.89%</td>
<td>39.44%</td>
<td>71.83%</td>
</tr>
<tr>
<td>$c_{1}^{y}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN-W</td>
<td>19.05%</td>
<td>27.35%</td>
<td>34.48%</td>
<td>15.44%</td>
<td>13.36%</td>
<td>35.42%</td>
<td>18.99%</td>
<td>57.04%</td>
</tr>
<tr>
<td>Matsumoto</td>
<td>23.81%</td>
<td>27.65%</td>
<td>35.00%</td>
<td>13.24%</td>
<td>12.93%</td>
<td>43.32%</td>
<td>20.25%</td>
<td>57.79%</td>
</tr>
<tr>
<td>DTC$_{CNN-W}$</td>
<td>33.33%</td>
<td>48.24%</td>
<td>47.51%</td>
<td>38.97%</td>
<td>25.00%</td>
<td>27.52%</td>
<td>35.44%</td>
<td>35.68%</td>
</tr>
</tbody>
</table>

$^{a}$CNN-W: Convolutional Neural Network with Word2Vec.

$^{b}$For each $c_{j}$, the highest value for both $c_{1}^{x}$ and $c_{1}^{y}$ are italicized for emphasis.

$^{c}$DTC: dependency tree classifier.

Table 5. Ratio of sentences classified by the top 3 classifiers as $c_{1}^{x}$ or $c_{1}^{y}$ that were classified correctly.

<table>
<thead>
<tr>
<th>Label and classifier</th>
<th>$c_{1}$ (%)</th>
<th>$c_{2}$ (%)</th>
<th>$c_{3}$ (%)</th>
<th>$c_{4}$ (%)</th>
<th>$c_{5}$ (%)</th>
<th>$c_{6}$ (%)</th>
<th>$c_{7}$ (%)</th>
<th>$c_{8}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{1}^{x}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN-W</td>
<td>34.78%</td>
<td>60.19% b</td>
<td>0.00%</td>
<td>62.50%</td>
<td>50.26%</td>
<td>66.81%</td>
<td>57.14%</td>
<td>65.91%</td>
</tr>
<tr>
<td>Matsumoto</td>
<td>46.67%</td>
<td>43.40%</td>
<td>50.00%</td>
<td>66.23%</td>
<td>55.31%</td>
<td>71.10%</td>
<td>67.27%</td>
<td>77.27%</td>
</tr>
<tr>
<td>DTC$_{CNN-W}$</td>
<td>16.04%</td>
<td>41.66%</td>
<td>10.00%</td>
<td>20.69%</td>
<td>22.58%</td>
<td>43.59%</td>
<td>23.73%</td>
<td>21.52%</td>
</tr>
<tr>
<td>$c_{1}^{y}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN-W</td>
<td>40.00%</td>
<td>41.52%</td>
<td>50.56%</td>
<td>22.83%</td>
<td>28.70%</td>
<td>41.27%</td>
<td>29.41%</td>
<td>59.06%</td>
</tr>
<tr>
<td>Matsumoto</td>
<td>58.82%</td>
<td>34.18%</td>
<td>56.52%</td>
<td>34.62%</td>
<td>25.64%</td>
<td>49.53%</td>
<td>53.33%</td>
<td>70.99%</td>
</tr>
<tr>
<td>DTC$_{CNN-W}$</td>
<td>10.98%</td>
<td>13.50%</td>
<td>28.57%</td>
<td>13.38%</td>
<td>14.25%</td>
<td>22.90%</td>
<td>14.29%</td>
<td>29.96%</td>
</tr>
</tbody>
</table>

$^{a}$CNN-W: Convolutional Neural Network with Word2Vec.

$^{b}$For each $c_{j}$, the highest value for both $c_{1}^{x}$ and $c_{1}^{y}$ are italicized for emphasis.

$^{c}$DTC: dependency tree classifier.

Discussion

Anecdotal Examples

In this section, we show some specific patterns generated by our algorithm along with some actual review sentences that match these patterns. The semgrex pattern $/neg/ \ldots /wait.*/ > /long.*/$ was generated from a sentence with class label $c_{8}^{x}$ (short wait) in class $c_{8}^{y}$ (wait time) in the doctor review dataset. It consists of a node that has 2 descendants: another generic node in a direct negation relation and wait in an indirect relation. The word wait has 1 direct descendant, the word long. The following is an example of a correctly matched sentence: “You are known by name and never have to wait long.” This is an incorrectly matched one: “As a patient, I was not permitted to complain to the doctor about the long wait, placed on hold and never coming back to answer call.” We see that it contains the words long and wait, as well as a negation (the word never); however, the negation is not semantically related to the long wait the author mentioned. Providing additional training data to the classifier may prevent such misclassifications by finding a pattern (or improving the rank of an existing pattern) that more appropriately makes such distinctions.

Limitations

In addition to the incorrect handling of negation described above, another limitation of our algorithm is that some sentences of a particular class can be sufficiently similar to sentences from another class, which may lead to misclassifications. Some examples of this can be seen in class $c_{6}^{0}$ (no mention
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Abstract

Background: Major depressive disorder (MDD) is highly recurrent and has a significant disease burden. Although the effectiveness of internet-based interventions has been established for the treatment of acute MDD, little is known about their cost effectiveness, especially in recurrent MDD.

Objectives: Our aim was to evaluate the cost effectiveness and cost utility of an internet-based relapse prevention program (mobile cognitive therapy, M-CT).

Methods: The economic evaluation was performed alongside a single-blind parallel group randomized controlled trial. Participants were recruited via media, general practitioners, and mental health care institutions. In total, 288 remitted individuals with a history of recurrent depression were eligible, of whom 264 were randomly allocated to M-CT with minimal therapist support added to treatment as usual (TAU) or TAU alone. M-CT comprised 8 online lessons, and participants were advised to complete 1 lesson per week. The economic evaluation was performed from a societal perspective with a 24-month time horizon. The health outcomes were number of depression-free days according to Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) criteria assessed with the Structured Clinical Interview for DSM-IV axis I disorders by blinded interviewers after 3, 6, 12, and 24 months.
12, and 24 months. Quality-adjusted life years (QALYs) were self-assessed with the three level version of the EuroQol Five Dimensional Questionnaire (EQ-5D-3L). Costs were assessed with the Trimbos and Institute for Medical Technology Assessment Questionnaire on Costs Associated with Psychiatric Illness (TiC-P). Incremental cost-effectiveness ratios were calculated and cost-effectiveness planes and cost-effectiveness acceptability curves were displayed to assess the probability that M-CT is cost effective compared to TAU.

**Results:** Mean total costs over 24 months were €8298 (US $9415) for M-CT and €7296 (US $8278) for TAU. No statistically significant differences were found between M-CT and TAU regarding depression-free days and QALYs (P=.37 and P=.92, respectively). The incremental costs were €179 (US $203) per depression-free day and €230,816 (US $261,875) per QALY. The cost-effectiveness acceptability curves suggested that for depression-free days, high investments have to be made to reach an acceptable probability that M-CT is cost effective compared to TAU. Regarding QALYs, considerable investments have to be made but the probability that M-CT is cost effective compared to TAU does not rise above 40%.

**Conclusions:** The results suggest that adding M-CT to TAU is not effective and cost effective compared to TAU alone. Adherence rates were similar to other studies and therefore do not explain this finding. The participants scarcely booked additional therapist support, resulting in 17.3 minutes of mean total therapist support. More studies are needed to examine the cost effectiveness of internet-based interventions with respect to long-term outcomes and the role and optimal dosage of therapist support. Overall, more research is needed on scalable and cost-effective interventions that can reduce the burden of recurrent MDD.

**Trial registration:** Netherlands Trial Register NTR2503; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=2503 (Archived by WebCite at http://www.webcitation.org/73aBn41r3)

**KEYWORDS**

major depressive disorders; recurrence; cognitive therapy; internet; prevention; cost effectiveness

**Introduction**

In 2016, an estimated 268 million individuals worldwide were affected with a depressive disorder [1]. Major depressive disorder (MDD) is a highly recurrent disorder [2] with a substantial disease burden [1,3] and formidable economic costs due to health care use and productivity losses [4-7].

To alleviate the burden of MDD, psychological interventions and/or antidepressants are recommended for the acute phase of MDD and as continuation/maintenance therapy to prevent relapse and recurrence [8]. However, health care resources are limited and many individuals fail to seek treatment [9-12]. Because of their flexible and accessible nature, internet-based interventions could be a viable cost-effective solution that reaches a large number of at-risk individuals. The effectiveness of internet-based interventions in acute and residual MDD has been established [13-17], with small to moderate effect sizes for interventions without therapist support and higher effect sizes with therapist support [13,15]. To date, only one study examined the long-term effects of an internet-based relapse prevention program for depression [18] and no study has examined its cost effectiveness. Only a single study aimed at the prevention of MDD examined the cost effectiveness of an internet-based intervention but this study aimed to prevent the first onset of MDD [19]. Thus, little is known about the cost effectiveness of internet-based relapse prevention for recurrent MDD. More information is needed on the health impact and economic costs to inform policy makers and health care providers.

In our randomized controlled trial (RCT), we examined the clinical effectiveness of an internet-based relapse prevention program (mobile cognitive therapy, M-CT) added to treatment as usual (TAU) compared to TAU alone in remitted individuals with recurrent MDD. Results showed that M-CT added to TAU was slightly but not significantly superior to TAU alone after 24 months in terms of cumulative relapse/recurrence rate, number of depressive relapses, and depressive symptoms [20]. In this study, we evaluated the cost effectiveness and cost utility of M-CT to see if the economic case could be made for this low-cost and highly scalable intervention that was added to TAU. We hypothesize that M-CT added to TAU is cost effective compared with TAU alone as it might generate slightly better health outcomes and thereby lower costs for other mental health services.

**Methods**

**Study Design**

The economic evaluation was performed alongside a single-blind parallel group 2-arm RCT in which 288 participants aged between 18 and 65 years were eligible, of whom 264 were randomized to either M-CT added to TAU or TAU alone. This trial was registered at Nederlands Trial Register [NTR2503] and approved by Stichting Medisch-Ethische Toetsingscommissie Instellingen Geestelijke Gezondheidszorg, an independent medical ethics committee. The results were reported according to the Consolidated Standards of Reporting Trials–EHEALTH checklist [21] (Multimedia Appendix 1). The economic evaluation was conducted and reported according to the Consolidated Health Economic Evaluation Reporting Standards statement (Multimedia Appendix 2). The study design and results are described in detail elsewhere [20,22] but are summarized briefly here.

**Participants and Procedure**

The participants were recruited via media, general practitioners, and mental health care institutions and were included between
mid-September 2010 and August 2013 after providing a written informed consent. To be included, the following criteria had to be met: (1) a history of at least 2 major depressive episodes (MDEs) according to Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, (DSM-IV) criteria assessed with the Structured Clinical Interview for DSM-IV Disorders (SCID-I) [23] of which the latest MDE occurred within the last 2 years and (2) currently remitted for at least 2 months according to the SCID-I and a score of ≤10 on the Hamilton Rating Scale for Depression (HRSD) [24]. Exclusion criteria were current or past (hypo)mania, bipolar or psychotic disorder, alcohol or drug abuse, or a predominant anxiety disorder. Independent psychologists or research assistants interviewed the potential participants for inclusion and exclusion criteria. Our initial criterion of having experienced at least 2 depressive episodes within 5 years was discarded, as individuals with multiple episodes over a longer period of time are also at risk [25]. We examined whether this affected our primary outcomes, but this was not the case.

Randomization and Masking
Randomization was planned to be stratified by type of aftercare and number of MDEs, but eventually simple randomization was carried out due to a programming error. The participants were randomized (allocation ratio 1:1) by an independent researcher not otherwise involved in the study who was masked for clinical characteristics and who used computer-generated numbers generated in Stata software (StataCorp LLC). An independent researcher not involved in the follow-up interviews assigned the participants to the treatment conditions. The participants were not blinded to treatment allocation due to the nature of the intervention. The interviewers were unaware of the participants’ treatment allocation, and the participants were instructed not to inform the interviewer of their treatment allocation. The assessor was replaced by another independent assessor in case the randomization was broken.

Interventions
M-CT is based on preventive cognitive therapy (PCT) [26], a face-to-face therapy that protects against relapse/recurrence in remitted individuals [27-29]. Bockting and Van Valen developed the content of M-CT [30], and it was built into the ePlatform of the Trimbos Institute, a nonprofit organization in the Netherlands with a focus on issues related to mental health and addiction. Participants from previous relapse prevention studies and a patients’ association for depression (Depressievereniging) were involved in the development of the research question, outcome measures, design, development, and implementation of M-CT. The content of the program remained unaltered during the evaluation period and logfile analysis was used to monitor the use of the intervention. The program was free of charge for the participants, and an independent researcher provided participants with usernames and passwords to log in. M-CT comprised 8 online modules with minimal therapist support and continued mobile mood monitoring using text messages. The participants were advised to work on one lesson each week and were offered a minimum of 2 and a maximum of 4 telephone contacts with a therapist (maximum duration: 30 minutes per contact). Two therapist contacts were prebooked and 2 optional contacts could be booked by the participants additionally. Participating therapists were supervised by an experienced clinical psychologist. The primary task of the therapists was to work through the M-CT program. The participants received a reminder by email or text message if they did not log in to the website for 6 weeks. Feedback from the participants on the intervention was obtained by giving them the opportunity to evaluate each specific lesson. Participants randomized to M-CT and TAU continued to receive usual care, which could include, for example, antidepressants, counseling, or no care.

Costs
The economic evaluation was performed according to the Dutch guidelines [31] in which a societal perspective is recommended, implying that costs both inside and outside the health care sector are assessed. Health care costs included medication use and inpatient, outpatient, and primary care. Costs directly related to the M-CT intervention included costs of training and supervision of therapists during the study, the duration of contacts between participants and therapists (telephone and email contact), and costs related to information and communication technologies. The last category mainly consisted of costs related to developing, upgrading, and maintaining the M-CT website. In addition, various types of costs outside the health care sector were examined. Patient and family costs included informal care (ie, the monetary valuation of time invested by relatives or acquaintances in helping or assisting the participant), travel expenses, and psychiatric home care. Costs of productivity losses due to illness-related absence from work were estimated as were costs related to changes in efficiency while at work and changes in the amount of voluntary (unpaid) work conducted by the participants. Costs of productivity losses were estimated with the friction cost method [32]. This method takes the employer’s perspective and calculates the time (the friction period) until another employee has replaced the worker that is absent.

Cost data were collected with the Trimbos and Institute for Medical Technology Assessment Questionnaire on Costs Associated with Psychiatric Illness (TiC-P) [33]. This questionnaire was administrated online to all participants every 3 months, starting at baseline. Since there was variation in the maximum number of days medication use could be filled out by the participants, we extrapolated all medication use to 3 months. In order to facilitate comparisons with other economic evaluations, unit prices (ie, the price of one unit of each included cost type) were based on Dutch standard prices for the year 2014 [34]. Full economic cost prices of used resources were computed when standard prices were not available.

Outcomes
The economic evaluation comprised cost-effectiveness and cost-utility analyses. The health outcome measure of the cost-effectiveness analysis was the number of depression-free days based on DSM-IV criteria assessed with a telephone version of the SCID-I after 3, 12, and 24 months. Quality-adjusted life years (QALYs) were used as a health outcome measure of the cost-utility analysis using the area under the curve method. The QALY is a health measure that combines...
quality of life and the amount of time spent in a health condition, where one QALY is equal to 1 year lived in perfect health. The quality component of the QALY was derived from the three level version of the EuroQol Five Dimensional Questionnaire (EQ-5D-3L) administered online at 3-month intervals starting from baseline [35] by using Dutch tariffs to obtain utilities for specific health states [36]. The EQ-5D-3L is a commonly applied self-administered instrument that measures the generic health status and consists of 5 questions covering the following 5 dimensions: mobility, self-care, usual activities, pain/discomfort, and anxiety/depression. Both costs and health outcomes were discounted at 1.5% for health outcomes and 4% for costs according to the Dutch guidelines [31].

Economic Evaluation

The power calculation of the primary outcome is described elsewhere [20,22]. Since the study was only powered to detect differences in health outcomes and not in costs, as in most economic evaluations, we used probabilistic and medical decision-making techniques to draw inferences about the cost effectiveness. The intention-to-treat principle was used, in which all participants were analyzed according to their randomized condition, irrespective of their actual treatment. In our main analysis, we used multiple imputations by chained equations with predictive mean matching to account for missing data. The use of this technique may avoid bias associated with complete case analyses and makes optimal use of available data. Baseline variables predictive of clinical and cost outcomes and of a variable being missing were incorporated in the imputation model as recommended by White et al [37] to enhance the precision of the model and correct for possible bias. To account for participants with extremely high costs resulting in unstable imputation estimates, winsorizing was used for the main analyses. Using winsorizing, extreme values are instead replaced by certain percentiles, in this case the 97.5th percentile as opposed to trimming in which the extreme values are merely deleted [38,39].

Costs and outcomes were used to calculate the incremental cost-effectiveness ratio (ICER) of M-CT relative to TAU alone [40]. The following formula was used for calculating the ICER:

\[
\text{ICER} = \frac{C_{M-CT} - C_{TAU}}{QALY_{M-CT} - QALY_{TAU}}
\]

where \(C_{M-CT}\) and \(C_{TAU}\) are the mean costs, and QALY\(_{M-CT}\) and QALY\(_{TAU}\) are the mean QALYs in M-CT and TAU, respectively. The ICER is interpreted as the additional costs per QALY gained when M-CT is offered rather than TAU. The bootstrap method [41] was applied to account for the uncertainty in the economic evaluation by repeated random sampling with replacement from the original dataset. Seemingly unrelated regression equations were bootstrapped (5000 times) to allow for correlated residuals of the cost and utility equations and adjust for baseline differences in one of the sensitivity analyses. In each bootstrap step, the mean cost differences and the mean outcome differences were computed and these were plotted in the cost-effectiveness plane [42]. Finally, cost-effectiveness acceptability curves (CEACs) [43] were graphed, taking into account the relative placement of the bootstrap replications. CEACs inform decision makers on the likelihood that an intervention is deemed to be cost effective given a range of willingness-to-pay ceilings for gaining an additional unit of health (ie, gaining one QALY and gaining one depression-free day). The analyses were conducted using Stata (StataCorp LLC).

Sensitivity Analyses

Due to the amount of missing data, we used multiple imputations in the main analysis to handle missing data. To ascertain the robustness of our findings, we performed several sensitivity analyses, each handling missing data in a different way. It should be noted that in the main analysis, 29 participants were not included since they dropped out immediately after randomization and no follow-up information was available. Nevertheless, we performed an additional sensitivity analysis in which all participants were included for a full-fledged intention-to-treat analysis. The main analysis was repeated again but now restricted to individuals for whom at least 50% of the cost data were available. A final analysis to evaluate the impact of drop-out was based on complete cases. At baseline, we observed a slight imbalance between both conditions with respect to gender, severity of the last MDE, and baseline costs. Studies suggest that gender is not associated with relapse or recurrence but that severity of the last MDE might be [25]. Therefore, we repeated the main analysis now adjusting for the small baseline imbalances in severity of the last MDE and baseline costs.

Results

Sample Characteristics

The participant flow during the study is displayed in Multimedia Appendix 3. In total, 288 participants were eligible of whom 264 were randomized to either M-CT added to TAU (n=132) or TAU alone (n=132). In total, 29 participants dropped out immediately after randomization and 24 were lost to follow-up during the study. Overall, the baseline clinical and demographic characteristics of all participants (Table 1) and participants with any follow-up data were similar and equally distributed over the treatment conditions, suggesting no systematic bias due to drop-out of the 29 individuals with no follow-up data. Complete cost and effect data (available for all measurements) were available for 19.1 % (45/235) participants. At least one measurement of cost data after baseline was available for 83.0% (195/235) of the participants. For 54.9% (129/235) of the participants, at least half of the cost measurements were available.

http://www.jmir.org/2018/11/e10437/
Table 1. Sample characteristics by condition at baseline. Values may not add up to 100% because of missing data.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>M-CT&lt;sup&gt;a&lt;/sup&gt; (n=132)</th>
<th>TAU&lt;sup&gt;b&lt;/sup&gt; (n=132)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.6 (10.9)</td>
<td>47.1 (10.7)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>105 (79.5)</td>
<td>92 (69.7)</td>
</tr>
<tr>
<td>Country of birth, The Netherlands, n (%)</td>
<td>116 (88.5)</td>
<td>121 (92.4)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>39 (29.8)</td>
<td>32 (24.2)</td>
</tr>
<tr>
<td>Married or cohabiting</td>
<td>82 (62.6)</td>
<td>87 (65.9)</td>
</tr>
<tr>
<td>Divorced/widowed</td>
<td>10 (7.7)</td>
<td>13 (9.9)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary and/or secondary education</td>
<td>17 (12.9)</td>
<td>22 (16.7)</td>
</tr>
<tr>
<td>Vocational education</td>
<td>30 (22.7)</td>
<td>34 (25.8)</td>
</tr>
<tr>
<td>Higher education</td>
<td>85 (64.4)</td>
<td>76 (57.6)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>87 (66.4)</td>
<td>90 (68.7)</td>
</tr>
<tr>
<td>Treatment as usual, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No treatment</td>
<td>46 (34.8)</td>
<td>39 (30.0)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>34 (25.8)</td>
<td>43 (33.1)</td>
</tr>
<tr>
<td>Specialized mental health aftercare</td>
<td>52 (39.4)</td>
<td>48 (36.9)</td>
</tr>
<tr>
<td>Treatment with antidepressants, n (%)</td>
<td>72 (55.4)</td>
<td>65 (50.8)</td>
</tr>
<tr>
<td>Previous episodes MDD&lt;sup&gt;c&lt;/sup&gt;, median (IQR&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>4 (2.8)</td>
<td>4 (2.0)</td>
</tr>
<tr>
<td>Total HRSD&lt;sup&gt;e&lt;/sup&gt;, mean (SD)</td>
<td>3.7 (3.1)</td>
<td>3.4 (2.9)</td>
</tr>
<tr>
<td>Depressive symptoms (IDS-SR&lt;sup&gt;f&lt;/sup&gt;), mean (SD)</td>
<td>16.5 (10.3)</td>
<td>16.3 (9.7)</td>
</tr>
<tr>
<td>Severity past episode, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>37 (28.0)</td>
<td>25 (18.9)</td>
</tr>
<tr>
<td>Moderate</td>
<td>73 (55.3)</td>
<td>71 (53.8)</td>
</tr>
<tr>
<td>Severe</td>
<td>22 (16.7)</td>
<td>36 (27.3)</td>
</tr>
<tr>
<td>Baseline utilities (EQ-5D-3L&lt;sup&gt;g&lt;/sup&gt;), mean (SD)</td>
<td>0.86 (0.12)</td>
<td>0.84 (0.17)</td>
</tr>
<tr>
<td>Baseline costs (€), mean (SD)</td>
<td>1729 (3699)</td>
<td>1552 (3216)</td>
</tr>
</tbody>
</table>

<sup>a</sup>M-CT: mobile cognitive therapy.
<sup>b</sup>TAU: treatment as usual.
<sup>c</sup>MDD: major depressive disorder.
<sup>d</sup>IQR: interquartile range.
<sup>e</sup>HRSD: Hamilton Rating Scale for Depression.
<sup>f</sup>IDS-SR: Inventory of Depressive Symptomatology, Self-Report.
<sup>g</sup>EQ-5D-3L: three level version of the EuroQol Five Dimensional Questionnaire.

**Costs**

The various types of costs generated by both groups during the 24 months of the study are presented in Multimedia Appendix 4. Presented costs were based on the data of participants for whom at least one cost measurement after the baseline assessment was available during the study. Mean costs of the M-CT intervention were €73 (US $83) per participant. These costs were mainly related to the training and supervision of therapists, contacts between therapists and participants, and information and communication technology costs (development and periodically upgrading the software and server costs). In both conditions, the costs of hospital admissions and outpatient care provided by mental health care services contributed considerably to the overall costs within the health care sector. Costs related to productivity losses had the largest impact on overall societal costs. Mean total costs accrued over 24 months were €8298 (US $9410) for M-CT and €7296 (US $8274) for TAU.

**Outcomes**

The mean number of depression-free days within the 24 months of the study was 661 in M-CT and 656 in TAU. Mean QALYs were 1.65 for both M-CT and TAU. No statistically significant
differences in depression-free days and QALYs were found ($t=0.43, P=.67$ and $t=0.18, P=.86$, respectively).

**Economic Evaluation**

According to the main analysis, M-CT resulted in an extra 5.6 gain in depression-free days (95% CI 5.3-6.0) and a 0.004 QALY gain (95% CI 0.004-0.005)—but these health gains were achieved at higher costs (€1008 [US $1143], 95% CI €983-€1034). For both health outcomes, most of the bootstrapped ICERs were located in the northeast quadrant (55.5% for depression-free days and 46.5% for QALYs), indicating that the probability that M-CT is deemed cost effective depends on the willingness-to-pay for an additional health gain (see Figures 1 and 2). When the willingness-to-pay per additional depression-free day is zero, M-CT has approximately a 40% probability of being cost effective. When the willingness-to-pay per additional gain in depression-free days increases, the probability that M-CT is cost effective also increases but does not rise above 65%. For QALYs, increased willingness-to-pay only leads to slight increases in the probability that M-CT will be considered cost effective and the probability that M-CT is cost effective does not rise above 40%.

**Sensitivity Analyses**

Table 2 displays the main analysis and sensitivity analyses. The sensitivity analysis including all randomized participants (n=264) overall yielded similar results. When taking into account participants for whom at least 50% of the data were available, TAU dominated M-CT in terms of depression-free days, and results were roughly similar to the main analysis for QALYs. In the complete case analysis, TAU dominated M-CT. Adjustments for imbalanced baseline variables yielded similar results.

Figure 1. Incremental cost-effectiveness plane (left) and cost-effectiveness acceptability curve (right) for the 5000 bootstrapped incremental costs per depression-free day gained. Reps: bootstrap replication; PE-line: line which represents the point estimate of the ICER (average cost/effect of bootstrap replications).
Figure 2. Incremental cost-effectiveness plane (left) and cost-effectiveness acceptability curve (right) for the 5000 bootstrapped incremental costs per quality-adjusted life years gained. Reps: bootstrap replication; PE-line: line which represents the point estimate of the ICER (average cost/effect of bootstrap replications).
### Table 2. Sensitivity analyses with all estimates based on 5000 bootstrap replications.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Costs and effects</th>
<th>Mean ICER&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Distribution of cost- effectiveness plane</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(€)</td>
<td>NE&lt;sup&gt;b&lt;/sup&gt; (%)</td>
</tr>
<tr>
<td><strong>Cost effectiveness, depression-free days</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main analysis&lt;sup&gt;f&lt;/sup&gt; (n=235)</td>
<td>1008 (983-1034)</td>
<td>5.6 (5.3 to 6.0)</td>
<td>179</td>
</tr>
<tr>
<td>Main analysis all participants&lt;sup&gt;g&lt;/sup&gt; (n=264)</td>
<td>1033 (1000-1065)</td>
<td>4.7 (4.4 to 5.0)</td>
<td>140</td>
</tr>
<tr>
<td>≥50% follow-up data (n=129)</td>
<td>1562 (1508-1617)</td>
<td>–34.7 (–35.2 to –34.1)</td>
<td>(dominated)</td>
</tr>
<tr>
<td>Complete case (n=45)</td>
<td>2086 (1990-2181)</td>
<td>–51.7 (–52.5 to –50.9)</td>
<td>(dominated)</td>
</tr>
<tr>
<td><strong>Cost utility, QALYs&lt;sup&gt;h&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main analysis (n=235)</td>
<td>1008 (983-1034)</td>
<td>0.004 (0.004 to 0.005)</td>
<td>230,816</td>
</tr>
<tr>
<td>Main analysis all participants (n=264)</td>
<td>1033 (1000-1065)</td>
<td>0.02 (0.02 to 0.02)</td>
<td>53,583</td>
</tr>
<tr>
<td>≥50% follow-up data (n=129)</td>
<td>1562 (1508-1617)</td>
<td>0.02 (0.02 to 0.02)</td>
<td>87,676</td>
</tr>
<tr>
<td>Complete case (n=45)</td>
<td>2086 (1990-2181)</td>
<td>–0.04 (–0.05 to –0.04)</td>
<td>(dominated)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICER: incremental cost-effectiveness ratio.
<sup>b</sup>NE: northeast.
<sup>c</sup>SE: southeast.
<sup>d</sup>SW: southwest.
<sup>e</sup>NW: northwest.
<sup>f</sup>Main analysis using multiple imputations with predictive mean matching, excluding the 29 participants with no follow-up data.
<sup>g</sup>Main analysis but now with all participants including the 29 participants without follow-up data.
<sup>h</sup>QALY: quality-adjusted life year.

### Discussion

**Principal Findings and Comparison With Prior Work**

This study was the first to evaluate the cost effectiveness and cost utility of an internet-based relapse prevention program for recurrent MDD. The results of this study suggest that M-CT added to TAU is not cost effective compared to TAU alone over a 24-month period.

The results revealed that the total costs in both conditions were dominated by losses in productivity, which is consistent with Krol et al [44] and Biesheuvel-Leliefeld et al (unpublished data, 2018). Krol et al [44] found that choices made regarding the inclusion or exclusion of indirect costs influence cost-effectiveness studies to a great extent. As MDD is a disorder with extensive losses in worker productivity [4-7,44], we believe that the societal perspective, in which both direct and indirect costs are included, is justified. Our main analysis showed that participants using M-CT had slightly more depression-free days (5.6 days) and better QALYs (0.004) compared to TAU but achieved at higher costs (€1008 [US $1143]). The probability that M-CT was cost effective in terms of depression-free days and QALYs was dependent on the willingness-to-pay for an additional health gain. For depression-free days, a substantial investment had to be made before reaching an acceptable probability that M-CT was deemed cost effective. For QALYs, a substantial investment had to be made but the probability that M-CT was cost effective did not rise above 40%. We conclude that adding M-CT to TAU is not a cost-effective strategy compared to TAU alone. The results of the sensitivity analyses were partly inconsistent with the main analysis and will be further discussed.

The results contrast with our expectations based on the positive short-term results of M-CT [45] and with the promising findings of Holländare [18] regarding the internet-based relapse prevention therapy in partially remitted individuals. Moreover, the results contrast with the long-term effectiveness of face-to-face PCT that is found by Bockting et al [27-29,46] and De Jonge et al (unpublished data, 2018) and with PCT administered as bibliotherapy with therapist support [47]. As reported elsewhere [20], treatment adherence in this study was comparable to other studies (68.2% [90/132] finished at least 5 lessons) [15] and, therefore, we believe this did not explain the results. Our short-term clinical results demonstrated a positive effect of M-CT on residual depressive symptoms during the first months compared to TAU [45], whereas our long-term results showed no protective effects of M-CT on cumulative relapse/recurrence rate, number of depressive relapses/recurrences, and depressive symptoms after 24 months [20]. Therefore, we hypothesize that M-CT might generate better effects at lower costs during the first months and hence might be more cost effective compared to TAU but that the costs and effects become less favorable for M-CT in the long run. This hypothesis is consistent with the meta-analytic review of So et
al [48] that found short-term effects of internet-based treatments for MDD but no effects beyond 6 months posttreatment. However, a recent review on the long-term effects of internet-based guided cognitive behavioral therapy showed enduring effects for several disorders [49]. We hypothesize that more therapist support and/or booster sessions are needed for M-CT to become more cost effective in the long term. In this study, minimal therapist support was enlisted by the participants (ie, a mean total therapist time of only 17.3 minutes [range 0-70] per participant). Several systematic reviews and meta-analyses showed that internet-based interventions are especially effective when provided with therapist support [13,15,16]. Therapist guidance also seems an important factor in economic evaluations of internet-based interventions. A recent systematic review on economic evaluations of internet- and mobile-based interventions for the treatment and prevention of depression concluded that the internet-based interventions that were likely to be cost effective were all guided interventions whereas the unguided interventions were not likely to be cost effective or the results were ambiguous [50]. However, it is important to note that for most of these guided interventions, a considerable investment was needed in order to reach an acceptable probability that the intervention was deemed cost effective. In their systematic review on the cost effectiveness of internet-based interventions for a wide range of mental health disorders, Donker et al [51] highlighted that the most robust evidence in terms of cost effectiveness was found for guided interventions. A recent individual-participant data meta-analysis on the cost effectiveness of guided internet-based interventions for depression based on 5 studies concluded that considerable investments had to be made for an acceptable probability that the intervention would be cost effective compared to controls in terms of treatment response and depressive symptoms and that for QALYs, this probability was low at the widely used willingness-to-pay-threshold [52]. Differences between the systematic reviews and meta-analysis might be caused by differences in methodology, control group, and/or differences in when an intervention is perceived cost effective. For example, in the systematic review of Paganini et al [50], studies examining only direct health care costs were also included and 4 out of the 7 studies classified as cost effective used a wait list control group as comparator, whereas in the meta-analysis of Kolovos et al [52], only studies that also took into account productivity losses were included and only one study included a wait list control group.

Thus, more information is needed under which circumstances internet-based treatments are effective and cost effective regarding short-term and long-term outcomes. Based on their systematic review, Erbe et al [53] concluded that combining the strength of both face-to-face and internet-based interventions might be a promising direction, although more studies are needed. In addition, besides examining the (cost) effectiveness of specific internet-based interventions, future studies should focus more on the implementation in clinical practice, taking into account specific barriers (eg, preferences of individuals and professionals) [54,55]. Furthermore, more information is needed under which circumstances face-to-face or other forms of PCT are cost effective. To date, one study examined the cost effectiveness of PCT administered as guided bibliotherapy for remitted recurrently depressed individuals (Biesheuvel-Leliefeld et al, unpublished data, 2018) and another study examined the cost effectiveness of PCT in remitted recurrently depressed individuals that had received acute-phase cognitive therapy (De Jonge et al, unpublished data, 2018). Both studies concluded that investments had to be made for an acceptable probability that the intervention would be cost effective in terms of recurrences. For QALYs, substantial investments had to be made but probabilities that the intervention would be cost effective remained low.

Limitations

Some limitations of this study are important to acknowledge. First, cost data were collected with a self-report questionnaire approximately every 3 months during the 24-month follow-up and therefore a substantial amount of participants missed one or more measurement. To deal with missing data, multiple imputations, which is a recommended strategy to handle missing data in cost-effectiveness studies performed alongside RCTs [56,57], were used in our main analysis. We can assume the data were at least partly missing at random since baseline characteristics predicted whether the data were missing. Nevertheless, the missing completely at random assumption cannot be proved, and it is possible data were missing not at random because drop-out could be related to depressive symptom severity. Because of the amount of missing data, we did not want to rely on a single imputation technique and therefore performed several sensitivity analyses that each handled missing data in a different way. The main analysis, the analysis including all participants, and the analysis incorporating participants for whom at least 50% of the data were available (the latter only regarding QALYs) showed similar results. The analysis including participants with at least 50% data (regarding depression-free days) and complete cases showed higher costs and worse outcomes for M-CT compared to TAU. Multiple imputations are preferred over a complete case analysis because of the potential selection bias that might occur due to missing values. The results of the complete cases and cases with at least 50% of the data do suggest a possible selection bias in drop-out, which is also suggested when inspecting a baseline table displaying only the complete cases and cases with 50% of the data. Altogether, we regard our main analysis as primary. Second, the data were obtained in the Netherlands, and generalizability into other countries with other treatment settings is questionable. Third, the cost data and data for the cost-utility analysis were based on retrospective self-report questionnaires which may have affected the reliability. The TiC-P has shown to be a reliable and valid questionnaire for collecting cost data [58]. However, the EQ-5D might be subjected to a possible ceiling effect when estimating changes in QALYs for this group of remitted individuals. Moreover, the EQ-5D refers to the current health state and therefore does not capture all relapses/recurrences during the 24 months of the study.

Conclusions

Although the effectiveness of internet-based therapy for depression is currently established, only a few studies examined the cost effectiveness of these interventions [17,50-52,59,60]. We conclude that adding M-CT to TAU is not an effective or
A cost-effective strategy to prevent relapse and recurrence. Future studies should examine the long-term effectiveness of internet-based interventions and the optimal dosage of guidance by therapists. MDD is highly recurrent [2] and one of the leading causes of disability [1,3]. Therefore, it is important that future studies continue to examine highly accessible, scalable, and (potentially) cost-effective interventions to treat depression including interventions that prevent relapse and recurrence. These studies are needed to inform decisions in mental health care. Since treatment effects can manifest differently over time [48], it is important that these cost-effectiveness studies on face-to-face and internet-based interventions include long follow-up periods.
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Abstract

Background: The financial relationship between physicians and industries has become a hotly debated issue globally. The Physician Payments Sunshine Act of the US Affordable Care Act (2010) promoted transparency of the transactions between industries and physicians by making remuneration data publicly accessible in the Open Payments Program database. Meanwhile, according to the World Health Organization, the majority of all noncommunicable disease deaths were caused by cardiovascular disease.

Objective: This study aimed to investigate the distribution of non-research and non-ownership payments made to thoracic surgeons, to explore the regularity of financial relationships between industries and thoracic surgeons.

Methods: Annual statistical data were obtained from the Open Payments Program general payment dataset from 2014-2016. We characterized the distribution of annual payments with single payment transactions greater than US $10,000, quantified the major expense categories (e.g., Compensation, Consulting Fees, Travel and Lodging), and identified the 30 highest-paying industries. Moreover, we drew out the financial relations between industries to thoracic surgeons using chord diagram visualization.

Results: The three highest categories with single payments greater than US $10,000 were Royalty or License, Compensation, and Consulting Fees. Payments related to Royalty or License transferred from only 5.38% of industries to 0.75% of surgeons with the highest median (US $13,753, $11,992, and $10,614 respectively) in 3-year period. In contrast, payments related to Food and Beverage transferred from 93.50% of industries to 98.48% of surgeons with the lowest median (US $28, $27, and $27). The top 30 highest-paying industries made up approximately 90% of the total payments (US $21,036,972, $23,304,996, and $28,116,336). Furthermore, just under 9% of surgeons received approximately 80% of the total payments in each of the 3 years. Specifically, the 100 highest cumulative payments, accounting for 52.69% of the total payments from 2014-2016; 7 surgeons received payments greater than US $1,000,000; 12 surgeons received payments greater than US $400,000. The majority (90%) of these surgeons received tremendous value from only one industry.

Conclusions: There exists a great discrepancy in the distribution of payments by categories. Royalty or License Fees, Compensation, and Consulting Fees are the primary transferring channels of single large payments. The massive transfer from industries to surgeons has a strong “apical dominance” and excludability. Further research should focus on discovering the fundamental driving factors for the strong concentration of certain medical devices and how these payments will affect the industry itself.

(J Med Internet Res 2018;20(11):e11655) doi:10.2196/11655
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**Introduction**

**Background**

The term transfer of value means a direct or indirect transfer of value, whether in cash, in kind or otherwise, in connection with the development or sale of medicine [1]. Potential conflicts of interest arising from the transfer of value between the pharmaceutical industries and physicians could significantly affect clinical care, research findings, and physician decision-making. The risks and benefits of physician-industry financial relationships have long been hotly debated [2-4]. A recent investigation found a pattern of after-the-fact compensation by industry to those advising the US government on drug approvals [5].

Open health care–related data have been widely collected and analyzed [6,7]. The Physician Payments Sunshine Act of the US Patient Protection and Affordable Care Act (2010) was enacted in response to growing public interest and scrutiny regarding the financial relationship between physicians and the pharmaceutical and product industries [8,9]. The act mandates that drug and device manufacturers report individual payments of greater than US $10, or US $100 in aggregate annually, received by physicians and teaching hospitals. Physicians include doctors of Medicine, Osteopathy, Dentistry, Dental Surgery, Podiatry, Optometry, and Chiropractic Medicine who are legally authorized to practice. Industry reporting of financial remuneration for travel, gifts, and services rendered is now mandated by the US Centers for Medicare and Medicaid Services (CMS), and the resulting data are made publicly available through the Open Payments Program (OPP) database [10]. General payment records in the OPP provide the total value of general payments or other transfers of value to a particular recipient for a particular date. Each record includes identifying information for the physicians and teaching hospitals in the United States, identifying information for the applicable manufacturer, and applicable group purchasing organizations who made the payment, the total amount of payment, date of payment, nature of payment, associated drug or biological, etc [11].

According to the World Health Organization’s 2018 annual report [12], the majority of all noncommunicable disease deaths were caused by cardiovascular disease, accounting for 44% of 41 million deaths. The American Heart Association 2018 update on heart disease and stroke statistics has disclosed that approximately 92.1 million American adults are living with cardiovascular disease or the after-effects of stroke. Direct and indirect costs of cardiovascular diseases and stroke are estimated to total more than US $329.7 billion [13].

**Study Aims**

Research has been conducted to quantify industry payments to different specialties by analyzing the OPP database [14-17]. However, compared with previous studies, we focused on analyzing the payment characteristics during a 3-year period and explored the regularity of the financial relationship between industries and thoracic surgeons.

---

**Methods**

**Data Sources**

We accessed the OPP general payment dataset, which is publicly accessible, from 2014-2016. We excluded the 2013 dataset due to incompleteness and inconsistencies in the OPP records, which may have led to deviation in reflecting the real situation. Our study focused on the non-research and non-ownership payments received by doctors of Thoracic Surgery. Therefore, we excluded payments for current or prospective ownership or investment interest and limited the physician specialty studied to Thoracic Surgery (Cardiothoracic Vascular Surgery). Payments valued at US $0 were also excluded. There are a few industries with the same name and different ID numbers in the OPP database; however, almost all annual cumulative payment amounts for the different IDs were either less than US $1000, or the payment amounts were no more than US $10, and the majority were transferred to the same surgeon or were associated with the same drug or biological agent. Therefore, we counted the number of industries with distinct names. Our final cohort included 197,592 payments from 446 industries to 4552 surgeons in 3 years.

**Payment Categories**

The CMS has defined 16 categories for the nature of payment. The six major expense categories involved in this study included the following: Consulting Fees; Compensation for services other than consulting, including serving as faculty or as a speaker at a venue other than a continuing education program (abbreviated as “Compensation”); Travel and Lodging; Food and Beverage; Royalty or License; and Education (see Multimedia Appendix 1). These six categories were selected because they account for greater than 95% of total payments in the database.

**Statistical Analysis**

All analyses were performed with R 3.4.1. Due to the significant skew of the data, the results are presented as median payments with interquartile ranges (IQR), and a log transformation was performed on payments prior to graphing boxplots to enable visual clarity. Descriptive statistics were calculated to analyze the distribution of annual payments with a single payment greater than US $10,000, payments by major expense categories, and payments by the 30 highest-paying industries. A chord diagram was used to show the distribution of the 100 highest cumulative payments from pharmaceutical industries to thoracic surgeons in the 3-year period.

**Results**

**Distribution of Annual Payments**

There were 61,963 payments totaling US $21,036,972 transferred from 299 industries to 3667 thoracic surgeons in 2014; 64,558 payments totaling US $23,304,996 transferred from 282 industries to 3613 surgeons in 2015; and 71,071 payments totaling US $28,116,336 transferred from 283 industries to 3717 surgeons in 2016. The registered number for Thoracic Surgery (Cardiothoracic Vascular Surgery) in the National Provider Identifier (NPI) Database was 5614, excluding...
The NPI number is a unique 10-digit number issued by the CMS to health care providers in the United States. Based on the NPI, 81.08% of the registered surgeons received a transfer of value in the 3 years; furthermore, two-thirds of the surgeons received a payment each year. The distribution of payments to thoracic surgeons significantly skewed toward smaller payments over the 3 years. The median dollar amount (IQR) of the annual payments were 44 (17-125), 42 (17-123), and 44 (17-126). Furthermore, the proportion of maximum payment increased dramatically from 5.58% (US $1,173,913), to 10.95% (US $2,551,007), to 17.78% (US $5,000,000) of the total. The result illustrated that the skewed distribution kept expanding overall from 2014-2016.

**Distribution by Six Major Expense Categories**

Six major expense categories accounted for 95.34%, 96.91%, and 95.53% of all payments in 2014, 2015, and 2016, respectively. The most common category associated with payments to thoracic surgeons was Compensation, accounting for 22.84% (US $4,804,701) and 32.18% (US $7,499,516) of all payments in 2014 and 2015, respectively. However, the most common payment changed to Royalty or License (US $7,846,886), which received 27.91% of the total in 2016. The second largest share of payments was Consulting Fees, accounting for 21.95%, 21.23%, and 20.91%, followed by Travel and Lodging 19.84%, 17.81%, and 17.54% (see Figure 1 and Multimedia Appendix 2). In addition, the proportion of Consulting Fees, Travel and Lodging, and Food and Beverage decreased gradually, whereas payments in the Education category increased by comparison.

The payment category with the highest median was Royalty or License. The median dollar payment (IQR) for this category and the percentage of surgeons receiving them were US $13,753 (4122-38,260) to 0.68%, US $11,992 (1132-43,054) to 0.55%, and US $10,614 (766-50,000) to 0.70%. In contrast, the payment category with the lowest median was Food and Beverage, in which the median payments in dollars (IQR) were US $28 (15-80) to 97.14%, US $27 (15-79) to 97.92%, and US $27 (14-77) to 98.33% (see Figures 2 and 3). In addition, the median of the Compensation and Education categories increased annually, while the median of the Royalty or License, and Consulting Fees categories decreased continuously.

Single payments greater than US $10,000 accounted for 35.19%, 39.44%, and 41.16% of the total during the 3 years, which transferred from 14.05% of the industries to 2.35% of the surgeons; from 13.83% of the industries to 2.13% of the surgeons; and from 11.66% to 2.02% of the surgeons, respectively (Table 1). The proportion of single payments greater than US $10,000 increased substantially; in contrast, the percentage of surgeons and industries decreased gradually. Royalty or License, Compensation, and Consulting Fees took up the three highest proportions in the 3 years. Moreover, 97.40%, 96.92%, and 98.95% of payments in the Royalty or License category were greater than US $10,000 from 2014-2016; 45.96%, 63.89%, and 30.29% of payments in the Compensation category were greater than US $10,000; and 36.11%, 35.21%, and 35.91% of payments in the Consulting Fees category were greater than US $10,000. Additionally, 8.62%, 8.36%, and 8.77% of surgeons with annual cumulative payment amounts greater than US $10,000 received 78.42% (US $16,496,272), 80.63% (US $18,790,319), and 81.82% (US $23,004,994), respectively.

**Figure 1.** Distribution of pharmaceutical industries payments to thoracic surgeons by major categories, 2014-2016.
Distribution by 30 Highest-Paying Industries and 100 Highest Cumulative Payments

The 30 highest-paying industries made up the vast majority (89.08%) of the total transferred to 3201 (87.29%) surgeons through 50,656 (81.75%) payments, 91.20% of the total transferred to 3127 surgeons through 52,010 payments, and 94.31% of the total transferred to 3372 surgeons through 60,975 payments during the 3 years (see Figure 4).

The 100 highest cumulative payments accounted for 52.69% (US $38,179,324) of the total transferred from 6.05% of the pharmaceutical industries to 1.89% of the thoracic surgeons in 3 years. The five highest-paying industries were Medtronic Vascular, Inc. (41.00% of the 100 highest cumulative payments), AtriCure, Inc. (9.85%), Baxter (6.36%), Intuitive Surgical, Inc. (6.14%), and Abiomed (5.77%). Moreover, 7 surgeons received payments greater than US $1,000,000; 12 surgeons received payments greater than US $400,000; and 68 surgeons received payments greater than US $80,000. Only 8 surgeons received a transfer of value from more than one industry (see Figure 5).
<table>
<thead>
<tr>
<th>Year and Category</th>
<th>Royalty or License</th>
<th>Compensation</th>
<th>Consulting Fee</th>
<th>Travel and Lodging</th>
<th>Education</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2014</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgeons, n</td>
<td>16</td>
<td>17</td>
<td>37</td>
<td>21</td>
<td>2</td>
<td>N/A</td>
<td>86 (2.35)</td>
</tr>
<tr>
<td>Industries, n</td>
<td>10</td>
<td>9</td>
<td>25</td>
<td>11</td>
<td>2</td>
<td>N/A</td>
<td>42 (14.05)</td>
</tr>
<tr>
<td>Payments, US $ (%)</td>
<td>2,992,270 (97.40)</td>
<td>2,208,319 (45.96)</td>
<td>1,667,119 (36.11)</td>
<td>162,183 (3.89)</td>
<td>27,000 (3.00)</td>
<td>345,129 (N/A)</td>
<td>7,402,020 (35.19)</td>
</tr>
<tr>
<td>Payments, n</td>
<td>51</td>
<td>20</td>
<td>62</td>
<td>14</td>
<td>2</td>
<td>26</td>
<td>175</td>
</tr>
<tr>
<td><strong>2015</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgeons, n</td>
<td>13</td>
<td>19</td>
<td>33</td>
<td>12</td>
<td>3</td>
<td>N/A</td>
<td>77 (2.13)</td>
</tr>
<tr>
<td>Industries, n</td>
<td>9</td>
<td>8</td>
<td>18</td>
<td>8</td>
<td>2</td>
<td>N/A</td>
<td>39 (13.83)</td>
</tr>
<tr>
<td>Payments, US $ (%)</td>
<td>2,197,409 (96.92)</td>
<td>4,791,506 (63.89)</td>
<td>1,741,916 (35.21)</td>
<td>214,015 (5.16)</td>
<td>60,500 (5.04)</td>
<td>185,200 (N/A)</td>
<td>9,190,546 (39.44)</td>
</tr>
<tr>
<td>Payments, n</td>
<td>41</td>
<td>36</td>
<td>72</td>
<td>17</td>
<td>4</td>
<td>15</td>
<td>190</td>
</tr>
<tr>
<td><strong>2016</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgeons, n</td>
<td>16</td>
<td>21</td>
<td>32</td>
<td>17</td>
<td>1</td>
<td>N/A</td>
<td>75 (2.02)</td>
</tr>
<tr>
<td>Industries, n</td>
<td>10</td>
<td>3</td>
<td>20</td>
<td>6</td>
<td>1</td>
<td>N/A</td>
<td>33 (11.66)</td>
</tr>
<tr>
<td>Payments, US $ (%)</td>
<td>7,764,333 (98.95)</td>
<td>1,146,097 (30.29)</td>
<td>2,111,663 (35.91)</td>
<td>351,156 (7.12)</td>
<td>15,000 (0.87)</td>
<td>184,093 (N/A)</td>
<td>11,572,342 (41.16)</td>
</tr>
<tr>
<td>Payments, n</td>
<td>41</td>
<td>52</td>
<td>53</td>
<td>26</td>
<td>1</td>
<td>14</td>
<td>187</td>
</tr>
</tbody>
</table>

*a* The percentage of payments for major categories all mean the proportion of payments with a single payment greater than $10,000 of the total payments for the category (see Multimedia Appendix 2).

*b* N/A: not applicable.

*c* Value is reported as n (%).

**Figure 4.** Distribution of 30 highest-paying pharmaceutical industries, 2014-2016.
Discussion

Principal Findings

The number of surgeons and industries was stable, while the total annual payments and the number of payments grew steadily from 2014-2016. Our study showed that just under 9% of surgeons with annual cumulative payment amounts greater than US $10,000 received approximately four-fifths of the annual payments in 3 consecutive years, indicating that the distribution of payments to thoracic surgeons appears to have a remarkable skewness. The result was quite consistent with those from related studies [19,20]. We also found that the industries are inclined to transfer tremendous value to surgeons in a single payment (great than US $10,000). This trend has gradually expanded, with the rapid growth of the proportion of payments of single payments greater than US $10,000 and three-quarters of payments less than US $130 in the 3 years. There were significant differences in the categories of the industry payments (Table 2). The six most common payments accounted for more than 95% of all payments during the 3 years. This finding indicated that the unevenly distributed payments are highly concentrated in certain categories. The extremely unbalanced payment distribution by categories in Thoracic Surgery is quite similar to those of other specialties, although there exists variation in different specialties [21-24].

By comparison, we realized that the three highest-paying categories with single payments greater than US $10,000 were Royalty or License, Compensation, and Consulting Fees. This finding revealed that these categories are the most primary transferring channels of major values from industries to surgeons. Moreover, the distribution of these payments showed a remarkable skewness. In our study, Royalty or License category was transferred from the lowest percentage (5.38%) of industries to 0.75% of the surgeons, of which single payments greater than US $10,000 accounted for 98.24% in the 3-year period and were based on physicians’ intellectual property. Similarly, approximately half of the Compensation category and one-third of the Consulting Fees category were transferred to less than 1% of the surgeons, with single payments greater than US $10,000, requiring expertise on a medical product or treatment as well as surgeon participation as faculty or a speaker for noncontinuing education.
Pharmaceutical industries provide hundreds of prescribing the brand-name medication that was being industry-sponsored meals was associated with an increased rate knowledge or skills. Related research found that the receipt of approximately 30% of the total transfer of value was widely unrelated to professional skills. It is highly noteworthy that less than US $450 in 3 consecutive years; this category is also widespread in comparison to others. Additionally, this payment may have a more negative view on payments of food in related pay-later conflicts of interest [5]. Characteristics of Food and Beverage payments are in sharp contrast to those of Royalty or License. In fact, 10.64% of payments in this category, with 75% of payments less than US $80, transferred to more than 98% of the surgeons from over 93% of the industries in 3 consecutive years, which was consistent with the findings from multiple related studies [25-27]. These results imply that the transfer of value from industries to surgeons in this category was much more widespread in comparison to others. Additionally, this payment has few connections with surgeons’ clinical or professional skills. The outcome might be explained by the fact that patients may have a more negative view on payments of food in related studies [28,29]. Similarly, nearly one-fifth of the payments from 39.01% of the industries transferred to 57.62% of the surgeons through the Travel and Lodging category, with 75% of payments less than US $450 in 3 consecutive years; this category is also unrelated to professional skills. It is highly noteworthy that approximately 30% of the total transfer of value was widely transferred to surgeons with no requirement of professional knowledge or skills. Related research found that the receipt of industry-sponsored meals was associated with an increased rate of prescribing the brand-name medication that was being promoted [30]. Pharmaceutical industries provide hundreds of millions of dollars to physicians for food and beverages with the expectations of good returns [31]. Therefore, we are deeply convinced that these sizable payments have quite a widespread impact on industries’ product promotion to surgeons.

One of the most interesting findings in our study is that the proportion of payments from the 30 highest-paying industries was approximately nine out of ten over 3 years, consistently accounting for only one-tenth of total industries. It is noteworthy that the payment amount is highly correlated with the size of the industries. The majority of 30 highest-paying industries were in the list of the world’s top 20 leading medical device and diagnostic companies in 2016 based on EvaluateMedTech’s annual report [32]. The vast majority of these payments only transferred to less than 9% of surgeons, accordingly. Moreover, 7 surgeons (0.15%) received more than US $1,000,000 in 3-year period. A large share of all payments was skewed toward a small fraction of top earners; this pattern has also been observed in other specialties [23,33,34]. Based on the above results, we tentatively suggest that there exists the famous “apical dominance” in the transfer of value. This effect was described as the control exerted by the terminal bud over the outgrowth of lateral buds in plant physiology, which also has a widespread phenomenon in economics. Due to the extremely uneven development, tremendous transfers are highly concentrated on the dominant industries and leading surgeons.

<table>
<thead>
<tr>
<th>Payment category</th>
<th>Payments, %</th>
<th>Industry coverage, %</th>
<th>Surgeon coverage, %</th>
<th>Single payment &gt;US $10,000, %</th>
<th>Professional skills requirements\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Royalty or license</td>
<td>18.20</td>
<td>5.38</td>
<td>0.75</td>
<td>98.24</td>
<td>Physician’s intellectual property</td>
</tr>
<tr>
<td>Consulting fee</td>
<td>21.31</td>
<td>30.04</td>
<td>14.94</td>
<td>35.75</td>
<td>Advice on medical product or treatment</td>
</tr>
<tr>
<td>Compensation</td>
<td>22.20</td>
<td>13.90</td>
<td>10.96</td>
<td>50.63</td>
<td>Speaking, training, and noncontinuing education</td>
</tr>
<tr>
<td>Travel and lodging</td>
<td>18.30</td>
<td>39.01</td>
<td>57.62</td>
<td>5.49</td>
<td>None</td>
</tr>
<tr>
<td>Food and beverage</td>
<td>10.64</td>
<td>93.50</td>
<td>98.48</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Education</td>
<td>5.26</td>
<td>17.94</td>
<td>27.39</td>
<td>2.69</td>
<td>Imparting or acquiring of particular knowledge or skills</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The percentage of payments, industry coverage, surgeon coverage, and single payment >US $10,000 all refer to the cumulative percentage in the 3-year period.

\textsuperscript{b}Professional skills requirements are based on the Centers for Medicare and Medicaid Services’ definitions of six major expense categories.
Additionally, the 100 highest cumulative payments, accounting for more than half of the total, transferred from a tiny percentage of industries to a minority of surgeons. Over 90% of these surgeons received hundreds of thousands of dollars from only one specific industry during the 3 years. These results strongly indicate that leading surgeons have a long-term exclusive partnership with dominant industries, particularly for large payment amounts. On the one hand, Royalty or License could be transferring to an individual industry due to its monopoly and exclusivity. On the other hand, key partners might understand the industries’ commercial secrets through consultations and other forms of cooperation. Therefore, industries do not wish for them to cooperate with competitors in the current and fierce business competition.

Limitations

There are several limitations to this study. First, it should be noted that this study has examined only non-research and non-ownership payments, which may lead to deviations in reflecting the real situation. Second, the database relies on accurate reports from manufacturers. There may be inaccurate attribution of payments into categories, to individuals, or to affiliated institutions by reporting companies in the database. The CMS redacted more than 40% of all reported payment records in the first year. Finally, our research mainly focuses on the payment characteristics of six major expense categories, which may not completely reflect all data features.

Conclusions

There exists a great discrepancy in the distribution of payments by categories. Royalty or License, Compensation, and Consulting Fees are the primary transferring channels of single large payments. The massive transfer from industries to surgeons has a strong "apical dominance” and excludability. Furthermore, our study provides evidence that payments by the 30 highest-payment manufacturers were specifically targeting certain medical devices during the 3 years. Further research should focus on discovering the fundamental driving factors for the strong concentration of certain medical devices and how these payments will affect the industry itself.
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Abstract

Background: The prevalence of diabetes and the use of electronic health (eHealth) are increasing. People with diabetes need frequent monitoring and follow-up of health parameters, and eHealth services can be of great value. However, little is known about the association between the use of eHealth and provider-based health care services among people with diabetes.

Objective: The objective of this study was to investigate the use of 4 different eHealth platforms (apps, search engines, video services, and social media sites) and associations with the use of provider-based health care visits among people diagnosed with type 1 diabetes mellitus (T1DM).

Methods: We used email survey data collected from 1250 members of the Norwegian Diabetes Association (aged 18 to 89 years) in 2018. Eligible for analyses were the 523 respondents with T1DM. Using descriptive statistics, we estimated the use of eHealth and the use of general practitioners (GPs) and somatic specialist outpatient services. By logistic regressions, we studied the associations between the use of these provider-based health services and the use of eHealth, adjusted for gender, age, education, and self-rated health.

Results: Of the sample of 523 people with T1DM, 90.7% (441/486) had visited a GP once or more, and 61.0% (289/474) had visited specialist services during the previous year. Internet search engines (such as Google) were used for health purposes sometimes or often by 84.0% (431/513), apps by 55.4% (285/514), social media (such as Facebook) by 45.2% (232/513), and video services (such as YouTube) by 23.3% (118/506). Participants aged from 18 to 39 years used all forms of eHealth more than people aged 40 years and older, with the exception of social media. The use of search engines was positively associated with the use of somatic specialist services (odds ratio 2.43, 95% CI 1.33-4.45). GP visits were not associated with any kind of eHealth use.

Conclusions: eHealth services are now widely used for health support and health information by people with T1DM, primarily in the form of search engines but often in the form of apps and social media as well. We found a positive association between the use of search engines and specialist visits and that people with T1DM are frequent users of eHealth, GPs, and specialist services. We found no evidence that eHealth reduces the use of provider-based health care; these services seem to be additional rather than alternative. Future research should focus on how health care services can meet and adapt to the high prevalence of eHealth use. Our results also indicate that many patients with T1DM do not visit specialist clinics once a year as recommended. This raises questions about collaboration in health care services and needs to be followed up in future research.
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Introduction

Background

Internet-based health information, sensors, apps, and other solutions for self-management, as well as new treatment strategies have developed rapidly in recent years, becoming an important support for both patients and health services. Of particular interest in this regard are patients with chronic diseases, such as diabetes, who are in need of frequent monitoring and follow-up of health parameters.

Increasing Prevalence of Diabetes Mellitus

The prevalence of diabetes is increasing worldwide. Estimates of 415 million cases in 2015 (age group 20-79 years) are expected to rise to 642 million in 2040 [1]. Global prevalence in adults is estimated at 8.8% [1] and the Norwegian prevalence at 4.7% [2]. Around 245,000 persons are diagnosed with diabetes in Norway, of whom around 28,000 have type 1 diabetes mellitus (T1DM) [2]. Costs attributable to diabetes represent around 1.4% of the total Norwegian expenditure on health care [3]. Diabetes is a considerable burden on patients in terms of morbidity and mortality [4]. Most patients do not reach the combined national treatment targets for prevention of complications [5-7].

Increasing Use of Electronic Health Services

The World Health Organization states that “eHealth is the use of information and communication technologies (ICT) for health” [8]. The use of electronic health (eHealth) has increased over the past decades. Back in 2005, 44% of the general population of 7 European countries reported using the internet for health purposes [9,10], increasing to 52.2% by 2007 [11]. Consistent with European trends, in Poland, 66.7% used the internet for health purposes in 2012 [12]. Around 75% to 80% of internet users in the United States and Europe conduct health-related searches [9,13]. Most Norwegian households (97%) had internet access in 2015 [9-11,14], and 78% of the population aged 15 years and older have reported using the internet for health purposes [15]. In the Czech Republic, more than 25% of insulin-treated patients visited a professional diabetes internet portal in the period between 2009 and 2013 [16]. However, eHealth use among people with T1DM in Norway has yet to be explored.

Unclear Relations Between the Use of Electronic Health and Provider-Based Health Services

Andreassen et al found that the use of eHealth in a general population was positively associated with general practitioner (GP) visits (yes or no) [10], whereas others have reported no or inverse associations with the frequency of regular provider visits [17,18]. A German study found that frequent users of health services were 73% more likely to seek health information on the internet compared with nonusers [12]. Research on the associations between the use of eHealth and provider-based health care is scarce, both in general populations and for populations with specific diseases [19,20].

Norwegian Health Care Services

The Norwegian health care system is based on universal insurance. Primary health care is run by the municipalities. All residents are provided a regular GP according to the patient list system. Specialist outpatient services are operated by regional and local health enterprises owned by the national government, consisting of public and private somatic and psychiatric specialist services. Access to specialist care is usually achieved by referral from the regular GP (the gatekeeper role). However, persons with T1DM are recommended to make at least one annual visit to specialist health services [21] and are most often invited directly for annual checks. GP and specialist visits for adults have a small co-payment, with a total maximum limit of 2258 Norwegian Kroner (around US $280) within a year (2018).

Planning for Future Electronic Health and Provider-Based Health Care Services

The use of eHealth is an area of continuous and rapid development, which varies between regions, countries, diagnostic groups, health care services, and health care systems. Hence, research from different settings is important to achieve an overall epidemiological view. A comprehensive understanding of the influence of eHealth on health care utilization in patients with T1DM is thus important for patients, health care providers, administrators, policy makers, and society to enable evidence-based planning for future eHealth and provider-based health care services.

Aim

The aim of this study was to investigate which eHealth services are used among people with T1DM and whether the use of eHealth is associated with the use of primary and specialist health care services. Specifically, we tested whether the use of apps, search engines (such as Google), video services (such as YouTube), and social media (such as Facebook) was associated with the use of GPs and somatic outpatient specialist services.

Methods

Data

For this cross-sectional study, we used email survey data obtained in January and February 2018 from members of the Norwegian Diabetes Association. On December 31, 2017, the organization had 33,908 members—53% women and 47% men. Around 30% of the members have T1DM [22]. The Norwegian Centre for Research Data (NSD) Web survey distributed the invitations to a randomly selected sample of 5971 individuals (about 18% of all members).
Initially, as described in our protocol paper [23], we planned to use data from the seventh Tromsø study conducted in 2015-2016, where we participated in the planning. Comprehensive population-based health surveys have been conducted in Tromsø since 1974. In the seventh study, all residents aged 40 years and older (around 33,000 persons) were invited, and questions about the use of eHealth were included for the first time. However, after data collection, the Tromsø study was not able to give us access. Consequently, we had to change our data collection plans. We developed a tailored questionnaire based on the specific objectives of our study [23], using relevant questions from other published surveys on health care utilization and health information seeking [24,25].

Information about the study purpose and what participation would entail was distributed together with the invitation. The questionnaire (Multimedia Appendix 1) included questions about demographic and socioeconomic characteristics, health status including diabetes-specific questions about duration, severity and treatment, and use of and experiences with eHealth and health care services. Before data collection, the questionnaire was reviewed and tested several times by 2 persons diagnosed with diabetes and by experts from our research group (EÅ and AHH). Nonrespondents were given 1 reminder submitted by email 15 days after the first request.

**Participants**

It was not possible for the same respondent to fill in the questionnaire more than once. Starting from 1250 participants, we first excluded those who did not suffer from diabetes themselves (n=66). This group consisted of 61 family members, 4 health personnel (2 overlapping), and 3 others. We also excluded participants who failed to respond to most of the questions (n=5) and those who did not give information about gender (n=93). Finally, as we had decided to investigate T1DM in this part of the study, participants with type 2 diabetes mellitus (T2DM) and other diabetes types were excluded. The sample finally consisted of 523 respondents (Figure 1).

**Variables**

The dependent variables were use of GPs and outpatient specialist services during the previous 12 months. Specialist services use refers to any somatic specialist clinic visit, regardless of clinical issue (not only endocrinologists/diabetologists). For GP services, 2 dichotomous outcome variables were applied, 1 for use or no use and 1 for less frequent use (0 to 2 visits) or more frequent use (3 visits or more). The distinction between more and less frequent use was the 50th percentile, a cutoff point that has been used in previous research [26]. For outpatient specialist visits, the 50th percentile was set at 1, making a frequency variable redundant.
Respondents were asked about their use of eHealth in the same period. eHealth was subdivided into apps for mobile phone or tablet computer, search engines (such as Google), social media (such as Facebook), and video services (such as YouTube). eHealth variables were dichotomized by merging the original 4 answering options into “never or once” and “sometimes or often.”

The use of eHealth (apps, search engines, social media, and video services) was the key independent variable. Adjustment independent variables were gender, age, education, and self-rated health. We grouped age in 20-year intervals. The 4 education categories were labeled as follows: low (primary/part of secondary school), middle (completed secondary school), high (college/university 4 years), and highest (college/university 4 years or more). Response options for self-rated health were excellent, good, fair, bad, and very bad. The bad and very bad categories were merged because of low numbers in the very bad category (4 respondents).

Analyses
Data were analyzed by means of descriptive statistics and logistic regressions. Correlations were tested with Spearman as well as Pearson correlation coefficients. We constructed 1 multivariable regression model for each of the dependent variables. The independent variables (apps, search engines, social media, video services, gender, age, education, and self-rated health) were introduced collectively into the models.

Due to a relatively low response rate, we compared respondents who did not respond initially but eventually consented with early respondents, assuming that late respondents were more similar to nonrespondents [27]. This was done by descriptive statistics (stratification), and by subsequently introducing the response time variable into the regression models.

We used 95% CIs throughout the study. All analyses were accomplished using Stata, version 14.2.

Ethics
This project has been presented to the Regional Committee for Medical and Health Research Ethics (REK), which found that an application was not required according to the Norwegian Health Research Act (2015/1779/REK nord). The study has been approved by the data protection officer (Personvernombudet) at the University Hospital of North-Norway (ref 2017/6579). The data bureau NSD received no other information about the participants than the email addresses.

Results
Participation
In total, 1250 persons aged 18 to 89 years participated, constituting a minimum response rate of 20.93% (1250/5971) (Figure 1). However, we experienced more than 400 bounce backs from servers unable to deliver the invitation. Consequently, the real response rate is assumed higher. Eligible for analysis in our study were the 523 persons who reported having T1DM (Figure 1).

Sample Characteristics
Mean age was 47.0 years, 48.9 years for men and 45.3 years for women. Median age was 48 years. Mean disease duration was 23.2 years (median 22 years). Most participants (75.7%) had suffered from diabetes for 10 years or more. The largest groups consisted of women (281/523, 53.7%), persons aged 40-59 years (223/523, 42.6%), married/cohabitants (338/380, 89.0%), full-time or part-time employed persons (308/481, 64.0%), persons with high education (152/480, 31.7%), high household income (238/467, 51.0%), good self-rated health (269/521, 51.6%), and good self-rated regulation of diabetes (292/520, 56.2%). Among the late respondents (those who responded after the reminder), older people (60 years and older) represented a larger proportion (57/180, 31.7% compared with 65/343, 19.0% among the early respondents Table 1).

The Use of Electronic Health and Provider-Based Health Care Services
During the previous year, 90.7% (441/486) visited a GP once or more, and 61.0% (289/474) visited somatic outpatient services (Table 2). Overall, 87.0% (447/514) used eHealth in one or more forms. Search engines were used sometimes or often by 84.0% (431/513), apps were used by 55.4% (285/514), social media were used by 45.2% (232/513), and video services were used by 23.3% (118/506) of participants (Table 2). People aged 40 years and older used all health care services more and all forms of eHealth less than younger people, with the exception of social media (Table 2).

Relations Between the Use of Provider-Based Health Care Services and Electronic Health
GP visits (yes or no, and frequency) were not associated with any type of eHealth use. The use of somatic outpatient services was positively associated with the use of search engines (odds ratio [OR] 2.43, CI 1.33-4.45; Table 3). The use of apps, social media, or video services was not associated with the use of health care services (Table 3).

The probability of 1 or more GP visits during the previous year increased with poorer health. People in good and fair self-rated health were more likely to visit the GP compared with those in excellent health (OR 2.20, CI 1.04-4.68 and OR 6.73, CI 1.78-25.49, respectively). All the 42 individuals reporting bad/very bad health had visited their GP during the previous year. As there were 0 observations in the nonvisiting group; OR was not calculated (Table 3).

The probability of more frequent GP visits also increased with poorer health and was almost 7 times higher in the bad/very bad health group compared with those in excellent health (OR 2.51, CI 1.07-5.88).
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The use of eHealth (apps, search engines, social media, and video services) was the key independent variable. Adjustment independent variables were gender, age, education, and self-rated health. We grouped age in 20-year intervals. The 4 education categories were labeled as follows: low (primary/part of secondary school), middle (completed secondary school), high (college/university 4 years), and highest (college/university 4 years or more). Response options for self-rated health were excellent, good, fair, bad, and very bad. The bad and very bad categories were merged because of low numbers in the very bad category (4 respondents).
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Relations Between the Use of Provider-Based Health Care Services and Electronic Health
GP visits (yes or no, and frequency) were not associated with any type of eHealth use. The use of somatic outpatient services was positively associated with the use of search engines (odds ratio [OR] 2.43, CI 1.33-4.45; Table 3). The use of apps, social media, or video services was not associated with the use of health care services (Table 3).
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Table 1. Percentage of sample characteristics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total sample, n</th>
<th>Early respondents, n</th>
<th>Late respondents, n</th>
<th>18-39 years, n</th>
<th>40-59 years, n</th>
<th>60 years and older, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>523</td>
<td>343</td>
<td>180</td>
<td>178</td>
<td>223</td>
<td>122</td>
</tr>
<tr>
<td>Female</td>
<td>53.7</td>
<td>52.2</td>
<td>56.7</td>
<td>59.5</td>
<td>52.0</td>
<td>48.4</td>
</tr>
<tr>
<td>Male</td>
<td>46.3</td>
<td>47.8</td>
<td>43.3</td>
<td>40.5</td>
<td>48.0</td>
<td>51.6</td>
</tr>
<tr>
<td>Age (years)</td>
<td>523</td>
<td>343</td>
<td>180</td>
<td>178</td>
<td>223</td>
<td>122</td>
</tr>
<tr>
<td>18-39</td>
<td>34.0</td>
<td>37.0</td>
<td>28.3</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>40-59</td>
<td>42.6</td>
<td>44.0</td>
<td>40.0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>60 and above</td>
<td>23.4</td>
<td>19.0</td>
<td>31.7</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Marital status</td>
<td>380</td>
<td>254</td>
<td>126</td>
<td>129</td>
<td>163</td>
<td>88</td>
</tr>
<tr>
<td>Single</td>
<td>11.0</td>
<td>13.8</td>
<td>5.6</td>
<td>27.1</td>
<td>4.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Married/cohabitant</td>
<td>89.0</td>
<td>86.2</td>
<td>94.4</td>
<td>72.9</td>
<td>95.7</td>
<td>100.0</td>
</tr>
<tr>
<td>Main daily activity</td>
<td>481</td>
<td>320</td>
<td>161</td>
<td>155</td>
<td>210</td>
<td>116</td>
</tr>
<tr>
<td>Workingb</td>
<td>64.0</td>
<td>67.5</td>
<td>57.1</td>
<td>66.4</td>
<td>81.9</td>
<td>28.5</td>
</tr>
<tr>
<td>Pensioner old age</td>
<td>13.5</td>
<td>10.6</td>
<td>19.3</td>
<td>0.0</td>
<td>0.0</td>
<td>56.0</td>
</tr>
<tr>
<td>Pensioner disability</td>
<td>11.0</td>
<td>9.4</td>
<td>14.3</td>
<td>5.8</td>
<td>14.3</td>
<td>12.1</td>
</tr>
<tr>
<td>Pupil/student</td>
<td>7.3</td>
<td>8.1</td>
<td>5.6</td>
<td>22.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Other</td>
<td>4.2</td>
<td>4.4</td>
<td>3.7</td>
<td>5.2</td>
<td>3.8</td>
<td>3.4</td>
</tr>
<tr>
<td>Educationc</td>
<td>480</td>
<td>319</td>
<td>161</td>
<td>155</td>
<td>210</td>
<td>115</td>
</tr>
<tr>
<td>Low</td>
<td>8.1</td>
<td>6.3</td>
<td>11.8</td>
<td>5.2</td>
<td>7.6</td>
<td>13.0</td>
</tr>
<tr>
<td>Middle</td>
<td>29.0</td>
<td>27.9</td>
<td>31.1</td>
<td>32.9</td>
<td>26.7</td>
<td>27.8</td>
</tr>
<tr>
<td>High</td>
<td>31.7</td>
<td>33.8</td>
<td>27.3</td>
<td>29.7</td>
<td>32.9</td>
<td>32.2</td>
</tr>
<tr>
<td>Highest</td>
<td>31.2</td>
<td>32.0</td>
<td>29.8</td>
<td>32.2</td>
<td>32.8</td>
<td>27.0</td>
</tr>
<tr>
<td>Household income^d</td>
<td>467</td>
<td>309</td>
<td>158</td>
<td>153</td>
<td>207</td>
<td>107</td>
</tr>
<tr>
<td>Low</td>
<td>14.1</td>
<td>13.3</td>
<td>15.8</td>
<td>24.2</td>
<td>7.7</td>
<td>12.2</td>
</tr>
<tr>
<td>Middle</td>
<td>34.9</td>
<td>33.3</td>
<td>38.0</td>
<td>37.3</td>
<td>26.1</td>
<td>48.6</td>
</tr>
<tr>
<td>High</td>
<td>51.0</td>
<td>53.4</td>
<td>46.2</td>
<td>38.5</td>
<td>66.2</td>
<td>32.2</td>
</tr>
<tr>
<td>Duration of diabetes</td>
<td>522</td>
<td>343</td>
<td>179</td>
<td>178</td>
<td>222</td>
<td>122</td>
</tr>
<tr>
<td>&lt;10 years</td>
<td>24.3</td>
<td>23.3</td>
<td>26.2</td>
<td>36.0</td>
<td>17.6</td>
<td>19.7</td>
</tr>
<tr>
<td>10-19 years</td>
<td>20.5</td>
<td>20.7</td>
<td>20.1</td>
<td>28.6</td>
<td>17.6</td>
<td>13.9</td>
</tr>
<tr>
<td>20-29 years</td>
<td>19.4</td>
<td>20.7</td>
<td>16.8</td>
<td>27.5</td>
<td>17.6</td>
<td>10.7</td>
</tr>
<tr>
<td>30 years and above</td>
<td>35.8</td>
<td>35.3</td>
<td>36.9</td>
<td>7.9</td>
<td>47.2</td>
<td>55.7</td>
</tr>
<tr>
<td>Self-rated regulation of diabetes</td>
<td>520</td>
<td>341</td>
<td>179</td>
<td>178</td>
<td>222</td>
<td>120</td>
</tr>
<tr>
<td>Excellent</td>
<td>19.4</td>
<td>17.0</td>
<td>24.0</td>
<td>19.1</td>
<td>17.6</td>
<td>23.3</td>
</tr>
<tr>
<td>Good</td>
<td>56.2</td>
<td>57.2</td>
<td>54.2</td>
<td>50.0</td>
<td>57.7</td>
<td>62.5</td>
</tr>
<tr>
<td>Fair</td>
<td>19.8</td>
<td>20.5</td>
<td>18.4</td>
<td>23.6</td>
<td>20.7</td>
<td>12.5</td>
</tr>
<tr>
<td>Bad/very bad</td>
<td>4.6</td>
<td>5.3</td>
<td>3.4</td>
<td>7.3</td>
<td>4.0</td>
<td>1.7</td>
</tr>
<tr>
<td>Self-rated health</td>
<td>521</td>
<td>342</td>
<td>179</td>
<td>178</td>
<td>222</td>
<td>121</td>
</tr>
<tr>
<td>Excellent</td>
<td>17.9</td>
<td>15.5</td>
<td>22.4</td>
<td>14.6</td>
<td>19.4</td>
<td>19.8</td>
</tr>
<tr>
<td>Good</td>
<td>51.6</td>
<td>53.2</td>
<td>48.6</td>
<td>59.6</td>
<td>47.3</td>
<td>47.9</td>
</tr>
<tr>
<td>Fair</td>
<td>21.7</td>
<td>21.9</td>
<td>21.2</td>
<td>15.7</td>
<td>23.4</td>
<td>27.3</td>
</tr>
<tr>
<td>Bad/very bad</td>
<td>8.8</td>
<td>9.4</td>
<td>7.8</td>
<td>10.1</td>
<td>9.9</td>
<td>5.0</td>
</tr>
</tbody>
</table>
Among people aged 60 years and older, the probability of visiting a GP was more than 5 times higher than in the youngest (18 to 39 years) group (OR 5.25, CI 1.82-15.14). The probability of frequent visits was twice as high among people aged 60 years and older (OR 1.98, CI 1.15-3.40). The probability of visiting specialist services was significantly higher among people aged from 40 to 59 years, compared with the youngest group (OR 1.97, CI 1.25-3.11), but not significantly higher among those aged 60 years and older (Table 3).

The group with high education was more likely to visit somatic outpatient services compared with the low education group (OR 2.97, CI 1.36-6.51). GP visits were not associated with educational level. Gender was not associated with the use of health care services (Table 3). Goodness of fit was tested by Hosmer/Lemeshow goodness-of-fit test. All tests showed nonsignificant P values, indicating acceptable fit for all models.

All findings regarding GP visits persisted after introducing the response time variable into the regression models. The probability of using somatic outpatient services was increased among the late respondents compared with the early respondents (OR 1.84, CI 1.18-2.86). The positive association between the use of somatic outpatient services was increased among those in fair health (OR 2.04, CI 1.07-3.91) and among those in bad/very bad health (OR 2.74, CI 1.16-6.45). Otherwise, the introduction of the response time variable did not alter the results.

There were no strong correlations (defined as Spearman rho >.5) between the independent variables in any of the models. A similar result was found using Pearson correlation test.

---

**Table 2.** Proportion using provider-based health care services and 4 types of electronic health (eHealth) services during the previous 12 months.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total T1DM sample, n (%)</th>
<th>Early respondents, n (%)</th>
<th>Late respondents, n (%)</th>
<th>18-39 years, n (%)</th>
<th>40-59 years, n (%)</th>
<th>60 years and above, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use of health care services once or more</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP</td>
<td>441 (90.7)</td>
<td>293 (90.4)</td>
<td>148 (91.2)</td>
<td>132 (84.1)</td>
<td>198 (93.8)</td>
<td>111 (94.1)</td>
</tr>
<tr>
<td>Somatic outpatient specialist</td>
<td>289 (61.0)</td>
<td>182 (58.2)</td>
<td>107 (66.5)</td>
<td>82 (53.3)</td>
<td>140 (67.3)</td>
<td>67 (59.8)</td>
</tr>
<tr>
<td><strong>Use of eHealth sometimes or often</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apps</td>
<td>285 (55.4)</td>
<td>194 (57.6)</td>
<td>91 (51.4)</td>
<td>108 (62.4)</td>
<td>121 (55.3)</td>
<td>56 (45.9)</td>
</tr>
<tr>
<td>Search engines</td>
<td>431 (84.0)</td>
<td>293 (86.9)</td>
<td>138 (78.4)</td>
<td>159 (91.9)</td>
<td>184 (84.4)</td>
<td>88 (72.1)</td>
</tr>
<tr>
<td>Social media</td>
<td>232 (45.2)</td>
<td>154 (45.8)</td>
<td>78 (44.1)</td>
<td>78 (45.1)</td>
<td>108 (49.5)</td>
<td>46 (37.7)</td>
</tr>
<tr>
<td>Video services</td>
<td>118 (23.3)</td>
<td>80 (24.1)</td>
<td>38 (21.8)</td>
<td>45 (26.5)</td>
<td>51 (23.5)</td>
<td>22 (18.5)</td>
</tr>
</tbody>
</table>

aT1DM: type 1 diabetes mellitus.
bGP: general practitioner.
Table 3. Probability of using general practitioners (GPs) and somatic outpatient services during the previous year in a population with diabetes type 1 (multivariable logistic regressions).

<table>
<thead>
<tr>
<th>Variables</th>
<th>GP visits (yes/no; n=432), OR(^a) (95% CI)</th>
<th>GP visits (0 to 2 vs 3 visits or more; n=474), OR (95% CI)</th>
<th>Somatic outpatient visits (yes/no; n=468), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apps(^b)</td>
<td>1.29 (0.62-2.70)</td>
<td>1.21 (0.77-1.88)</td>
<td>0.65 (0.41-1.02)</td>
</tr>
<tr>
<td>Search engines(^b)</td>
<td>0.92 (0.33-2.52)</td>
<td>1.10 (0.60-2.02)</td>
<td>2.43(^c) (1.33-4.45)</td>
</tr>
<tr>
<td>Social media(^b)</td>
<td>1.33 (0.59-3.01)</td>
<td>1.38 (0.88-2.17)</td>
<td>1.15 (0.73-1.82)</td>
</tr>
<tr>
<td>Video services(^b)</td>
<td>1.73 (0.64-4.70)</td>
<td>0.94 (0.56-1.56)</td>
<td>1.06 (0.64-1.76)</td>
</tr>
<tr>
<td>Gender(^d)</td>
<td>0.64 (0.32-1.29)</td>
<td>0.77 (0.51-1.15)</td>
<td>0.99 (0.66-1.49)</td>
</tr>
<tr>
<td>Age, in years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39(^e)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>40-59</td>
<td>3.50 (1.63-7.52)</td>
<td>1.74 (1.10-2.75)</td>
<td>1.97 (1.25-3.11)</td>
</tr>
<tr>
<td>60 and above</td>
<td>5.25 (1.82-15.14)</td>
<td>1.98 (1.15-3.40)</td>
<td>1.63 (0.96-2.79)</td>
</tr>
<tr>
<td>Education(^f)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low(^e)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Middle</td>
<td>2.48 (0.66-9.26)</td>
<td>1.03 (0.46-2.33)</td>
<td>1.69 (0.78-3.66)</td>
</tr>
<tr>
<td>High</td>
<td>2.66 (0.70-10.11)</td>
<td>1.17 (0.52-2.64)</td>
<td>2.97 (1.36-6.51)</td>
</tr>
<tr>
<td>Highest</td>
<td>1.56 (0.44-5.59)</td>
<td>0.70 (0.31-1.58)</td>
<td>2.16 (0.98-4.74)</td>
</tr>
<tr>
<td>Self-rated health(^f)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent(^f)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Good</td>
<td>2.20 (1.04-4.68)</td>
<td>1.35 (0.80-2.28)</td>
<td>1.43 (0.84-2.42)</td>
</tr>
<tr>
<td>Fair</td>
<td>6.73 (1.78-25.49)</td>
<td>4.15 (2.15-8.01)</td>
<td>1.86 (0.98-3.52)</td>
</tr>
<tr>
<td>Bad/very bad(^h)</td>
<td>N/A(^b)</td>
<td>6.77 (2.63-17.45)</td>
<td>2.51 (1.07-5.88)</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
\(^b\)Apps/search engines/social media/video services in 2 groups: 1=never or once, 2=sometimes or often.
\(^c\)Statistically significant findings are marked in italics.
\(^d\)Gender: 1=women, 2=men.
\(^e\)Reference groups.
\(^f\)Education: low (primary/part of secondary school), middle (high school), high (college/university <4 years), highest (college/university 4 years or more).
\(^g\)Odds ratio was not calculated for general practitioner visits (yes/no) because of zero (0) observations in the nonvisiting group.
\(^h\)N/A: not applicable.

Discussion

Principal Findings
We found that 90.7% (441/486) of study participants visited a GP once or more during the previous year, and 61.0% (289/474) participants visited somatic outpatient services. Search engines were used sometimes or often by 84.0% (431/513), apps by 55.4% (285/514), social media by 45.2% (232/513), and video services by 23.3% (118/506) of the participants. Participants aged 18 to 39 years used the investigated forms of eHealth more than people aged 40 years and above, with the exception of social media. GP visits were not associated with the use of eHealth, whereas visits to specialist services were positively associated with the use of search engines. Poorer self-rated health and higher age were associated with increased use of GPs and specialist services, whereas higher education was associated with increased use of specialist services. Gender, social media use, and video services use were not associated with the use of health services.

Low Specialist and High General Practitioner Visit Rates
We were surprised that only 61.0% (289/474) reported 1 or more visits to any somatic specialist service during the previous 12 months. This is a higher rate than reported for the general population [28] but still remarkably low as at least one annual checkup visit is recommended for people diagnosed with T1DM [21]. In Salten, Norway, around 80% of insulin-treated patients reported visits to specialist services regarding their diabetes during 2014 (unpublished data from the Rosa4 study, communicated by TCL). We have not found other studies.
reporting specialist checkup rates for patients with T1DM in Norway; however, it has been suggested that many older patients are monitored by their GP [7]. Our finding that people aged 60 years and older less likely visited specialists compared with people aged 40 to 59 years (Table 3) supports this view. However, it is important to note that low specialist visit rates apply to all age groups, and in particular to younger ages (18 to 39 years, Table 2).

On the other hand, a GP visit rate of 90.7% (441/486) is high compared with around 80% in the general population [25,28]. Patients with T1DM might see their GP for a variety of health problems that are connected, directly or indirectly, to their diabetes. A few GPs are specialized in diabetes care and might partly provide a substitute for specialist clinic checkup. This might explain some of the low specialist visit rate, but it is unlikely to explain all of it. The notion that people with T1DM are followed up by annual checkups in specialist services thus needs to be questioned or at least nuanced. It may be problematic if the GP and the specialist both believe that the other is performing the checkup of their patients, with the risk of dropouts. Our finding raises questions about the collaboration between GPs, specialist health services, and patients and needs to be followed up in further research.

**Extensive Use of Electronic Health**

Our finding that people with T1DM are heavy users of all 4 forms of eHealth is not surprising. Among people aged 40 years and older, the different types of eHealth were used from around twice (search engines) to 5, 6, or 7 times (apps, video services, and social media) more than reported for the general population in the Tromsø Study [25]. However, it should be noted that our data were collected 2 to 3 years later than the Tromsø Study. Considering the rapid development in this field, some of the differences might be due to changing trends over time. Nevertheless, reports are quite consistent that people with chronic conditions or poorer self-rated health are more likely to use eHealth than the general population [29-33]. This conforms with the illness behavior model [34], indicating that people in poor health are more likely to seek Web-based disease-related information, where an obvious prerequisite is access [35]. Concerns about one’s own disease or poor health will naturally lead to demand for relevant information. This extensive use may reinforce the notion that eHealth and provider-based health care are additional rather than alternative services at present, possibly interacting in a reciprocal way [33,36] and that this applies at least as much to people with T1DM as to the general population.

**The Age Divide**

This study confirms that younger people use the internet for health purposes more than older people, particularly apps and search engines. Previous research is consistent regarding this age divide for general populations, elderly populations, and populations with chronic disease [10,11,15,17,33,37-41]. Findings by Tarver et al may indicate that age differences among internet users decreased in the period from 2003 to 2013, although this finding was not statistically significant [41]. This possible trend may amplify when cohorts exposed to digital technology from childhood get older, and the present inverse association between age and eHealth use might not be sustained to the same extent in the future. Elderly people are a rapidly growing age group in Europe and a fast-growing group of eHealth users [12,42].

**Positive Association Between Specialist Visits and the Use of Search Engines**

GP visits were not associated with any kind of eHealth use, whereas specialist visits were positively associated with the use of search engines. Back in 2008, Lee suggested that internet use for health information increased contact with health professionals [36]. In line with this, 2 Asian studies recently found that internet use was significantly associated with more outpatient clinic visits [29,43]. Medlock’s study of elderly people in the Netherlands, however, reported that use of health professionals was not associated with internet use [24]. None of these studies can be directly compared with this study, as study methodology, health care systems, and cultures differ substantially, and the other studies were not performed in disease-specific populations. The specific finding of an association between specialist visits and the use of search engines among people with T1DM might point to a need for additional information concerning specialist visits, which may be greater than the need connected to GP visits. We know that eHealth might be used before the visit to seek information or to decide about the need to see a doctor and after the visit for additional information [31,33,44]. The GP-patient relationship may have a longer duration, and GP visits may be more frequent than specialist visits. Thus, a closer relationship with continuity combined with room for questions and discussions may develop [45]. In Norwegian specialist care, the patient will not necessarily see the same physician from 1 visit to the next, and the internet may be of great value as a source of supplemental information.

**Self-Rated Health, Education, and Late Respondents**

People in poorer self-rated health used the surveyed provider-based health services significantly more than people in better health. This adds to solid documentation in previous research, both for disease-specific and general populations [26,29]. The probability of visiting somatic specialist services was higher among those with higher education, even if health is usually worse in lower socioeconomic groups. Our finding is consistent with previous findings for the general Norwegian population [26].

The increased probability of using somatic outpatient services among the late respondents in our study is most likely because of the higher age in this group and the consequences related to increased health care needs. Otherwise, our investigation of early versus late respondents did not alter the results.

**Limitations**

The main limitation of this study is the low participation rate, one of the indicators of study representativeness [46]. However, response rate must not be confused with response quality [27]. More important is the assessment of the possible influence of nonparticipation on exposure, outcome, or the relation of interest.
In our study, older people dominated among the late respondents compared with the early respondents. Assuming that late respondents are more similar to nonrespondents, younger individuals may be overrepresented in our study.

The distribution of the questionnaire to people with email addresses excluded those who do not use the internet or do not have an email address. The distribution of functioning email addresses might have been skewed, for instance, toward younger members. However, as 97% of Norwegian households have internet access, 90% of Norwegians use the internet every day, and around 91% use email [42], we do not think this has affected our results significantly. Nevertheless, some of those invited might not use email regularly, and some may use mobile phones more than computers. In both cases, there might be barriers to filling out a large questionnaire. In Norway, younger people use email less and mobile phones more than middle-aged and older people [42]. In addition, participation in surveys is generally lower among younger people [48]. These factors might contribute to balance a possible overrepresentation of younger people in this study, and consequently add to its generalizability.

It is well known that women, healthier persons, higher socioeconomic groups, and middle-aged people are more likely to participate in surveys [47,48]. This suggests that women, people aged from 40 to 80 years, people in better health, and higher socioeconomic groups might be overrepresented in our study, thus tending to level out a possible skewness in the opposite directions.

Furthermore, we presume that people with interest in eHealth might be overrepresented, as interest in the topic studied has shown to increase responses [49]. If this is the case, our rates of eHealth use might be higher than the true rates. However, this point applies to most other eHealth studies as well.

In questionnaire data, there is always a potential for recall bias, particularly regarding minor events and distant past, usually leading to underreporting [50]. In addition, the validity of self-reported data of health care utilization may be questioned, although agreement between self-reported and registered health care use is generally high [51]. The cross-sectional study design implies that no causal relationships can be established. Furthermore, we cannot exclude the possibility of unmeasured confounders of the reported associations.

Overall, we conclude that younger individuals might be overrepresented in this study. It is not possible to judge the magnitude of a possible bias, as different factors might pull the tendency in different directions or level each other out. The low response rate is in itself not an indication of low representativeness, as nonresponse bias may be a problem even if response rates are high [52]. Moreover, our results seem reasonable and not contradictory to prior research where such research is available. We suggest that bias poses a limited threat to our study’s validity. Nevertheless, generalization must be approached with caution.

**Strengths**

One strength of this study is the focus on an area that has been scarcely investigated. Another strength is the fact that we were able to design a more detailed questionnaire specifically tailored to people with diabetes. This enabled us to distinguish between T1DM and T2DM. Further, we were able to recruit participants from all of Norway, not only from Tromsø municipality, as planned in the protocol using data from the Tromsø Study. This study included individuals from 18 years of age, whereas participants in the Tromsø Study were 40 years and older. Moreover, we were able to analyze data shortly after they were collected, which we consider of great importance in the rapidly developing field of eHealth. Finally, yet importantly, the collection of data in cooperation with the Norwegian Diabetes Association enabled us to develop excellent user participation with a large and important group of health care users.

**Future Plans**

We plan to extend this study by investigating how eHealth use and use of other health care services, such as emergency departments and hospitalizations, might be related. Furthermore, we will make efforts to contribute to a deeper understanding of possible causal relationships regarding the use of eHealth and provider-based health care services. In further studies, this will be applied to populations with T2DM as well as T1DM.

**Conclusions**

We found that the eHealth services are widely used for health information by people with T1DM, primarily in the form of search engines, but often in the form of apps and social media as well. Our study suggests a positive association between the use of search engines and specialist visits and that people with T1DM are frequent users of eHealth, GPs, and specialist services. We found no evidence that eHealth reduces the use of provider-based health care, suggesting that these services are additional rather than alternative in today’s health care. For future research, it would be interesting to investigate how eHealth services may replace some of today’s face-to-face consultations. Moreover, our results indicate that many patients with T1DM do not visit specialist clinics once a year as recommended. This raises questions about the collaboration between GPs, specialist services, and patients and needs to be followed up in future research.
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Abstract

Background: The ability to identify, screen, and enroll potential research participants in an efficient and timely manner is crucial to the success of clinical trials. In the age of the internet, researchers can be confronted with large numbers of people contacting the program, overwhelming study staff and frustrating potential participants.

Objective: This paper describes a “do-it-yourself” recruitment support framework (DIY-RSF) that uses tools readily available in many academic research settings to support remote participant recruitment, prescreening, enrollment, and management across multiple concurrent eHealth clinical trials.

Methods: This work was conducted in an academic research center focused on developing and evaluating behavioral intervention technologies. A needs assessment consisting of unstructured individual and group interviews was conducted to identify barriers to recruitment and important features for the new system.

Results: We describe a practical and adaptable recruitment management architecture that used readily available software, such as REDCap (Research Electronic Data Capture) and standard statistical software (eg, SAS, R), to create an automated recruitment framework that supported prescreening potential participants, consent to join a research registry, triaging for management of multiple trials, capture of eligibility information for each phase of a recruitment pipeline, and staff management tools including monitoring of participant flow and task assignment/reassignment features. The DIY-RSF was launched in July 2015. As of July 2017, the DIY-RSF has supported the successful recruitment efforts for eight trials, producing 14,557 participant records in the referral tracking database and 5337 participants in the center research registry. The DIY-RSF has allowed for more efficient use of staff time and more rapid processing of potential applicants.

Conclusions: Using tools already supported at many academic institutions, we describe the architecture and utilization of an adaptable referral management framework to support recruitment for multiple concurrent clinical trials. The DIY-RSF can serve as a guide for leveraging common technologies to improve clinical trial recruitment procedures.

(J Med Internet Res 2018;20(11):e11049) doi:10.2196/11049
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### Introduction

The ability to identify, screen, and enroll potential research participants in an efficient and timely manner is crucial to the success of clinical trials. However, researchers continually emphasize insufficient accrual and subsequent challenges [1-3], with an estimated 31% of trials failing to meet original recruitment targets and 53% of trials requiring additional time to meet study recruitment goals [4,5]. Failure to reach recruitment targets may result in a loss of statistical power and increase trial duration and costs [6,7]. Furthermore, even when studies are completed on time, a large part of the costs are associated with participant recruitment [8].

In recent years, clinical trial recruitment support systems (CTRSS) have aimed at improving the efficiency and effectiveness of clinical trial recruitment. These CTRSS use electronic patient data, typically from electronic health records or data warehouse services, to assess patient eligibility for one or more trials. The system then alerts a physician or patient of study eligibility or provides a list of potential trial participants to a study investigator [9]. Similarly, Web-based recruitment strategies have become increasingly popular, especially for electronic and mobile health (eHealth/mHealth) studies [10-12]. A 2011 systematic review concluded that prescreening is the most effective part of the recruitment process addressed by CTRSS [13]. Prescreening optimizes recruitment procedures by reserving staff time for interactions with participants who are likely to be enrolled [14]. Dividing recruitment into a series of different examinations of increasing complexity has also been shown to be successful in recruitment for large trials [15,16], although few studies describe their prescreening methods and subsequent record keeping. There are few, if any, published descriptions on optimization of these processes for eHealth clinical trials. Wide-reaching and cost-effective recruitment strategies are essential for trial success. There remains a need for systems that can function across strategies and capture data necessary to provide insight into the efficiency of different types of recruitment methods to enable investigators to appropriately allocate recruitment resources.

This paper (the first of a two-part series) describes the process of acquiring design requirements and the architecture for a practical “do-it-yourself” recruitment support framework (DIY-RSF) using technologies readily available at many academic institutions. The framework was developed to support recruitment efforts for multiple, concurrent institutional review board-approved clinical trials conducted by the Center for Behavioral Intervention Technologies (CBITs). This paper characterizes the important features of this framework and discusses the uptake and use at a single academic research center. The second part to this paper by Lattie and colleagues describes the use of the DIY-RSF to identify the most cost-effective and time-efficient recruitment strategies for eHealth clinical trials and provide a guide for recruitment decision making [17].

### Methods

#### Setting

Located within the Northwestern University Feinberg School of Medicine, CBITs is an academic research center focused on developing and evaluating behavioral intervention technologies, including Web, mobile, and sensor technologies that help people make positive behavior changes to support physical and emotional health. It is supported by an interdisciplinary team of research faculty, software engineers, and research support staff. The trials at CBITs generally focus on evaluating the use and efficacy of these digital mental health interventions and tools. At the time of the needs assessment, CBITs had approximately one dozen research protocols underway, with studies requiring anywhere from five to 100 enrolled participants each month. Participant recruitment methods included digital strategies (eg, social media, Craigslist), print advertisements (eg, flyers, posters on public transportation), research registries, clinics, and traditional media strategies (eg, press releases), which directed prospective participants to the center website and/or a prescreening Web survey via various links. The second part of this paper outlines detailed descriptions of the center’s recruitment strategies [17].

#### Needs Assessment

To inform the DIY-RSF, a needs assessment was conducted. A research program manager conducted a series of individual, unstructured interviews with investigators and research personnel to identify current barriers to recruitment and determine important features for the new system. Informal focus groups were also conducted during standing meetings. Interviewees were encouraged to speak freely regarding pain points with current processes and to generate a “wish list” for a new system. The research program manager then generated a prioritized list of requirements for a recruitment management framework, met with a data manager to review these requirements, and designed a general structure and workflow to support the identified needs and pain points. Some suggestions, such as interactive visualizations to show the lifecycle of a participant from the time of referral to the center through enrollment, were deemed impractical due to technology constraints. There was also a request to develop a comprehensive trial management toolkit; however, due to the magnitude of this task, it was decided early on to focus on recruitment as this was the area of greatest need in the center. System features were chosen and prioritized by determining which components of recruitment were experiencing the greatest deficiencies and the overall feasibility of implementation given the technologies available to us. Follow-up meetings were scheduled as needed to further discuss and revise the proposed DIY-RSF.

#### Results

##### Needs Assessment Findings

The results of the needs assessment revealed a number of challenges, inefficiencies, and wishes for a new system. Challenges included concurrent, ongoing trials with competition for participants across studies with similar goals and entry
criteria, the addition of new studies over time, and a multidisciplinary research team with shared, yet unique, roles and responsibilities. Examples of overlapping entry criteria for trials included access to technology (personal computer and/or mobile phone with internet access) and at least moderate symptoms of depression and/or anxiety as measured by the Patient Health Questionnaire-9 (PHQ-9) [18] and Generalized Anxiety Disorder-7 (GAD-7) [19]. Inefficiencies included multiple disconnected systems for tracking referrals, insufficient staffing to manage time-intensive contact with the growing number of ineligible individuals, and inability for management to track recruiter caseloads in real time. Requirements for the new system are listed in Textbox 1. In developing the DIY-RSF to meet these requirements, we aimed to optimize the design to minimize participant burden and staff time.

Recruitment Support Framework

Multiple software, including REDCap (Research Electronic Data Capture); SAS software, version 9.4 (SAS Institute Inc, Cary, NC, USA); and the R programming language, version 3.4.3, supported the development and implementation of the DIY-RSF. Microsoft Excel was used to create a recruitment dashboard; however, the DIY-RSF framework does not require Excel, nor does Excel itself support any other framework components. We deployed two different REDCap projects: (1) a prescreening Web survey and registry, and (2) a referral tracking database (Figure 1). REDCap is a Web-based platform used for collecting and managing research data in noncommercial settings [20]. Records housed in REDCap are stored to meet an institution’s local security standards. We chose the REDCap platform to create this new framework because the center already used it for traditional, study-specific data collection, our institution housed its own platform with accompanying support staff, and there were no additional technology costs to use it. We employed two separate REDCap projects to allow for new, prospective participants to take the Web survey via a public survey link and also to allow for the capture of legacy records for those who did not have prescreening data. We used SAS software and the R programming language to export data from the REDCap projects using REDCap’s application programming interface (API), perform data manipulations to make eligibility determinations, and transfer data between REDCap projects. The REDCap API is an interface that allows external programs, such as statistical software, to remotely connect to the REDCap platform and import and export data automatically via a programming script. Both SAS and R were used simply due to programmer preferences.

We modified the preexisting multistage recruitment pipeline within the center to include the prescreening Web survey, a consent form and eligibility questionnaire, a final eligibility interview, and enrollment into the trial (Figure 2). Study staff conducted a brief follow-up phone call to confirm interest and verify contact information after the prescreening Web survey for select studies. The recruitment pipeline employed a scaffold approach to screening, where the length and complexity of questions increased over time and each key point in the pipeline involved an eligibility decision. Traditional REDCap databases for housing study-specific data also played a role in the DIY-RSF via data transfer between projects. The Northwestern University Institutional Review Board (IRB) approved all registry and recruitment strategies, including all recruitment methods and materials, prescreening survey questions, informed consent language, and data handling practices.

REDCap Project #1: Prescreening Web Survey and Registry

The Prescreening Web Survey and Registry project is a single-survey REDCap project that also captures consent and responses to questions pertaining to a research registry. We designed this project to meet the requirements of self-referral, prescreening Web survey (requirement #1), permission of data capture on recruitment sources (requirement #3), and integration of a participant research registry (requirement #4). Prospective participants who wish to be screened for at least one CBITS clinical trial or join the center registry click the public survey link hosted on the center webpage or posted via other recruitment sources, including website and print advertisements.

First, prospective participants review a brief IRB-approved description of each study with active recruitment. After specifying study preferences, additional IRB-approved study information and/or waiver of informed consent are displayed. Participants imply consent to proceed to prescreening by continuing with the survey. Respondents then answer a series of questions regarding referral source, preliminary inclusion/exclusion criteria for studies, and general registry questions. In some instances, the referral source was prefilled in the survey by appending appropriate URL parameters to the survey link. This allowed participants to bypass the question on referral source and mitigate self-report biases. The research team made the decision to avoid asking for certain identifying or sensitive information, such as detailed mental health history, until after participants provided consent pertaining to specific study protocols.

Textbox 1. System requirements of the “do-it-yourself” recruitment support framework (DIY-RSF).

1. Self-referral Web screening survey accessible via computers and mobile devices for participants
2. Ability to make automated eligibility determinations for multiple studies based on survey responses and route participants to appropriate studies
3. Ability to capture data on recruitment sources and enrollment outcomes
4. An integrated participant research registry
5. A centralized database for tracking prospective participants throughout the enrollment pipeline
6. Staff management tools that support real-time monitoring of recruiter caseloads and assignment/reassignment of cases

Prospective participants end the survey by providing contact information and preferred methods for outreach. When a participant clicks “Submit” on the last page of the survey, responses are saved in REDCap and may be accessed by the research team. This project accomplishes the need of having an efficient prescreening process that allows prospective participants to take the Web survey at any time from an internet browser or mobile device and consent to join the center research registry at the same point of contact.

**REDCap Project #2: Referral Tracking Database**

We designed the referral tracking database to serve as the central repository for data pertaining to participant recruitment sources and screening and enrollment outcomes for all trials within the center (requirement #5) and provide management with tools to support real-time monitoring of recruiter caseloads and assignment/reassignment of cases (requirement #6). The referral tracking database contains two data collection instruments: (1) referral info and (2) tracking. These data collection instruments provide an organized structure for staff to access participant data for recruitment as a whole and by study. The project is set up longitudinally with one “referral info” event and a “tracking” event for every study utilizing the DIY-RSF for recruitment. The referral tracking project serves as the “hub” for center staff to access participant records, recruiter caseloads, and basic reports for center management and staff. The referral info form contains recruiter assignments, participant referral status, detailed recruitment source information, contact information, contact preferences, and a log of all outreach attempts. The tracking form contains study-specific information concerning screening, consent, and enrollment dates, as applicable. Ultimately, this format contains eligibility determinations for
each step in the recruitment pipeline and keeps a record of study enrollment across all center trials.

New referrals are batch processed daily by importing data from the prescreening survey project and reading it into SAS software via the REDCap API, which addresses the requirement to provide automated eligibility determinations for multiple studies based on survey responses and route participants to appropriate studies (requirement #2). Specifically, the API allows the REDCap and the statistical software to programmatically perform automated activities between the two systems, including reading data in directly from the referral tracking database into the SAS software without needing to manually log-in to REDCap using the user interface. A SAS program then processes survey responses to subset surveys for completed and new Web surveys since the last batch processing, merge referral tracking records by email and first and last name, and assess participant eligibility for each study based on responses to survey questions. Participants are routed to a specific study based on eligibility, study choice preferences, and center recruitment targets. The SAS program was written from scratch by the research team and includes a series of DATA steps, IF and WHERE expressions, and sorting procedures. The program code is updated as needed as studies open and close, and further upon modifications to eligibility criteria or study routing preferences. The program then generates an import template that contains a list of new referrals with their eligibility status, study to route to (if eligible), and recruitment source information. The template is formatted for the referral tracking project, which can be remotely imported to the project via the REDCap API or uploaded manually using the data import tool from within the REDCap platform.

Recruiter Reports
A key component of the referral tracking project is the recruiter reports, which utilize the REDCap Data Exports, Reports, and Stats application. These are a series of individualized reports for each recruiter based on a prospective participant’s current referral status and can also be used to monitor recruiter caseloads and assign or reassign cases (requirement #6). Report filters are used to determine which records should appear on specific reports. Center workflow instructs recruiters to check reports on a daily basis and complete a series of action items, which may differ depending on a participant’s referral status. For example, the referral status of “Action required: eligible Web screener” would trigger a recruiter to attempt to contact a participant to complete the next phase of the recruitment pipeline (eg, follow-up phone screen or informed consent). A referral status of “In progress: scheduling phone screen” would advise recruiters to follow up with participants, adhering to center operating procedures regarding frequency and methods of outreach. When recruiters make appropriate updates to the participant record in the database per the action items, such as finalizing a referral status, participants will no longer appear on the reports per filter specifications. Examples of final referral status categories include “ineligible Web screener,” “could not be contacted,” or “screened.” The workflows for each stakeholder in the DIY-RSF are shown in Figures 3 and 4.

Recruitment Dashboard
We built an Excel dashboard to provide an at-a-glance view of key performance indicators pertaining to recruitment, such as cumulative counts of referrals and enrollment by recruitment source that can be filtered for a specified date range or trial. On a weekly basis, the REDCap API reads data into R, makes minor aggregations from data housed in the referral tracking database, and outputs an Excel template that updates the source data for the dashboard. Center staff involved in recruitment review the dashboard to maintain awareness of recruitment processes and allow for open dialog regarding reasons for lags and appropriate action, such as making adjustments to various recruitment strategies [21]. Future directions for the recruitment dashboard include improving efficiency and user interface with an R Shiny Web app [22].

Implementation
We first launched the CBITs DIY-RSF on July 27, 2015. Prior to the launch, the center’s Data Core led a training session for all staff involved in participant recruitment. The training session utilized live demonstrations and PowerPoint, and staff received an instruction guide for continued reference after the training session. The primary cost of framework development and implementation involved staff effort. There were no outside technology costs other than those already supported at the institution and within the center (eg, SAS licenses). Development and management of the DIY-RSF were supported by a master’s-level statistician and clinical data manager and overseen by a research program manager. No new personnel were hired to support the framework and all duties pertaining to the development and management of the effort were worked into existing day-to-day operations.

Data Transfer
Following the initial launch, recruitment personnel were encouraged to provide feedback and suggestions for improvement about the new processes. Research assistants identified the need for manual duplicate data entry across multiple databases as a key inefficiency. In addition to compiling new records from the prescreening Web survey project and transferring to the referral tracking project, we created programming scripts using the REDCap API to transfer data between study-specific databases and the tracking form in the referral tracking database. This allowed for central access of certain information entered in the study-specific databases, such as consent and eligibility interview outcomes, from the referral tracking database (Figure 1), and it allowed center research assistants to avoid double data entry. Thus, this mitigated staff burden, improved efficiency, and reduced opportunity for human error and inconsistencies.
Figure 3. Framework structure and workflow for the participant. CBITs: Center for Behavioral Intervention Technologies.

Figure 4. Framework structure and workflow for the data manager and recruiter.

Uptake

In the 2 years following the launch, the center has used the system to recruit participants for 8 research projects, including the successful completion of four NIH-funded projects, which recruited across the life span, from a project targeting youth ages 14 to 19 years, to another project targeting adults 65 years and older [23,24]. As of July 26, 2017, a total of 6525 prospective participants had completed the prescreening survey and there are currently 14,557 records entered into the referral tracking database. Of the 6525 participants who have completed the prescreening survey, 5337 (81.54%) consented to participate in the registry and agreed to be contacted at a later date for future center studies. The majority of participants enrolled reported hearing about the center via digital recruitment strategies (eg, Instagram, Reddit) and research registries (eg, ResearchMatch) [17]. Of the 14,557 records in the referral tracking database, 770 (5.29%) have been enrolled in a clinical trial. Figure 5 displays participant accrual summaries at each phase of the recruitment pipeline. Tables 1 and 2 summarize characteristics of subjects who consented to the research registry and subjects enrolled in at least one trial.

There are 453 fields, including legacy fields, across both REDCap projects. This highlights the breadth of data the framework captures. Figure 6 presents the number of referrals and enrollments in the 2-year timeframe following the launch of the DIY-RSF. In January 2017, we received a large increase in referrals due to a press release and subsequent news coverage in CBITs research. Valleys primarily correspond with holidays, such as our institution’s winter recess.
Figure 5. Flowchart of participant accrual outcomes at each phase of the recruitment pipeline. Note: denominator remains 14,557 referrals throughout flow diagram.

Table 1. Characteristics of participants in the Center for Behavioral Intervention Technologies recruitment registry and enrolled in at least one clinical trial. Percentages were calculated using nonmissing observations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Registry participants (N=5337), n (%)</th>
<th>Enrolled participants (n=770), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4062 (76.2)</td>
<td>584 (75.8)</td>
</tr>
<tr>
<td>Male</td>
<td>1217 (22.8)</td>
<td>183 (23.8)</td>
</tr>
<tr>
<td>Other</td>
<td>54 (1)</td>
<td>3 (0.4)</td>
</tr>
<tr>
<td>Mobile device</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5141 (96.4)</td>
<td>741 (96.4)</td>
</tr>
<tr>
<td>No</td>
<td>193 (3.6)</td>
<td>28 (3.6)</td>
</tr>
<tr>
<td>Mobile device type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>3512 (68.4)</td>
<td>556 (80)</td>
</tr>
<tr>
<td>iPhone</td>
<td>1569 (30.5)</td>
<td>138 (19.9)</td>
</tr>
<tr>
<td>Windows</td>
<td>27 (0.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>28 (0.5)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Access to internet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5090 (99.0)</td>
<td>770 (100)</td>
</tr>
<tr>
<td>No</td>
<td>51 (1.0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Table 2. Characteristics of participants in the Center for Behavioral Intervention Technologies recruitment registry and enrolled in at least one clinical trial.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Registry (N=5337)</th>
<th>Enrolled (n=770)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>5307 (99.44)</td>
<td>35.2 (13.7)</td>
</tr>
<tr>
<td>Patient Health Questionnaire-8&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5337 (100.00)</td>
<td>14.3 (5.4)</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder-7</td>
<td>4548 (85.22)</td>
<td>12.2 (5.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Final question omitted from Patient Health Questionnaire-9 during prescreening stage.

Figure 6. Participant referrals and enrollments over the 2 years following launch of the “do-it-yourself” recruitment support framework.
Discussion

This manuscript explains the process of developing a “do-it-yourself” recruitment support framework (DIY-RSF) that streamlines and improves participant accrual for a single center in an academic setting conducting concurrent similar prospective studies. The DIY-RSF was successfully implemented in our center to support recruitment and referral management efforts. To accomplish this, we conducted a needs assessment, which identified a number of challenges and inefficiencies pertaining to current recruitment workflows. This needs assessment guided the development of our DIY-RSF. The motivation behind the implementation of the framework was to create a practical, flexible system that would mitigate current inefficiencies and support a range of trials with both overlapping and unique entry criteria and a multidisciplinary research team with varying roles and responsibilities. Since participant recruitment in clinical trials continues to be time- and cost-intensive, we used tools already supported at many academic institutions. As described previously, REDCap seemed the most logical option given the needs assessment and the availability of the platform: the local institution supported it already and made it freely available to the parties involved, which is not uncommon for those institutions housing a REDCap platform; further, REDCap is easily accessible to a wide range of skill sets with a minimal learning curve and provides an API to permit external software, such as SAS and R, to programmatically export and import data across projects.

The DIY-RSF supported automated prescreening of a large number of prospective participants and rapid identification of ineligible participants, preserving staff time for participants who have a high probability of enrolling in a trial. Other advantages include the ability to balance recruiter caseloads using features that support monitoring and assignment or reassignment of cases to other staff. The capture of objective data pertaining to study eligibility at each stage of the recruitment pipeline allowed for ongoing adjustments and optimization of recruitment strategies to improve efficiency and cost-effectiveness (see Lattie et al [17] for a more detailed description). In addition to staff-facing advantages, participant-facing advantages include the ability to take the survey from a browser or mobile device at any time and it is an easy way to send contact information. Thus, the DIY-RSF we describe in this paper is ideal for efficiently processing large numbers of prospective participants, while providing a streamlined process for participants, tools for managing staff, and data to refine recruitment processes.

The problems facing CBITs are representative of the problems facing many clinical research groups and centers as recruitment increasingly uses online modalities as the point of first contact. To date, the majority of large clinical trials within the center have been online in nature to evaluate eHealth and mHealth interventions, which did not require in-person visits. This framework is particularly optimized for eHealth/mHealth trials that do not require in-person visits; however, many of these features may also be useful for other research groups that conduct clinic-based trials, as the internet is increasingly the medium through which people search for information, communicate, and contact research groups.

As with any new tool, the center continues to make updates to the DIY-RSF to support changing workflow of the center’s recruitment procedures, new trials, and incorporate feedback from stakeholders. Support for ongoing management and updates to the framework and associated programs are currently supported by a master’s-level data manager. We also note the center allocates a significant amount of staffing time and resources to recruitment and participant outreach, and this framework is only a single component of broader recruitment efforts within the center.

A limitation of this study is that data on referrals to the center prior to the implementation of the framework were not routinely collected and therefore prerecruitment and postrecruitment metrics are not available for comparison. The use of existing tools that were not specifically designed for recruitment processing also resulted in some limitations. First, our DIY-RSF’s capacity for data clean-up, such as reconciliation of duplicate records, was not optimal. Although the statistical program used to process referrals evaluates for duplicate records based on first and last name and email address, some instances require manual removal (eg, when survey respondents enter nicknames and secondary email addresses that the program failed to identify). Second, REDCap lacks complex visualization capabilities making visual representations of the enrollment pipeline require external software, although the API may simplify this issue. Lastly, this framework requires a strong understanding of the REDCap platform and some programming expertise for API utilization. Although the research team used SAS and R for API utilization in this framework, other languages, such as Python, PHP, Java, or Ruby, may also be used. Support is required for the ongoing management and updates to the framework and associated programs. However, we feel this time is more than offset by the more efficient use of staff time in recruitment efforts.

Using tools already supported at many academic institutions, we developed and implemented a practical referral and recruitment framework in the context of multiple concurrent trials. This framework has shown to be a valuable tool for the management and acquisition of community-based research participants in a single academic research center, particularly in regards to efficiently prescreening large volumes of participants for multiple concurrent trials. As REDCap is already supported at over 2000 institutions in over 100 countries and statistical software programs are ubiquitous in research settings, it is our hope that other research centers will be able to leverage
common technologies to adapt and implement similar frameworks to support clinical trial recruitment efforts.
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Abstract

Background: The ability to successfully recruit participants for electronic health (eHealth) clinical trials is largely dependent on the use of efficient and effective recruitment strategies. Determining which types of recruitment strategies to use presents a challenge for many researchers.

Objective: The aim of this study was to present an analysis of the time-efficiency and cost-effectiveness of recruitment strategies for eHealth clinical trials, and it describes a framework for cost-effective trial recruitment.

Methods: Participants were recruited for one of 5 eHealth trials of interventions for common mental health conditions. A multipronged recruitment approach was used, including digital (eg, social media and Craigslist), research registry-based, print (eg, flyers and posters on public transportation), clinic-based (eg, a general internal medicine clinic within an academic medical center and a large nonprofit health care organization), a market research recruitment firm, and traditional media strategies (eg, newspaper and television coverage in response to press releases). The time costs and fees for each recruitment method were calculated, and the participant yield on recruitment costs was calculated by dividing the number of enrolled participants by the total cost for each method.

Results: A total of 777 participants were enrolled across all trials. Digital recruitment strategies yielded the largest number of participants across the 5 clinical trials and represented 34.0% (264/777) of the total enrolled participants. Registry-based recruitment strategies were in second place by enrolling 28.0% (217/777) of the total enrolled participants across trials. Research registry-based recruitment had a relatively high conversion rate from potential participants who contacted our center for being screened to be enrolled, and it was also the most cost-effective for enrolling participants in this set of clinical trials with a total cost per person enrolled at US $8.99.

Conclusions: On the basis of these results, a framework is proposed for participant recruitment. To make decisions on initiating and maintaining different types of recruitment strategies, the resources available and requirements of the research study (or studies) need to be carefully examined.

(J Med Internet Res 2018;20(11):e11050) doi:10.2196/11050
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Introduction

Background

Recruiting participants into electronic health (eHealth) intervention efficacy trials has long been a challenge [1,2]. Although internet access has become increasingly widespread and the digital divide has narrowed in recent years [3], difficulties remain in reaching individuals who are both representative of the target population and interested in taking part in these trials [4,5]. There are ever increasing ways of recruiting, from older, more traditional methods such as mailing or public print advertising, to newer methods such as social media, and resources such as registries and marketing firms, and each method comes with a set of costs and benefits.

In recent years, difficulties associated with developing and testing new eHealth programs under traditional research grant timelines have been identified [6-8]. Given the focus of the National Institute of Mental Health on information technologies for social and behavioral health [9] and the increase in health researchers who are now capitalizing upon the widespread adoption of personal technologies in attempts to expand the reach and accessibility of behavioral interventions, it is increasingly important that researchers choose efficient recruitment strategies to maximize their research funds and timelines and hit recruitment targets to allow for robust evaluation of program quality, efficacy, and effectiveness. Time and costs required to design and program technologies, as well as the unanticipated, albeit inevitable development problems, often squeeze out time and resources intended for trial recruitment. Although past reviews [10,11] have highlighted the value of using Facebook and other social media methods for health research recruitment, there have been few studies reporting on the efficiency of these recruitment methods relative to other recruitment methods for health intervention research. Thus, there remains a need to examine the costs and benefits of multiple methods of recruitment to identify those methods that are likely to be efficient and cost-effective.

Objectives

The Center for Behavioral Intervention Technologies (CBITs) at Northwestern University recently completed enrollment for 5 simultaneous clinical trials of eHealth interventions for common mental health conditions (ie, depression and anxiety). To support this enrollment effort, CBITs developed a clinical trial recruitment support system [12] and a set of recruitment methods that were flexible to the target populations required for each of the trials. This paper presents descriptive information regarding the recruitment strategies employed by CBITs during a nationwide recruitment for eHealth clinical trials, the efficiency of these strategies in producing referred and enrolled participants, and the estimated cost of using these strategies. Given the diverse set of responsibilities needed to successfully employ these strategies, we provide a description of the roles and relevant expertise of our research study staff.

The aim of this paper was to propose a decision framework for cost-effective trial recruitment. To support this aim, we describe a set of procedures that were used to recruit and enroll participants across 5 trials using a do-it-yourself (DIY) recruitment support framework described in the companion paper [12]. We then analyze cost-effectiveness of the recruitment strategies used. Finally, these data, along with lessons learned, are used to propose a framework for recruitment decision making.

Methods

Study Descriptions

During the recruitment period reported on in this paper, we conducted 3 trials for adults older than 18 years and 2 trials for targeted age groups (ie, high school students, adults aged 65 years and older), all of which evaluated eHealth interventions for the treatment or prevention of common mental health conditions (ie, depression, anxiety) and included a national recruitment strategy. The companion paper by Palac et al [12] also includes a trial that was conducted exclusively in the Chicago area.

The trials for adults older than 18 years are described below:

Stepped Care Randomized Controlled Trial

The Stepped Care randomized controlled trial (RCT) recruited adults older than 18 years who were currently experiencing a depressive episode. Through random assignment, the study compared up to 20 weeks of (1) a telephone-administered cognitive behavioral therapy (T-CBT) and (2) a stepped care intervention that initiated treatment with a coached internet CBT program called ThinkFeelDo, stepping those participants who did not show improvement up to T-CBT (outcome paper currently under review). Follow-up assessments were administered by phone and Web-based questionnaire up to 2 times during the 20-week treatment period and at 3 and 6 months post treatment.

IntelliCare Field Trial

The IntelliCare Field Trial evaluated a suite of 13 Android apps with adults older than 18 years with symptoms of anxiety, depression or both [13]. Of these, 12 apps provided different clinical therapy skills for treating anxiety and/or depression, and 1 app, named the IntelliCare Hub, served as a central place to manage the other apps. All participants used the apps for 8 weeks and were provided with access to a coach via SMS text messaging (short message service, SMS). Participants completed Web-based questionnaires assessing symptom change and provided user feedback about the apps at 4 and 8 weeks into the study.

IntelliCare Randomized Controlled Trial

This RCT continued the evaluation of the IntelliCare platform using a 2x2 factorial design in which participants were randomized to receive (1) coaching or no coaching and (2) automatic weekly recommendations versus no automated
recommendations [14]. Participants were asked to use the apps for 8 weeks, completing 2 Web-based questionnaires during the active app use study period, and again 3 and 6 months after the end of the 8-week active app use period (primary outcome paper is currently in preparation).

The 2 trials for targeted age groups, which both utilized a group social networking component, are described below:

**ProjectTECH Field Trial**

ProjectTECH tested an online and Web-app based group intervention for the prevention of teenage depression and substance use disorders [15]. Youth in the age group of 14 to 19 years were placed into peer groups and provided an adapted, responsive version of ThinkFeelDo that was available on phones with age-appropriate content and was embedded in an activity feed that supported communication among group members. The peer groups were facilitated by either a clinical psychologist or a high school student peer guide. Participants were asked to use the Web platform for 8 weeks. They were sent online questionnaires at 4, 8, and 12 weeks after beginning the study.

**MoodTech Field Trial**

MoodTech adapted the ThinkFeelDo program for the treatment of depression among adults older than 65 years [16]. All users had the support of the same clinical psychologist to coach them on how to use the website. Participants were assigned to 1 of 3 groups and either had access to a version of the website they could use independently, a version of the website that included peer support features and as well as an online space where they could interact with a small group of their peers or they were assigned to a wait list control group. Both versions of treatment were 8 weeks long. Follow-up assessments were administered by phone and online questionnaires at 4, 8, and 12 weeks after starting to use the website. Participants placed on the wait list before using the website; they completed 2 additional assessments during the waiting period and then had access to the independent version of the site.

**Recruitment Strategies**

Participants were recruited for these trials using a multipronged approach, including digital (eg, social media and Craigslist), research registry-based, print (eg, flyers and posters on public transportation), clinic-based (eg, a general internal medicine clinic within an academic medical center and a large nonprofit health care organization), a market research recruitment firm, and traditional media strategies (eg, newspaper and television coverage in response to press releases). Participants self-reported their recruitment source on an initial online screening survey, and recruitment source was clarified when contact was made with study staff.

For each recruitment strategy, the research team prepared verbiage (and in some cases images) with target populations in mind. All verbiage and images were approved by the institutional review board (IRB) before use and all online advertisements directed to full study information on a separate website and/or the online study prescreen survey. An example of these recruitment advertisements can be seen in Multimedia Appendix 1.

For social media ads including Facebook, Instagram, and Twitter, a bank of IRB-approved verbiage and images was used to create brief teaser ads. This allowed staff members posting ads to mix and match the headlines, body text, and associated photos of advertisements, thus avoiding repetitive content. Messages were targeted toward the group of interest for each study (eg, an older adult sample, a teen sample, and a general adult sample) and on criteria including but not limited to geographic location, gender, and those who had indicated interest in any number of relevant keywords such as “depression” and “anxiety.” We typically ran social media ads for a month at a time but were more interested in how the ads were performing while adhering to budgetary constraints. Once an ad set started running, we would let it run for several days to 1 week before checking in the progress. Ads that were not performing well were turned off, and resources were reallocated to better performing ads. We typically used the standard delivery type (which spreads out the ads throughout a selected campaign schedule); however, when we were trying to recruit quickly, we would turn on the accelerated delivery type.

For research registry-based recruitment effort, invitations were crafted for various research registries with verbiage directed toward individuals interested in helping further research knowledge. With some registries such as ResearchMatch, the research team could target invitations based on age, race/ethnicity, previous diagnoses reported, and area of residence in the United States.

For print-based recruitment, flyers and posters were designed by research staff members and printed through companies that had partnerships with the research team’s university. Flyers were placed in various businesses with community boards such as coffee shops and on various university boards in common areas and in medical office waiting rooms with medical staff permission. Research staff utilized their university’s partnership with the Chicago Transit Authority to purchase flyer space on buses and trains at a discounted rate. Train and bus routes that were generally busy and ran close to the university were chosen for advertising.

For clinic-based recruitment, research staff partnered with physicians to refer patients by providing information about the studies. For 1 study, the research team partnered with a large nonprofit health care organization that orchestrated referrals from their clinics.

For market research recruitment firm-based recruitment, the research team worked with a research recruitment firm that was able to recruit interested volunteers from across the United States. Email invitations were first sent internally by the research recruitment firm to participant panelists. The email contained a link to a study screener that was adapted for and hosted on the market research firm’s site. Research staff had to develop unique recruitment verbiage and a separate online screener for individuals from the market research firm.

For traditional media strategy-based recruitment, the research team’s university media relations department typically wrote and released an article about results of studies previously conducted within our research center and provided contact information (eg, email, website, and phone) for those interested
in enrolling in an ongoing study. The research team would then receive calls or emails from interested participants. Once an online prescreening system was implemented, interested volunteers were directed to the research website and online prescreening link.

Staff Roles and Expertise

Recruitment efforts were conducted under the leadership of an MPH-level research manager (SMK) with experience in community mental health and clinical trial management. This individual managed a team of research staff for the clinical trials unit (CTU), which was composed of bachelor’s and master’s level staff. A total of 23 individuals supported study recruitment over the recruitment period, including 3 staff members from Northwestern Clinical and Translational Sciences Institute who specialized in study screening and were brought on when our team exceeded capacity to manage recruitment and clinical interviews. At the peak of recruitment, there was a core team of 10 CTU staff members supporting recruitment efforts. Most of the research staff members had primary roles as clinical interviewers or technology support specialists on these trials and managed specific recruitment strategies as a smaller component of their work week. For a 6-month period, a digital marketing manager worked with the CTU on developing a robust social media strategy focused on Instagram, Facebook, and Twitter.

The recruitment strategies mentioned above directed participants to a centralized online screening survey to be prescreened for the center’s actively recruiting clinical trials. The online survey was used to automate initial eligibility decisions, eliminating individuals who would be ineligible for all studies, and allowing research assistants more time to interact with potentially eligible participants and confirm eligibility via a brief phone screener. A master’s level data manager, experienced in programming language for data wrangling, managed the back-end automation and routing of potential participants from various recruitment sources through this centralized online screening survey. For the back-end automation, programming code was written to automatically screen participants for entry into the center’s active clinical trials and route to a study based on specific study eligibility, participants’ preferred study choice, and the center’s recruitment targets for each active study. Code was updated as new recruitment sources were added and center recruitment targets changed. New referrals were processed daily and based on the number of eligible participants received. The data manager notified team members to increase or decrease recruitment efforts, particularly on digital strategies such as social media ads and research registry pulls. This is described in further detail in the study by Palac and colleagues [12] and was a critical and cost-efficient contributor to the success of the recruitment strategies described in this paper. As the data component of the framework described by Palac et al [12] was based on technologies already supported by our university (and commonly found at other universities), there were no additional technology costs to maintain this support system.

Recruitment Process

Potential participants could contact the center via email, telephone, our Web screening survey, or from an in-app interest form. The IntelliCare apps were publicly available on the Google Play Store [17], and people who had already downloaded an IntelliCare app could complete a form within the app that indicated their interest in participating in relevant research projects. These potential participants are labeled as “contacted” throughout this paper. Then, all potential participants went through a brief screening measure and, if initially eligible, were phone-screened by a research assistant. These potential participants are labeled as “screened” throughout this paper. Finally, eligible potential participants who passed the 2-stage screening and enrolled in 1 of the 5 clinical trials described above are labeled as “enrolled” throughout this paper.

Data Analysis

Descriptive statistics were computed to characterize (1) the number of potential participants labeled as “contacted,” (2) the number of those potential participants labeled as “screened,” and (3) the number of participants from each recruitment source labeled as “enrolled.” To highlight differences between the intervention trials included in this study, the demographics of participants and the number of enrolled participants from each recruitment source by trial were also computed. Per-participant costs were calculated for each recruitment method based on a ratio of participant yield to expenditures. The time costs of each recruitment method were calculated based on objective review of study records (eg, meeting minutes) and through estimates made in consultation with study staff regarding the time study staff members spent on the launch and maintenance of each research strategy while it was being utilized. Time estimates were then converted to time costs by multiplying hours spent by the relevant hourly wage (eg, US $17.50 for research assistant time and US $30.17 for research manager time). Fees for each of the recruitment methods were calculated based on billing records. Then, the participant yield on recruitment costs was calculated by dividing the number of enrolled participants by the total cost for each method. This analytic method allows for the identification of methods that were particularly cost efficient and time efficient for recruiting eligible participants, while providing transparency into the inner and outer system fees associated with each set of recruitment methods. Results from these analyses were then used to outline a framework for recruitment decision making in the Discussion section.

Results

As shown in Table 1, there was considerable variability in the staff skills and time required to establish and maintain the recruitment strategy.
Table 1. Summary of recruitment strategies

<table>
<thead>
<tr>
<th>Recruitment strategy</th>
<th>Digital</th>
<th>Registry</th>
<th>Print</th>
<th>Clinic</th>
<th>Firm</th>
<th>Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topperforming sites</td>
<td>Instagram, Reddit, Craigslist</td>
<td>ResearchMatch</td>
<td>Ads on Chicago Transit Authority bus and train lines</td>
<td>Health partners, Group Health</td>
<td>Focus Pointe Global</td>
<td>Unable to be determined</td>
</tr>
<tr>
<td>Techniques</td>
<td>Social media marketing, content marketing, direct email, eNewsletters, app advertising, study description on website, blog posts</td>
<td>Email (direct and through Web portal) to registry participants</td>
<td>Approximately 800 study-specific banner ads were placed on 2 of Chicago’s busiest train lines and on 18 bus routes.</td>
<td>Invitation mailed via United States Postal Service, email invitation sent via electronic medical record portal, phone call from research assistant</td>
<td>Email invitation through firm</td>
<td>Planned press release, reprints</td>
</tr>
<tr>
<td>Target population</td>
<td>US general public (adults)</td>
<td>Registry participants (adults)</td>
<td>Chicago general public (adults)</td>
<td>Individuals engaged in care systems (adults)</td>
<td>Market research firm panelists (adults)</td>
<td>US general public (adults)</td>
</tr>
<tr>
<td>Staff skills required for startup/management</td>
<td>Social media marketing, analytics, design, public relations (crisis response), REDCap [18]</td>
<td>Human subjects recruitment</td>
<td>Design</td>
<td>Project management, relationship management, stakeholder management, database management, human subjects recruitment</td>
<td>Project management, database management, clinical trials recruitment</td>
<td>Public relations, journalism</td>
</tr>
<tr>
<td>Management effort</td>
<td>Daily management</td>
<td>Weekly management</td>
<td>Monthly management</td>
<td>Weekly management</td>
<td>Weekly management</td>
<td>As needed (but labor intensive during initial media blitz)</td>
</tr>
<tr>
<td>Resource considerations</td>
<td>Nearly infinite in terms of reaching new potential participants</td>
<td>Finite number of registry participants</td>
<td>Cost prohibitive. University discount made it possible to advertise broadly</td>
<td>Finite number of patients</td>
<td>Finite number of participants</td>
<td>Nearly infinite in terms of reaching new potential participants</td>
</tr>
</tbody>
</table>

Table 2. Potential participants by recruitment source.

<table>
<thead>
<tr>
<th>Recruitment strategy</th>
<th>Digital</th>
<th>Registry</th>
<th>Print</th>
<th>Clinic</th>
<th>Firm</th>
<th>Media</th>
<th>Other</th>
<th>Unknown</th>
<th>Unknown (IntelliCare)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Raw numbers (n)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contacted</td>
<td>3318</td>
<td>2030</td>
<td>789</td>
<td>3261</td>
<td>290</td>
<td>297</td>
<td>33</td>
<td>472</td>
<td>6727</td>
<td>17,217</td>
</tr>
<tr>
<td>Screened</td>
<td>895</td>
<td>627</td>
<td>308</td>
<td>266</td>
<td>138</td>
<td>144</td>
<td>9</td>
<td>33</td>
<td>86</td>
<td>2506</td>
</tr>
<tr>
<td>Enrolled</td>
<td>271</td>
<td>225</td>
<td>89</td>
<td>75</td>
<td>55</td>
<td>49</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>777</td>
</tr>
<tr>
<td><strong>Outcomes (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of patients contacted that were screened</td>
<td>26.97</td>
<td>30.89</td>
<td>39.04</td>
<td>8.16</td>
<td>47.59</td>
<td>48.48</td>
<td>27.27</td>
<td>6.99</td>
<td>1.28</td>
<td>—a</td>
</tr>
<tr>
<td>Percent of patients contacted that were enrolled</td>
<td>8.17</td>
<td>11.08</td>
<td>11.28</td>
<td>2.30</td>
<td>18.97</td>
<td>16.5</td>
<td>9.09</td>
<td>1.27</td>
<td>0.06</td>
<td>—</td>
</tr>
<tr>
<td>Percent of patients screened that were enrolled</td>
<td>30.28</td>
<td>35.89</td>
<td>28.9</td>
<td>28.2</td>
<td>39.86</td>
<td>34.03</td>
<td>33.33</td>
<td>18.18</td>
<td>4.65</td>
<td>—</td>
</tr>
</tbody>
</table>

aNot applicable.

A total of 17,217 potential participants contacted the recruitment site, 2506 completed screening, and 777 were enrolled across the studies. Table 2 displays that the number of potential participants from each recruitment source who had contact with our research center during the trial enrollment period varied greatly. The largest portion of potential participants came from an unknown source (ie, the recruitment source was missing from their record, usually because of the participant’s failure to respond to that query) and had contacted the research center through the IntelliCare in-app interest form (labeled IC app/Web form in Table 2). This means that these potential participants had already downloaded an IntelliCare app, but we do not know
how they first learned about the IntelliCare suite of apps. Among potential participants from a known source, the majority came from digital recruitment strategies (eg, social media and Craigslist), followed by clinic-based recruitment (eg, a general internal medicine clinic in an academic medical center and a large nonprofit health care organization), research registries (eg, ResearchMatch website), print-based advertising (eg, flyers and posters on public transportation), and media (eg, news stories prompted by press releases from our research center that included information about ongoing trial recruitment). The smallest portion of participants were recruited from “other” sources, which included recruitment sources such as being referred to our center by another research lab and learning about our center through public events.

The Outcomes section of Table 2 shows that the potential participants who contacted our center and failed to identify how they arrived at the site (both the “unknown” and the “unknown IC app/Web form”) had extremely low rates of screening completion (<7% for the general unknown category and <2% for those who contacted us through the IntelliCare in-app interest form), while those who identified how they arrived at the site had substantially better rates of Web-screening completion, ranging from 8% for clinic-based recruitment to 48% for digital recruitment strategies, with media recruitment strategies yielding 27%. The strategies that yielded the highest rates of conversion from potential participants who contacted our center to be screened to be enrolled included the use of a market research recruitment firm (48%) and the use of research registries (31%), both of which target individuals who are likely to be interested in research participation. Overall, digital recruitment strategies yielded the largest number of participants across the 5 clinical trials, with nearly 35% of the total enrolled participants coming in from digital recruitment strategies. Registry-based recruitment strategies were in second place by enrolling nearly 29% of the total enrolled participants across trials.

To highlight differences in the use and success of recruitment strategies for the different targeted trials, Table 3 presents the number of participants enrolled by each recruitment source by trial.

As seen in Table 4, enrolled participants were similar to the overall demographic of United States and largely representative of individuals seeking mental health treatment in the United States in that there was overrepresentation of women and non-Hispanic white individuals. Table 5 displays the fees and time costs per person screened, and cost per person enrolled varied considerably across recruitment strategies. During the recruitment period for the 5 clinical trials included in this paper, a total of US $144,537.67 were spent on recruitment fees, and there was a total estimated time cost of US $19,834.59 for a combined total of US $164,372.26. The fees, which included those fees that were paid to enact and maintain the recruitment strategies, ranged from US $1 per person enrolled for research registry-based recruitment to US $1,218.33 per person enrolled for clinic-based recruitment. The time costs, or research staff hourly wages required to implement and maintain the recruitment strategies, ranged from US $8.99 per person enrolled for research registry-based recruitment to US $75.01 per person enrolled for clinic based recruitment.

Research registry-based recruitment had particularly low fees (eg, many registries were free to post in, and nominal fees amounted to US $150 total) and had an associated moderate time cost. As research registry-based recruitment had a relatively high conversion rate from potential participants who contacted our center to be screened to be enrolled, registries have presented as the most cost-effective method for enrolling participants in this set of clinical trials, with a total cost per person enrolled at US $8.99. However, these registries are typically a finite resource. As recruitment progressed, the research team exhausted the supply of registry participants such that the registries were not accumulating new potentially eligible participants at a rate that kept up with recruitment needs.

Table 3. Participants enrolled by recruitment source.

<table>
<thead>
<tr>
<th>Name of trial</th>
<th>Stepped Care RCT, n (%)</th>
<th>IntelliCare RCT, n (%)</th>
<th>IntelliCare Field Trial, n (%)</th>
<th>ProjectTech Field Trial, n (%)</th>
<th>MoodTech Field Trial, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital</td>
<td>111 (35.6)</td>
<td>103 (34.2)</td>
<td>25 (23.8)</td>
<td>30 (76.9)</td>
<td>8 (17.0)</td>
</tr>
<tr>
<td>Registry</td>
<td>99 (31.7)</td>
<td>72 (23.9)</td>
<td>17 (16.2)</td>
<td>0 (0)</td>
<td>35 (74.5)</td>
</tr>
<tr>
<td>Print</td>
<td>35 (11.2)</td>
<td>41 (13.6)</td>
<td>10 (9.5)</td>
<td>0 (0)</td>
<td>3 (6.4)</td>
</tr>
<tr>
<td>Clinic</td>
<td>35 (11.2)</td>
<td>0 (0)</td>
<td>39 (37.1)</td>
<td>0 (0)</td>
<td>1 (2.1)</td>
</tr>
<tr>
<td>Firm</td>
<td>0 (0)</td>
<td>55 (18.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Media</td>
<td>17 (5.4)</td>
<td>25 (8.3)</td>
<td>7 (6.7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (4.2)</td>
<td>5 (1.7)</td>
<td>3 (2.9)</td>
<td>9 (23.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unknown/in-app referral</td>
<td>2 (0.6)</td>
<td>0 (0)</td>
<td>4 (3.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Table 4. Participant demographics by trial.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Stepped Care RCT (N=312)</th>
<th>IntelliCare RCT (N=301)</th>
<th>IntelliCare Field Trial (N=105)</th>
<th>ProjectTECH Field Trial (N=39)</th>
<th>MoodTech Field Trial (N=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>37.7 (14.2)</td>
<td>36.5 (11.8)</td>
<td>38.9 (14.1)</td>
<td>16.23 (0.99)</td>
<td>69.6 (4.1)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>229 (73.4)</td>
<td>228 (75.7)</td>
<td>80 (76.2)</td>
<td>29 (74)</td>
<td>32 (68)</td>
</tr>
<tr>
<td>Male</td>
<td>81 (26.0)</td>
<td>71 (23.6)</td>
<td>25 (23.8)</td>
<td>9 (23)</td>
<td>15 (31)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.6)</td>
<td>2 (0.7)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>White</td>
<td>275 (88.1)</td>
<td>237 (78.7)</td>
<td>88 (83.8)</td>
<td>24 (62)</td>
<td>41 (87)</td>
</tr>
<tr>
<td>African American</td>
<td>21 (6.7)</td>
<td>29 (9.6)</td>
<td>8 (7.6)</td>
<td>3 (8)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Asian</td>
<td>14 (4.5)</td>
<td>10 (3.3)</td>
<td>6 (5.7)</td>
<td>4 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>More than one race</td>
<td>8 (2.6)</td>
<td>18 (6.0)</td>
<td>1 (1)</td>
<td>4 (10)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Unknown/declined to report</td>
<td>0 (0)</td>
<td>7 (2.3)</td>
<td>1 (1)</td>
<td>4 (10)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>32 (10.3)</td>
<td>30 (9.9)</td>
<td>5 (4.8)</td>
<td>10 (26)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>275 (88.1)</td>
<td>268 (89.0)</td>
<td>99 (94.3)</td>
<td>29 (74)</td>
<td>46 (98)</td>
</tr>
<tr>
<td>Hispanic or Latino—unknown or not reported</td>
<td>5 (1.6)</td>
<td>3 (1.0)</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)RCT: randomized controlled trial.

Table 5. Fees and time costs for recruitment strategies (in USD).

<table>
<thead>
<tr>
<th>Recruitment strategy</th>
<th>Digital (N=144,537.67)</th>
<th>Registry (N=312)</th>
<th>Print (N=144,537.67)</th>
<th>Clinic (N=312)</th>
<th>Firm (N=144,537.67)</th>
<th>Media (N=144,537.67)</th>
<th>Total (N=144,537.67)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fees</td>
<td>$11,726.01</td>
<td>$150.00</td>
<td>$931.86</td>
<td>$91,375.00</td>
<td>$31,968.00</td>
<td>$0.00</td>
<td>$144,537.67</td>
</tr>
<tr>
<td>Fees per person screened</td>
<td>$13.10</td>
<td>$0.24</td>
<td>$30.26</td>
<td>$343.52</td>
<td>$231.65</td>
<td>$0.00</td>
<td>$245.40</td>
</tr>
<tr>
<td>Fees per person enrolled</td>
<td>$43.27</td>
<td>$1.00</td>
<td>$104.70</td>
<td>$1218.33</td>
<td>$581.24</td>
<td>$0.00</td>
<td>$615.24</td>
</tr>
<tr>
<td>Time cost</td>
<td>$8601.25</td>
<td>$1872.50</td>
<td>$761.53</td>
<td>$5767.52</td>
<td>$1896.52</td>
<td>$935.27</td>
<td>$19,834.59</td>
</tr>
<tr>
<td>Time cost per person screened</td>
<td>$9.61</td>
<td>$2.99</td>
<td>$2.47</td>
<td>$21.68</td>
<td>$13.74</td>
<td>$6.49</td>
<td>$34.36</td>
</tr>
<tr>
<td>Time cost per person enrolled</td>
<td>$31.74</td>
<td>$8.32</td>
<td>$8.56</td>
<td>$76.90</td>
<td>$34.48</td>
<td>$19.09</td>
<td>$75.25</td>
</tr>
<tr>
<td>Total cost</td>
<td>$20,327.26</td>
<td>$2022.50</td>
<td>$10,080.19</td>
<td>$97,142.52</td>
<td>$33,864.52</td>
<td>$935.27</td>
<td>$164,372.26</td>
</tr>
<tr>
<td>Total cost per person screened</td>
<td>$22.71</td>
<td>$3.23</td>
<td>$32.73</td>
<td>$365.20</td>
<td>$245.40</td>
<td>$6.49</td>
<td>$456.80</td>
</tr>
<tr>
<td>Total cost per person enrolled</td>
<td>$75.01</td>
<td>$8.99</td>
<td>$113.26</td>
<td>$1295.23</td>
<td>$615.72</td>
<td>$19.09</td>
<td>$1718.20</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Results from this set of 5 eHealth intervention trials focused on common mental health problems (ie, depression and anxiety) indicate that use of digital recruitment strategies (eg, Facebook, Instagram, and Craigslist) and research registry-based recruitment strategies (eg, ResearchMatch) were the most fruitful, time-efficient, and cost-effective methods for recruiting a nationwide sample of participants who were largely representative of the populations of interest. These results add to the literature on clinical trial recruitment methods and the benefits of technology-enabled recruitment strategies. Findings are partially consistent with systematic review results recently reported by Whitaker et al [10] on the topic of using Facebook to recruit participants for health research purposes. Whitaker et al [10] found growing evidence that, when compared with traditional recruitment methods (eg, print, radio, and email), Facebook recruitment had multiple benefits including lower costs and shorter recruitment periods. However, that review only included 1 study focused on mental health and did not examine the utility of other digital recruitment methods such as Instagram and Craigslist. These results also partially support findings of a scoping review by Topolovec-Vranic and Natarajan [11] in which digital recruitment strategies (eg, Facebook and Craigslist) were compared with other recruitment strategies for medical research study recruitment. Of the 30 studies included in their review, 12 studies found that digital strategies were more effective than other methods, and an additional 3 studies...
found that digital strategies were equally effective as another recruitment strategy. However, only 10 of the 30 studies were on behavioral interventions, and none of them were on eHealth interventions for common mental health problems. Although these studies provide support for the use of digital strategies for medical/health-related study recruitment, they do not reflect the unique nature of recruiting participants with common mental health problems for eHealth interventions. Thus, the results presented in this paper contribute to the broader literature by honing in on this population for eHealth intervention research and by examining additional recruitment strategies (eg, Instagram and ResearchMatch).

Results of analyses, combined with research staff experiences, have been used to develop a framework for recruitment strategy decision making for eHealth interventions depicted in the questions to guide strategic decision making presented in Table 6 and the matrix of recruitment strategy benefits presented in Table 7. In Table 7, we have highlighted the recruitment strategies that offer primary benefits of low fees, a high degree of control over the number and flow of referrals being directed to research staff, access to large numbers of people, access to targeted populations (eg, with specific clinical diagnoses and with specific demographic profiles), and 2 benefits associated with easier management/maintenance of the recruitment strategy (ie, a lack of specialized skills needed and a relatively low burden/time effort for study staff).

Using a variety of recruitment strategies is recommended, and the tools presented in Tables 6 and 7 are intended to help researchers determine the best subset of strategies to use for a particular study or set of studies. To efficiently manage multiple strategies, we recommend implementing a recruitment support framework as described by Palac et al [12], which is structured around an online screening survey and a central tracking database overseen by a data manager. To make decisions on initiating and maintaining different types of recruitment strategies, careful examination of the resources available (ie, budget, staff, relationships, and discounts) and requirements of the research study (ie, target recruitment number, target participant flow/timeline, and entry criteria) is essential. However, before reviewing the Table 6 question set and Table 7 matrix to determine one’s optimal recruitment strategies, one should conduct a literature review to determine if there are relevant studies that suggest what the outcomes or conversion rates for screening to enrollment could be for one’s target population using recruitment strategies that may already be under consideration. Early identification of conversion rate estimates for screening to enrollment will help the research team make appropriate time-cost and fee-related investments from the beginning of a trial. If there are no estimates available, then researchers will need to experiment with their selected set of recruitment strategies to fine-tune their approach.

Throughout the question set in Table 6, one is prompted to consider the existing resources and requirements for a specific study. These resources include available funds (ie, the budget), staff expertise, staff effort, existing relationships, and access to discounts. As our research center was concurrently recruiting for multiple clinical trials, we were afforded some flexibility using recruitment funds to test multiple recruitment strategies and to start and stop the use of those strategies as needed.

Table 6. Questions to guide strategic decision making for recruitment.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources</td>
<td>Do you have a budget for paid advertising? Do you have a budget to support staff to manage the strategy?</td>
</tr>
<tr>
<td></td>
<td>Can you recruit or train staff to learn skills required to set up/manage this strategy?</td>
</tr>
<tr>
<td></td>
<td>Do you have staff who will be available to establish/manage this strategy?</td>
</tr>
<tr>
<td></td>
<td>Do you have relationships to establish this strategy?</td>
</tr>
<tr>
<td></td>
<td>Do you have or can you make connections to reduce the overall cost of this strategy?</td>
</tr>
<tr>
<td>Requirements</td>
<td>How many people do you need to recruit overall (&lt;100, &gt;100)?</td>
</tr>
<tr>
<td></td>
<td>How quickly do you need to enroll subjects (months, years)?</td>
</tr>
<tr>
<td></td>
<td>How stringent are your entry criteria (ie, how targeted do you need to be with your advertising?)</td>
</tr>
</tbody>
</table>

Table 7. Matrix of recruitment strategy benefits.

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Digital</th>
<th>Registry</th>
<th>Print</th>
<th>Clinic</th>
<th>Firm</th>
<th>Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low fees</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High degree of control (can control number and flow of referrals)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broad reach (access large numbers of people)</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access to a targeted population</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No specialized skills required for maintenance/management</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low effort required for maintenance/management</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Furthermore, most research staff members had a primary role as a clinical interviewer or as a technology support specialist on these trials and managed specific recruitment strategies as a smaller component of their work week. As research staff employed in a primary capacity for clinical interviewing typically had times during the workday in which no interviews were taking place, there was bandwidth to develop specialized skills and to manage more time-intensive recruitment strategies. Thus, the capacity for recruitment strategies requiring specialized skills (such as digital, clinic, and firm-based strategies) and higher levels of effort for management (such as those needed to maintain digital, clinic, firm, and media-based strategies) was already built into the structure of the research team. As seen in Table 6, study requirements include the target sample size, the target flow/timeline of participants getting screened and enrolled in the study, and the study’s entry criteria, which can all be assessed to determine which recruitment strategies are most likely to be fruitful. Studies requiring a large sample size will need to utilize strategies capable of tapping into large numbers of potential participants, and for studies that have a limited timeline for recruitment, it will be important to pick a few recruitment strategies and monitor their success closely so that the research team can adjust the strategies as needed. Studies with stringent entry criteria need to be more targeted in their advertising (relative to studies that are recruiting a general adult sample), and this can increase the fees associated with certain types of recruitment (eg, online advertisements) and increase the time necessary to develop and design appropriate recruitment advertisements.

As identified in our results, the cost-effectiveness and time-efficiency of the recruitment strategies employed varied significantly, with digital and registry-based recruitment strategies demonstrating the greatest degree of cost-effectiveness and time-efficiency. This was likely because of the ability of our research team to control the number and flow of referrals using these 2 strategies, and thus, we were able to get large numbers of potentially eligible participants into our studies in a relatively efficient manner. However, many of the costs presented in this paper are dependent on multiple factors and thus can be estimated differently based on resources available in different research settings. For example, the expertise that staff members already possess (eg, social media expertise) can contribute to certain recruitment efforts (eg, digital strategies) in ways that reduce the need for hiring outside consultants or contractors. Alternately, a lack of these types of internal expertise would not preclude a research team from undertaking these types of recruitment strategies but could increase the costs of engaging in these strategies, as it may be a less efficient use of a staff member’s time. Similarly, the existing state of relationships with clinics and health care systems can dramatically impact the time costs and fees associated with clinic-based recruitment. Building new relationships takes significant time, and strong existing relationships may come with reduced fees within certain clinics and health care systems.

Furthermore, recruitment-associated fees can vary depending on existing institutional relationships and access to support such as discounts. For example, the price that our research center paid for recruitment advertisements on public transportation was at a reduced cost because of an arrangement previously established by our Northwestern University’s Clinical and Translational Sciences Institute with the public transportation service. Recruitment-associated fees can also vary depending on changing advertising fee structures and the popularity of keywords used in the advertisements [19,11]. One recent systematic review on the cost of recruiting for research studies using Facebook found that researchers paid between US $1.36 and US $110 per completing participant [20]. Although the majority of studies (80%) included in this review were cross-sectional surveys, and, thus, those ad clicks were more likely to convert to active study participation compared with intervention studies that last several weeks to months, findings by Thornton et al [20] demonstrate the broad range of fees that can be applied to use of a single digital recruitment strategy.

For research studies with a limited staff that are targeting fee-related cost-efficiency, reliance on registry-based and media-based strategies as primary recruitment efforts could prove to be both realistic and successful to hit recruitment targets, provided that the research registries utilized include a feasible number of potential participants (see Table 7). Print strategies may also be considered for these cases if the research team is able to locate low-cost print outlets that are likely to reach their target population. The use of digital recruitment strategies (eg, Facebook, Twitter, and Instagram) can also be feasible for studies with limited staff if the study team contains at least one individual with a firm understanding of digital marketing, or if there is support for a study team member to develop this expertise. The use of these strategies requires initial management decisions (eg, reliance on paid ad campaigns vs time developing more robust but free Web presence) but can be designed to require less staff time than was used by our group while still allowing researchers to draw from a very large number of potential participants and exert a high degree of control over the flow of potential participants from targeted populations.

Our personnel cost estimates are pulled from a private university in a large Midwestern city and may not accurately reflect pay rates in other areas of the United States or in other cities around the world conducting similar research. Indeed, clinical research costs are largely driven by personnel costs, and these costs can be substantially lower or higher in other locations where similar research could feasibly take place [21]. Some researchers may struggle with personnel-related decisions because of financial costs, and we note that having an experienced research manager can be more costly upfront but has the potential to save money over time because of skill at managing other research staff time and at negotiating relationships with new recruitment partners. This was particularly important during the set of trials used in this paper, as our experienced research manager was key in negotiating and navigating relationships and keeping recruitment targets on track to ensure that money was being well spent. This tracking system is further described in our companion piece by Palac et al [12].

We found that digital and research registry-based recruitment strategies brought in a faster flow of participants than other strategies examined and that this can be particularly useful for studies with a limited recruitment timeline. This is partially
consistent with past review papers on using social media for research recruitment [10,11]. Although digital strategies can be designed to tap into a growing audience through slight shifts in targeting, strategies such as clinics and research registries may limit recruitment efforts as they tend to have a relatively fixed number of potential participants. Not surprisingly, the recruitment strategies used and their relative success varied by target population. Although recruitment using digital and research-registry based strategies were similarly successful in our studies of general adult samples, some differences were noted in our studies focused on specific age groups, as seen in Table 3. In our ProjectTECH study of high school students [15], the vast majority of participants were recruited through Instagram, a social media platform that was particularly popular with teenagers during the recruitment period. In the MoodTech study for older adults [16], recruitment via digital platforms was less successful, and the vast majority of participants were recruited through the ResearchMatch registry.

To our knowledge, the time-efficiency and cost-effectiveness of research registry-based recruitment for eHealth interventions has not previously been reported upon and compared with other methods of recruitment such as digital strategies and more traditional strategies such as clinic-based recruitment and print advertisements. Results of this study suggest that, as the most cost-effective method of recruitment that also yielded a high percentage of eligible participants, researchers should strongly consider strategies such as the ResearchMatch registry to identify individuals who are likely to be interested and eligible for their eHealth intervention studies. The use of research registries appears to be far more efficient and inexpensive compared with print advertisements, recruitment firms, and clinic-based strategies. However, given that research registries are typically drawing from a finite group of potential participants, the use of supplementary recruitment strategies is valuable.

Research Considerations

An issue that emerges here is the denominator problem, as previously discussed by Mohr et al [22]. The denominator problem notes that most eHealth interventions recruit from very large pools of potential participants, and thus those individuals who choose to participate in an eHealth program are likely uniquely motivated. Although this paper focuses on recruitment for early efficacy trials of eHealth programs, we note that the time-efficient and cost-effective recruitment strategies discussed in this paper may further contribute with regard to testing eHealth interventions on the select group of individuals in the general population who are likely to engage and benefit from these interventions. A broader use of recruitment strategies produces the possibility of a wider range of participants, but this does not necessarily solve the denominator problem. As the goal of eHealth program development is to ultimately have the potential for larger scale implementation and public health benefits, an exclusive focus on recruiting for efficacy trials is likely to have a detrimental impact on the potential for developing programs to be successfully implemented. Thus, researchers may be wise to consider at least preliminary assessment of implementation factors in early evaluations of eHealth interventions following the guidelines for type 1 hybrid trials described by Curran et al [23].

Although findings indicate that clinic-based recruitment strategies were expensive and inefficient in this set of trials, we do not conclude that researchers avoid partnerships with clinical care settings when evaluating eHealth interventions for common mental health problems. Rather, the data presented here demonstrate that digital and research-registry recruitment strategies are efficient and relatively inexpensive for enrolling participants in these types of studies. For researchers focused on bringing their eHealth programs into clinical practice settings, the additional time and effort needed to enroll participants from a clinical practice setting is vital and will come with valuable insights into barriers and facilitators to larger scale program implementation. To maximize time-efficiency and cost-effectiveness, the strategies described in this paper should be used in tandem with clinical trial recruitment support systems focused on prescreening referral (as described by Palac et al [12]).

Limitations

The examination of recruitment strategy efficiency and cost-effectiveness and the resulting decision-making framework presented in Tables 6 and 7 are not without limitations. This was based on a limited number of clinical trials of eHealth interventions for common mental health conditions. However, the recruitment principles listed within this paper are likely generalizable to clinical trials focusing other types of digital behavior change and health interventions. Furthermore, the time spent on various recruitment efforts was not closely tracked during these trials, and thus the time costs of many strategies were estimated through a combination of objective review of study records (eg, meeting minutes) and through estimates made in consultation with study staff regarding the time study staff members spent on the launch and maintenance of each research strategy while it was being utilized.

Another limitation of this study is the large percentage of potential participants who came from unknown sources and after completing an in-app research interest form, did not proceed with screening. Media-based recruitment, in which press releases from our research center included information about ongoing trial recruitment, initially appear to be a relatively low-cost recruitment strategy. Yet, many of these “unknown” participants contacted our research center following periods of media coverage, and although we can hypothesize that a sizeable portion of these individuals learned about our trials and downloaded 1 or more IntelliCare apps through media coverage, we cannot substantiate this hypothesis. Although it is clear that media coverage generated a small stream of referrals who went on to complete screening and enroll in the study, the influx of potential participants (many of which are labeled as being from unknown sources) contacting our research staff following press releases required a fairly high management effort by study staff.

This decision-making framework is less relevant if it is important for an intervention to be tested within a specific clinic. In those cases, the recruitment strategies will have to be focused within the clinic, and recruitment timelines and budgets will have to be established to account for a potentially slow
recruitment speed/low recruitment yield and to account for what could be substantial time costs and fees associated with establishing the clinic relationship, navigating acceptable referral methods, and advertising to clinic patients (eg, mailing study advertisements to all potentially eligible patients within clinic can be high cost and low yield, while personnel time required to conduct daily chart review and identify potentially eligible participants to approach may be more fruitful). These barriers to quick recruitment in clinic settings have been well documented previously and must be planned around [24,25]. For a review of best practices in study site selection and recommendations to plan efficient recruitment efforts in these clinical contexts, see Huang et al’s recent paper on the Clinical Trials Transformation Initiative [26]. More commonly, eHealth interventions are being tested for efficacy and can draw from a broader pool of potential participants. In these cases, the framework can be used to evaluate the resources available and the requirements (ie, main aims and constraints) of the study. Despite these weaknesses, in tandem with the system described by Palac et al [12], this is the first framework for designing and monitoring recruitment efforts for eHealth clinical trials. This framework can be used by fellow researchers to make recruitment decisions at the outset of an eHealth clinical trial to target a set of efficient and cost-effective recruitment efforts and can be used as recruitment needs and priorities may shift over the course of a clinical trial.

Conclusions
In our study, digital and research registry-based recruitment strategies are more efficient and cost-effective for engaging potential participants in trials evaluating eHealth interventions aimed at common mental health problems (ie, depression and anxiety) when compared with traditional recruitment strategies such as print-based advertisements and recruitment from within clinical care systems. These results also demonstrate how a DIY recruitment framework can be used to track recruitment success and cost-effectiveness and support recruitment strategy decision making. These methods, along with the topics proposed in the recruitment strategy framework, should be considered by researchers when designing their recruitment strategies, with specific focus on the overarching aims of the study (eg, getting participants in quickly to test an intervention, compared with focusing on how an intervention would fit into a specific clinical care setting).
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RCT: randomized controlled trial
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