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Abstract

Background: The application of game-based learning in clinical practice has shown potential advantages in previous studies. However, there have been little efforts to use smartphone-based mobile games in the management of adult patients with cancer.

Objective: The objective of our study was to evaluate if patient education using a mobile game may increase drug compliance, decrease physical side effects of chemotherapy, and improve psychological status in breast cancer patients.

Methods: A total of 76 patients with metastatic breast cancer who were planned to receive cytotoxic chemotherapy were enrolled in this trial. Study participants were randomly assigned to a mobile game play group (game group, n=36) or a conventional education group (control group, n=40) in a ratio of 1:1. The patients were unblinded and followed prospectively for 3 weeks. Outcome measures included time spent for education, compliance to medication, physical side effects, and psychological side effects including quality of life (QoL).

Results: Overall, 72 out of 76 patients completed the study after 3 weeks (95%). The subjects in the game group showed high levels of satisfaction with the app. The time spent playing the mobile game in the game group was longer than that spent for self-education in the control group (mean 22.2, SD 6.1 vs mean 5.5, SD 4.0 minutes a day; P<.001). The mobile game group showed better drug adherence (Korean version of the Medication Adherence Rating Scale; mean 7.6, SD 0.7 vs mean 6.5, SD 0.5; P<.001). The use of the mobile game was associated with lower rates of chemotherapy-related side effects, such as nausea, fatigue, numbness of hand or foot, and hair loss, than the control group. The game group exhibited better QoL during chemotherapy (mean 74.9, SD 3.5 vs mean 72.2, SD 5.3; P=.01). However, there were no significant differences in terms of depression and anxiety scales.

Conclusions: This study suggests the feasibility and potentiality of the use of smartphone mobile games for patients with breast cancer receiving chemotherapy. Education using a mobile game led to better patient education, improved drug compliance, decreased side effects, and better QoL compared with conventional education. Mobile games can be used as easy, fun, and effective measures for patient education and have the potential to improve treatment outcomes.

Introduction

Playing console and Web-based games is a popular free-time activity among children, adolescents, and adults [1]. Recent studies with health-related internet games have shown positive effects, such as improving coping strategies for health problems, strengthening treatment compliance, and increasing motivation to overcome the difficult times during illness [2]. Potential benefits of using computer-based patient education programs include increased patient knowledge in perceived information competence [3]. Game-based learning may be enjoyable, interesting, and immersive and therefore, more effective than classical learning [4]. Patient education has shown to be effective in the management of patients with teenage cancer, diabetes, and asthma [2]. However, there have been limited studies conducted in adults.

Chemotherapy is the main treatment for breast cancer, which has proven to reduce the rate of recurrence and mortality in breast cancer patients [5]. Chemotherapy is accompanied by significant side effects. Consequently, many cancer survivors experience physical and psychological symptoms that hamper their quality of life (QoL) and disrupt their daily living activities, family relationships, and work schedules [6]. Diarrhea, nausea, vomiting, hair loss, and mucositis are among the most common side effects [7]. These side effects may cause poor drug compliance, prohibiting successful anticancer treatment. Poor education is one of the main determinants of poor adherence to chemotherapy [8]. Therefore, proper education and sufficient communication are important to increase adherence, which may eventually contribute to improved clinical outcomes [9,10].

An easily accessible, immersive, and interactive Web-based game (ILOVEBREAST) was developed for adult patients with metastatic breast cancer. Although previous efforts using games were mostly focused on children, adolescents, or young adults, ILOVEBREAST is specifically designed for adult users. This study was a proof-of-concept randomized controlled trial aimed at evaluating the benefits of smartphone-based mobile game use in breast cancer patients receiving cytotoxic chemotherapy. We hypothesized that mobile gaming would lead to increased drug compliance, decreased physical side effects of chemotherapy, and improved psychological status among patients.

Methods

Patients

Patients with pathologically proven, clinical stage IV breast cancer were enrolled in this study at Chung-Ang University Hospital, Korea, from September 2013 to September 2014. Patients who had metastatic breast cancer and agreed to participate in an education-controlled trial of mobile game management were screened with the research and the patient edition version of Structured Clinical Interview for Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision Axis I Disorders [11]. The inclusion criteria were as follows: females diagnosed with metastatic breast cancer, aged 18-65 years, use of at least third-line palliative chemotherapy treatment comprising taxanes, anthracyclines, capecitabine, and platinum compounds, and ability to use a smartphone for the mobile game. The exclusion criteria were as follows: current or history of uncontrolled medical diseases except for breast cancer, psychiatric diseases, including major depressive disorder and anxiety disorders, and history of substance abuse, including alcohol, nicotine, and drugs. Major depressive disorder and anxiety disorder were diagnosed based on the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision, the authoritative guide to the diagnosis of mental disorders published by American Psychiatric Association [12].

The Chung-Ang University Hospital Institutional Review Board approved the research protocol for this study (Number C20141447). Informed consent was obtained from all patients during hospitalization for chemotherapy after explaining the design, protocol, and consequences of the study (NCT03205969).

Description of the Mobile Game

A mobile game, ILOVEBREAST (CLGAMES, Seoul, Korea), was developed with an intention to improve self-management and to reduce the side effects of chemotherapy drugs. The ILOVEBREAST program used in this study was a 3-week program using typical multiplayer, social network, and platform-based features. The game’s key pedagogical features were as follows: education for preventing side effects of anticancer drugs, support for the prevention of side effects of anticancer drugs including numbness, hair loss, and loss of appetite, encouragement of mood and activity, including exercise, pet walking, cooking, and social game playing, which may facilitate participation in such activities in real life, and self-assessment using a personal avatar, as seen in Figure 1.

At the start of game play, an avatar is generated based on the patient’s medical information including the status of blood components, general medical condition, and chemotherapeutic drugs. Avatars are to visit their home, pharmacy, hospital, and gymnasium; make purchases from shops; and operate a farm to harvest ingredients for food. They can receive prescribed medications, cook food appropriate for their health, and exercise. Depending on the patient’s medication dosage, avatars can pursue a quest to minimize the side effects. The quest consists of taking the medication at the right time, cooking a meal for oneself, exercising, going outside for a walk, and chatting with a friend. An alarm alerts the avatar to take medications timely. Each time the avatar accomplishes a quest, “heart coins” are rewarded. The greater the number of the coins the patient receives, the greater the improvement in the avatar’s health status. The avatar can then use these coins to purchase items.
such as hats, gloves, and food ingredients. Patients are asked to visit their doctor weekly to assess their health status.

Figure 1. Representative screenshots of the ILOVEBREAST game. Source and copyright: Industry Academic Cooperation Foundation, Chung-Ang University Hospital.

Study Procedure

This study was a 3-week prospective trial. All study participants received a combination of 4 chemotherapy drugs (taxanes, anthracyclines, capecitabine, and cisplatin). Patients were randomly assigned to education using mobile game play (game group) or conventional education (control group) utilizing an interactive Web randomization system.

For patients in the game group, the study mobile game (ILOVEBREAST) was installed on the participants’ smartphones. They were recommended to play the game for >30 minutes a day, 3 times per week. They were interviewed every week via cell phone until the end of the study. The patients in the game group were checked with the record of access to the ILOVEBREAST game. The patients in the control group received routine care. A brochure elaborating the coping strategies for the side effects of chemotherapy drugs was provided to the control group only. The 26-page education material consisted of 2 parts. Part 1 provided the overall guidelines relating to life patterns, definition and purpose of chemotherapy, and broad side effects of chemotherapy. Part 2 contained individualized educational material comprising each patient’s purpose for chemotherapy, the name of the anticancer drugs, chemotherapy schedule, individualized management of side effects and symptoms, and guidance for daily life and mental attitude. The subjects in the control group were recommended to read the material for >30 minutes a day, 3 times per week. The patients in the game group were requested to rate the level of satisfaction using the following 8 questions:

1. What percentage of game content do you use while playing the game?
2. Is the game difficult to play?
3. Is the game fun?
4. Is the game helpful for taking your medication?
5. Does the game provide you with information about breast cancer and treatment?
6. Does the game decrease your unease with chemotherapy?
7. Do you plan to play ILOVEBREAST during your next chemotherapy session?
8. Would you recommend ILOVEBREAST to other patients with breast cancer?

The questions were assessed using a self-reported scale of 10 levels with 10 indicating “very bad” to 100 indicating “very good.”

Trial outcomes were measured in the following 4 domains: time spent for education, compliance to medication, physical side effects, and psychological side effects including QoL. Education time was measured as either the time spent for game playing or self-education using the brochure with preventive measures. The manufacturer (CLGAMES, Seoul, Korea) provided the time the users spent playing the mobile game. Medication compliance was assessed with the Korean version of the Medication Adherence Rating Scale (K-MARS), which has a Cronbach reliability alpha of .71 [13].

Physical and psychological side effects were assessed at baseline and the end of the 3-week follow-up period using questionnaires [7]. The questionnaires for the presence and severity of side effects (ie, nausea, fatigue, decreased appetite, numbness on hand or foot, stomatitis, diarrhea or constipation, hair loss, and skin rash) were measured using a 5-point Likert scale. Questionnaires for psychological assessment included the Beck...
Depression Inventory (BDI) with a Cronbach reliability alpha of .83 [14], the Spielberger State-Trait Anxiety Scale with alpha of .84 [15], and the World Health Organization Quality of Life-BREF Scale with alpha of .87 [16]. BDI is one of the most widely used self-reported scales to assess the severity of depressive mood and consists of 21 multiple-choice [14] questions. The Spielberger State-Trait Anxiety Scale has 20 items each to measure trait anxiety and state anxiety [17]. State anxiety means a temporary response to perceived threats, whereas trait anxiety refers to a consistent personality trait to experience anxiety. For this study, only state anxiety was measured because we intended to measure short-term response related to chemotherapy [15]. The World Health Organization Quality of Life-BREF Scale is an abbreviated generic Quality of Life Scale developed through the World Health Organization and consists of 26 items in the following 4 domains: physical health, psychosocial health, social relationships, and environment [16].

Statistics
Because this study was a proof-of-concept trial, the sample size calculation was done on a practical basis. In the center where this study was undertaken, an average of 200 patients receives cytotoxic chemotherapy in a month. We assumed approximately 30 patients a month would meet the inclusion and exclusion criteria of this study and planned to recruit 90 patients for 3 months. Patient enrollment was slower than expected, and we decided to stop enrollment 1 year after the initiation of the study.

Continuous variables were presented as mean (SD), and categorical variables were presented as counts and percentages. Continuous variables were compared with independent t tests or Mann-Whitney U-tests as appropriate. The Chi-square test or Fisher’s exact test was used for dichotomous variables. For all statistical analyses, the significance level alpha was set at 0.05, and all analyses were performed using SPSS 18.0 (Chicago, IL, USA).

Results

Demographic Characteristics
A flow diagram of the study is shown in Figure 2. A total of 83 patients with metastatic breast cancer agreed to participate in the study. Among them, 2 were excluded because of severe depressive and anxiety symptoms, 4 for having difficulties in using the mobile game, and 1 for withdrawal of consent for an unspecified reason. Among the 76 female patients who were finally enrolled, 36 and 40 were randomly assigned to the mobile game and control groups, respectively. After 3 weeks of the study duration, 34 and 38 patients in each group completed the study (94.7%).

The baseline characteristics of the study subjects are summarized in Table 1. The mean age was 50.9 (SD 7.0) years, and all the patients were female. All the participants had an Eastern Cooperative Oncology Group performance status between 0 and 2. There were no significant differences in demographics status and socioeconomic status, pathologic classification, and hormonal status between the 2 groups.

Overall Satisfaction

The patients in the game group were requested to assess their level of satisfaction with ILOVEBREAST, as seen in Figure 3. Patients in the game group played 41% of the game contents (quests, level ups, and rewards), and more than half responded that it was difficult to use (20/36, 56%). However, 67% (24/36) and 61% (22/36) of the patients responded that the game was fun and helpful in taking their medications, respectively. Approximately ¾ of patients (27/36) responded positively in terms of acquisition of information (74.4%), usefulness in overcoming chemotherapy side effects (73.9%), and willingness to play again (72.2%). Furthermore, approximately 81% reported they would recommend the game to other patients with breast cancer.

Figure 2. CONSORT study flow diagram.
Table 1. Demographic data.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Game group (n=36)</th>
<th>Control group (n=40)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median</td>
<td>49.8</td>
<td>52.1</td>
<td>.24</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>13.5 (2.0)</td>
<td>13.2 (1.9)</td>
<td>.51</td>
</tr>
<tr>
<td><strong>Economic status</strong>, n (%)</td>
<td></td>
<td></td>
<td>.94</td>
</tr>
<tr>
<td>Highest tertile</td>
<td>2 (6)</td>
<td>2 (5)</td>
<td></td>
</tr>
<tr>
<td>Middle tertile</td>
<td>32 (89)</td>
<td>35 (88)</td>
<td></td>
</tr>
<tr>
<td>Lowest tertile</td>
<td>2 (6)</td>
<td>3 (8)</td>
<td></td>
</tr>
<tr>
<td>Current smoker, n (%)</td>
<td>5 (14)</td>
<td>4 (10)</td>
<td>.43</td>
</tr>
<tr>
<td>Social drinking, n (%)</td>
<td>17 (47)</td>
<td>19 (48)</td>
<td>.49</td>
</tr>
<tr>
<td>History of mobile gaming, n (%)</td>
<td>20 (56)</td>
<td>22 (55.0)</td>
<td>.50</td>
</tr>
<tr>
<td><strong>Performance status</strong>, n (%)</td>
<td></td>
<td></td>
<td>.94</td>
</tr>
<tr>
<td>ECOG^b 0-1</td>
<td>35 (97)</td>
<td>39 (98)</td>
<td></td>
</tr>
<tr>
<td>ECOG 2</td>
<td>1 (3)</td>
<td>1 (2.5)</td>
<td></td>
</tr>
<tr>
<td>ECOG 3-4</td>
<td>0 (0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Pathologic characteristics</strong>, n (%)</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Invasive ductal carcinoma</td>
<td>35 (97)</td>
<td>38 (95)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>1 (3)</td>
<td>2 (5)</td>
<td></td>
</tr>
<tr>
<td><strong>Stage</strong>, n (%)</td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>Initial stage IV</td>
<td>8 (22)</td>
<td>10 (25)</td>
<td></td>
</tr>
<tr>
<td>Relapsed stage IV</td>
<td>26 (72)</td>
<td>30 (75)</td>
<td></td>
</tr>
<tr>
<td><strong>Hormone receptor status</strong>, n (%)</td>
<td></td>
<td></td>
<td>.77</td>
</tr>
<tr>
<td>Positive</td>
<td>25 (69)</td>
<td>29 (73)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>11 (31)</td>
<td>11 (28)</td>
<td></td>
</tr>
<tr>
<td><strong>Human epidermal growth factor receptor 2</strong>, n (%)</td>
<td>13 (36)</td>
<td>7 (18)</td>
<td>.07</td>
</tr>
<tr>
<td>Positive</td>
<td>13 (36)</td>
<td>7 (18)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>23 (64)</td>
<td>33 (83)</td>
<td></td>
</tr>
<tr>
<td><strong>Triple negative phenotype</strong>, n (%)</td>
<td></td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Nontriple negative</td>
<td>30 (83)</td>
<td>34 (85)</td>
<td></td>
</tr>
<tr>
<td>Triple negative</td>
<td>6 (17)</td>
<td>6 (15)</td>
<td></td>
</tr>
</tbody>
</table>

^aEconomic status was classified into the following tertiles: highest, > US $100,000; middle, $30000-$100,000; and lowest, <$30000.

^bECOG: Eastern Cooperative Oncology Group.

Study Endpoints

The time spent on game playing in the mobile game group was higher than that spent for self-education in the control group (22.2, SD 6.1 vs 5.5, SD 4.0 minutes; P<.001; Table 2). The game group also showed improved compliance to medications compared with the control group (K-MARS score, 7.6, SD 0.7 vs 6.5, SD 0.5; P<.001). The patients in the study group reported lower rates of physically adverse events, such as nausea (P=.02), fatigue (P=.02), and numbness in the hand or foot (P=.02). Clinically significant adverse events, defined by grade ≥3 of Common Terminology Criteria for Adverse Events 3.0, including nausea (P=.02), fatigue (P=.002), and hair loss (P=.01) was shown to be lower in the game group. After the study period of 3 weeks, the game group showed a higher QoL than in the control group, as seen in Table 3 and Figure 4. The decrease in the QoL score was also significantly lower in the game group than in the control group (P=.01). Regarding the subitems of QoL, the use of the mobile game was associated with lower decreases in physical health and environment but a higher decrease in psychological health than the usual care. There were no significant differences in the BDI score or state anxiety scale between the 2 groups.
Table 2. Comparison of physically adverse events between study groups.

<table>
<thead>
<tr>
<th>Education time and medication compliance</th>
<th>Game group (n=34)</th>
<th>Control group (n=38)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time spent for game playing or self-education (minutes/day), mean (SD)</td>
<td>22.2 (6.1)</td>
<td>5.5 (4.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Korean Medication Adherence Rating Scale, mean (SD)</td>
<td>7.6 (0.7)</td>
<td>6.5 (0.5)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Any physical adverse events, n (%)

<table>
<thead>
<tr>
<th>Event</th>
<th>Game group</th>
<th>Control group</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nausea</td>
<td>29 (85)</td>
<td>23 (61)</td>
<td>.02</td>
</tr>
<tr>
<td>Fatigue</td>
<td>16 (47)</td>
<td>29 (76)</td>
<td>.02</td>
</tr>
<tr>
<td>Decreased appetite</td>
<td>16 (47)</td>
<td>11 (29)</td>
<td>.18</td>
</tr>
<tr>
<td>Numbness of hand/foot</td>
<td>0 (0)</td>
<td>22 (58)</td>
<td>.02</td>
</tr>
<tr>
<td>Stomatitis</td>
<td>0 (0)</td>
<td>4 (11)</td>
<td>.15</td>
</tr>
<tr>
<td>Gastrointestinal (diarrhea or constipation)</td>
<td>7 (21)</td>
<td>9 (24)</td>
<td>.97</td>
</tr>
<tr>
<td>Hair loss</td>
<td>0 (0)</td>
<td>10 (26)</td>
<td>.27</td>
</tr>
<tr>
<td>Skin rash</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Physical adverse events grade ≥3 of Common Terminology Criteria for Adverse Events, n (%)

<table>
<thead>
<tr>
<th>Event</th>
<th>Game group</th>
<th>Control group</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nausea</td>
<td>5 (15)</td>
<td>0 (0)</td>
<td>.02</td>
</tr>
<tr>
<td>Fatigue</td>
<td>1 (3)</td>
<td>12 (32)</td>
<td>.002</td>
</tr>
<tr>
<td>Decreased appetite</td>
<td>3 (9)</td>
<td>6 (16)</td>
<td>.59</td>
</tr>
<tr>
<td>Numbness of hand and foot</td>
<td>0 (0)</td>
<td>3 (8)</td>
<td>.28</td>
</tr>
<tr>
<td>Stomatitis</td>
<td>0 (0)</td>
<td>3 (8)</td>
<td>.28</td>
</tr>
<tr>
<td>Gastrointestinal (diarrhea or constipation)</td>
<td>1 (3)</td>
<td>5 (13)</td>
<td>.25</td>
</tr>
<tr>
<td>Hair loss</td>
<td>0 (0)</td>
<td>8 (21)</td>
<td>.01</td>
</tr>
<tr>
<td>Skin rash</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Table 3. Comparison of psychological side effects between study groups.

<table>
<thead>
<tr>
<th>Psychological side effects</th>
<th>Baseline Game, mean (SD)</th>
<th>Baseline Control, mean (SD)</th>
<th>P value</th>
<th>At 3 weeks Game, mean (SD)</th>
<th>At 3 weeks Control, mean (SD)</th>
<th>P value</th>
<th>Differences Game, mean (SD)</th>
<th>Differences Control, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of life</td>
<td>77.5 (3.4)</td>
<td>76.8 (4.5)</td>
<td>.48</td>
<td>74.9 (3.5)</td>
<td>72.2 (5.3)</td>
<td>.01</td>
<td>−2.6 (1.5)</td>
<td>−4.6 (4.4)</td>
<td>.01</td>
</tr>
<tr>
<td>Overall quality</td>
<td>2.3 (0.7)</td>
<td>2.3 (0.6)</td>
<td>.74</td>
<td>2.5 (0.7)</td>
<td>2.5 (0.6)</td>
<td>.85</td>
<td>−0.3 (0.3)</td>
<td>0.4 (0.2)</td>
<td>.65</td>
</tr>
<tr>
<td>Overall health</td>
<td>1.9 (0.5)</td>
<td>1.7 (0.6)</td>
<td>.14</td>
<td>2.1 (0.7)</td>
<td>2.3 (0.6)</td>
<td>.47</td>
<td>0.3 (0.6)</td>
<td>0.6 (0.9)</td>
<td>.08</td>
</tr>
<tr>
<td>Physical health</td>
<td>19.1 (2.2)</td>
<td>18.7 (1.8)</td>
<td>.37</td>
<td>20.4 (2.2)</td>
<td>21.1 (1.7)</td>
<td>.16</td>
<td>1.3 (1.0)</td>
<td>2.4 (1.9)</td>
<td>.003</td>
</tr>
<tr>
<td>Psychological health</td>
<td>18.1 (1.4)</td>
<td>17.6 (43.1)</td>
<td>.31</td>
<td>18.7 (1.4)</td>
<td>19.3 (43.3)</td>
<td>.43</td>
<td>−2.1 (0.7)</td>
<td>1.7 (2.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Social relationships</td>
<td>9.3 (1.3)</td>
<td>9.6 (1.6)</td>
<td>.37</td>
<td>9.4 (1.2)</td>
<td>9.9 (1.9)</td>
<td>.22</td>
<td>0.1 (0.3)</td>
<td>0.2 (2.1)</td>
<td>.67</td>
</tr>
<tr>
<td>Environment</td>
<td>23.8 (1.7)</td>
<td>22.9 (3.5)</td>
<td>.16</td>
<td>24.3 (1.9)</td>
<td>24.3 (3.3)</td>
<td>.90</td>
<td>0.4 (1.1)</td>
<td>1.4 (2.5)</td>
<td>.03</td>
</tr>
<tr>
<td>Beck’s depression index</td>
<td>13.1 (3.5)</td>
<td>12.4 (5.6)</td>
<td>.51</td>
<td>15.7 (3.7)</td>
<td>14.9 (5.2)</td>
<td>.50</td>
<td>2.6 (1.1)</td>
<td>2.6 (1.7)</td>
<td>.99</td>
</tr>
<tr>
<td>State anxiety</td>
<td>37.4 (3.8)</td>
<td>37.9 (3.3)</td>
<td>.43</td>
<td>40.6 (3.6)</td>
<td>42.0 (3.8)</td>
<td>.11</td>
<td>3.4 (0.9)</td>
<td>4.1 (3.4)</td>
<td>.21</td>
</tr>
</tbody>
</table>

Figure 4. Psychological adverse events: (A) quality of life, (B) Beck’s depression index, and (C) state anxiety. *: P<.05.

Discussion

Principal Findings

The mobile game ILOVEBREAST was developed to help patients with advanced breast cancer learn more about the disease course, properties of medications, and expected adverse drug reactions. Adults users were generally satisfied with the game app. The mobile game-based intervention improved patient compliance, decreased the prevalence of physical side effects, and maintained the patients’ QoL compared with the conventional care. The use of the game had no impact on psychological side effects including mood and anxiety.

Improved Drug Compliance

The patients in the study group used approximately 40% of the game contents, and the overall satisfaction was acceptable. Notably, a high proportion of the patients expressed a willingness to play the game again at their next chemotherapy session and to recommend the game to other patients. In addition, education time and drug adherence were significantly higher in the game group than in the control group. The quests for taking medication and reminder alarms in the game may have contributed to improving patients’ knowledge of the disease, medication, and adverse events. Previous studies have shown that knowledge about the disease course and adverse drug events is closely linked to patient drug adherence [18]. Since the release of the “Re-Mission” titles, which showed good adherence to treatments and easy access to knowledge, from HopeLab in California, the use of computer games in health education and physical education has been considered to have positive effects [19]. Some video games have also been used as vehicles to transmit health education regarding fire and street safety, and self-management of diabetes and asthma [20,21]. Although most health education games have focused on children, adolescents, and young adults [22-25], this study implies that adults can also utilize and benefit from game-based learning if the contents are specifically designed for them.
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The ILOVEBREAST game presents an avatar that can prevent side effects of numbness and hair loss by purchasing gloves or hats. The users are rewarded for continuous medication use, and they can chat with other players who have the same disease and difficulties. The player can buy food ingredients and learn how to cook and prepare healthy diets. We assume that such activities resulted in decreased prevalence and severity of the physical side effects in the game group. Twitter, as a complementary method, was shown to be effective in increasing knowledge about overall disease course, survivorship, cancer types and biology, and treatment options in patients with breast cancer in a previous study [26]. The Web-based game properties of immersivity, attention-maintaining properties of stories, engaging properties of interactivity, and behavior-change technology may improve health-related behaviors and habits in patients with breast cancer [27]. Several video games have been created to distract people from acute or chronic pain. The “Re-Mission” from HopeLab in California is the most representative mobile game that has these positive effects [19].

The mobile game group in this study showed a higher QoL in various domains, including total health, physical health, psychological health, and environmental areas. Pompeu et al reported improved QoL in 7 patients with Parkinson disease by a game named Kinect Adventures! (Xbox 360, Microsoft Game Studios, United States) [28]. Reichlin et al also reported an improvement in the QoL in 13 patients with localized prostate cancer after playing an interactive game, Time After Time (AMIGO, Gigamic, Piatnik, Playroom Entertainment, Germany) [29].

However, we observed no improvement in the psychological effects in this study. Chen et al reported that pediatric patients with obesity who played educational games for about 10 weeks-2 years improved their psychosocial functions, including depression, self-efficacy, and self-esteem [30]. One possible explanation is the short study duration (ie, 3 weeks) of this research. The age of the participants may be another factor. Unlike children and adolescents, older patients may have a lower propensity to have interest in playing a game.

Study Limitations

The major limitation of this study is the small sample size and the short study period. Future studies are needed to confirm which patients most benefit from the strategy using mobile games and whether the benefits may lead to an improvement in hard endpoints such as mortality or recurrence. Next, adverse events related to chemotherapy were assessed subjectively. Objective assessments such as scales, blood tests, or laboratory tests may better describe the adverse effects of chemotherapy. Also, this study reflects the difficulty when using games for adult patients. Although the patients generally expressed satisfaction, the users experienced only a limited amount of the contents, and more than half had difficulty using the app. We believe this fact provides an important lesson for future developers.

Conclusion

A mobile game, ILOVEBREAST, was helpful in educating adult patients with breast cancer receiving cytotoxic chemotherapy. The game was associated with improved drug compliance, decreased prevalence rates of physical side effects, and better QoL. Patient education with smartphone mobile games can be used as an easy, fun, and effective measure to promote treatment adherence, which may potentially lead to improved survival.
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Abstract

Background: eHealth interventions show stronger effects when informed by solid behavioral change theories; for example, self-regulation models supporting people in translating vague intentions to specific actions have shown to be effective in altering health behaviors. Although these theories inform developers about which behavioral change techniques should be included, they provide limited information about how these techniques can be engagingly implemented in Web-based interventions. Considering the high levels of attrition in eHealth, investigating users’ experience about the implementation of behavior change techniques might be a fruitful avenue.

Objective: The objective of our study was to investigate how users experience the implementation of self-regulation techniques in a Web-based intervention targeting physical activity and sedentary behavior in the general population.

Methods: In this study, 20 adults from the general population used the intervention for 5 weeks. Users’ website data were explored, and semistructured interviews with each of the users were performed. A directed content analysis was performed using NVivo Software.

Results: The techniques “providing feedback on performance,” “action planning,” and “prompting review of behavioral goals” were appreciated by users. However, the implementation of “barrier identification/problem solving” appeared to frustrate users; this was also reflected by the users’ website data—many coping plans were of poor quality. Most users were well aware of the benefits of adopting a more active way of living and stated not to have learned novel information. However, they appreciated the provided information because it reminded them about the importance of having an active lifestyle. Furthermore, prompting users to self-monitor their behavioral change was not sufficiently stimulating to make users actually monitor their behavior.

Conclusions: Iteratively involving potential end users offers guidance to optimally adapt the implementation of various behavior change techniques to the target population. We recommend creating short interventions with a straightforward layout that support users in creating and evaluating specific plans for action.

(J Med Internet Res 2018;20(10):e10412) doi:10.2196/10412
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Introduction

eHealth, or “the use of technology to improve health care” [1] is effective in changing health behaviors, such as increasing physical activity, altering dietary habits, and smoking cessation [2-4]. Furthermore, eHealth programs have the potential to reach large populations in a cost-effective way [5-7]. They may also enable a personalized and interactive approach, for example,
There are strong indications that eHealth interventions should be informed by sound theories. Research has shown that applying a theoretical basis to eHealth interventions increases their effectiveness [10,11]; for example, self-regulation models [12] have identified several techniques that may help users to engage in behavioral change. Self-regulation is the process of goal selection, pursuit, and maintenance [13]; it focuses not only on eliciting an intention to change behavior but also on bridging the gap between intention and behavior [13-15]. Using the self-regulation perspective, individuals may learn how to initiate change effectively and how to maintain health behavior over changing conditions. “Action planning,” for example, comprises the detailed planning of what a person will do, whereas “barrier identification/problem solving” helps individuals to identify and solve difficult situations for performing the health behavior [16]. Furthermore, research has shown that self-regulation strategies are, indeed, effective in changing behavior [17-21].

Although behavioral change theories inform us about which behavioral change techniques should be included, they provide limited information about how these techniques can be implemented in an engaging way [10]; this might explain why Web-based and mobile interventions often suffer from high attrition rates (60%-80%) [22-24]. The use of behavioral change theories may be necessary but not sufficient to guarantee efficacious interventions. Equally important is the involvement of potential users during various stages of the development process. Such an approach has been advocated by many and is known as cocreation [25], person-based approach [26], or user-centered development [27].

Involving the target population has given researchers insight into what motivates users to start and adhere to a Web-based intervention; for example, Bardus et al. found that the expectation of receiving reminders regarding physical activity was an important reason to start with a Web-based physical activity intervention [28]. Time efficiency, a clear navigation structure, and professional design of the eHealth intervention have been shown to be important factors to make users stay in the program [29,30]. Finally, providing users with a sense of control motivates them to complete the eHealth program [31]. These findings act as a guide to further fine-tune eHealth interventions to the target population [26].

This study aims to investigate how users experience self-regulation techniques implemented in an eHealth intervention. For this purpose, we used the eHealth intervention “MyPlan 2.0,” which supports users to be more physically active or less sedentary in a step-by-step manner. This intervention is informed using self-regulation theory and considers users as their own expert in the behavioral change process. Through a semistructured interview and an examination of users’ website data, information was obtained about the appreciation of the website and intervention in general and the experience of users with various self-regulation techniques (ie, goal setting, providing information, providing feedback on performance, action planning, barrier identification/problem solving, prompting self-monitoring, planning social support, and reviewing behavioral goals). The findings derived from this study might help other eHealth developers on how (not) to implement self-regulation techniques in Web-based interventions.

Methods

Participants

In this study, 20 adults from the general population volunteered to participate; this number was based on previous qualitative research about eHealth by Yardley et al. [32]. Participants were recruited via acquaintances of the researchers and a database of the research group. The database contained the names of persons who expressed interest in participating in studies of the Ghent Health Psychology Research Group. The exclusion criteria were as follows: not having internet access, aged <18 years, diagnosed with a chronic disease, and non-Dutch speaking. To maintain an equal distribution over age, gender, and educational level, we preselected participants based on these characteristics. The study was conducted between November 2016 and May 2017. As soon as a participant was enrolled in the study, he or she could start the intervention. The first participant started in November 2016, and the last participant started in April 2017. The study was approved by the Committee of Medical Ethics of the Ghent University Hospital (Belgian registration number: B670201629995), and all participants provided a written informed consent.

Intervention

“MyPlan 2.0” is a self-regulation-based intervention consisting of 5 weekly Web-based sessions. It aims to increase physical activity and decrease sedentary behavior in adults and is designed and created by our research group. “MyPlan 2.0” is based on a previous version named “MyPlan 1.0” [33], which was effective in changing health behaviors [21,33-35]. However, the quantitative research with “MyPlan 1.0” revealed high levels of nonusage attrition [36]. The qualitative research revealed that users felt frustrated about the length and complexity of the program [30]. Hence, the intervention was iteratively transformed according to this feedback. In particular, the intervention was shortened, the text was limited, information sheets were substituted by a quiz, and the layout was changed. Furthermore, rationales were provided for the implementation of different self-regulation techniques, specific instructions were given during action planning and barrier identification/problem solving, and general tips and tricks were provided. Moreover, success stories of other users were added.

In the first session, participants started by creating a profile and provided general information (eg, gender, age, and working status) to enable personalized messages during the intervention. In addition, they chose which behavior, physical activity or sedentary behavior, they wanted to change during the intervention (ie, “goal setting”). The website offers the option to take a quiz regarding the chosen health behavior (ie, “providing information on the consequences of the behavior”). Thereafter, participants completed a short questionnaire regarding the selected health behavior, that is, a shortened version of the International Physical Activity Questionnaire.
Participants were instructed to complete the intervention on their own. When researchers noted that participants forgot to log in at the scheduled time, they were reminded of doing so by a telephone call. After completing 5 intervention sessions, users’ website data were downloaded, and a date to perform a semistructured interview was scheduled. Before the start of the interview, participants completed questions about demographic characteristics (ie, age, gender, educational level, height, and weight). The interviews took place at the research department or via a telephone call. The interviews were audiorecorded with permission of participants.

The questions and content of the semistructured interview were based on the results of the previous qualitative research with the intervention “MyPlan 1.0” [30]. The 3 main topics that were addressed during the interview were as follows: design of the intervention (ie, general appreciation, user-friendliness, time efficiency, and layout); usefulness of the website (ie, opinion about the motivational value of the website, opinion about the informative value, feelings of awareness elicited by the website, personal relevance, and recommendations); and views about the benefits of being more physically active or less sedentary. During the discussion of each topic, researchers explicitly focused on how users had experienced each of the self-regulation techniques implemented in “MyPlan 2.0” (eg, “How did you experience the component in which you were asked to formulate personal barriers and solutions?”). The interview guide can be found in Multimedia Appendix 2. In the Results section, we will focus on perceptions regarding the website in general and the implementation of the behavioral change techniques. The average duration of an interview was 30 minutes, and participants received a reimbursement of €20.

Data Analysis

The following information was derived from the users’ website data. First, we identified how many users selected sedentary behavior and physical activity as their target behavior and how many received the tailored feedback that they did not meet the respective health norm (ie, 30 minutes of, at least, moderate physical activity a day [39] or accumulating <8 hours of sitting time a day [40]). Second, time spent on the website and clicks on optional pages were calculated. Optional pages included the quiz, page about social support, and the extra tips describing techniques such as “prompting rewards,” “prompting focus on past success,” “providing instructions,” “teaching to use prompts/cues,” and “prompting self-talk.” This cycle was the same for each of the 4 follow-up sessions. Figure 2 displays the flowchart of the follow-up sessions.

The effect of “MyPlan 2.0” will be tested by a randomized controlled trial. If the intervention is effective, it will be disseminated and implemented by the “Flemish Institute for Healthy Living,” which is the Flemish center of expertise regarding health promotion and illness prevention.

Procedure

Participants were contacted by telephone and informed about the study. When participants decided to take part in the study, they received an email with a website link to the intervention and the documents to provide their informed consent.
Interviews were transcribed verbatim, and a directed content analysis was performed using NVivo Software (QSR International, Melbourne, Australia, Version 11, 2015) [43]. Content analysis is a way to comprise text into categories based on explicit coding rules [44-47]. In the directed content analysis, theory or prior research guides the coding. Directed content analysis is different from other strategies to analyze qualitative data in which codes most often emerge from the data [48]. Directed content analysis was considered best suited for our purpose because our coding scheme was based on previous research with “MyPlan 1.0” [30], and we were particularly interested in how participants precisely experienced the practical application of self-regulation techniques. Nevertheless, when a text fragment of the interview did not fit any of the predefined categories, a new category was created. Themes that did not contain enough data were not withheld. Coding was performed independently by two researchers (CVdM and LP). Furthermore, a weighted kappa was calculated, and it showed fair to good interrater agreement (weighted kappa=.67). Multimedia Appendix 3 shows an overview of the themes and subthemes. Multimedia Appendix 4 contains the completed COnsolidated criteria for REporting Qualitative research checklist [49].
Results

Demographic Characteristics
When contacted via telephone, 30 participants were willing to participate. However, 6 participants dropped out before the intervention period, and 4 participants did not respond to the researchers’ telephone calls. Recruitment was continued until 20 participants fully completed the 5 intervention sessions. Table 1 shows the demographic characteristics of 20 participants.

Users’ Website Data
Table 2 shows the users’ website data according to both behaviors separately. Most users also visited the free-choice components, such as the quiz and additional pages regarding the social support. Only a small number of users indicated that they did not reach their goal or did not want to adapt their goal during the follow-up sessions. Almost all plans (38 of 40) were achievable and instrumental (eg, “On Monday and Wednesday I will perform my workout schedule at home”). The 2 exceptions were plans about sedentary behavior. In these plans, users indicated that they would perform a physical activity-related activity. During the first session, users had to select barriers and solutions from a list, which made all coping plans instrumental.

Interviews
Website in General
In general, users stated that participating in the study and being involved in the intervention program raised awareness of their own behavior.

You are also made more aware, and that’s where it all starts. [Woman, >45 years, high educational level, normal weight]

It was just the fact that I was more aware because I had to take a moment for it. [Woman, 18-45 years, high educational level, normal weight]

Overall, the intervention website was perceived as user friendly and easy in use. Users highlighted the fact that it was clear and straightforward. In addition, the layout of the website was experienced as positive; it was simple and clear. Yet, some users would have liked a more colorful design.
Table 1. Demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants (N=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Women</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Age in years, mean (SD), range</td>
<td>46.65 (16.65), 21-74</td>
</tr>
<tr>
<td>18-45 y, n (%)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>&gt;45 y, n (%)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primary education</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Lower secondary education</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Higher secondary education</td>
<td>8 (40)</td>
</tr>
<tr>
<td>College or university</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Body mass index (kg/m²), mean (SD), range</td>
<td>25.42 (4.99), 18.47-37.81</td>
</tr>
<tr>
<td>Not overweight, n (%)</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Overweight, n (%)</td>
<td>9 (45)</td>
</tr>
</tbody>
</table>

Table 2. Users’ website data according to the 2 target behaviors (sedentary behavior and physical activity).

<table>
<thead>
<tr>
<th>Website Data</th>
<th>Total (N=20)</th>
<th>Sedentary behavior (n=8)</th>
<th>Physical activity (n=12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users receiving feedback of not reaching the health norm, n (%)</td>
<td>7 (35)</td>
<td>6 (75)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Time spent per session (min)</td>
<td>6.67</td>
<td>6.74</td>
<td>6.59</td>
</tr>
<tr>
<td>Number of users reading the extra tips, n (%)</td>
<td>16 (80)</td>
<td>6 (75)</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Number of users reading more about social support, n (%)</td>
<td>14 (70)</td>
<td>4 (50)</td>
<td>10 (83)</td>
</tr>
<tr>
<td>Number of users taking the quiz, n (%)</td>
<td>20 (100)</td>
<td>8 (100)</td>
<td>12 (100)</td>
</tr>
<tr>
<td>Mean score on the quiz (out of 5)</td>
<td>4.4</td>
<td>4.71</td>
<td>4.08</td>
</tr>
<tr>
<td>Number of users willing to monitor their behavioral change, n (%)</td>
<td>15 (75)</td>
<td>4 (50)</td>
<td>11 (92)</td>
</tr>
<tr>
<td>Number of plans not achievable or instrumental, n (%)</td>
<td>2 (2)</td>
<td>2 (2)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

**Indication of...during goal review, n (%)**

| Total achievement                                       | 39 (49)      | 20 (63)                  | 19 (40)                  |
| Partial achievement                                     | 37 (46)      | 11 (34)                  | 26 (54)                  |
| Failure                                                  | 4 (5)        | 1 (3)                    | 3 (6)                    |

**Choice to...their plan, n (%)**

| Adapt                                                   | 11 (14)      | 5 (16)                   | 6 (12)                   |
| Maintain                                                | 69 (86)      | 27 (84)                  | 42 (88)                  |

**Number of solutions not achievable or instrumental, n (%)**

| Session 2                                               | 8 (40)       | 2 (25)                   | 6 (50)                   |
| Session 3                                               | 4 (20)       | 2 (25)                   | 2 (17)                   |
| Session 4                                               | 7 (35)       | 1 (13)                   | 6 (50)                   |
| Session 5                                               | 4 (20)       | 2 (25)                   | 2 (17)                   |

I thought it was a very good website. Very clear. I always knew what to do, where to click. [Woman, 18-45 years, high educational level, normal weight]

Yes, you could not do anything wrong I think. [Man, >45 years, high educational level, normal weight]

I thought the layout was simple, but that didn’t bother me. I think it contributed to the clarity. [Man, 18-45 years, high educational level, normal weight]

It provided overview and was very clear. Nothing negative to mention. It was very easy, very simple.
In line with that, users also stated that they would have liked more interaction on the website and more new content per session. For some users, the website was too repetitive and could have been more appealing. Yet, most of the participants were positive about the website and the initiative in general.

I think, if people will visit the website regularly, they will want to see something new every time though. [Woman, >45 years, low educational level, overweight]

It is useful that you try to let people be physically active. You can think about it yourself, everything comes from you. There is no one telling you: 'You have to do this if that happens'. You give yourself feedback. [Woman, 18-45 years, low educational level, overweight]

Almost all participants experienced the intervention as personally relevant and appropriate. However, the website seemed less fitting for persons who considered themselves as being physically active or for individuals with a lack of motivation.

It is developed generation-independently, from 7 until 77 in a manner of speaking. [Man, >45 years, low educational level, overweight]

Normally, I am already physically active. In that way, the added value for me was minimal. Maybe the intervention is too restricted because it is assumed that people experience difficulties in being physically active. [Man, >45 years, high educational level, normal weight]

Most users appreciated the time efficiency of the website. Some users would have liked a little more content and for other users, content could have been shown in even less internet pages.

That (cf. the length) was very reasonable. Certainly not too long. However, not too short either. I had expected a lot more questions and other things. [Man, >45 years, high educational level, overweight]

In addition, the intervention was perceived as motivating and stimulating for behavioral change by most users. However, some users experienced problems putting their intention into action. Other users were not motivated enough to change their behavior.

It is stimulating to initiate behavior. [Man, >45 years, low educational level, overweight]

The website totally helped me, because I wasn’t exercising anymore at all and now I am exercising again. So it did work. [Man, 18-45 years, low educational level, overweight]

It is a very good initiative, but it is still difficult to translate it into action and actually move more or sit less. It seems evident, but it is not. [Man, 18-45 years, high educational level, normal weight]

Goal Setting
Users often mentioned that the difference between physical activity and sedentary behavior was not clear for them, which made the intervention more complex.

For me there was little difference. If you sit less, then you automatically move more, and if you move more, then you sit less. So I didn’t think it was clear. [Woman, >45 years, high educational level, normal weight]

Providing Information on the Consequences of the Behavior
All participants stated that being more physically active or less sedentary has benefits for both physical and mental health. Some participants believed in the benefits but indicated that they had not experienced the benefits because of the intervention.

I think it has an influence. I really believe it has, but I have not experienced it. [Woman, 18-45 years, high educational level, normal weight]

Accordingly, most users indicated that they did not learn new things through the intervention. They already knew the consequences of their behavior. They only had to be reminded to do something about it.

Learned new things? No. But it gave new insights, you take a moment to think about it. [Man, >45 years, high educational level, normal weight]

Providing Feedback on Performance
The tailored feedback was highly appreciated by users. They recommended such feedback as the first step toward behavioral change. According to users, the feedback was personally tailored and made them aware that they had to change their behavior. Some users found that the feedback stimulated them actually to alter their behavior. Other users did not remember the feedback from the first session.

It was good to know where you are because you really don’t have a clue. [Woman, 18-45 years, high educational level, overweight]

I thought it (cf. the feedback) was good. That way, you know where you are and where you can improve. And it is different for every person. So, it is more personal. [Woman, 18-45 years, high educational level, normal weight]

Action Planning
Action planning was experienced as highly motivating. Users appreciated the fact that they could plan their personal goals in a structured way by questions. Many users indicated that they actually performed their goal as planned.

I think it is important to plan this. Because everyone is busy and otherwise there is always something else coming up. If you don’t make it a goal or plan in your week, it will not occur or it will fade with time. [Woman, >45 years, high educational level, normal weight]
Some users reported problems with action planning. They thought it was difficult to plan behavioral change a week in advance, especially when they had changing work hours. Furthermore, they preferred planning using a calendar rather than by questions. Other users found it difficult to plan behavioral change because they lacked the knowledge and inspiration about what to do. They wanted ready-to-use activity programs.

If you know what you want to do, but you do not put the words into action, then you fill this in. However, if someone knows he wants to be more physically active, but he does not know how exactly, then I think he will ask himself: “What should I do now?” [Man, 18-45 years, high educational level, normal weight]

At the beginning I found it difficult to set up goals for myself. [Woman, 18-45 years, high educational level, normal weight]

**Barrier Identification/Problem Solving**

Most users found it a good idea to think about barriers in advance and try to find solutions. However, many indicated that it was difficult to anticipate what could go wrong and how to overcome problems. Users expected the website to provide more guidance for this component.

What I really appreciated, is the fact that you were obliged to write down at least one barrier and how to cope with it. I had to take a bit of time to think about it, but in the end I always found one. The barrier component is the most powerful of the intervention. [Man, 18-45 years, high educational level, normal weight]

Sometimes it was difficult. Because experiencing barriers is not difficult, but finding solutions is not always easy. Most of the time, the same barriers arose. [Woman, 18-45 years, high educational level, normal weight]

Barrier identification really was something else (cf. in comparison to action planning). You have to be able to think immediately about what hinders you. That was more difficult. And maybe there could have been more guidance from the website. [Woman, >45 years, low educational level, overweight]

**Prompting Self-Monitoring of Behavior**

Many users misunderstood the purpose of self-monitoring and wrote down their plan in advance to remind them about it, but did not keep track of whether they executed the planned behaviors or not.

I always wrote it down in my diary, in color. That is definitely useful, otherwise you forget about it. [Man, 18-45 years, high educational level, normal weight]

I had expected that I would be assisted to monitor my goals myself, to see how my sitting time changes. But I was not asked to write down my sitting time. [Man, 18-45 years, high educational level, normal weight]

**Plan Social Support**

There were a few users who commented on the social support component. Some users found it very useful to involve others, whereas other users preferred to keep their behavioral change more private.

I also appreciated the more practical tips such as inviting neighbors or not exercising alone. I found it nice to read and I often took it into account. [Women, 18-45 years, high educational level, normal weight]

I did not really like the social parts. I prefer to do this on my own. [Woman, >45 years, low educational level, normal weight]

**Prompt Review of Behavioral Goals**

The largest group of users found it useful to review their goals. Many users indicated that having to log in again was the most motivating part of the intervention.

The good thing was that it repeated itself every week. Another program ends after one session and then you have the tendency to put it aside. Since you had to log back in for five weeks, you wanted to do what they asked because they would ask if you did it. [Woman, >45 years, low educational level, overweight]

**Tips**

Most users expressed their interest in the extra tips and found them very useful. The tips were experienced as feasible and inspiring. Especially, the tip regarding “using prompts or cues” was often implemented. Some users indicated that more new tips during the sessions were needed. Reading success stories of other possible users was also perceived as of added value to the website, although some stated that the stories were too predictable.

The tips were very interesting because they were practically feasible. It were simple tips that were achievable.” [Woman, >45 years, high educational level, normal weight]

It is always motivating to see (cf. read) how someone else does it, then you also want to motivate yourself to do it. [Woman, >45 years, low educational level, overweight]

The most helping was the note on the fridge. It made you aware to not forget about your plans that day. [Man, >45 years, low educational level, normal weight]

**Discussion**

Web-based interventions are increasingly used to alter health behaviors [10] and have shown to be more effective when grounded in a solid behavioral change theory [11]. However, the high levels of attrition highlight the importance to also target user engagement [36]. User engagement has been defined and measured in many ways [50]. According to Perski et al., engagement with a Web-based intervention is influenced by [Man, 18-45 years, high educational level, normal weight]
context (eg, the demographic characteristics of the population) and intervention (eg, the complexity of the intervention) variables [51]. This study focuses on the latter by investigating how users experienced a self-regulation-based eHealth intervention targeting physical activity and sedentary behavior. Users’ website data were analyzed, and 20 semistructured interviews were performed.

Besides investigating users’ opinions about self-regulation techniques, we also explored how they perceived the intervention in general. In comparison with the users of “MyPlan 1.0” [30], those of the 2.0-version appreciated the time efficiency and user-friendliness of the program; this is encouraging because it proves that an iterative approach in which users are consulted during the development of the intervention pays off [26]. Intervention developers should keep an eye on the user-friendliness of their intervention. We found that a simple but agreeable layout enhanced user-friendliness. Likewise, previous research has indicated that professional design and simple navigation can increase engagement [52]. Some users suggested that the development of a similar mobile app may further increase user-friendliness and interactivity; this suggestion is in line with research showing that the use of mobile apps might increase the adherence [53]. Most users perceived the sessions’ duration of approximately 5 minutes as a perfectly reasonable length. Intervention developers are already aware that eHealth interventions should be kept short and to the point [32,52] but reducing length while still implementing different self-regulation techniques has not been an easy endeavor.

This study revealed that most users were well aware of the benefits of increasing physical activity or reducing sedentary behavior; this was reported in the interviews. Users often mentioned that the intervention did not substantially increase their knowledge about the beneficial effect of a more active lifestyle, and this finding was corroborated by the high scores on the quiz, which aimed to provide information engagingly. Notwithstanding, users were interested in information and all completed the optional quiz. The findings indicate that further tailoring and offering more advanced information is recommended in this target population. In addition, previous research highlights the importance of providing new information tailored to the users’ needs [32]; for example, Short et al. stated that offering personalized information could increase men’s engagement in a Web-based intervention targeting physical activity and nutrition [54]. Of further interest, reading information and receiving personal feedback on the questionnaires seemed to function as a prompt to behavioral change; it reminded users about the importance of adopting a more active way of living.

Of particular interest to this study were the experiences and opinions of users about the self-regulatory strategies to bridge the intention-behavior gap. Key to our eHealth intervention were action planning and problem solving. Action planning consisted of formulating specific actions and planning about when and how they will conduct these behaviors. Action planning seemed to be feasible. Few users stated unachievable plans and many were able to reach their goals, at least, partially. However, thinking in advance about actions was experienced as difficult and effortful by users. Some stated that it was difficult to come up with specific actions or plan these actions a week in advance, and this is a good remark. An improvement may be to allow users to create and evaluate specific plans on a daily basis. Implementing such microcycles might offer users more guidance in creating instrumental and achievable plans on a daily basis.

The implementation of the technique “barrier identification/problem solving” was less feasible. Many users struggled with identifying barriers and finding solutions in advance, especially in the follow-up sessions in which they had to answer an open-ended question; this was communicated in the interviews and further corroborated by the analysis of the provided barriers and solutions at the website. Our results seem to be at odds with those of other studies. Sniehotta et al. [55] successfully implemented this technique in their intervention to increase physical activity in cardiac rehabilitation patients; their implementation of the technique was very similar to ours—participants were asked which barriers could interfere with their plans and how they could successfully cope with these barriers. However, an important difference with our study is that trained consultants helped users with problem solving in face-to-face contact. Indeed, self-regulation techniques have mostly been used in face-to-face settings [13]. It may well be that counselors are better able to adapt to the implementation of these techniques to the context and needs of an individual. To date, Web-based interventions do not easily offer such an opportunity, and this is an issue worth further consideration and follow-up. Effective techniques may become useless (or even counterproductive) when their implementation is or remains suboptimal. Based on these findings, we recommend offering sufficient guidance when implementing the “barrier identification/problem solving” technique; for example, a button saying “need help?” was added in “MyPlan 2.0.” When clicking on this button, users are shown an extensive list of potential barriers and solutions, which can guide them to answer the open-ended question.

In the interviews, some participants mentioned that the intervention may be of lesser use for individuals who are not ready for change yet, and this view is in line with various theoretical models of behavioral change, such as the Stages of Change Theory [56] and the Health Action Process Approach [57]. According to these models, individuals who are not ready to change will not engage in action programs. Indeed, studies investigating engagement according to user characteristics show that users’ level of motivation is an important factor for the eHealth uptake [58]. Interventions targeting these individuals might then better include techniques such as motivational interviewing [59], focusing on raising awareness, and eliciting change talk. Such motivational techniques were largely absent in our intervention. We reasoned that eHealth interventions were relatively inadequate for participants with low motivation to change behavior in the short term. Perhaps, more intensive interventions, including face-to-face contact, may be more suited for these individuals [60].

In addition, users indicated that the intervention might be of lesser use for individuals who already have a habit of being active. Inadvertently, many of our participants already had an active way of living. Their personal feedback on the
questionnaire stated that they reached the health norm. We had opted not to exclude participants who reached the health norms. First, research has demonstrated that individuals often overestimate their activity levels when self-report measures of physical activity are used [61]. We reasoned that participants may become more accurate of their estimations of physical activity by engaging in the intervention. Second, we reasoned that the eHealth intervention might also help in maintaining the behavior of those who are already habitually active, but this might not be the case. These individuals may experience the action and coping plan as needlessly effortful, frustrating, and cumbersome. Consequently, informing users explicitly about the target group of the intervention might be worth considering.

One of the strengths of this study was the diversity of the sample with an equal distribution of gender, age, educational level, and body mass index. Furthermore, having both users’ website data, as well as interview data, strengthened our conclusions. Finally, the perspective of users on the specific implementation of self-regulation techniques has not been often investigated. The most important limitation of this study was the fact that we did not investigate the participants’ actual levels of physical activity and sedentary behavior using validated methods. Consequently, we do not know whether our sample was more active than the general population. In addition, we were unable to assess the experiences of 4 users who quit the intervention. It may well be that their experience with the intervention was less positive. Furthermore, participants who were acquaintances of researchers might have had a more positive perception of the eHealth intervention. However, to limit this impact, these participants were always interviewed by a trained researcher they did not know.

In conclusion, this study reveals that behavioral change theories may be necessary but not sufficient to guarantee the efficacy in designing interventions. Equally important is the involvement of end users [25-27] because they can inform intervention developers on how self-regulation techniques should (or should not) be integrated. To ameliorate users’ engagement with a Web-based intervention, we have the following recommendations: create short (5-6 minutes) interventions with a straightforward layout; provide novel and tailored information regarding the benefits of the health behavior; make users create specific action plans and review these plans in the follow-up sessions; and provide guidance and practical examples when adding a problem solving module.
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Abstract

Background: Earlier work has described videoconferencing technologies, peripheral equipment, organizational models, human relations, purposes, goals and roles as versatile, multifaceted, and those used differently in different clinical practices. Knowledge about benefits and challenges connected to specific characteristics of services are lacking. A 2005 systematic review of published definitions of electronic health (eHealth) identified 51 unique definitions. In addition, the “10 E’s of eHealth” was developed. In 2015, the question “What Is eHealth: Time for an Update?” was posed.

Objective: Considering videoconferencing as eHealth, the objective of the paper is twofold: to demonstrate and cluster (different) clinical videoconferencing practices and their situated implications and to suggest interpretive concepts that apply to all clusters and contribute to generative learning of eHealth by discussing the concepts as add-ons to existing descriptions of eHealth in the “10 E’s of eHealth.”

Methods: We performed a literature search via the National Center for Biotechnology Information, encompassing PubMed and PubMedCentral, for quality reviews and primary studies. We used the terms “videoconferencing” and “clinical practices.” The selection process was based upon clearly defined criteria. We used an electronic form to extract data. The analysis was inspired by critical and realist review types, grounded theory, and qualitative meta-synthesis.

Results: The search returned 354 reviews and primary studies. This paper considered the primary studies, and 16 were included. We identified the following 4 broad clusters: videoconferencing as a controlled technological intervention within existing health care organizations for expert advice, controlled mixed interventions with experimental organizational arrangements, videoconferencing as an emerging technosocial service involving dialogue and empowerment of patients, and videoconferencing as a controlled intervention to improve administrative efficiency. The analysis across the clusters resulted in a proposal to add the following 4 D’s to the existing 10 E’s: (inter)-dependent, differentiated across services and along temporal lines, dynamic in terms of including novel elements for meeting incremental needs, and demanding in terms of making new challenges and dual results visible and needing fresh resources to meet those challenges. For a normative discussion about what eHealth should be according to authors’ conclusions, results suggested ethical, in that users interests should be respected, and not harmful in terms of increasing symptom burden.

Conclusions: Services were enacted as dynamic, differentiated concerning content and considerations of quality and adaptive along temporal lines. They were made to work from an ongoing demand for fresh resources, making them interdependent. The 4 D’s—Dynamic, Differentiated, Demanding, and (inter) Dependent—serve as pragmatic add-ons to the “10 E’s of eHealth.” Questions concerning outcome of specified balances between standardization and customization in clinical settings should be addressed in future research along with the emerging dual character of outcome: services being considered both “good” and “bad.”
Introduction

Background

Videoconferencing has been used for half a century in health care. At its most sophisticated, it provides transmission of full-motion video and high-quality audio among multiple locations [1]. An early description of clinical videoconferencing involved real-time visits through cameras and televisions [2]. Such visits are still in clinical use and may include additional peripheral equipment such as stethoscopes, otoscopes, and dermascopes.

In 2010, Whitten et al [3] summarized the most popular areas for telemedicine through videoconferencing to be telepsychiatry [4], pediatric emergency consults [5], stroke diagnosis and treatment [6], teledialysis [7], and teledermatology [8].

Videoconferencing is part of electronic health (eHealth), and definitions and compositions of such services have developed along with technological refinement, changes in roles and responsibilities in health care and other contextual conditions. A 2005 systematic review identified 51 unique definitions of eHealth and concluded that it had become an accepted neologism despite the lack of clear, precise, agreed-upon definitions [9].

Challenges regarding the understanding of the notion, of use and nonuse, and the quality of such services have frequently been reported and can be connected with problems of determining what the intervention exactly consists of, as well as generalizable causes and effects due to the complexity of contexts [10]. In addition, earlier papers and reviews have demonstrated that videoconferencing often combines with customized organizational models and routines and specified human resources ranging from patients to family caregivers, nurses, and doctors, inhibiting different roles [11].

Moreover, complexities are demonstrated in studies considering videoconferencing as a component of interdependent relations among different technologies, the complexity of health care and the rituals and habits of patients and other stakeholders [12]. Furthermore, different purposes of videoconferencing have been described. In a 2014 systematic review of clinical use, 91% of included papers reported different clinical purposes, including diagnosis, treatment, counseling, and monitoring in a wide range of disciplines and settings [13].

The accounts above point to a complex field and the time seems to be right for obtaining contextualized knowledge of what kinds of services that work, for whom and under which circumstances. Granja et al also pointed this out in their recent systematic review of factors determining the success and failure of eHealth interventions [14]. They concluded that quality of care was most frequently mentioned as contributing to the success, and costs most frequently mentioned as contributing to the failure. In addition, they pointed to a critical need to perform in-depth studies of the workflow(s) that eHealth interventions support and to perceive the clinical processes involved.

This paper assumes that videoconferencing is interdependent with contexts and that workflow and quality consequently will be enacted and considered differently in different clinical processes. The paper provides an in-depth account of videoconferencing services, user patterns, and considerations of quality in different clinical practices.

The account is based on results of a critical-realism literature review, performed to explore what kinds of videoconferencing services were associated with what kinds of quality in different clinical processes, as presented in the academic literature [15].

We first present the results as a thick description of user patterns, by developing a narrative synthesis of comparable and contrasting services and considerations of quality. This synthesis is presented in clusters empirically ordered by similar technosocial configurations. Notably, this approach is grounded.

Second, we interpret the findings through an in-depth analysis [16]. We performed an exercise of reciprocal translation of the clusters and suggested and argued for common concepts and metaphors that are played out and can be applied to all clusters. This is a constructive analytical technique described under the theoretical umbrella of qualitative meta-synthesis [17].

Finally, after this exercise, we move on to discuss the concepts related to previous characteristics of eHealth. For this purpose, we rely on definitions and the “10 E’s of eHealth” as developed by Eysenbach [18]. The objective is to use our concepts as input for generative learning and further discussion of the concept of eHealth and considerations of quality.

In the following section, we provide an account of the critical-realism review, grounded perspective, concept of enactment, and steps in the qualitative meta-analysis as examples of research to obtain generative learning for the pragmatic adaptation of concepts.

We hope to get a deeper insight into prerequisites and impact in different health care practices [19]. Similarly, we hope to contribute to the knowledge of complexity and variety and, consequently, different understandings of eHealth [20].

This review can also be considered as an attempt to respond to a recent call for “new standards of research quality, namely (for example) rich theorizing, generative learning, and pragmatic adaptation to changing contexts in open systems characterized by dynamically changing interrelationships and tensions” [21].

In 2001, Gunther Eysenbach defined eHealth as a concept as follows: “In a broader sense, the term characterizes not only a technical development but also a state-of-mind, a way of thinking, an attitude, and a commitment for networked, global thinking, to improve health care locally, regionally, and worldwide using information and communication technology.”
This definition was also elaborated on through 10 characteristics, Eysenbach’s 10 E’s of eHealth [18].

In a following series of publications, different characteristics were developed [22,23]. In 2015, the question “What Is eHealth: Time for an Update?” was posed [24].

Theoretical Approaches to the Study
The paper refers to 2 different types of literature review, namely realist review and critical review [15,25]. The objectives also point to the specified features of grounded theory [16]. In the methods section, we elaborate the interconnection with grounded theory and the analytical perspective of meta-synthesis.

Realist Review and the Account of Diversity
Through realist review, we addressed the complexity of videoconferencing. Traditional methods of review may focus on measuring and reporting on generalizable program effectiveness; these often find that the evidence is mixed or conflicting, and provide little or no help to understand the specified features of services that worked or did not work in different contexts for different stakeholders or different purposes [25].

Realist review is a model of research synthesis designed to work with complex social interventions or programs, based on the emerging “realist” approach to evaluation. It provides an explanatory analysis aimed at discerning what works (descriptions of compositions of technologies, human resources, relations, and organizational arrangements) for whom (actors and roles), in what circumstances (clinical setting and socioeconomic setting if described), and in what respects (outcome measures and considerations of quality). Furthermore, a realist review often assesses how services work in terms of technological performance; of note, this element is not discussed in detail in our review.

Critical Review and Conceptual Innovation
A critical review goes beyond mere description of identified services and includes analysis and conceptual innovation [15]. Grant and Booth [15] argued that its product most typically manifests in a hypothesis or a model, not a categorical answer. While such a review serves to aggregate the literature on a topic, the interpretative elements, as in developing concepts, are necessarily subjective and the resulting product is the starting point for further discussion, not an endpoint. We pursue the development of metaphors or concepts to capture novel features that apply to all empirical clusters.

How can we shed light on the concept of eHealth through interpretations and conceptual constructs that apply to or emerge within all clusters? The meta-synthesis method described in the Methods section provides the strategy for such analyses. In addition, a critical review may also attempt to resolve competing schools of thought. As such, it may provide a “launch pad” for a new phase of conceptual development and subsequent testing. We will not address competing schools of thought but add-ons to existing concepts of eHealth.

For this purpose, we use the findings to compare and contrast with previous theoretical standpoints concerning eHealth as described in the 10 E’s. This is a deductive turn, and we relate our inductively derived concepts to the existing theory of eHealth.

Methods
Study Design
On September 15, 2015, we performed a systematic search for primary studies of videoconferencing in clinical practice. We searched through the National Center for Biotechnology Information, encompassing PubMed and PubMedCentral, using the terms “videoconferencing” and “clinical practices.” In addition, we included additional references from suggestions on the National Center for Biotechnology Information Web page or reference lists of papers identified in the original searches. This search was updated on May 15, 2018.

Inclusion Criteria
The review included primary studies published in English between January 1, 2010, and May 15, 2018, which reportedly implemented clinical videoconferencing or Web conferences with the synchronous interaction between, at least, 2 geographical locations. Included in services were technological interventions, singular or as part of a composite service, and the paper should include a clear research objective or question with a clearly described method. Both qualitative and quantitative methods were included.

Exclusion Criteria
Videoconferencing for educational or guideline development purposes and psychiatric or psychological interventions were excluded if these were not combined with somatic purposes. The reasons for excluding psychiatry and psychology were pragmatic, as the search yielded a large number of papers addressing such interventions. In addition, we excluded monitoring of vital signs and self-help apps if not combined with synchronous video or Web communications. Furthermore, feasibility and pilot studies were excluded.

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses Diagram
The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram lists the steps of the inclusion and exclusion of papers (Figure 1).

Descriptive Summary
An electronic form was developed and used to extract data from the included papers (see Multimedia Appendix 1). These data items were selected as follows: first author and title, year published, population and clinical area, description of the intervention, additional technologies included in the intervention, participatory or organizational arrangements, outcomes, goals, conclusion, challenges, suggestions for service improvements, and suggestions for further research. Multimedia Appendix 2 provides a table of results, created using Excel.
**Enactment of Clusters and Grounded Theory**

The concept of enactment is used to suggest which practices of videoconferencing may play out differently through interdependencies [26,27]. A grounded perspective as described by Strauss and Corbin implies that empirical enactments should be the basis for deriving theoretical concepts, an inductive approach [16]. Thus, grounded theory is different from the deductive research model, that is, where the researcher chooses an existing theoretical framework (here the 10 E’s of eHealth) and collects data to show how the theory does or does not apply to the phenomenon under study.

We formed clusters by comparing and contrasting features responding to the realist review categories to specify the descriptive elements—what works and in what clinical setting. We coded for content, emerging themes, patterns, and novel ideas to also consider the 2 additional realist review themes, responding to what counts as good, for whom (actors and roles), and in what respects (outcome measures, considerations of quality, and suggestions for improvement). Furthermore, we used comparative methods involving open, axial, and selective coding of data where units of text (words, phrases, sentences, or paragraphs) were labeled, compared, and grouped [16].

**Meta-Synthesis and the Development of Concepts**

A conceptual meta-synthesis is an interpretive, analytical technique that uses qualitative findings reported in previous studies as building blocks for gaining a deeper understanding of particular phenomena [17].

To perform a meta-synthesis, we used the clustered summary to interpret and suggest concepts pertaining to the descriptions and considerations to construct conceptual generalizations. As data were rereviewed, we grouped categories that formed the basis for suggesting the theoretical concepts.

Our meta-synthesis attempted to integrate results from a number of different but interrelated qualitative and quantitative studies. The technique has an interpretive, rather than aggregating, intent, in contrast to the meta-analysis of quantitative studies.

**Proposing New Concepts for Generative Learning: the “10 E’s of eHealth”**

Within the clustered summaries, we first very briefly identified examples to provide connections with Eysenbach’s 10 E’s.
Through this strategy, we showed how the services we investigated aligned with or accommodated the 10 E’s. But the main focus of the analysis was to propose and argue for new concepts to contribute to generative learning, that is, what might be added to the 10 E’s from our findings and interpretations? This implies that we suggest concepts for pragmatic adaptation to the existing 10 E’s.

**Results**

**Descriptive Summary**

The 16 included primary studies covered 13 clinical areas, some of which were overlapping — chronic neurological care, dermatology and heart disease, stroke, neonatal care, primary health care, neuromuscular disease, pathology, palliative care, chronic care [hypertension, chronic obstructive pulmonary disease (COPD), and cardiovascular diseases combined], primary headache, pediatric telegenetics, rehabilitation of total knee replacement, and geriatric rehabilitation. In addition, we included outpatient triage. Studies reporting both quantitative and qualitative methods were included.

We have provided an overview of the data extracted from each of the included primary studies by listing the first author and title, year published, patient populations, clinical area, technosocial interventions, outcome measures, results, conclusion, any suggestions for improvement of the intervention and further research as an appendix (Multimedia Appendix 1).

We derived 4 broad clusters based on similarities in technosocial compositions. The clusters are as follows: videoconferencing as a controlled technological intervention within existing health care organizations for expert advice, including 5 papers [28-32]; controlled mixed interventions with experimental organizational arrangements, including 2 papers [33,34]; videoconferencing as an emerging technosocial involving dialogue and empowerment of patients, including 8 papers [35-42]; and videoconferencing as a controlled intervention to improve the administrative efficiency, including 1 paper [43].

We suggested adding the 4 D’s to Eysenbach’s 10 E’s of eHealth — eHealth is also (inter) dependent, differentiated across services and along temporal lines, dynamic in terms of incrementally including novel elements for meeting needs, and demanding in terms of making new challenges and dualistic results visible, and being in need of fresh resources to meet emerging challenges.

For a normative consideration, what eHealth also should be according to authors’ conclusions, we added ethical, in that users’ interests should be respected, and not harmful in terms of increasing the symptom burden.

**Clusters, Characteristics, and Suggestions for Improvement**

The 4 clusters were organized and elaborated according to the categories of realist review — what works (compositions of technologies, human resources, relations, and organizational arrangements), for whom (actors and roles), and in what circumstances (clinical setting and socioeconomic setting if described). This account makes up the descriptive part of the results, and we have clustered services that are comparable concerning the composition. We further considered the outcome and quality by assessing authors’ proposals for improvement of services, to respond to the question of how services are considered and what counts as good (Multimedia Appendix 1).

**Videoconferencing as a Controlled Expert Intervention Within Existing Organizational Arrangements**

**What Works, for Whom, in Which Clinical Area, and With Which Outcome: What eHealth Is**

In chronic neurological care, videoconferencing was used in follow-ups from specialists to veterans living in rural areas, after an initial complete historical and neurological examination. Patients were highly satisfied with the outcomes of convenience and quality [28].

In dermatology and heart disease, specialist care was delivered in a primary health care center in rural areas. A majority of patients considered the services as a positive experience, particularly, as specialist visits were expensive [29]. In the UK National Health Service, a regional telestroke network comprising 7 district general hospitals delivered thrombolysis with effective management, access, and safety as an outcome; this was conditionally successful [30]. In medical treatment for a primary headache, the service consisted of face-to-face interviews, examination, cranial magnetic resonance imaging, and electroencephalogram, a discussion between 2 physicians at different locations, and prescription of medication, all through data and video transmission. The network demonstrated safe and efficacious delivery of services [31].

In weekly specialist palliative care, teleconsultations for patients with advanced cancer were compared with “care as usual” [32]. Furthermore, the patient-experienced symptom burden was discussed.

**Considerations and Proposals for Improvement of Services’ Quality**

During assessments, complexities appeared that problematized generalizable conclusions for all services, and further success seemed to rely on the customization of certain aspects. For instance, results on the quality were narrowed to apply to more specified conditions in chronic neurological care [28], going through several encounters were considered a prerequisite to improving patients’ experience of safety in dermatology and heart disease [29], and variability of success between local sites was reported in thrombolysis services [30]. In addition, further success turned out to depend on additional resources involving expertise from nurses or technicians [28] and social and human relations like collaboration and confidence [29]. Telemedicine did not necessarily lead to a better quality of advanced cancer care. Indeed, the use of telemedicine created a situation in which patients experienced a higher symptom burden, despite high degrees of satisfaction. Authors proposed further research on ways to optimize multidisciplinary care by teleconsultations and to decide appropriate timing and frequency of palliative care teleconsultations [32].

eHealth was enacted as conditionally successful and partly with contrasting results as in palliative care. eHealth was demanding
new resources and customization of organizational, diagnostic, and ethical aspects. The balance between standardization or customization was played out as a challenge, as was the balance between fixed or dynamic and adaptive solutions.

Mixed Services With Novel Organizational Approaches for Expert Advice

What Works, for Whom, in Which Clinical Area, and With Which Outcome?

A novel approach in pediatric telegenetic services was described, comprising a geneticist, pediatrician, and genetic counselor team [33]. A telegenetics clinic offered a viable solution to providing competent and convenient access to a geneticist for patients in chronically underserved regions. For telerehabilitation after total knee replacement in Italy, a cost-effectiveness and cost-utility analysis was performed of a mixed telehealth-rehabilitation standard rehabilitation program compared with usual care. Cost savings were documented [34].

Considerations and Proposals for Improvement of Services’ Quality

Further studies were requested to define the outcomes of pediatric genetic evaluations better and specify which outcomes most appropriately helped to determine the satisfaction and efficacy of telegenetics evaluations compared with in-person genetic evaluations [33]. Uncertainty related to costs and long-term clinical outcomes raised important topics for future research in the rehabilitation study [34]. Moreover, in this cluster, more specified knowledge of outcomes, that is, the quest for more detailed and customized differentiation of services to understand quality was communicated. The dynamic adaptation of services was requested following the uncertainty of long-term effects.

Videoconferencing as Part of a Composite Service Involving Dialogue and Empowerment of Patients

What Works, for Whom, in Which Clinical Area, and With Which Outcome?

Birth delivery patterns in neonatal care in a state network was addressed in weekly educational videoconferences to establish guidelines for obstetrical, neonatal, and pediatric care at rural hospitals and telemedicine sites [35]. In addition, the network maintained a 24-hour call center staffed by experienced nurses who provided case management for patients and their physicians across the state, including appropriate transfer of high-risk patients to regional perinatal centers associated with high-quality delivery. The service was considered successful on all outcome measures, particularly for rural and underserved populations.

In neuromuscular diseases, 2 different telecare protocols were followed depending on the severity of the patient’s condition [36]. One group combined videoconferencing with face-to-face consultation once a month to see the patient in person and check the equipment, whereas the other maintained face-to-face consultation. The system was effective for home treatment and reduced the need for hospital admissions.

The Eastern Quebec Telepathology Network included a macroscopy station and 2 videoconferencing devices equipped with drawing tablets. The assessment considered the real-time evaluation of the concordance rate, turnaround time, and effects of telepathology on health care professionals, patients, organization, and delivery of care, from 3 years’ experience [37]. The service reduced isolation and insecurity among pathologists working alone.

Interdisciplinary team group videoconference meetings every second week with the involvement of informal caregivers was as part of a total home-care program for hospice patients [38]. The role of technology was a mixed experience, and short interaction length was sometimes frustrating, but most caregivers reported feeling part of the team and were positive about the technology experience. Caregivers had positive relationships with hospice staff, felt involved in decision making, and got questions answered.

“Tile-Ippokratis,” was an integrated platform providing low-cost eHealth services to elderly patients with chronic diseases and post-surgery patients with hypertension, COPD, and cardiovascular disease [39]. The platform reduced hospital admissions, provided safety, self-management, and quality of life. Users from both server and client units expressed positivity on the interface and data entering procedures of the devices used.

In outpatient palliative care, videoconferencing facilitated empathic patient–professional relationships [40]. Owing to rapid technological developments, the following 2 teleconsultation devices were used during the study: a desktop computer and an iPad 2. Results were focused attention and listening, the empathic engagement between patients and palliative care specialists, and an opportunity for patients to co-design their own care within the comfort of their homes. The potential of teleconsultations jeopardizing privacy was reported.

Another study addressed the same service with a focus on professional collaboration [41]. Synchronous audiovisual teleconsultation between a hospital-based specialist palliative care team and home-based palliative care patients was added to an existing community care model. The introduction of specialist teleconsultation in palliative home care supported multidisciplinary care.

For older rehabilitation, patients’ telerehabilitation by weekly home visits was combined with monitoring of activity data and videoconference via iPad [42]. Positive outcomes were reported in terms of the experience, activity levels, fitness, functioning, and well-being.

Considerations and Proposals for Improvement of Services

In neonatal care, longitudinal knowledge on system-oriented changes was requested [35]. In neuromuscular diseases, adaptive organizational procedures and face-to-face consultations should be more developed to improve services [36]. In telepathology, a strong communication plan and highly coordinated efforts among surgeons, pathologists, stakeholders, laboratory staff, and biomedical, administrative, and information technology support teams working in different sites were considered crucial for further development [37]. In elderly care, palliative and hospice care, familiarization of technologies, more frequent
meeting times, and additional training for family caregivers were needed [38,40]. In addition, further suggestions included the following: to enable local health care systems and different group populations to be familiarized with and use mature technological solutions [40,41], to address emerging ethical questions [40], the need to familiarize with tripartite consultations, and to adapt primary care physicians’ routines to ad hoc meetings [37]. Older rehabilitation patients valued face-to-face contact with their therapist, even when they are very positive about their telerehabilitation experience. This perception of telerehabilitation as complementary rather than a substitute for in-person care indicates that an ideal telerehabilitation service would continue to provide traditional therapy options by interspersing face-to-face contact with distance therapy wherever possible [42].

eHealth was enacted as highly heterogeneous and interdependent concerning composition, roles, and outcome in this cluster. In addition, dynamic adaptation is a keyword that captures services. Services were composed as bespoke, tailored, and interdependent of a variety of human and organizational components.

Videoconferencing as a Means for Administrative Efficiency Improvement

What Works for Whom and in Which Clinical Area?

Video telehealth on outpatient clinic triage nurse workflow consisted of the experimental use of personal computer-based videoconferencing software between home and an outpatient clinic triage office to communicate health questions and concerns that would otherwise be communicated by telephone [43]. For this service, technologies were considered unpredictable, as disrupting existing and well-working routines and dependent on the increased human effort.

Considerations and Proposals for Improvement of Services

Authors referred to a proposal from the involved to extend the scope of involved professionals for assessing a broader spectrum of components to conclude about the effectiveness. In that respect, the service turned out to be more complex than had been assumed before the investigation. This service was disruptive of existing services that were considered as well functioning.

Summary

In chronic neurology, dermatology, and heart disease, thrombolysis for stroke, and palliative home care, videoconferencing was addressed as a singular technological intervention within existing, but varying, organizational arrangements where expert roles were clearly defined. The characteristics were evidence-based advice between specialists and patients, specialists and primary care doctors, and a specialist center and rural hospitals. Success on outcome measures of the effectiveness, convenience, and safety for patients and clinical quality was described. The authors asked for changes in target groups and additional human professional resources for improvement or stabilization. In addition, the authors suggested the appropriate timing and frequency of palliative care teleconsultations, which had shown both positive and negative effects.

In telegenetic services and rehabilitation after total knee replacement, mixed services and novel organizational arrangements were described. Cost savings and the viability of services were demonstrated, and the authors asked for better specification of appropriate outcome and improved knowledge of long-term clinical effects.

In neonatal care, neuromuscular diseases, dermatology and heart disease, telepathology, palliative care, chronic diseases of hypertension, COPD, and cardiovascular diseases, novel organizational arrangements and composite services were described; they were diverse, outreaching, and in need to adapt to contexts and specified challenges. All services were described as conditionally successful but were considered both positive and negative in palliative care services, raising new ethical and relational questions to be addressed for future improvements. It became apparent that videoconferencing posed certain incremental demands for new resources in terms of improved technological features, changes in organizational arrangements, and new professional and ethical efforts. Elderly rehabilitation patients value face-to-face contact with their therapist, even when they are very positive about their telerehabilitation experience.

In triage, videoconferencing was considered as unpredictable and as disrupting existing and well-working routines. Success on the effectiveness was dependent on the increased human effort and extension of involved professionals.

Discussion

Generative Learning and Conceptual Innovations: Adding the 4 D’s to the 10 E’s of eHealth

We now present the reciprocal translation of the clusters to reach a synthesis by suggesting and arguing for concepts. To further discuss the concepts, we first connect some of the findings to the 10 E’s of eHealth and 2 normative statements on what eHealth should be.

The 10 E’s of eHealth and Some Characteristics From the Results

Below, Eysenbach's 10 E’s of eHealth are listed, along with some characteristics from the results:

1. **Efficiency**: all services in clusters 1 and 4 responded to this characteristic either as goals or as achievements. In clusters 2 and 3, the efficiency was less emphasized.

2. **Enhancing the quality of care**: all services responded to this characteristic as goals and partly as achievements, but the quality was considered very heterogeneously and was ambiguous for palliative care.

3. **Evidence-based**: videoconferencing was partly established on the basis of evidence but also as emerging services, taking one step at a time. Evidence production is a returning challenge in the field as services are adaptive and not always controlled interventions. This is an important issue, which is not addressed in this paper. Perhaps, “early procurement with evidence generation” using participatory approaches
as proposed in Health Technology Assessment (HTA) literature is a way to proceed [44].

4. **Empowerment of consumers and patients**: this was a dedicated goal partly for cluster 2 and for all services in cluster 3.

5. **Encouragement of a new relationship between patients and health professionals toward a true partnership**: this was explicitly stated as a dedicated goal for family caregivers and partly for patients in palliative care.

6. **Education of physicians through online sources**: as described for the telepathology network.

7. **Enabling information exchange and communication in a standardized way between health care establishments**: all services included this as a goal and partly as a characteristic.

8. **Extending the scope of health care beyond its conventional boundaries**: as described for the home care services in palliative care.

9. **Ethics**: eHealth involves new forms of the patient–physician interaction and poses new challenges and threats to ethical issues such as online professional practice, informed consent, privacy, and equity issues; this was addressed especially in palliative care.

10. **Equity**: to make health care more equitable is one promise of eHealth, but at the same time, there is a considerable threat that eHealth may deepen the gap between the “haves” and “have-nots.” Equity was addressed in chronic neurological care, dermatology, and heart disease for thrombolysis, neonatal care, and telepathology.

In addition to these 10 essential E’s, Eysenbach [18] also proposed that eHealth should be:

1. **Easy-to-use**: Our results indicate that this is still a goal and there is still work to be done, as improvements are requested. Easier use was specially requested for the triage workflow.

2. **Entertaining (no one will use something that is boring!) and exciting**: this subject was not addressed in any of the services, but videoconferencing was considered to interrupt existing and well-working routines in triage.

**Adding the 4 D’s to the Concept of eHealth**

The quests for different new resources and organizational arrangements revealed videoconferencing as dependent, demanding, and in need to customize to reach goals.

The following 4 D’s can be interpreted as generalizable concepts from our review and serve as input to generative learning: (inter) Dependent; Differentiated across services and temporal lines; Dynamic; and Demanding. The 4 D’s are not easily distinguished as they are also interdependent. We organized the discussion by first coupling the 2 D’s (inter)-dependency and differentiated, and then demanding and dynamic. The former 2 refer to the existing characteristics and the latter to assessments of the existing and future prospects. We interpret these 4 D’s as enacted both within and across clusters and have combined clusters 1 and 4 and 2 and 3 for substantiation. In addition, we propose that eHealth should be:

1. **Ethical in that users’ interests should be respected**
2. **Not harmful by increasing the symptom burden**

(Inter) **Dependent and Differentiated Services in Clusters 1 and 4**

All papers in clusters 1 and 4 [28-32] and [43] were addressed as relatively singular and controlled interventions addressing effective management or coordination. In addition, standardized communication and decision support were expected to improve the clinical quality and patient satisfaction. Considerations about what was needed to sustain services pointed to additional human and organizational resources and more specified solutions. These considerations point to dependent services.

Differences were displayed in the characteristics of the conditions that were considered, as 2 papers addressed singular clinical conditions [28,30], 1 multiple conditions [29], and 1 triage and workflow [43]. In addition, 3 of the 4 papers described services within fixed but different organizational structures—a specialist (center) to local or primary care professionals or patients and with fixed location of the equipment [28-30]. One paper described a network sharing a “virtual consultations room” and differences in results of the intervention for different local sites. Thus, stakeholders indicated dependency and differentiation determined by local variables to explain results [30].

These papers, at the outset considering videoconferencing as a relatively singular intervention, by implication concluded that each service was composite, as well as differentiated across services. Likewise, all services were interdependent, as the inclusion of specific organizational and human resources were considered crucial for continued success. Diversity across services and temporal lines, as well as interdependencies among technological, socioeconomic, and human components, were enacted.

**Dynamic and Demanding Services in Clusters 1 and 4**

One paper reported negative effects in terms of reduced efficiency. The authors suggested that to conclude, additional organizational aspects like physician time use should be considered. The services played out as dynamic and emerging. For the service to succeed, additional professionals were demanded, as well as further investigations of the impact on the overall clinic workflow [43]. Three papers concluded that the service provided was valuable, but reported the need for additional professional nurses or a health technician to improve the services [28-30]. One reported the need to address issues of increased symptom burden in palliative care [32]. Their assessment pointed both to the interdependency of human resources and demanding and dynamic services. All authors suggested that more knowledge of human (diverse patient populations and competence) and new organizational arrangements was necessary for improvement and more insight.

Videoconferencing was enacted as demanding and dynamic in terms of pressure to incrementally increase human and organizational resources for continued improvement, as well as addressing issues of the increased symptom burden.
(Inter) Dependent and Differentiated Services in Clusters 2 and 3

Common features deriving from this cluster aligned with the former discussions. A closer look at the papers substantiates composite, diverse, and interdependent services by the inclusion of new outreach and additional technological components. Five papers described services provided to patients’ homes [36,38-41]. One of these reported advantages of introducing tablet computers to palliative care patients at home [40]. Two papers included monitoring technologies in homes [36,39]. Regarding outcome, the majority reported multiple outcome that substantiates differences across services. Two papers pointed to information exchange, standardized communication, reduced hospital admissions, reduced home visits, and clinical impact [36,37], and one described transcending of institutional walls, clinical quality, and technologized but intimate patient and palliative care specialists’ relationships. The authors further considered the opportunity for patients to co-design their own care within the comfort of their homes [40]. While one addressed economic issues (cost-effectiveness or reduction) and quality of life [39], another mentioned retention and recruitment of surgeons to remote hospitals and reduced isolation [37]. In addition, one paper addressed changes in delivery patterns with the intention to refer high-risk newborns from local to regional perinatal centers [35]. One paper addressed new relations between participants and shared decision making by stimulating the integration of primary and specialist palliative care [41].

Technologies were interdependent with peripheral technological equipment involving tablet and monitoring devices and with relational and organizational components as expressed through outreach to patients’ homes, shared decision making, and intimate relationships.

Dynamic and Demanding Services in Clusters 2 and 3

The key to further success of telepathology was to maintain and develop a strong communication plan and highly coordinated effort among surgeons, pathologists, stakeholders, laboratory staff and biomedical, administrative, and information technology support teams working in different sites [37]; this key indicated both interdependencies, dynamic development and a demand for additional efforts to obtain objectives.

In palliative care, new ethical questions appeared, which needed attention to meet goals [38,40,41]. The need for additional education, consultation, and guideline dissemination was claimed in neonatal intensive care [35]. In these clusters, the normative aspects also played out—eHealth should be ethical and not serve to increase symptom burden.

Summary

The analysis showed that services were highly interdependent, composite, and diverse across services and temporal lines, as compositions of videoconferencing and peripheral equipment, organizational and human resources, purposes and goals differed between them. They were also demanding in terms of pressure to incrementally increase or change human and organizational resources for continued improvement. The services were dynamic in that new developments were anticipated for continuous development, ranging from dedicated organizational components to strong communication plans involving all stakeholders. Clearly, the 4 D’s were highly recognizable and striking in the clusters.

Limitations

To provide a complete account of videoconferencing services in clinical practices in the period covered, the review has limitations in the number of databases that were searched, the search terms, and the 7-year temporal limitation; this was, however, a deliberate decision because we wanted a quick view of recent service configurations. It can be expected, however, that broader search criteria, more databases, and a longer time span would provide even more differentiation and heterogeneity. In that sense, this review provides an informative content that responds to the ideas of realist review. Furthermore, the review was limited in that we did not provide a detailed account of working mechanisms, the how, of different practices.

Comparison With Prior Work and Pragmatic Implications

A systematic review from 2015 addressed technical characteristics of video consultations and ways these had changed over time because of the rapid advancement of information and communication technology [45]. The most widely used hardware described for videoconferencing was dedicated videoconference codecs and personal computers (desktop, laptop, or notebook). In addition, the review reported that the usage of mobile or smartphones for clinical videoconferencing started in 2005 and concluded that this could be an early indication of a marked change from fixed, dedicated hardware (eg, codecs or personal computers) toward ubiquitous devices (eg, smartphones or tablets). The shift to tablets in palliative care supports this change.

In a systematic review of telepathology services from 2016, Farahani et al concluded that mechanisms of success for international telepathology services were efficient workflow, dedicated information technology staff, continuous maintenance, financial incentives, ensuring that all stakeholders were satisfied, and value-added clinical benefit to patient care [46]. Our review has contributed to in-depth knowledge of aspects of workflow, dedicated staff, and value-added clinical benefit in specified clinical settings. What counted as an efficient workflow, dedicated staff, ensuring satisfaction and value-added clinical benefit was highly heterogeneous.

Conclusions

Videoconferencing in clinical practices was enacted as heterogeneous and with bespoke prerequisites and implications. Services were dynamic, differentiated concerning the content and considerations of quality, and adaptive along temporal lines. They were made to work from ongoing demand for fresh resources, making them interdependent. The 4 D’s—Dynamic, Differentiated, Demanding, and (inter) Dependent—serve as a pragmatic add-on to Eysenbach's 10 E’s of eHealth. Questions concerning the outcome of specified balances between standardization and customization in clinical settings should be addressed in future research, as well as the emerging dual
character of outcome—services being considered both “good” and “bad.”
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Abstract

Background: Bipolar disorder (BD) is a complex, relapsing mood disorder characterized by considerable morbidity and mortality. Web-based self-management interventions provide marked opportunities for several chronic mental health conditions. However, Web-based self-management programs targeting BD are underrepresented compared with programs targeting other psychiatric conditions.

Objective: This paper aims at facilitating future research in the area of self-management of BD and draws insights from the development of one such intervention—the Online, Recovery-Oriented Bipolar Individualised Tool (ORBIT)—that is aimed at improving the quality of life of people with BD.

Methods: We have discussed the opportunities and challenges in developing an engaging, evidence-based, safe intervention within the context of the following three nested domains: (1) intervention development; (2) scientific testing of the intervention; and (3) ethical framework including risk management.

Results: We gained the following insights across the three abovementioned overlapping domains: Web-based interventions can be optimized through (1) codesign with consumers with lived experience to ensure relevance and appropriateness to the target audience; (2) novel content development processes that iteratively combine evidence-based information with lived experience perspectives, capitalizing on multimedia (eg, videos) that the digital health space provides; and (3) incorporating Web-based communities to connect end users and promote constructive engagement by access to a Web-based coach.

Conclusions: Self-management is effective in BD, even for those on the more severe end of the spectrum. While there are challenges to be aware of, guided self-management programs, such as those offered by the ORBIT project, which are specifically developed for Web-based delivery provide highly accessible, engaging, and potentially provocative treatments for chronically ill populations who may otherwise have never engaged with treatment. Key questions about engagement, effectiveness, and cost-effectiveness will be answered by the ORBIT project over the next 18 months.

(J Med Internet Res 2018;20(10):e11160) doi:10.2196/11160
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Introduction

Background

The well-documented strengths of Web-based delivery for psychological interventions—flexible access across space and time, low cost, and potential for personalization [1-4]—have been bolstered with growing evidence that clinical effect sizes for many common clinical presentations are as large as those achieved by traditional face-to-face interventions [5-7]. As more and more of human life is mediated through technology, it is, perhaps, not surprising that the archetypal personal encounter of psychotherapy is also finding its feet on the Web.

The aim of this paper is to accelerate progress toward the next generation of Web-based interventions by critically reviewing the experience of one, very particular, Web-based treatment development process. The overarching aim of the Online, Recovery-Oriented Bipolar Individualised Tool (ORBIT) project was to develop and test a Web-based self-management intervention for people with bipolar disorder (BD) to improve their quality of life [8,9].

BD is a complex, relapsing mood disorder characterized by considerable morbidity and mortality. Functioning levels vary widely between and within individuals with BD, presenting a challenge for services organized primarily around management of chronically low-functioning patients [10,11]. Web-based self-management programs for this group represent a unique opportunity to address this need [12]. Unfortunately, Web-based self-management programs targeting BD are underrepresented relative to programs targeting other psychiatric conditions [13]. Developing an engaging, evidence-based, safe Web-based self-management program for individuals with BD presents not only special challenges but also opportunities.

We hope that the information presented here will be of use to others developing and testing Web-based psychological interventions. While we focus on a Web-based intervention for BD as a guiding example, our learnings are generalizable to interventions for other mental health conditions. Insights are consequently organized in the following three domains: (1) development of the intervention; (2) development and conduct of a rigorous scientific test of the intervention’s efficacy and mechanisms of action; and (3) development of a best-practice risk management and ethical framework for the trial (and ultimately for the roll-out of the intervention). From an overarching project perspective, it is useful to think about these three domains as nested (Figure 1).

The Online, Recovery-Oriented Bipolar Individualised Tool Project

Our international team is currently in the latter phases of recruitment for the randomized controlled trial (RCT) component of the ORBIT project. The trial (registered 23 June, 2017, ClinicalTrials.gov: NCT03197974) is funded by the Australian National Health and Medical Research Council and was reviewed and approved by Swinburne University of Technology Human Research Ethics Committee (2016/289). As detailed in the protocol paper [9], recruitment is primarily via open social media sites (eg, International Bipolar Foundation Facebook site). Main inclusion criteria are as follows: a diagnosis of BD (confirmed via a phone-administered structured diagnostic interview), no current mood episode, history of ≥10 mood episodes, no current psychotic features or active suicidality, and under the care of a medical practitioner. The trial compares two contrasting interventions, both referred to as self-management programs (Mindfulness vs Psychoeducation) for BD [9]. The Web-based programs aim to improve the quality of life in those with “late stage” BD (defined as ≥10 mood episodes). The programs (accessible via personal computer, tablet, and mobile phone) are brief (4 modules delivered over 5 weeks), self-paced and tailored to BD. They incorporate a range of multimedia components to maximize engagement and motivation: videos of consumers with the lived experience and clinicians (shaping program content), audio files for practicing learned concepts, interactive exercises, quizzes, static images, and downloadable PDF content for further learning opportunities. Guided support is offered via once-weekly asynchronous messages (from trained coaches); peer support is offered via moderated forums and the ability for users to connect privately with each other via a secure-messaging system embedded in the program.

Figure 1. Project domains.
The programs are intended to be highly interactive; users are encouraged to track and monitor well-being via an embedded tracking tool, complete interactive exercises and reflect on their participation as they complete each module, contribute to forums, connect with other users (fostering social support), and message their coach for assistance. Furthermore, engagement and adherence are encouraged via coach messages, seeded forum posts, and cognitive behavioral principles to facilitate the practice of skills in everyday life.

Unlike the standard approach of adapting validated face-to-face psychological interventions for Web-based delivery, the programs were bespoke Web-based interventions. Content was driven by evidence-based psychological treatments, offered via the following two arms: (1) Psychoeducation for BD (serving as the active control condition) and (2) Mindfulness for BD (incorporating elements of mindfulness-based cognitive behavioral therapy, self-compassion, and Acceptance and Commitment Therapy). Full details of the ORBIT project, including the rationale for targeting “late stage” BD are outlined in the protocol paper [9].

Insights from the ORBIT project are now considered in terms of strategies to optimize the intervention, scientific considerations for testing the intervention, and the framework that was developed to optimize ethical conduct of the research and delivery of the intervention.

**Key Learnings: Opportunities and Challenges**

**Intervention**

Here the intervention offered in the ORBIT project refers to the Web-based self-management programs. A number of strategies were used to optimize these programs, now detailed.

**Consumer Input**

Consumers with lived experience of BD were involved in all phases of program development, aligning with the consumer-based participatory research approach [14]. Consumer feedback from the pilot phase [8] guided content development for the current iteration of ORBIT. Intervention content is largely driven by the consumer voice, captured via videos of those with lived experience of BD. A local consumer advisory group (CAG) was established for the ORBIT project, comprising 10 individuals (6 females and 4 males) diagnosed with BD. Three CAG meetings took place during the development phase. Members played an integral role in providing feedback on content and the website itself (look-and-feel, ease of use, any perceived benefits or barriers) to ensure appropriateness and relevance to those with BD. We additionally consulted our pre-established CAG (located in Canada), part of the Collaborative Research Team to study psychosocial issues in BD (CREST.BD), to ensure that intervention content was appropriate for a broader international audience.

As part of the RCT, qualitative feedback from participants completing the program was collected to (1) guide future developments and (2) provide insights into their level of engagement with the Web-based intervention. These practices extend beyond the usual application of face-to-face intervention for the Web-based format by allowing a largely consumer-driven process. This approach ensures the program is tailored to the population it seeks to serve and aligns with the recovery model focus of empowering consumers via their active involvement in all stages of intervention development and testing.

**Use of Multimedia to Develop Content and Explain Concepts**

Our international team of researchers, clinicians, and consumers initially developed and piloted program content drawn from mindfulness-based therapies [8]. The program was then extensively revised and extended, iteratively developed via a dynamic interplay of theoretically derived therapeutic content and footage from videos of consumers with lived experience of BD. Content for Web-based interventions is often adapted from a face-to-face psychological intervention for Web-based delivery, as part of a one-step process where the content is largely defined upfront. By contrast, ORBIT content was progressively developed over a 6-month period. The process commenced with the “top-down” development of a semistructured interview schedule, drawing from broad topic areas aligned with mindfulness-based therapeutic approaches and BD psychoeducation. Clinical psychologists and mindfulness practitioners were consulted on topic areas to ensure that questions were grounded in a psychological framework. Next, 12 consumers were recruited to participate in the filming process: consumers were selected on the basis of gender, age, cultural background; and a range of experiences with mindfulness, acceptance-based approaches and self-management strategies (eg, recognizing early warning signs and triggers), ensuring a representative sample that ORBIT participants could relate to. The video process adopted a documentary-style interview, lasting up to 2 hours per person, undertaken with a professional film crew. Consumers were encouraged to speak from personal experience to ensure footage captured the central “consumer voice.” This “bottom-up” generation of program content was balanced within the “top-down” psychological framework—footage was carefully reviewed, and the project team iteratively revisited the planned content and structure of the intervention to maintain this balance. Hours of footage were edited into “snippets” from a range of consumers and combined into short videos (3 minutes on average in length), describing particular skills and experiences. This new type of delivery (documentary-style videos as an engagement strategy for Web-based interventions) ultimately led to a novel way of developing a Web-based intervention and, ultimately, a new intervention. The final stage of development involved fleshing out content from videos, including key summary messages, supplementary text, and MP3 audio files (allowing for in-the-moment experiential practice of newly introduced concepts) to promote learning and encourage skill development. Program content was then reviewed by our local and international CAGs and revised on the basis of their feedback. Overall, feedback indicated that videos successfully captured the consumer voice, providing a “real-world” feel that people could relate to, adding credibility to the program (balancing realistic messages with hope), reducing stigma, and allowing...
subtle processes to be described in an engaging and personalized way:

I like the real experiences shared by those with Bipolar better than those put forward by clinicians. A shared personal lived experience of Bipolar resonates deeply. Whereas I always feel a clinician is regurgitating something from a textbook or re-telling someone else’s personal story: they haven’t lived it, so they will never truly know. [Female, age 51 years, bipolar II disorder]

CAG members were consulted on the duration of videos; in general, there was agreement that “shorter” (3-4 minutes) videos were preferable in terms of maintaining interest and engagement, without being too cognitively demanding. This is in accordance with our prior experience in developing video-based content for Web-based interventions for individuals with persisting psychosis as a strategy to promote recovery [15]. Finally, the use of informational PDFs, clinician videos, and instructional videos (eg, consumer or expert walk-through, how to use a mood tracking tool) allows concepts to be easily understood within a user-friendly context. The Web-based environment lends itself to participants revisiting content as needed, at their own pace, to consolidate their understanding and facilitate repeated practice.

Content is guided by psychological principles; thus, consideration of how this can be made engaging, interactive, flexible, and appealing is essential to the success of any Web-based self-management program. Given the cognitive impairments common in those with BD, practical considerations (eg, being able to start, pause, and recommence topic areas; videos of short duration accompanied by transcripts; length of exercises; language; and neutral colors and icons) were carefully considered to ensure ongoing engagement.

Access to a Web-Based Community

The programs were designed to maximize constructive engagement by participants having access to a Web-based community (other participants, moderated forums), allowing them to link in with social support that may not otherwise have been realized [16]. This can provide a sense of normalization and a way in which they can also support others. The forum facilitates sharing of key learnings as participants navigate through the program, and a secure-messaging system allows participants to foster connections with other users if they so wish (extending social support networks outside of ORBIT). Participants are assigned a Web-based coach as part of the ORBIT community, with asynchronous message support. As overviewed by others [17], support in Web-based interventions for BD and other psychological conditions reduces dropout rates, making them comparable to rates observed in face-to-face therapies. Indeed, motivation to persist with Web-based interventions has been found when needs for relatedness (eg, identifying with other end users and content, support from Web-based coach, forum participation) are satisfied [18].

Clinical Cautions

Our group has been interested in developing novel psychotherapies for BD, drawing on third-wave principles of mindfulness and self-compassion [19]. There have been anecdotal concerns in the literature about potential iatrogenic effects of mindfulness for people with BD [8]. One of the arms in the ORBIT project contains such elements, requiring meticulous attention to ethical issues and risk management. Current mood state is an important factor to consider when introducing those with BD to experiential techniques within a Web-based intervention, given the risk of triggering mood dysregulation. Clinical caution messages (both within the content and incorporated into audio exercises) are used to empower participants to consider whether practicing a particular technique at that moment would be beneficial or should be delayed. For instance, anecdotal reports of body scan exercises that are lengthy (eg, 20 minutes or longer) indicate they can be triggering (of mood episodes) for some; thus, cautions based on current mood state can be particularly useful (Figure 2).

Figure 2. Clinical cautions. Source: the ORBIT program.
This type of encouragement allows participants to self-pace through the program, allowing for increased engagement and a sense of autonomy. Participants are encouraged to reflect on exercises, and any adverse events arising that are directly related to intervention content are logged.

Sustainability
A widely recognized problem in internet delivery is transitioning from research-funded development and trialing of an intervention to long-term sustainable delivery outside a research funding environment. Swinburne University of Technology has been at the forefront of improving the sustainability of Web-based interventions by advocating (successfully) for the national recognition of eTherapy hours as integral to the training of Clinical Psychology Masters students (25 eTherapy hours approved by the Australian Psychological Society College of Clinical Psychologists). In the ORBIT trial, and in future potential iterations of the ORBIT website beyond the research phase, the primary personnel support (coaching) is provided by Clinical Psychology Masters students as part of their first internal placement at the university, a model that can be generalized to any psychological interventions offered in Australia.

Science
Randomization and Allocation
A key facet of minimizing bias in treatment trials is ensuring that participants are randomly allocated to comparison conditions [20]. Web-based RCTs benefit from the use of fully automated computer-generated blocked randomization and allocation methods, ensuring all aspects of randomization are fully concealed to research personnel. Such methods are superior to traditional RCT methods (eg, sequenced numerically opaque sealed envelopes, central randomization by telephone to a trials office, etc) as no human involvement is required (an airtight method of concealment, reducing bias) and time efficiency is achieved (randomization and allocation can occur within seconds of each other, allowing participants to commence the intervention almost immediately). The latter is particularly important for studies involving those with frequent mood changes (ie, BD) that can occur within hours or days, impacting study data.

Defining “Dose” in the Web-Based Context
A central challenge posed by the Web-based context is how best to define intervention “dose.” An effective “dose” can constitute the level of usage needed for participants to benefit from the use of the program, the extent that the “dose” varies between participants, and participant characteristics that may influence the “dose” that is needed [21].

Participants differ in Web-based usage patterns, with evidence suggesting that less time will be spent on the program than researchers expect [22]. Program usage statistics automatically recorded onsite (eg, number of pages viewed, number of tasks completed, timestamps, etc) are an essential measure of adherence and engagement, providing an objective proxy for “dose” received. Study investigators need to identify program usage statistics of interest during the development stage to communicate this to the website developer (who will incorporate selected variables into data downloads for later analysis). Usage data can automatically be tracked and operationalized in an algorithm combining time on the Web, activity completion, and active engagements with the intervention [23]. However, adherence (and the related construct of engagement) is difficult to characterize and measure—for instance, the proportion of time spent on a particular page does not necessarily represent the time participants were actively engaged on that page (they may have been chatting on Facebook or away from their computer). Furthermore, adherence alone does not capture a participant’s entire experience of an intervention [23]; there is growing interest in understanding other ways in which individuals engage with Web-based interventions, and the meaning of engagement in this context [24]. Currently, minimal consensus exists on the definition and conceptualization of engagement with Web-based interventions. Some view engagement as synonymous with adherence and the opposite of “intervention attrition” or “treatment dropout” [25,26], while others consider it to move beyond mere attendance, incorporating the extent that an individual actively participates in a treatment on offer behaviorally, cognitively, and affectively [27,28].

To develop a more comprehensive understanding of adherence and engagement, the ORBIT project will examine both objective and subjective levels of “active” participation; usage statistics will be captured via the website, and in-depth qualitative interviews will be conducted with a subset of participants asking about their usage (online and “offline” practice of skills) and perceived level of engagement with the content. Through this process, we will develop an innovative algorithm to quantify the important variables of “minimum dose” and “attrition” in the Web-based context for inclusion in statistical analyses. As discussed in the protocol paper [9], the concept of attrition appears in two sensitivity analyses of the primary outcome. First, per-protocol analyses will be conducted on those receiving a minimal dose of the intervention, with minimal dose to be defined on the basis of the pending algorithm of self-reported and automatically recorded usage variables. Second, intention-to-treat analyses will be repeated with imputation on baseline and relevant postrandomization variables; these variables could include attrition (again defined in the pending algorithm of usage variables) if it is shown to differ between groups. As also outlined in the protocol paper, we will attempt to follow and assess all participants regardless of the level of usage of the site during the intervention period (with the exception of those explicitly discontinuing or being withdrawn on ethical grounds).

Minimizing Nonadherence and Maximizing Engagement
As outlined in our protocol paper [9], the interventions follow best practice in persuasive system design. Three key features known to impact on engagement are utilized: (1) dialogue support (praise from coach and forum moderator, email reminders); (2) social support (social facilitation through discussion threads in moderated forums); and (3) primary task support (best-practice principles for modularization of content, personalization or monitoring of progress, prompted self-monitoring, and rehearsals) [29]. Furthermore, the intervention is brief, and program content is released to each
participant sequentially each week in an attempt to pace users as they work their way through the program, while gradually building on knowledge from earlier weeks (with “teaser” messages with respect to upcoming content). We opted against the delivery strategy of a single exposure (receipt of all content in one go), despite some evidence suggesting engagement rates increase when end users have control over how they view content, along with free choice on when they interact with it [30]. Our decision was guided by qualitative consumer feedback from our pilot study [8], indicating some end users felt overwhelmed with the amount of content.

An open approach to navigation within each week’s content invites a further challenge—the program is essentially a “set of offerings” rather than “sessions” or “modules” to be completed, catering where possible for different users (eg, those with no experience of mindfulness vs regular meditators; those who have limited time to spend on the program). Unlike manualized treatment programs adapted for the Web-based format, one cannot assume that participants will work their way through each week’s content in a sequential manner. This required careful consideration during ORBIT content development, with persuasive technologies (eg, links and “suggestions” embedded within the content) used to prompt participants on how they might best navigate their way through the program, “chunking” of material to allow for shorter sessions times depending on user preferences, and suggestions for skills practice peppered throughout the content in case users did not click through to the “homework” page located at the end of each week’s content. Topic areas were crafted in a largely self-contained way, for example, using mindfulness (ranging from beginners exercises to more advanced practices) as a guiding overall skill to integrate topics (Figure 3).

Consumer Involvement

Consumers (referred to as “superusers”) with lived experience of BD were employed for the ORBIT project and trained to assist with seeding forum content and facilitating engagement with the content. This strategy brings unique opportunities and challenges. While a rich and lively forum community has developed and participants appreciate and benefit from communication with peers, guiding principles have been developed to manage the ethical and scientific impact of this dynamic environment. The superuser role is defined as nontherapeutic, and a degree of self-disclosure is encouraged.

Figure 3. Online, Recovery-Oriented Bipolar Individualised Tool (ORBIT) topics. Source: the ORBIT program.
From a scientific perspective, superusers are instructed to seed forum content with messages that are specific to the program being offered (e.g., mindfulness-related material), avoiding (where possible) cross-contamination with content from the alternate program. Monthly supervision of superusers is undertaken to ensure that these guiding principles are adhered to while balancing the tension of allowing the forums to organically unfold as part of a dynamic Web-based community.

**Ethical Framework**

Remote delivery considerations associated with Web-based self-management programs include risk-management, participant distress, and legal issues around delivering interventions in different jurisdictions.

**Risk Management**

Delivering an adjunctive Web-based self-management program for BD (and indeed, any chronic mental health condition with substantial clinical risks) within the context of an international research trial brings a level of risk that requires clear protocols should adverse events arise. Real-time intervention is not always possible or feasible given users are on the Web during different time zones, and its use must be carefully considered.

Motivated by clinical risk-management priorities, as well as principles around generalization of learning through participation, an approach was developed that emphasizes participants’ local networks of treatment and care [31]. Specifically, our approach was to explicitly involve and engage well-being to participants and their local network (treating mental health practitioner and local emergency services). This is achieved in three key ways. First, an inclusion criterion requires participants to have had contact with a mental health professional during the past 12 months, to provide these details to the project team, agree for this professional to be contacted if necessary, and understand that they remain the first point of contact. Mental health professionals are posted a courtesy letter informing them of their clients’ participation in the ORBIT project. Second, participants are explicitly made aware (via the consent form, during the sign-up process when speaking to the research team, information on the program websites, coach messages, and forum messages from superusers) that the program is not intended to replace their usual care, does not provide a crisis service, and is not monitored in real-time. Links to emergency resources are, nonetheless, provided on the program websites (eg, unsuicide.wikispaces.com). Participants are directed back to their mental health professional as needed throughout their involvement in the ORBIT project. Third, a “red flag” protocol was developed to guide adverse event procedures, based on our experience with other Web-based interventions and websites for BD [32-37] and consultation with the CREST.BD CAG. This is detailed in the protocol paper [9].

In essence, the decision tree distinguishes between red flag information (which can arise during research assessments, Web-based questionnaires, forum posts, and messages to coach), suggesting immediate risk of harm for which real-time intervention is feasible or recommended (eg, when active suicidality is identified during a phone assessment), and when it is not (eg, when the research team becomes aware of active suicidality mentioned in a forum post from 48 hours previous).

Actions are progressively escalated to senior staff members if required. As an example, forums are moderated by the project manager; inappropriate content is initially flagged (both in terms of risk and potential for triggering other participants) by superusers, prompting appropriate actions. All trial staff are comprehensively trained on these protocol procedures, operating to the guiding principle that participants’ local treatment and care networks are not disrupted. As per standard ethical guidelines, participants are withdrawn from the ORBIT project on a case-by-case basis should it be deemed that their well-being is compromised by their participation, and serious adverse events suspected or known to be related to participation in the trial are reported to the local administering ethics committee (Swinburne University of Technology Human Research Ethics Committee).

**Participant Distress**

Related to risk management, participant distress (whether arising as a direct result of participation in the project or as part of the usual clinical course of the mental health condition) is an ongoing challenge and particularly so for remotely delivered interventions. As for the majority of RCTs (whether Web-based or face-to-face), the ORBIT project includes a structured diagnostic interview, the Mini-International Neuropsychiatric Interview [38] to assess inclusion or exclusion criteria. Structured diagnostic interviews are, by their very nature, highly detailed and require participants to revisit their experiences of distressing symptoms. When conducted face-to-face, interviewers are able to pay attention to nonverbal cues and can manage distress levels sensitively. This poses a particular challenge for interviews conducted over the phone, as for the ORBIT project. Distress associated with participation in the diagnostic interview has been flagged by consumers participating in training for research staff administering the Mini-International Neuropsychiatric Interview, as well as a small proportion of ORBIT project participants. The detailed nature and duration of the baseline interview (lasting up to 2 hours) can be particularly distressing for those who have experienced multiple mood episodes. Solutions to date have included warning participants upfront of the potential for distress arising, interviewers being trained to tune in to participant tone of voice and other verbal cues, offering frequent breaks during the interview and conducting the interview across a few sessions if needed. While structured diagnostic interviews are a standard component of mental health research, sensitivity to participant distress and burden (particularly for those with chronic disorders such as BD) is a key priority. Offering participants the opportunity to debrief following such interviews may be an additional solution for future studies in this space.

**Legal Issues**

A key issue currently facing the delivery of Web-based “interventions” for mental health concerns the type of intervention that is offered. Interventions claiming to have some therapeutic value (eg, psychological interventions) fall into a gray legal zone, whereby certain jurisdictions require the “therapist” providing the “intervention” to be registered in the state, territory, or country where the client accesses the service from. Indeed, some states could potentially prosecute the remote “therapist” under the state’s laws. As clients can access
Web-based programs from any location worldwide, this presents a legal minefield. As a first step to navigate this, the terminology used to describe the intervention must be carefully specified—for example, the ORBIT project does not claim to offer a psychological service, rather a self-management program that complements (but does not replace) usual clinical care. Second, care should be taken in defining what the program is intended to offer—the ORBIT project indicates that improvements in quality of life may result from completing the program. Third, as a guided program where participants have access to a personal coach, coach qualifications and role are made clear upfront. Specifically, the coaching role is nontherapeutic, with the key aim of supporting participants in terms of their engagement with program content. The tone and content of coach messages are carefully crafted on the basis of general guiding principles to standardize responses where possible (while remaining “human”), and coaches receive regular supervision. For example, responses tending toward therapeutic statements (eg, advanced empathic insights) were discouraged on two grounds: (1) the asynchronous email communication cannot sustain such a dialogue and (2) these could weaken participants’ engagement with their own local therapeutic resources. Finally, as a Web-based program within the context of an RCT, we strategically positioned the ORBIT project as a “single-site” study, governed by a single Human Research Ethics Committee (HREC; in this case, Swinburne HREC), offering services delivered from Australia outlined in a disclaimer present in the website terms and conditions reading, “The services on the ORBIT website are provided in accordance with Australian laws and health practice standards. You acknowledge and accept that the services may not comply with the laws and standards that apply in the jurisdiction in which you receive the services.” Many of the legal issues associated with the delivery of Web-based interventions remain unknown at present while university HRECs have not developed internal processes to deal with such issues.

Summary of Learnings

Insights across the three overlapping domains (intervention development, scientific testing, and ethical frameworks) are now summarized. Web-based interventions can be optimized through (1) codesign with consumers with lived experience to ensure relevance and appropriateness to the target audience; (2) novel content development processes that iteratively combine evidence-based information with lived experience perspectives, capitalizing on multimedia (eg, videos) that the digital health space provides; (3) incorporating Web-based communities to connect end users and promote constructive engagement via access to a Web-based coach. The potential iatrogenic effects of particular exercises (eg, those of an experiential nature) within the intervention content must be considered for the target group of interest, with clinical caution messages and self-pacing encouraged to ensure end users move safely (and autonomously) through program content. Finally, sustainability models that are generalizable (eg, personnel support for guided interventions outside of an RCT context) should be considered as part of the development process.

Within the scientific context, while Web-based RCTs offer swift, unbiased randomization and allocation methods that can be fully automated, adherence and engagement with the intervention itself can be difficult to quantify. These concepts require further investigation; study designs should incorporate quantitative and qualitative assessment of adherence and engagement to move beyond automatically captured usage data and develop a richer understanding of how participants interact with Web-based interventions. These learnings can guide persuasive technologies to optimize an individual’s experience of the program. As a final method of engaging users, ORBIT seeks to build a dynamic Web-based community driven by consumers with lived experience. The ethical and scientific impact of this environment requires careful consideration; superuser roles require clear definition, seeded forum content should align with the intervention content (avoiding cross-contamination with the control condition), and ongoing supervision is required to allow forums to unfold organically while balancing scientific integrity.

Ethically, clear risk management protocols are required for Web-based self-management programs. Real-time intervention is not always possible, nor feasible, within the context of an international RCT. A guiding principle of the ORBIT project is to explicitly devolve safety and well-being to participants and their existing local care network, respecting clinical risk-management priorities and participant autonomy. While structured diagnostic interviews are central in determining inclusion criteria to RCTs, awareness of participant distress arising from such interviews requires sensitivity, careful training of clinical interviewers, and debriefing where necessary. Finally, careful consideration of legal issues surrounding the delivery of interventions claiming to have “therapeutic value” in different jurisdictions is warranted.

We offer some final insights with respect to the multifaceted skill set requirements for projects such as ORBIT that are broadly applicable to the development of any Web-based intervention. A level of technological expertise is needed to oversee the development, implementation, and evaluation of Web-based self-management programs. Expertise in this space can include knowledge of e-learning, e-communication, health informatics, basic programming skills, and awareness of technological barriers that could deter use (eg, slow internet speed and ability to watch videos), with the overall aim of ensuring that the program is innovative, engaging, feasible, and likely to be effective. As described by others [39], the ability of mental health researchers to enter the world of the Web-based program developer invites valuable opportunities to influence scoping, design, and evaluation. This offers a new skill set to mental health researchers—a new “breed of transdisciplinary experts” [39]—allowing highly innovative and clinically effective electronic mental health programs to be developed.

Discussion

Principal Findings

Moving forward, the digital health space offers multiple opportunities. First, Web-based self-management interventions such as ORBIT could be integrated into a stepped care approach in primary care [40]. Dissemination would occur via Primary Health networks; general practitioners are well placed to identify
patients who may benefit from an evidence-based, low-intensity Web-based intervention as a first step. Stepping up or down the treatment pathway would then be determined according to patients’ needs and response to treatment. Second, hybrid treatments, where mental health practitioners and patients use Web-based programs in conjunction with face-to-face treatments (eg, within sessions together or as a way of stimulating discussions and promoting continuity of treatment outside of the treatment room), may provide alternative (or complementary) models of care. Practitioners and their patients with serious mental illness have expressed positive views about this model [41], which is currently under evaluation [42]. Third, moderated discussion forums such as those included in ORBIT may serve as stand-alone interventions; these empowered Web-based communities provide a rich, dynamic environment where consumers can exchange mental health information and receive support [43]. The peer discussion boards of the MoodSwings 2.0 Web-based self-help program for BD are currently being evaluated to clarify and maximize the benefits of Web-based discussion [44].

While clear opportunities exist in the digital health space, key challenges remain in terms of delivery and adherence. Legalities surrounding Web-based delivery of mental health interventions across different jurisdictions require urgent attention. Currently, university ethical review boards are either unaware of, or not resourced to address, legal issues arising from geographic jurisdictions other than their own [37]. For review boards to undertake appropriate vetting of clinical trials of Web-based interventions, clear identification of protective factors (eg, participants’ privacy and safety, ethical considerations, and risk issues) across jurisdictions is necessary. Transparent models for multinational internet intervention research initiatives are now needed to navigate these legalities. One component of such a model may include clearly informing participants in consenting documents that while their participation has been ethically vetted by only one institution in a given geographic and legal jurisdiction, they remain bound by legal and ethical precedents in their own geographical jurisdiction [37].

Turning to adherence with Web-based interventions, attrition is an ongoing challenge. Unlike face-to-face treatment trials where the common factors (ie, therapeutic relationship) can bolster adherence to the control condition, Web-based treatments (particularly those without guided support) pose different challenges. Research trial investigators must now make the choice to address attrition by making the engagement features of the control condition comparable to those of the preferred condition. The intriguing notion of the “therapeutic relationship” in nonguided Web-based interventions requires further exploration both in terms of attrition and treatment outcomes [45].

This discussion of insights around developing and testing a novel Web-based intervention for BD was organized in terms of three nested foci: the intervention, the science, and the ethical framework (see Figure 1). We propose that this organizing scheme is useful for future efforts in this space, particularly because it helps illuminate tensions between these three critical goals of any eTherapy project. The ORBIT project required decisions about, for example, (1) the scientific preference to offer a standard “no frills” control condition versus the intervention-level need to have best-practice engagement in the control condition; (2) the scientific preference to make findings as generalizable as possible versus the ethical need to constrain participation to minimize the risk of adverse events; and (3) the preference to have relatively unconstrained discussion on the forums to optimize impact of the interventions versus the scientific goal of stimulus control and the ethical goal of minimizing triggering statements for other participants. The ultimate development or testing of any Web-based intervention rests heavily on the contextualized, procedural positions taken on these multifaceted issues, reminding us again of the substantial gap between the simple content of any psychological intervention and its instantiation in a Web-based delivery platform.

Limitations
This paper aimed to support future investigation of Web-based interventions for mental health conditions by describing the minutiae of the clinical, scientific, and ethical decision making underpinning one particular Web-based trial. A potential limitation of the paper, then, is the extent to which insights from the ORBIT trial are specific to this population (patients with BD), this intervention (brief novel self-help strategies), or this outcome variable (quality of life). We encourage readers to be attentive to these particulars as they draw generalizations for their own innovative Web-based interventions.

Conclusion
Technology allows for highly interactive and engaging programs that empower participants to manage their mental health. This departure from the care model can prompt clinician insecurity (treatments that work are arguably provocative and, therefore, potentially destabilizing); however, it should not be a barrier to offering the intervention to consumers. As overviewed by others [12,17], there is evidence that self-management is effective in BD, with those on the more severe end of the spectrum still able to learn to self-manage and take control of their lives. While there are challenges to be aware of, guided self-management programs such as those offered by the ORBIT project that are specifically developed for Web-based delivery provide highly accessible, engaging, and potentially provocative treatments for chronically ill populations who may otherwise have never engaged with treatment. Key questions about engagement, effectiveness, and cost-effectiveness will be answered by the ORBIT project over the next 18 months.
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Abstract

A decreasing number of dermatologists and an increasing number of patients in Western countries have led to a relative lack of clinicians providing expert dermatologic care. This, in turn, has prolonged wait times for patients to be examined, putting them at risk. Store-and-forward teledermatology improves patient access to dermatologists through asynchronous consultations, reducing wait times to obtain a consultation. However, live video conferencing as a synchronous service is also frequently used by practitioners because it allows immediate interaction between patient and physician. This raises the question of which of the two approaches is superior in terms of quality of care and convenience. There are pros and cons for each in terms of technical requirements and features. This viewpoint compares the two techniques based on a literature review and a clinical perspective to help dermatologists assess the value of teledermatology and determine which techniques would be valuable in their practice.
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Introduction

Background

Teledermatology, originating in 1995, was one of the first telemedicine services to be implemented, with other medical specialties following later [1-3]. Aging populations and a relative lack of dermatologists have prolonged wait times in the Western world, increasing the demand for new, more efficient strategies to render dermatologic care [4]. Mobile phones have overcome the image resolution limitations seen with older devices, opening a new field of mobile teledermatology, with two approaches in use. Store-and-forward (SAF) teledermatology allows transmission of images and text to a clinician for review. Live video conferencing (LVC), on the other hand, allows patient and physician to meet virtually at the same time using a webcam or mobile phone camera.
Determination of Diagnostic Accuracy

Introducing any new diagnostic method in patient care requires testing to ensure the diagnostic accuracy is at least comparable to the accepted standard. Evaluating diagnostic accuracy in dermatology is quite complex. A clinical diagnosis made by a specialist of a lesion as benign is accepted as the reference standard. When a biopsy is performed, however, the reference standard is clearly the histopathology result. Yet even among pathologists, there may be considerable discord in distinguishing between melanoma and benign melanocytic lesions. A review of 392 cases in 2010 in the United States revealed discordant results between pathologists in 14.3% of cases [5]. A 2016 study from another US center indicated discord in 114 of 588 cases (19.4%) [6]. Given the level of disagreement between histopathologists, including those specializing in dermatohistopathology, studies investigating the diagnostic accuracy of a new method, compared with current standards, must be interpreted cautiously [5-7]. Misdiagnosis obviously can have serious impact on patients, but it also complicates studies of newer diagnostic methods.

Diagnostic Accuracy of Teledermatology

A 2016 review systematically analyzed 21 studies, comparing teledermatology diagnoses using SAF or LVC with results of histopathology or, for nonexcised lesions, clinical diagnoses from face-to-face (FTF) encounters [8]. Overall, FTF diagnosis performed slightly better (67% to 85% agreement with the reference standard, Cohen kappa=0.90) compared with teledermatology (51% to 85% agreement, kappa=0.41–0.63) for the diagnosis of skin cancer. However, several studies have reported teledermatology is more accurate, in some cases even better than in FTF encounters, perhaps because of the improved resolution of mobile phone cameras [9,10].

In the case of skin cancer, timely management is crucial. A review of 3 studies by Finnance et al [8] reported significantly shorter wait times for melanoma patients assessed by SAF mobile phone technology [11,12] compared with conventional procedures. Patients who were referred using teledermatology triage systems tended to receive primary treatment at the first dermatology appointment and required fewer repeat visits [11,12]. We found no data for LVC on this aspect.

Diagnostic Accuracy With Mobile Phone Dermoscopes

While dermoscopic evaluation is the clinical practice gold standard for FTF visits and has been proven to increase diagnostic accuracy [13], teledermoscopy requires the patient to purchase a dermoscope to use with a mobile phone even though it may not necessarily be superior to teledermatology alone. In a landmark publication in 2011, Krömher et al [14] reported that teledermoscopy had a very high sensitivity and specificity for both malignant melanocytic lesions (sensitivity, 100%; specificity, 97% to 98%; n=6) and malignant nonmelanocytic lesions (sensitivity, 97%; specificity, 92% to 94%; n=58). There was no significant difference between the clinical and dermoscopic diagnoses based on histopathology as the reference standard. The authors reported that, in terms of detailed diagnoses, there were only 16 discordant diagnoses with teledermatology versus 22 with teledermoscopy [14]. A study by Senel et al [15] found that management plans based on teledermatology did not differ significantly from those developed in a FTF encounter, although the accuracy was significantly improved with a mobile phone dermoscope. Further study will help determine what, if any, value is added by teledermoscopy.

General Skin Conditions

A number of teledermatology studies have focused on any visible skin condition, including a large proportion of nonmalignant lesions that were not biopsied. In these studies, the reference standard was the clinical diagnosis in a FTF visit, so diagnostic concordance conclusions were limited. Overall, however, both original studies and reviews confirm improved teledermatology diagnostic accuracy, particularly because of improved digital image resolution. These investigators conclude that teledermatology now had a diagnostic accuracy comparable to that in a FTF encounter [9,16,17].

Discussion

Comparison of Store-and-Forward and Live Video Conferencing

Data on direct comparisons of SAF and LVC in terms of diagnostic accuracy remain scarce [8]. A 2017 study of 214 patients examined video image resolution, assessing several teledermatology formats for concordance with FTF examination as the reference standard. SAF and uncompressed video results were similar and were significantly better than lower resolution compressed video [18]. Uncompressed video may, therefore, close the resolution gap between LVC and SAF methods, although it requires the user to have a faster internet connection.

Comparison of Requirements for Store-and-Forward and Live Video Conferencing

SAF and LVC have different requirements which, in turn, affect their suitability for different patient subgroups and ultimate benefit in terms of care [16]. SAF has a number of advantages over LVC in terms of equipment and timing (Table 1), such that it may be preferable in more settings.

Interpretation of Requirements

SAF appears preferable for both the patient and dermatologist in terms of equipment and time requirements. This would particularly be the case in areas where a fast or stable internet connection is unavailable. SAF, therefore, would likely increase the number of patients for whom teledermatology is available. It might also attract more clinicians to engage in it, since it offers more flexibility than either routine care or LVC. Hook et al [19] noted a particular advantage of the anonymity available with SAF teledermatology, as patients with lesions in sensitive areas (eg, from sexually transmitted diseases) may not be willing to identify themselves to a doctor, potentially delaying diagnosis and treatment.
Table 1. Advantages of store-and-forward over live video conferencing in teledermatology.

<table>
<thead>
<tr>
<th>Requirements</th>
<th>Store-and-forward</th>
<th>Live video conferencing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability of internet connection</td>
<td>Can be prepared without internet (i.e., photos, history) and uploaded or downloaded at any time.</td>
<td>Simultaneous and continuous internet connection is required for both parties.</td>
</tr>
<tr>
<td>Speed of internet connection</td>
<td>Internet speed unimportant.</td>
<td>Slow internet speed may lessen diagnostic accuracy.</td>
</tr>
<tr>
<td>Appointment</td>
<td>No appointment necessary as evaluation is asynchronous.</td>
<td>Appointment required for synchronous evaluation.</td>
</tr>
<tr>
<td>Webcam or mobile phone camera</td>
<td>Useful but not required. Pictures may be on file or taken with any device.</td>
<td>Webcam or mobile phone camera required for both parties for entire session.</td>
</tr>
<tr>
<td>Personal identification</td>
<td>Anonymous access possible.</td>
<td>Identification required for face-to-face consultation.</td>
</tr>
</tbody>
</table>

Table 2. Features of store-and-forward and live video conferencing for teledermatology.

<table>
<thead>
<tr>
<th>Features</th>
<th>Store-and-forward</th>
<th>Live video conferencing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnostic accuracy</td>
<td>Higher for store-and-forward compared with that for low-resolution live video conferencing.⁺</td>
<td>Equally high if high-resolution live video conferencing is used.⁺</td>
</tr>
<tr>
<td>Physician-patient interaction</td>
<td>Usually low. Physician response may include asking for more information or other images by text.</td>
<td>Physician can directly ask the patient to perform certain tasks or show certain body regions.</td>
</tr>
<tr>
<td>Image resolution</td>
<td>Resolution of photographic images is usually higher.</td>
<td>Video images usually have a lower resolution.</td>
</tr>
<tr>
<td>3-dimensional view</td>
<td>Not possible for static images.</td>
<td>Live video feed allows clinician to view lesions from various angles.</td>
</tr>
<tr>
<td>Webcam or mobile phone camera</td>
<td>Useful but not required, as pictures may be taken with any device.</td>
<td>Webcam or mobile phone camera is required for both parties for entire session.</td>
</tr>
<tr>
<td>Free choice of location</td>
<td>Full flexibility.</td>
<td>Bound to locations with a fast internet connection and appropriate equipment.</td>
</tr>
<tr>
<td>Free choice of time</td>
<td>Full flexibility.</td>
<td>Bound to scheduled appointment.</td>
</tr>
<tr>
<td>Teledermoscopy</td>
<td>Often conducted.</td>
<td>No published literature.</td>
</tr>
<tr>
<td>Wait time</td>
<td>Reduced.</td>
<td>No data.</td>
</tr>
<tr>
<td>Cost effectiveness</td>
<td>Higher.</td>
<td>Lower.</td>
</tr>
<tr>
<td>Security of data transmission</td>
<td>Most commonly transport layer security protocol (end-to-end encryption)</td>
<td>Most commonly transport layer security protocol (end-to-end encryption)</td>
</tr>
</tbody>
</table>

⁺Depends on setting, reference standard, and technology.

Data on increased diagnostic accuracy inconclusive.

Comparison of Features of Store-and-Forward and Live Video Conferencing

Teledermatology method preferences may depend on the particular features (Table 2) desired by dermatologists and patients.

In regions where many households have no broadband internet connection, such as Germany and Switzerland, SAF is preferable over LVC because of higher diagnostic accuracy [18]. Inner cities offer a better availability of broadband internet connection than rural areas. In regard to an aging population, this aspect should be reinforced as the average age of the population in rural areas is higher which leads to an increased demand for accessible dermatologic care. In addition, SAF offers more time independence for both patient and clinician, letting older people take their time in setting up the technology before sending in their case. Interaction between patient and clinician about SAF images depends on the software used. In some cases, the dermatologist can chat with the patient to ask questions after reviewing the images. The fact that LVC allows synchronous interaction does not appear to increase its diagnostic accuracy over SAF, even with high-resolution LVC [18]. SAF image resolution is higher and can include teledermoscopy. In fact, a systematic review showed SAF did no harm or even improved accuracy in diagnosing skin cancer [20]. Patients at high risk of melanoma are reportedly very accepting of teledermoscopy [21]. While SAF imaging is not currently available in 3D, sensor-in-motion technology that transfers a stored high-definition video along with standard images may become available. Even static images are useful if they are taken from at least two different angles. From a cost effectiveness standpoint, both methods have been shown to reduce costs, but LVC has been found to be more expensive than an SAF approach due to the need for expensive video conference equipment and more consultation time [22]. With regard to patient comfort, 18% of patients reported feeling uncomfortable and 17% reported feeling embarrassed during LVC [23]. However, in some cases SAF patients reported dissatisfaction with the absence of a face-to-face office visit with a
dermatologist and when being photographed by another person [24].

Conclusion
The authors regard SAF as the standard of care for teledermatology. It is well supported by evidence in the literature and available to more patients than LVC (in terms of both location and equipment), offers greater privacy, reduces wait times, improves access to care, and provides both clinicians and patients greater flexibility than traditional clinic visits. Nonetheless, teledermatology is complementary to and not a replacement of FTF clinical encounters.
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Abstract

The debate on the use and misuse of $P$ values has risen and fallen throughout their almost century-long existence in scientific discovery. Over the past few years, the debate has again received front-page attention, particularly through the public reminder by the American Statistical Association on how $P$ values should be used and interpreted. At the core of the issue lies a fault in the way that scientific evidence is dichotomized and research is subsequently reported, and this fault is exacerbated by researchers giving license to statistical models to do scientific inference. This paper highlights a different approach to handling the evidence collected during a randomized controlled trial, one that does not dichotomize, but rather reports the evidence collected. Through the use of a coin flipping experiment and reanalysis of real-world data, the traditional approach of testing null hypothesis significance is contrasted with a Bayesian approach. This paper is meant to be understood by those who rely on statistical models to draw conclusions from data, but are not statisticians and may therefore not be able to grasp the debate that is primarily led by statisticians.
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Introduction

Background

In response to a growing concern that claims of new discoveries as a result of scientific studies are becoming less and less credible, Benjamin et al [1] (signed by 71 authors) recommended that the threshold used to determine statistical significance should be reduced from the conventional .05 to .005. To do so, they claim, would immediately improve the reproducibility of scientific research in many fields. The authors acknowledge that any choice of threshold is arbitrary and that it incorporates a trade-off between false-positive and false-negative findings, yet they partially justified their choice of .005 by saying that it would reduce the false-positive rate to levels that they judge to be reasonable. In their concluding remarks, the authors pointed out that the proposed threshold should not be used to reject findings with $P$ values between .005 and .05, but they should rather be labelled as suggestive evidence. Regarding this recommendation, Amrhein and Greenland [2] commented that, while this trichotomization may be better than the prevailing dichotomization into what is significant or not, it does not solve the issues of $P$ hacking, selective reporting, and publication bias. Rather, the authors argued, it will only inflate these problems. Scientific conclusions should be based on multiple studies, and to allow for an unbiased and valid synthesis of the literature, all results must be published, regardless of $P$ values. Furthermore, Amrhein and Greenland [2] pointed out that inference from a mathematical model cannot become “the truth” just because it passes some predefined threshold, and thus the authors suggested removing statistical significance completely. Not only does the conventional null hypothesis testing using a threshold value of .05 constitute a requirement for publication, but as McShane et al [3] pointed out, it also constitutes a requirement for the results to be taken seriously. If the null
hypothesis is not rejected, then researchers are stuck between two conditions in terms of conclusions, and are often far too eager to make a misinterpretation of no effect, since the null hypothesis was not rejected. Due to this, McShane et al [3] argued, considerations of the study design and quality of the data collected, prior and related evidence, plausibility of the mechanism that is investigated, novelty of the finding, real-world benefits and costs, etc, are only considered after \( P \) values have been checked, and if the threshold is broken, then little concern is given to these other factors. In this sense, whether or not statistical significance has been achieved has been given a superior standing over other equally important factors, and, since \( P \) values’ main purpose has been to check for such significance, they too have been given elevated status. McShane et al [3] proposed putting \( P \) values on the same level as all other factors, thus abandoning statistical significance as an arbiter of truth, and treating \( P \) values as a continuous measure. The authors further argued that letting null hypothesis testing guide scientific discovery does not make sense, since the hypothesis tested is exactly no effect, which can never happen in an experimental setting and is in general very implausible (that an intervention has exactly no effect, whether it be positive or negative, is in most cases impossible). Thus, it is often forgotten that \( P \) values are calculated assuming a world in which the intervention has exactly no effect, but the probability of this world occurring is essentially zero. It should be emphasized that a \( P \) value is a mathematically correct and good answer to how likely a result is given a particular null hypothesis and may in some cases be a good enough approximation, but this in and of itself should not be a crucial factor for publication. McShane et al [3] support a holistic view of the evidence, in which all relevant factors are taken into consideration when interpreting statistical analyses, and this holistic view should also be adopted by journal editors and reviewers.

Voices have been raised over the past few years against the use and misuse of \( P \) values, perhaps most notably in a formal statement from the American Statistical Association clarifying widely agreed-upon principles underlying the proper use of \( P \) values [4], the banning of \( P \) values from the journal Basic and Applied Social Psychology [5], and Nuzzo’s splendid summary in Nature [6]. McShane and Gal’s [7] article is a fascinating read regarding the alarmingly widespread misinterpretation of \( P \) values and null hypothesis testing among both researchers who are not primarily statisticians and those who are. The ensuing discussion also gives an interesting insight into this problem and potential solutions [8-12].

Objective
This paper does not repeat the evidence put forward regarding the misinterpretation of \( P \) values, but instead contrasts the conventional null hypothesis and \( P \) value approach with that of a Bayesian analysis approach. The Bayesian approach taken is not in any sense novel, but has rather been proposed and used before; see Browne et al [13], Goodman and Sladky [14], Krushke [15], Morris et al [16], Spiegelhalter et al [17], and Wijeyssundera et al [18]. However, as has been pointed out before [18], it is necessary to include nonstatisticians in the process of moving to a Bayesian approach. Therefore, this paper aims to inform those who routinely use null hypothesis testing and \( P \) values in the reporting of their research results, but who may not be responsible for running the analysis and may therefore find the discussion led by statisticians hard to grasp. Throughout, we attempt to give just enough understanding of the involved concepts so as to avoid too much technical detail, but at the same time we do not trivialize to the point where the discussion again becomes abstract. We begin by refreshing the reader’s memory regarding probability distributions, since they play such a crucial role in statistical analyses, and then we use a coin flipping experiment to describe and contrast the conventional approach and the Bayesian approach. At this point, we turn our attention to real-world data, reanalyzing 2 randomized controlled trials. Finally, with a better understanding of the two approaches, we revisit the discussion outlined here.

Probability Distributions
As mentioned in the introduction, we do not attempt to offer an exhaustive discussion about the finer details of any mathematical aspects unless absolutely necessary. There is, however, no escaping the fact that it is necessary to understand, at least at a conceptual level, the notion of a probability distribution.

If we randomly pick a person from the general population, then we cannot, before we make our pick, possibly know their height. But we can do better than just saying that we know nothing about this person’s height, since we do have an idea about people’s heights in general. For instance, we know that the height cannot be negative and that it is unlikely to be more than 250 cm. Science requires us to reason in a systematic fashion, and for us to do so we need to express our knowledge about people’s heights mathematically. Commonly this is done by assigning a probability distribution to our random person’s height. A probability distribution is a purely mathematical construct that can tell us how likely different heights are relative to one another. So, it could tell us how likely it is that the person we pick will be between 160 and 180 cm tall, or how likely it is that the person will be taller than 150 cm. There are infinitely many probability distributions to pick from, and which one we use is our choice: we pick one that encodes our knowledge about people’s heights. It should not be forgotten that probability distributions are mathematical constructs that help us create a systematic picture of the real world, but they make no claim to represent any truth about the real world.

For our purposes, we can think of probability distributions as shapes rather than mathematical equations. For instance, Figure 1 (part a) depicts a probability distribution for the height of a randomly picked person from the general population. We are here assuming that the distribution of heights can be represented using a normal distribution with a mean value of 165 cm and a standard deviation of 4 cm (this may not map perfectly to the real world; however, it is the choice that we have made). The mean and standard deviation are parameters of the normal distribution that tell us where we should center the distribution and how wide it is. Think of parameters as fine-tuning our choice of probability distribution—that is, we first picked the normal distribution and then we fined-tuned it using the parameters mean and standard deviation. Looking at Figure 1
(part a), we can see that values close to 165 cm are more likely than values further away, since the shape is higher around 165 cm. **Figure 1** (part b) depicts a different distribution, known as the *beta* distribution. The beta distribution assigns probabilities only to values between 0 and 1; it would not be a good choice for modelling height, since we do not expect a person’s height to be confined between 0 and 1, but the beta distribution can be used to model uncertainty about other problems. The beta has two parameters known as shape, so we can also fine-tune the beta distribution for our purposes.

In some cases, we have a finite number of outcomes. For instance, in a randomized controlled trial, we may have responses from participants to a yes-or-no question (eg, “Have you smoked any cigarettes the past week: yes or no”). In such cases, we can use a *Bernoulli* distribution that works over only two possible outcomes (a normal or beta distribution would not make sense here). A Bernoulli distribution has a parameter that we call $q$ that tells us how likely it is that a participant will respond “no.” **Figure 1** (part c) depicts a Bernoulli distribution with the $q$ parameter set to 0.6 (ie, we are encoding that there is a 60% chance that a participant answered “no”). As we can see, the shape is no longer a curve, but rather consists of bars that show how likely the outcomes are relative to one another.

If we were investigating the number of whole standard units of alcohol consumed per week by a population, then we would have more than two possible outcomes, all greater than or equal to 0. In such cases, we could potentially use a *negative binomial* distribution, depicted in **Figure 1** (part d), where we can see that there are more than two outcomes over which the distribution is defined.

The point to remember is that probability distributions allow us to encode uncertainty about quantities that we do not know the exact value of. For instance, if somebody asks what the height is of a randomly picked person off the street, we do not have to say “I do not know,” but might instead answer “The height will follow a normal distribution with mean 165 cm and standard deviation 4 cm.” There is a myriad of different probability distributions to pick from, and they all have different parameters that we can fine-tune to make sure that they encode our knowledge correctly. To understand most of this paper, we can think of probability distributions as shapes, just like the ones depicted in **Figure 1** (a through d).

**Figure 1.** (a) A normal distribution with a mean value of 165 cm and standard deviation of 4 cm. (b) A beta distribution with shape parameters 8 and 3. (c) A Bernoulli distribution with $q=0.6$. (d) A negative binomial distribution with parameters 8 and 0.5 (failures and success probability).
Null Hypothesis Significance Testing and Bayesian Analysis of a Coin Flipping Experiment

We contrast the prevalent approach of null hypothesis significance testing (NHST) with a Bayesian analysis approach. For this comparison to be as simple as possible, in this section we use a classic experiment that we are all familiar with: flipping a coin and recording whether it lands heads or tails. Later, we compare the two approaches by reanalyzing 2 randomized controlled trials. However, to understand how the two approaches fundamentally differ, we begin by using a simple experiment and model.

Data and Model

Our experiment consists of flipping a coin 1000 times. We shall assume that the coin landed with heads up 540 times out of these 1000 flips. These are the data that we have collected: 540 heads and 460 tails. We would like to know whether the coin that we have used is fair—that is, whether the coin was manufactured in such a way that it is equally likely to get heads or tails when we flip it.

To encode and communicate the uncertainty about the outcome of flipping a coin, it is common to say that the outcome follows a Bernoulli distribution. We recall from the previous section on probability distributions that the Bernoulli distribution works over two possible outcomes (here we have heads or tails) and that it has a parameter $q$ that in this experiment represents the probability of heads. We formally state our model as Equation 1:

$$
\text{coin flip} \sim \text{Bernoulli}(q)
$$

$\quad q = ?$

The squiggly line should be read as “follows,” so that the model expresses the story “a coin flip follows a Bernoulli distribution with parameter $q$ and the value of $q$ is unknown.” Do not overanalyze Equation 1, as all it does is communicate to others that we believe that when we flip our coin there are two possible outcomes (Bernoulli) and that there is a probability $q$ that our coin will land with heads up (but we do not know the value of $q$ yet). It should be stressed that this is just a mathematical model of a coin flip, and there is nothing true about it. In fact, the model is actually wrong, since there is at least theoretically a third outcome, that the coin lands on edge standing straight up. A further infinite number of outcomes can be generated by considering the rotation of the coin.

We have our data (540 heads over 1000 flips) and our model in Equation 1, and our analysis should now revolve around the value of $q$. We therefore in the next two sections employ first an NHST approach and then a Bayesian approach to the analysis of $q$.

Null Hypothesis Significance Testing

When taking the NHST approach, we believe that there exists a fixed population value for $q$ in Equation 1. In the coin flip experiment, it is easy to think of this population value as tied to some physical property of the coin. While one should avoid the word true when it comes to statistics, since all our inferences are based on a model that we have picked, we may think of this population value as the true value of $q$. In experiments involving a human study population, such as university students or office employees, the population value can be thought of as the value of $q$ for the entire population. In most studies, we have only a sample of the entire population, in which case we cannot possibly know the population value for $q$. Note that it is not always clear what we mean by the population value, since study populations are often large to infinite in size, and sometimes the population is not very well defined (university students is a quite loosely defined group that changes from year to year). Nevertheless, the population value has a central role in the NHST approach.

Maximum Likelihood Estimator

We begin by considering the maximum likelihood estimator for $q$. This estimator is the value of $q$ for which the likelihood of the data that we have collected is maximized. To decrypt what we mean by this, we can intuitively think of the maximum likelihood estimator as outlined in Textbox 1.

Returning to our original experiment, the maximum likelihood estimator for $q$ would therefore be $540/1000=0.54$ (recall that we had recorded 540 heads). It should, however, not come as a surprise that, if we went back and restarted the experiment and flipped the same coin 1000 times again, we would get a different outcome, for instance, 525 heads. This would then imply a different maximum likelihood estimate of $525/1000=0.525$. In this way, we can see the maximum likelihood estimator as a proxy for the data that we have collected, a single number that summarizes information about the data with respect to the model.

As a side note, because of the rather simple model that we are employing (Equation 1), the maximum likelihood estimator was easy to calculate. It is, however, not always so, and for other models it may be necessary to apply optimization techniques to identify the maximum likelihood estimator. Most of us need not to worry about these details; we can assume that we can get a maximum likelihood estimator for most models.

Having calculated the maximum likelihood estimator, the next step is to consider a sampling distribution.

Textbox 1. Calculating the maximum likelihood estimator for $q$.

Assume that we had recorded only 10 heads out of 1000 coin flips and that somebody suggests that the value of $q$ should be 0.9, or a 90% probability of heads. Most of us would disagree and say that if $q=0.9$ then recording only 10 heads out of 1000 coin flips would be very unlikely. Another value might then be suggested, such as $q=0.4$, but we would still object, saying that 10 heads out of 1000 coin flips with a coin that is supposed to give 40% heads seems unlikely. So for which value of $q$ would 10 heads in 1000 coin flips be most likely? It turns out that in this case it is trivial to calculate: $10/1000=0.01$. So the value for $q$ that makes 10 heads out of 1000 coin flips most likely is 1%, and this is the maximum likelihood estimator.

http://www.jmir.org/2018/10/e10873/
Sampling Distribution

From the discussion about maximum likelihood estimators, we concluded that, if we were to restart the coin flipping experiment, we could (even if we used the same coin) get a different number of heads. This would also then result in a different maximum likelihood estimator. Let us extend this line of thought and consider redoing the experiment thousands and thousands of times. What could we say about the maximum likelihood estimators that we would calculate for each one of these experiments? Just like we cannot know the exact height of a randomly picked person off the street before we actually pick and measure them, we cannot know which maximum likelihood estimator we will get next time we run the experiment. But this does not mean that we are totally unknowledgeable about the outcome: just like there is a distribution of heights, there is a distribution of maximum likelihood estimators. Theory tells us that this distribution is centered at the population value, and that it can be approximated by a normal distribution (at least when sample sizes are big enough). It is this distribution that is referred to as the sampling distribution. Each time we redo our coin flipping experiment, we get a maximum likelihood estimate that follows the sampling distribution (just like picking a person from the general population gives us a measurement of their height that follows the height distribution).

In our discussion about probability distributions, we mentioned that a normal distribution has two parameters: mean and standard deviation. The mean decides where the distribution is centered and the standard deviation decides how wide it is. We have established that the sampling distribution can be approximated by a normal distribution and that its mean (ie, its center) is the population value. Using our original data (540 heads over 1000 flips), we can use theoretical results to calculate an approximation of the standard deviation of the sampling distribution (often referred to as the standard error). In our case this value is approximately 0.0158.

Let us recapitulate. Given the data that we have collected (540 heads over 1000 flips), and the model that we have chosen (Equation 1), we can calculate a maximum likelihood estimate for $q$ (540/1000=0.54), which follows a normal sampling distribution that is centered at the population value for $q$ and has a standard deviation of 0.0158. Using this information, we can return to our original question: is the coin that we have flipped fair? To answer this, we turn to the practice of using hypothesis testing and $P$ values.

Hypothesis Testing and $P$ Values

We have previously stated that we wish to investigate whether the coin that we flipped was fair, and therefore our null hypothesis states that the population value for $q$ is 0.5 (a $q$ value of 0.5 means that there is a 50% probability of heads). If the null hypothesis fails to hold, we will instead accept an alternative hypothesis, which states that the population value for $q$ is not 0.5 (ie, the coin is not fair).

We now enter a hypothetical world in which we assume that the null hypothesis is true. This is a key concept: we are going to analyze our data in a world in which we know that the null hypothesis is true, and therefore the population value for $q$ is known to be 0.5. Now recall that the sampling distribution that we defined previously was centered at the population value of $q$, but back then we did not know the population value. Now we know the mean and standard deviation of the sampling distribution and we can draw a representation of it. In Figure 2 we can see the sampling distribution for our maximum likelihood estimates (remember, just like people’s heights have a distribution, so do maximum likelihood estimates). Additionally, in Figure 2 we have marked the maximum likelihood estimate that we calculated using the data that we collected in our experiment (540 heads over 1000 flips). Our maximum likelihood estimate is quite far out to the right, and such a value seems unlikely under this specific sampling distribution (the curve is low). Now recall that we said that the maximum likelihood estimate is a proxy for our data, a summary that we can use instead of the 1000 flips. This therefore tells us that the data that we have collected are quite unlikely, given that the population value is 0.5. But how unlikely? Enter $P$ values. You sometimes hear people explain $P$ values as “the probability of seeing these data or more extreme.” It is sometimes hard to understand what is meant by more extreme data. What they are actually trying to say is “seeing this maximum likelihood estimate or higher” (or lower depending on which side of the center we are looking at).

Because we have approximated the sampling distribution using a normal distribution, it is easy to calculate the probability of a maximum likelihood estimator of 0.54 or more extreme given a mean value of 0.5 and a standard deviation of 0.0158. It turns out that this probability is approximately 0.0057, and we must multiply this value by 2 because we wish to do 2-sided tests (this has to do with the fact that we arbitrarily decided to do our calculations based on heads rather than tails). Therefore, our final $P$ value is .0114.

Since this $P$ value is less than the conventional threshold of .05, we say that the data that we have collected are so unlikely given the null hypothesis that we reject the null hypothesis and accept the alternative hypothesis. This is referred to as statistical significance. However, given the .005 threshold proposed by Benjamin et al [1], we cannot reject the null hypothesis and we would therefore not be able to say anything about the fairness of the coin.

To summarize, we enter a hypothetical world in which our null hypothesis is true, and if the data that we have collected seem unlikely or absurd in this world, then we reject the hypothesized world. But it does not say much about which world is the true world—that is, it does not say much about the population value. To narrow in on the population value, it is common to also report confidence intervals, which we turn to next.
Figure 2. Sampling distribution of $q$ under the null hypothesis that the population value is 0.5. The X marks the maximum likelihood estimate of the coin flip experiment (540 heads over 1000 flips).

Confidence Intervals

Our maximum likelihood estimate is only 1 draw from the sampling distribution, so it does not tell us what the population value of $q$ is. Recall that we are assuming that the population value of $q$ is a fixed value, something that represents the entire population. One way of informing us about the location of the population value is to create what is known as confidence intervals.

Using a threshold of .05, we have already concluded that we will reject the null hypothesis that $q=0.5$, since the $P$ value (.0114) was less than this threshold. We could increase our null hypothesis a bit, say to 0.501 rather than 0.5, and redo our hypothesis test as before. We would get a new $P$ value of .0136, which would also lead to a rejection at the .05 threshold. But if we continue to increase the value of our null hypothesis, we would end up with a hypothesis that we cannot reject. This value is the lower limit of the confidence interval. Likewise, we can start from above our maximum likelihood estimate of 0.54 and find the largest value for our null hypothesis that cannot be rejected. The lowest and highest values that cannot be rejected are the confidence limits, and any hypothesis between these 2 limits cannot be rejected using the data that we have collected at the .05 threshold. In our coin flipping experiment, these limits are 0.509 and 0.571; thus, no hypotheses between these 2 values could be rejected given our data (540 heads over 1000 flips). Because we have chosen a threshold value of .05, these confidence intervals are known as 95% confidence intervals.

It would be nice if we could say that the population value of $q$ lies within these 2 limits with 95% probability. But we cannot do so, unfortunately. Recall that if we could go back in time and redo the experiment, we would get a different maximum likelihood estimate; this means that we would also get a different set of confidence limits. What we can say, although it is very cumbersome, is that out of all the 95% confidence intervals that would be created by redoing the experiment, the population value for $q$ will lie within them in 95% of the cases. If this sounds confusing, then you are in good company; most researchers tend to forget or misunderstand this.

Summary

This ends our introduction to the NHST approach. While we have attempted a high-level overview, we have nevertheless covered some central concepts that are necessary to keep in mind when applying this approach:

- The population value is a fixed value that we want to investigate.
- We collect data and compute maximum likelihood estimates for our model’s parameters.
- We construct a sampling distribution (a distribution over maximum likelihood estimates).
- We hypothesize a population value, entering a world in which we assume that we know its true value.
- If, in the hypothesized world, the data are unlikely given some threshold, then we reject the null hypothesis—that is, we reject this world.
- We create confidence intervals, which tell us which hypotheses we cannot reject, and enable us to say something about the location of the population value (although this information might be very vague).

Bayesian

We have seen how the NHST approach focuses on understanding how likely the data gathered are given a sampling distribution and different hypothesized population values of $q$. The outcome of the analysis is information about which hypotheses we can and cannot refute given a predefined threshold. The Bayesian approach, however, asks the more direct question “How probable is every value of $q$?” There are an infinite number of $q$’s that we could pick, and the Bayesian wants to know how probable each one of them is, given the data that we have. The Bayesian approach does not rely on repeated experimentation to create a sampling distribution, but rather looks only at the probability for every $q$ given the data that we have collected. What we receive by requesting this information is not a single value, such as the maximum likelihood estimate, but an entire distribution over all possible values of $q$.

The Bayesian philosophy is to begin with a belief about the quantity of interest (in our case, $q$), and then look at the data that have been collected and revise one’s belief in light of the data. This is why words such as updating or learning are often
used to describe the Bayesian approach, as we update our beliefs given the data, or alternatively learn something new from the data. To make this philosophy more formal, we rely on three concepts: prior distributions, data likelihood, and posterior distributions. We discuss these three in order, using the same coin flipping experiment as before.

**Prior Distributions**

When a quantity is unknown to us, such as $q$ has been when we have been flipping coins, the Bayesian approach is to assign to this quantity a prior distribution. This prior distribution encodes our uncertainty about $q$ before we analyze the data that we have collected. The keyword here is *before* (ie, prior). Just like the outcome of flipping a coin is unknown to us, so is the value of $q$. Our solution for describing the uncertainty about the coin flip was to say that it follows a Bernoulli distribution, and our solution for describing our uncertainty about $q$ is to say that it also follows some distribution. There is a bit of harmony here, as we are not treating unknown quantities differently: as soon as the value of something is unknown to us, we say that it follows a distribution, regardless of whether it is data or parameters.

Recall that we have at our disposal many distributions that we can use to describe uncertainty: we have already encountered the normal, beta, Bernoulli, and negative binomial distributions. We also have the option of saying that we think that each value of $q$ is equally likely before we analyze the data: we then say that $q$ follows a uniform distribution. This is sometimes referred to as a flat prior, since the shape of the probability distribution is a flat line. Figure 3 (parts a through part c) presents three examples of different priors that we could choose: Figure 3 (part a) depicts a flat prior—that is, it assigns the same probability to every possible value of $q$. Figure 3 (part b) depicts a prior that says that we believe the coin to be fair before we start flipping it, so we assign more probability to $q$ values around 0.5, but we are still assigning quite a bit of probability to all other values (the shape is wide). Finally, Figure 3 (part c) says that we believe the coin to be biased, assigning almost all probability to $q$ values around 0.75 (the shape is very narrow).

When starting out with Bayesian analysis, it may seem like one would always want to pick a flat prior, like the one depicted in Figure 3 (part a). At first glance, this might seem like an objective choice, as there is no bias toward any specific value, and the NHST approach essentially takes this stance. However, this is not as objective as one might first think, and we shall return to this point in our discussion. Sometimes it may be beneficial to pick priors that enable analysis, for instance, if the number of potential participants in a study is very low, expert information may be encoded into the prior allowing for the analysis to still output useful results; please see Goodman and Sladky [14] and Morris et al [16] for examples. Another case is when we have many covariates to choose from, but we wish to include only the relevant ones for the outcome in our model [19,20].

If we decide to use a flat prior for our coin flipping experiment, then we extend our model to express that before we collect any data we believe all values for $q$ to be equally likely (Equation 2):

$$
\text{coin flip} \sim \text{Bernoulli}(q)
$$

$$
q \sim \text{uniform}(0,1)
$$

The equation now reads “We believe that coin flips follow a Bernoulli distribution and that the probability of heads is $q$. We also believe that $q$ is equally likely to take on any value between 0 and 1.” Recall that only values between 0 and 1 make sense for $q$, since it represents the probability for heads, so we cannot have negative probabilities, nor probabilities above 1. Compare this with our original model in Equation 1, where we said that $q$ was completely unknown; using priors forces us to be more specific and explicit about what we mean when we say that something is unknown.

That is all we need to say about priors for the moment. They make sure that we express the uncertainty about all unknown values up front before we start the analysis.

**Data Likelihood**

Akin to what we were calculating before, during the NHST discussion, the data likelihood tells us how remarkable the data that we have collected are given different values of $q$. If we propose that $q=0.5$, then we can calculate the probability that we would collect 540 heads over 1000 flips with this proposed value. We can make this calculation because we have chosen a model for our experiment (we chose a Bernoulli distribution); if we had no model, then we could not make any of these calculations. Intuitively, we would expect that if we had instead proposed that $q=0.1$, then the data should be less likely than when $q=0.5$, since we have collected 540 heads over 1000 flips.

**Figure 3.** (a) Uniform prior distribution (flat prior). (b) A prior distribution that encodes that fair coins are more likely. (c) A prior distribution that encodes that biased coins are more likely.
If we continued this reasoning for every possible value of $q$, then we could draw a shape that tells us how likely the data that we have collected are for different values of $q$. Such a shape is drawn in Figure 4 for our coin flipping experiment. As we can see, this follows our intuition that the data are more likely given values for $q$ around 0.5 compared with values around 0.1.

The shape in Figure 4 can be thought of as the data likelihood given our model. It tells us how remarkable the data that we have collected are given different values for $q$.

**Posterior Distributions**

The prior distribution encodes what we believe about $q$ before we take into consideration any data, and the data likelihood tells us how remarkable the data that we have collected are given different values of $q$. But what we really care about is what we believe about $q$ after we have taken into consideration the data. This is encoded in the posterior distribution, and it is the posterior distribution that is the answer to the Bayesian question “How probable is every value of $q$?”

The posterior distribution is a distribution just like all the others we have seen in this paper. It is calculated using Bayes’ theorem. This theorem is a consequence of basic probability theory and named after famous statistician Reverend Thomas Bayes. Equation 3 is the simplified version. The theorem states that the posterior distribution can be computed by multiplying the data likelihood by the prior distribution.

$$\text{posterior} \propto \text{likelihood} \times \text{prior}$$

Rather than discussing this in terms of numbers, let us instead do this graphically, as we have been thinking of distributions as shapes rather than as equations. What we will be doing is essentially multiplying the priors that we depict in Figure 3 a through 3c by the data likelihood depicted in Figure 4. In Figure 5, we can see Bayes’ theorem in action for our coin flipping experiment. In each row we have a single use of the theorem. The top row shows us the result when using a flat flipping experiment. In each row we have a single use of the theorem. The second row shows us the use of the theorem with a prior that assigns more probability of the coin being fair, but does still allow for the entire range of possible $q$ values (sometimes known as a weakly informative prior). The third and final row shows us the use of the theorem when we have a prior that very strongly believes that the coin is biased, using a very narrow prior around the value of 0.75 (note that this prior does not say that it is impossible that $q$ can be 0.2, for instance; it just assigns a very small prior to this value of $q$). It is the column marked **Posterior** that is of interest at the moment. As we can see, the first 2 rows seem to have the same posterior: $q$ values between 0.5 and 0.6 seem to be most probable according to these 2 rows. This is not a mistake; a common theme in Bayesian analysis is that once we have enough data the prior gets overwhelmed by the sheer amount of data. The prior that we picked for row number 2 assigned enough probability to all values of $q$ that the data could easily overwhelm it, but not so for row number 3. In row number 3, we can see that the posterior distribution is shifted to the right; here values above 0.6 and less than 0.7 are more probable. The prior in the third row so strongly believed that the coin was biased that the data could not overwhelm it; thus, the entire posterior distribution is shifted toward the prior.

What we are saying is that the posterior probability of a value of $q$ should take into consideration how likely this value was before we collected the data (the prior) but also how remarkable the data that we collected are under this value of $q$. So, for instance, if we were to collect 540 heads over 1000 flips and propose a $q$ value of 0.01 (ie, a 1% chance of heads), then the posterior distribution for $q=0.01$ would be very low, since collecting 540 heads over 1000 flips when the probability of heads is only 1% is very unlikely. But proposing values around $q=0.5$ and $q=0.6$ should generate higher posterior probabilities, since 540 heads over 1000 flips is a lot more likely for such values.

We need not worry about the details of exactly how these calculations are done, but remember that Bayes’ theorem is remarkably simple: the posterior is computed by multiplying the data likelihood by the prior distribution. Also note that the output of the Bayesian analysis is the posterior distribution—that is, a distribution over the parameter of interest (in this case $q$) after we have taken into consideration the data that we collected.
**Figure 5.** Three examples of the use of Bayes’ theorem for the coin flipping experiment. Top row: posterior distribution when using a uniform prior distribution (flat prior). Middle row: posterior distribution when using a weak prior distribution that makes fair coins more likely. Bottom row: posterior distribution when using a strong prior distribution that makes biased coins more likely.

**Analysis of the Coin Flipping Experiment**

Figure 6 (part a) depicts the posterior distribution over $q$ for our coin flipping experiment using a flat prior (this is the same as the top row in Figure 5). We have zoomed in on $q$ values between 0.45 and 0.6 in Figure 6 (part b). What does the posterior distribution tell us? Just by looking at it, we can see that it is quite unlikely that $q=0.2$. However, it is important to note that we are not ruling out this case; it is still entirely possible that $q=0.2$, but given the coin flips that we have made it is logically less likely that $q=0.2$ compared with, say, 0.5. It seems that the most likely value of $q$ relative to all others is around 0.54 (see the zoomed-in distribution in Figure 6, part b). It is, however, crucial to note that the result of the Bayesian analysis is not a single value such as 0.2, 0.5, 0.54, or 0.6, but rather the entire posterior distribution over $q$.

Once we have a posterior distribution over our parameter $q$, we can ask scientific questions about how probable different values of $q$ are. We initially stated that we wished to investigate whether the coin was fair or not. A coin that is biased to resulting in more heads than tails would imply a $q$ value greater than 0.5 (i.e., there is a greater than 50% chance of heads), so we may ask “What is the probability that $q$ is greater than 0.5?” The answer is given by the posterior distribution, and in this case it is approximately 99%. To see this, look at Figure 6 (part b) again and color the entire area underneath the curve above 0.5. As you can see, the area that you have colored far outweighs the area you have not. The story that we tell is, therefore, that “We flipped a coin 1000 times and 540 times it landed heads. There is a 99% probability that the coin is biased toward showing more heads than tails.”

---
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In this case, it is hard to argue against the coin being biased because there was a 99% probability of it being so, but what is the conclusion if the probability was 60%? In the real-world data analysis that we will conduct, we shall encounter such a case and we shall therefore defer this discussion. Essentially, it ties into what McShane et al [3] referenced as neglected factors; that is, what are the real-world costs and benefits of the finding, how novel is this finding, given previous studies what does this finding tell us, etc. Definitive dichotomous conclusions belong to the NHST approach, not the Bayesian.

**Summary**

The Bayesian approach begins by assigning prior probability distributions to unknown quantities, extending our models to also encode uncertainty about the parameters. Using the likelihood of the data, the prior is updated using Bayes’ theorem, resulting in a posterior distribution. The posterior distribution encodes the uncertainty about the model’s parameters after we have taken the data into consideration.

We will now leave the fictitious coin flipping experiment that we have been treating here and instead focus on real-world data collected during randomized controlled trials. We will defer any contrasting between the NHST approach and the Bayesian approach described here to the general discussion section.

**Analysis of Real-World Data**

So far we have been using a rather trivial coin flipping example to illustrate the differences between the NHST and the Bayesian approaches. In this section, we instead look at data that were collected during 2 randomized controlled trials and complete a Bayesian analysis of the 2 trials in order to compare with the NHST analyses that have been published previously [21,22]. We shall look at the evaluation of a smoking cessation program and an alcohol consumption reduction program, both targeted at university students in Sweden and consisting of text messages sent to participants’ mobile phones. We shall not delve into the details of the interventions, but will rather refer to them as the NEXit (for smoking) and AMADEUS (for alcohol) trials.

We begin by analyzing the NEXit trial: first, we describe the statistical model; second, we account for the NHST analysis already conducted; third, we conduct the new Bayesian analysis; and fourth, we discuss the outcome. We shall follow the same structure for the AMADEUS trial.

**NEXit Trial**

The NEXit trial was a single-blind, 2-arm, randomized controlled trial conducted between October 2014 and April 2015. Participants were daily or weekly smokers willing to set a quit date within 1 month of enrollment. Almost all college and university students in Sweden were contacted via email and invited to participate. Willing participants who fulfilled the inclusion criteria were randomly allocated to 2 groups: an intervention group that received the novel intervention and a control group that were asked to quit smoking on their own. The primary outcome measure was prolonged abstinence, defined as not having smoked more than 5 cigarettes during the past 8 weeks, and a 4-week point prevalence of complete smoking cessation (ie, no cigarettes smoked during the past 4 weeks). We shall not reanalyze any secondary outcomes.

**Statistical Model**

Both primary outcome measures in the NEXit trial were binary: participants responded either yes or no to the questions regarding prolonged abstinence and point prevalence. Just like in the coin flipping experiment, we are faced with two possible outcomes, and we do not know which outcome we will get if we randomly pick a NEXit participant. To reason systematically, we can say that the primary outcome measures in the NEXit trial follow a Bernoulli distribution with parameter \( q \), where \( q \) represents the probability of a participant responding that they have not smoked (we treat each outcome measure separately). However, we would like to go a bit further and define a model that allows for different \( q \) values depending on whether a participant belongs to the control group or the intervention group, allowing us to...
contrast the difference between these \( q \) values. In a sense we wish to find 2 coins, 1 for each group, and compare whether one coin is more or less biased than the other.

The canonical way of modelling the narrative just given is to use what is known as logistic regression. We will avoid delving deeper into the details of this model, since the analysis here can be understood without them. What is important to note is that the quantity that is normally investigated is the odds ratio between the intervention group and the control group. The odds ratio is the odds of not smoking in the intervention group divided by the odds of not smoking in the control group. This quantity is convenient because it tells us by how much we should multiply the odds in the control group to get the odds in the intervention group. Thus, if the odds ratio is 1, then there is no effect, since you would take the control group’s odds and multiply by 1, which gives the same result. If the odds ratio is greater than 1, for instance 2, then the intervention group has twice the odds of the control group of not smoking.

Do not overthink this. Before, we had a parameter \( q \) that described the probability of heads, and this was the parameter that we wished to investigate. Now we have the odds ratio, which is the quantity that we wish to investigate because we are comparing 2 coins. It is still just an unknown quantity that we wish to learn more about.

We begin by accounting for the original analysis that was done for the NEXit trial using the NHST approach, and then we shall account for a new Bayesian analysis of the data.

**Null Hypothesis Significance Testing of the NEXit Trial**

Of the 1590 participants randomly allocated into the NEXit trial, 1502 responded to follow-up regarding primary outcomes. Table 1 gives the maximum likelihood estimates for the odds ratios determined using logistic regression for the two primary outcome measures: the 95% confidence intervals and \( P \) values. Before the analysis, the researchers decided to perform 2-tailed tests at the .05 threshold. As Table 1 shows, the null hypothesis that the odds ratio is 1 (ie, no effect) was rejected (\( P \) values are .001). Now recall that in the NHST approach, we use the maximum likelihood to estimate the fixed population odds ratio, and that the confidence interval should be interpreted such that the true population odds ratio lies within these limits for 95% of all the 95% confidence intervals that could be created if we were to redo the NEXit trial.

**Bayesian Analysis of the NEXit Trial**

The Bayesian approach begins by assigning prior probabilities to unknown quantities. We used flat priors for all unknown quantities, assigning equal probability to all values before seeing any data. This actually goes against our general recommendation, but we stick to flat priors so that we can defer any discussion about nonflat priors. Using Bayes’ theorem, we computed posterior distributions over the unknown quantities and then use these posterior distributions to answer questions about the quantity of interest. In this case, we care about the odds ratio comparing the intervention group with the control group.

Figure 7 (part a) depicts the posterior distribution of the odds ratio of prolonged abstinence when comparing intervention versus control. Figure 7 (part b) similarly depicts the posterior distribution of the odds ratio of point prevalence when comparing intervention versus control.

The statistical model has done the statistical inference, and now it is up to the researcher to do the scientific inference. We have two outcome measures, which we have analyzed in terms of odds ratios. If the odds ratio is 1, then the intervention has no effect; if it is less than 1, then it has a negative effect; and if it is greater than 1, than it has a positive effect. We may therefore set up a series of questions to support our decision-making process. What is the probability that the odds ratios are greater than 1.0, 1.5, 2.0, and 2.5? The answers to these questions are given by the posterior distributions (this is why the outcome of a Bayesian analysis is the full distribution and not just a single value; we want to use the entire distribution to make a scientific inference). Table 2 summarizes the answers to these questions. As we can see, the posterior distribution tells us that it is very likely that the intervention had a positive effect on both prolonged and point prevalence outcome measures, since the posterior assigns more than 99% to these cases. It also seems more likely than not that the odds ratios for these outcomes were greater than 1.5. The odds ratio for prolonged abstinence is further more likely to be above 2.0 and, while the probability is severely lower at the 2.5 odds ratio, there is still 7.05% probability that the odds ratio is greater than 2.5.

The NEXit intervention is a fully automated intervention that does not require any interaction from health professionals. It is therefore cheap to offer and scales to large populations instantly. Participants are not put at harm and can stop the intervention at any time. It seems justifiable to offer the intervention to university students who want to quit smoking, given what the posterior distributions regarding prolonged and point prevalence abstinence tell us about the effect of NEXit. These posterior probabilities are of course calculated using a mathematical model that may or may not be a good approximation of the real world, so there is no escaping that one must assess the model chosen along with other factors. While we would like to confirm these results, and good research practice dictates that we should not blindly trust the results of a single study, if we assume that these are the only data available to us then the justification stands.

**Table 1.** Original analysis of the NEXit trial. Odds ratios compare intervention with control, given by logistic regression.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Odds ratio</th>
<th>95% CI</th>
<th>( P ) value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prolonged abstinence</td>
<td>2.05</td>
<td>1.58-2.66</td>
<td>≤.001</td>
</tr>
<tr>
<td>Point prevalence</td>
<td>1.57</td>
<td>1.19-2.05</td>
<td>.001</td>
</tr>
</tbody>
</table>

*a2-tailed.*
Comparing Null Hypothesis Significance Testing Versus the Bayesian Approach

It is actually not very easy or straightforward to compare the quantities that the NHST and the Bayesian approach produce. The numbers in Table 1 are in terms of the likelihood of the data—that is, whether the data are extreme given a hypothesized world. The numbers in Table 2 tell us the relative probability among the different worlds directly, given the data that we have collected. While the two approaches may seem to come to the same conclusion in this case—they both agree that the intervention has an effect—it is important to note that the NHST approach only says that the population effect is not 0 and has based this judgment on an arbitrarily chosen threshold, while at the same time imagining that the experiment could be repeated many times. The Bayesian approach says nothing about statistical significance, but rather communicates what we know about the NEXit intervention given the data at hand; it is the researcher’s job to transfer the statistical analysis to the real world. It is also the researcher’s job to judge the data in light of the model that was chosen, the way the data were collected, existing scientific knowledge, and the novelty of the result. Such things are not meant to be answered by statistical models.

AMADEUS Trial

Much like the NEXit trial, the AMADEUS trial invited college and university students in Sweden to partake in the evaluation of a novel text-based alcohol intervention. The goal was to show that the intervention would reduce alcohol consumption in the group that was given access to the intervention as compared with the control group, who were referred to a website on which they could answer questions about their alcohol consumption and get feedback. The trial ran during the spring of 2016 and included participants who had at least two heavy episodic drinking occasions per month, defined as drinking more than 4 (women) or 5 (men) standard drinks on 1 occasion. The primary outcome measure was the total number of standard drinks consumed per week.

Statistical Model

The outcome measure in the AMADEUS trial was not a coin flip, as there are more than two possible outcomes when asking an individual how many standard drinks they consume per week. Rather, the outcome is a count variable: a variable that can take on values of 0, 1, 2, and so on (participants were not allowed to answer in partial standard drinks). To model this type of data, the researchers decided to use a negative binomial regression model. Just like the logistic regression model used for NEXit has an important quantity known as the odds ratio, the negative binomial regression has a quantity known as the incident rate ratio (IRR). This quantity should be interpreted as follows: take the number of standard drinks that the control group drinks on average and multiply by the IRR to get the number of standard drinks that the intervention group drinks on average. Therefore, an IRR of 1 would mean that there was no difference between the groups, less than 1 would mean that the intervention group drank less, and greater than 1 would mean that the intervention group drank more than the control group.

Null Hypothesis Significance Testing of the AMADEUS Trial

From the 896 randomly allocated participants, 816 responses to the primary outcome measure were collected. The IRR was determined using negative binomial regression, and a predefined threshold of .05 was used to determine statistical significance. Table 3 presents the maximum likelihood estimate of IRR, 95% confidence interval, and P value. The null hypothesis that the 2 groups consumed the same amount of alcohol after the
intervention could not be rejected, since the IRR could not be shown to be significantly different from 1. The population value falls within 95% of all the 95% confidence intervals that can be computed.

Bayesian Analysis of the AMADEUS Trial

As we know by now, the Bayesian approach begins by assigning prior distributions to unknown quantities, and we used flat priors as before (assigning equal probability to all values of the unknown quantities before taking into account the data). Using Bayes’ theorem, we computed the posterior distribution over the IRR, depicted in Figure 8 (comparing the total weekly consumption of the intervention group with that of the control group). This is the outcome of the Bayesian analysis, and we can now use this posterior distribution to answer a series of scientific questions.

The AMADEUS trial tested a novel text-based intervention delivered to mobile phones versus referral to a website with a questionnaire and feedback. Let us assume that it was decided that there are certain levels of effect that have real-world implications. For instance, we may define a major preference for the novel intervention if the IRR is less than 0.9 (IRR<0.9), a minor preference if the IRR is between 0.9 and 1.0 (0.9<IRR<1.0), a minor preference for referring to the questionnaire and feedback if the IRR is between 1.0 and 1.1 (1.0<IRR<1.1), and a major preference if the IRR is above 1.1 (IRR>1.1). Table 4 presents these cases as questions, along with their answers. There is a small probability of a major preference for the novel intervention (the posterior probability that IRR was <0.9 is 3.3%). There is a 55.4% probability of a minor preference for the novel intervention, and a 39.6% probability of a minor preference for referring to the questionnaire. Finally, there is a 1.8% probability that referring to the questionnaire should be majorly preferred.

The routine practice at colleges and universities in Sweden is to email all students each year and refer them to the questionnaire and feedback that the control group was offered in the AMADEUS study. Should the novel intervention under trial be considered helpful and replace the questionnaire? It is interesting to note that the original publication [22] discussed potential issues with the study being underpowered and nonsignificance of the hypothesis tests, while the Bayesian approach that we have taken here allows us to discuss the real-world ramifications of the data collected. Based on the data that were collected during the trial and the model that we have chosen, we can say that it is more likely than not that the intervention had a more positive effect in the trial than referral to the questionnaire, but the difference in probability is small. We must therefore assess other factors, including an investigation into the uptake of the two different approaches: an intervention with a small effect that is used by many could be preferred to an intervention with great effect used by few. There are more information technology costs involved in the novel intervention, yet there is less administration from the student health care centers. This type of reasoning must be guided by researchers and experts, and made available to potential users and practitioners so that they take this into account before deciding whether the novel intervention is suitable.

Table 3. Original null hypotheses significance testing of the AMADEUS trial. Incident rate ratio (IRR) is given comparing intervention with control, as per negative binomial regression.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>IRR</th>
<th>95% CI</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly alcohol consumption</td>
<td>0.99</td>
<td>0.90-1.09</td>
<td>.83</td>
</tr>
</tbody>
</table>

<sup>a</sup>2-tailed.

Figure 8. Approximation of the density of the posterior distribution of the incident rate ratio, comparing intervention versus control in the AMADEUS trial.

Table 4. Posterior probability of incident rate ratio (IRR) for predefined effect levels.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>IRR&lt;0.9</th>
<th>0.9&lt;IRR&lt;1.0</th>
<th>1.0&lt;IRR&lt;1.1</th>
<th>IRR&gt;1.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly alcohol consumption</td>
<td>3.3%</td>
<td>55.4%</td>
<td>39.6%</td>
<td>1.8%</td>
</tr>
</tbody>
</table>
Comparing Null Hypothesis Significance Testing Versus the Bayesian Approach

The NHST analysis presented in Table 3 does not reject the null hypothesis; thus, the analysis cannot say anything about the effect of the novel intervention. Crucially, it does not tell us what the probability of the intervention having a positive or negative effect is, but rather the maximum likelihood estimate is just a sample from a sampling distribution for which we do not know the mean (the population value). It is unfortunate that, due to a conventionally decided threshold of .05 and a test against a very strict null hypothesis, the analysis leads us to a dead end from where we cannot express much more about the intervention.

The Bayesian analysis gives us a posterior distribution, and then the scientific inference can begin. Scientific inference cannot rely on conventional thresholds applied across all research fields, but rather scientific inference must be based on the real-world context and study parameters. The levels we choose to assess the effect can be understood by readers because these chosen levels have direct real-world implications—no such connection can be made to a .05 P value threshold.

Discussion

Null Hypothesis Significance Testing and Bayesian Analysis

Setting aside the mathematical differences between the two approaches, the most prominent difference is perhaps that the Bayesian approach put forward here does not incorporate the same type of null hypothesis testing that is so strongly rooted in conventional practice. This ties into the fact that the output from the Bayesian analysis is the posterior distribution over the parameters of our model. Therefore, the Bayesian approach does not attempt to identify a fixed value for the parameters and dichotomize the world into significant and nonsignificant, but rather relies on the researcher to do the scientific inference and not to delegate this obligation to the statistical model. It should not be forgotten that all statistical inference is based on a model, whether we take the NHST or Bayesian approach, and that these models are approximations of the real world. In both cases, there needs to be a leap of faith that the model chosen is a good enough approximation. We should therefore be careful not to let the model alone make assessments of the bias of the coin, but rather we must take what the model tells us and then go back to the real world and do the scientific inference ourselves.

We expect researchers to add their interpretation of their results, grounded in previous studies and current theory, balanced with cost and benefit, etc. We have purposely kept short the analyses that we have presented, but a full analysis cannot end with a posterior distribution; some scientific inference needs to be conducted. One attractive aspect of the Bayesian analyses that we have conducted herein is the way in which we ask questions of the models that have been created. For instance, the questions in Table 2 relate to the odds ratio, a quantity that can be interpreted with a real-world meaning. Compare this with an arbitrary threshold for the P value, which only applies in the null hypothesis world, and even then is difficult to connect to a real-world quantity.

In the NHST approach, we are assessing the population value, and we state upfront our intentions: if the null hypothesis is rejected, then we will say that the coin is biased. In this sense, we are giving a license to the statistical model to do scientific inference. Once the analysis is complete and the null hypothesis is rejected, we are not much wiser about the population value; as we have discussed, confidence intervals are not as good an indication of the location of the fixed population value as we might think. In case the hypothesis is not rejected; we have very little use of our analysis. Furthermore, the NHST approach is rooted in the idea of being able to redo the experiment many times (so as to get a sampling distribution). Even if we can rely on theoretical results to get this sampling distribution without actually going back in time and redoing the experiment, the underlying idea can be somewhat problematic. What do we mean by redoing an experiment? Can we redo a randomized controlled trial while keeping all things equal and recruiting a new sample from the study population? We might just overlook this philosophical obstacle if we like, but we should not forget that we are asking our statistical models to use such an assumption to make dichotomous decisions.

The Bayesian analysis outputs a posterior distribution, which then must be used to assess whether the coin is fair. We can say something about the value of the quantity of interest given our data, since the posterior distribution is a distribution over all possible values of the quantity. There exist Bayesian hypothesis frameworks that allow for a systematic way of making dichotomous decisions, and the interested reader may want to look into the field of decision theory, but at the end of the day the researcher must use the posterior distribution to assess the real-world implications. Imagine that we were assessing whether a medical procedure would be beneficial for a patient. We would have to weigh this probability with the risk for the patient: a 95% probability in favor of the procedure may be necessary if the procedure is invasive (eg, surgery), while a 60% probability in favor of the procedure may be okay if it simply involves a patient taking part in a seminar.

Prior Distributions

It is usually the prior distribution that is contested by non-Bayesian proponents. How can we know anything about a parameter before we collect any data? While it is not made explicit, the non-Bayesian approach does in a sense assume flat priors on all parameters, which is why many newcomers to the Bayesian field feel that flat priors should be used all the time. However, the belief that flat priors are objective because they assign the same probability to all outcomes is not well grounded. Consider, for instance, the NEXIt trial, where we used flat priors, which encodes that before we analyze the data we believe that all outcomes are equally likely. This is, however, subjective: believing it equally likely that 20% to 25% in the intervention group will quit smoking and that 90% to 95% will quit smoking. We know that brief interventions usually have a small to moderate effect size; thus, assuming a flat prior is a subjective choice going against what is known. Therefore, subjective modelling choices are unavoidable, regardless of whether one
takes the Bayesian approach. The fact that the Bayesian approach requires researchers to explicitly state their prior beliefs is actually a boon, since it forces us to be explicit about this choice, rather than hiding it. Had this paper focused solely on the analysis of the NEXit and AMADEUS trials, we would have followed the suggestion of Spiegelhalter et al [23] to conduct our analysis under several priors, one that encodes indifference, one that encodes the genuine opinion among practitioners, and one that encodes skepticism toward the new intervention. It should also be noted, as McShane et al [3] pointed out, that while using a \( P \) value threshold may seem like a way to break subjective interpretations of statistical analyses, \( P \) values are highly subjective in the sense that the choice of which models to use, which covariates to include, which tests to perform, etc, all produce different \( P \) values.

**Interpreting Results**

Practitioners, patients, the media, journal editors, and reviewers are keen to ask “does it work?” or “is it significant?” It is of course convenient to tell a patient that an intervention has been proven to have effect in a scientific study, but such statements are vague at best and lying at worst, and are still based on statistical models with arbitrarily decided-upon thresholds and null hypotheses. We should be communicating the probability that the intervention effect lies within a given range, such as that the odds ratio is greater than 1. Practitioners, patients, the media, journals, and reviewers can then use their own situation and expertise to assess the implications. We can take the posterior distribution and set it into economic and social contexts. An intervention with a 75% probability of a positive effect may still be defensible to implement, since it may be very cheap and noninvasive, while an intervention that has 95% probability of a positive effect might not be economically feasible to implement. Once we remove ourselves from the dichotomization of evidence, other things start to take precedence: critically assessing the models chosen, evaluating the quality of the data, interpreting the real-world impact of the results, etc.

We argue that the dichotomization, or be it trichotomization, is more misleading and misunderstood than Amrhein and Greenland [2] and McShane et al [3] pointed out. Many researchers and readers of scientific literature interpret statistical significance as true and nonstatistical significance as false, but this dichotomization does not exist, since statistical significance splits the world into a true state within which there exists an effect and a state in which there is ambivalence, which is not the opposite of the true state. It is not a not-true state and not a false state. Thinking in terms of statistical significance leads to a very difficult to understand dichotomization. The proposal from Benjamin et al [1] would further complicate matters, as we would end up in an even more difficult to understand trichotomization, and it raises the question of whether scientific discoveries based on \( P \) value thresholds of .05 from the past should now be considered nonsignificant.

**Conclusion and Call for Papers**

While, compared with the NHST approach, the use of Bayesian methods to analyze randomized controlled trials is virtually nonexistent, it has increased over the past few years (Lee and Chu [24]). As further evidence of the traction Bayesian methods are achieving, the US Food and Drug Administration has released guidelines for the use of Bayesian statistics in medical device clinical trials [25].

It may yet be some time until all trials report Bayesian posterior with scientific inference; it is nevertheless time to both educate researchers about Bayesian methods and include these methods alongside current practice. The *Journal of Medical Internet Research* has issued a call for papers for a special theme issue that will be dedicated to the (re-)analysis of data from randomized controlled trials using a Bayesian framework. We invite researchers to reanalyze data from their previously published trials and write a short paper about their new analysis. Please see the call for papers on JMIR’s website ([https://www.jmir.org/announcement/view/172](https://www.jmir.org/announcement/view/172)) for further details.

**Conflicts of Interest**

MB owns a private company that develops and distributes evidence-based lifestyle interventions to be used in health care settings.

**References**


19. Carvalho CM, Polson NG, Scott JG. Handling sparsity via the horseshoe. 2009 Presented at: 12th International Conference on Artificial Intelligence and Statistics (AISTATS); Apr 16-18, 2009; Clearwater Beach, FL, USA.


Abbreviations

IRR: incident rate ratio

NHST: null hypothesis significance testing
Predicting Adherence to Internet-Delivered Psychotherapy for Symptoms of Depression and Anxiety After Myocardial Infarction: Machine Learning Insights From the U-CARE Heart Randomized Controlled Trial

John Wallert¹, MSc; Emelie Gustafson¹, MA; Claes Held²,3, MD, PhD; Guy Madison⁴, PhD; Fredrika Norlund¹, PhD; Louise von Essen¹, PhD; Erik Martin Gustaf Olsson¹, PhD

¹Clinical Psychology in Healthcare, Department of Women's and Children’s Health, Uppsala University, Uppsala, Sweden
²Uppsala Clinical Research Center, Uppsala University, Uppsala, Sweden
³Department of Medical Sciences, Uppsala University, Uppsala, Sweden
⁴Department of Psychology, Umeå University, Umeå, Sweden

Corresponding Author:
John Wallert, MSc
Clinical Psychology in Healthcare
Department of Women's and Children’s Health
Uppsala University
Dag Hammarskjöld’sväg 14B
SE-75185
Uppsala,
Sweden
Phone: 46 729999217
Email: john.wallert@kbh.uu.se

Abstract

Background: Low adherence to recommended treatments is a multifactorial problem for patients in rehabilitation after myocardial infarction (MI). In a nationwide trial of internet-delivered cognitive behavior therapy (iCBT) for the high-risk subgroup of patients with MI also reporting symptoms of anxiety, depression, or both (MI-ANXDEP), adherence was low. Since low adherence to psychotherapy leads to a waste of therapeutic resources and risky treatment abortion in MI-ANXDEP patients, identifying early predictors for adherence is potentially valuable for effective targeted care.

Objectives: The goal of the research was to use supervised machine learning to investigate both established and novel predictors for iCBT adherence in MI-ANXDEP patients.

Methods: Data were from 90 MI-ANXDEP patients recruited from 25 hospitals in Sweden and randomized to treatment in the iCBT trial Uppsala University Psychosocial Care Programme (U-CARE) Heart study. Time point of prediction was at completion of the first homework assignment. Adherence was defined as having completed more than 2 homework assignments within the 14-week treatment period. A supervised machine learning procedure was applied to identify the most potent predictors for adherence available at the first treatment session from a range of demographic, clinical, psychometric, and linguistic predictors. The internal binary classifier was a random forest model within a 3×10–fold cross-validated recursive feature elimination (RFE) resampling which selected the final predictor subset that best differentiated adherers versus nonadherers.

Results: Patient mean age was 58.4 years (SD 9.4), 62% (56/90) were men, and 48% (43/90) were adherent. Out of the 34 potential predictors for adherence, RFE selected an optimal subset of 56% (19/34; Accuracy 0.64, 95% CI 0.61-0.68, P<.001). The strongest predictors for adherence were, in order of importance, (1) self-assessed cardiac-related fear, (2) sex, and (3) the number of words the patient used to answer the first homework assignment.

Conclusions: For developing and testing effective iCBT interventions, investigating factors that predict adherence is important. Adherence to iCBT for MI-ANXDEP patients in the U-CARE Heart trial was best predicted by cardiac-related fear and sex, consistent with previous research, but also by novel linguistic predictors from written patient behavior which conceivably indicate verbal ability or therapeutic alliance. Future research should investigate potential causal mechanisms and seek to determine what
underlying constructs the linguistic predictors tap into. Whether these findings replicate for other interventions outside of Sweden, in larger samples, and for patients with other conditions who are offered iCBT should also be investigated.
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**Introduction**

Myocardial infarction (MI) afflicts more than 7 million individuals each year, making it the most common acute cardiac event caused by cardiovascular disease (CVD)—the leading cause of death in the world [1]. After an acute MI, behavior changes are required in order to reduce the risk of reinfarction, stroke, and death. Important health-promoting behaviors include smoking cessation, regular physical activity, a healthy diet, and adherence to medications [2,3].

A substantial subgroup of patients with MI additionally also suffer from symptoms of anxiety, depression, or both (MI-ANXDEP). MI-ANXDEP patients have a higher risk factor burden and worse prognosis compared to MI patients in general [4,5]. Alongside prescribed physical activity, psychological support is therefore suggested as treatment for MI-ANXDEP patients to reduce affective symptoms [6-8] and in turn facilitate health-promoting behavioral change toward cardiac risk reduction [2,9]. Psychological support in the form of cognitive behavior therapy (CBT) has shown effectiveness on psychological symptoms for several common psychiatric disorders. Internet-delivered CBT (iCBT) is a cost-effective version of face-to-face CBT [10,11] that, however, places high demands on the reading and writing abilities of the patient. Patient dropout from iCBT in a meta-analysis for depression (n=40 studies) was 57%. Subanalyses showed 28% and 38% dropout from therapist- and administrator-supported iCBT, respectively. These attrition numbers are substantial, suggesting further research into adherence to iCBT. Although adherence to iCBT is not a guarantor for iCBT effectiveness, adherence is arguably a prerequisite for possible iCBT effect and thus worthwhile to study in its own right [12].

The multicenter Uppsala University Psychosocial Care Programme (U-CARE) Heart study was the first randomized controlled trial to test the effectiveness of a therapist-supported iCBT treatment for MI-ANXDEP patients [13,14]. The U-CARE Heart trial design arguably had high ecological (clinical routine) validity [14] compared to other iCBT trials that have relied on self-referral and applied stricter inclusion/exclusion criteria [15,16]. U-CARE Heart also featured relatively low adherence to iCBT, which in turn lacked effect at the group comparison level [13]. For future dissemination of iCBT, it is crucial to assess the effect and practical utility of iCBT under ecologically valid conditions [17] such as in U-CARE Heart and explore factors that predict adherence if low adherence is a problem in such contexts. Adherence to treatment by cardiovascular patients has been thoroughly investigated with respect to medical compliance [18] but not with respect to iCBT offered to MI-ANXDEP patients.

Treatment adherence is in general a multifactorial phenomenon. Adherence to and effectiveness of iCBT has been associated with higher education, older age, and female sex [19,20]. In addition to these background predictors, both patient motivation [12] and treatment credibility [19] have been found to substantially augment adherence to iCBT. Regarding MI-ANXDEP psychological symptomatology, patient motivation and belief in the iCBT treatment are probably also predicated on cardiac-related anxious and depressive symptom severity as well as placebo priors regarding iCBT effectiveness. The so-called therapeutic alliance, the patient-therapist bond sought to be developed during individual psychotherapy, has also been found to benefit adherence to iCBT [12]. Furthermore, it is worthwhile to investigate the relative predictive power of some cardiovascular variables, as somatic disease severity might also influence adherence to iCBT among MI-ANXDEP patients.

The present iCBT U-CARE Heart study design offered a group of additional predictors that have not been assessed in this way, namely linguistic variables based on the texts that patients wrote in response to their standardized homework assignments. Syntactic structure and word use has to some extent been investigated before with regard to anxiety and depression [21-23], and number of words used when applying for Web-based depression treatment has been shown to correlate with adherence [24]. In the U-CARE Heart study, the texts are logged at the start of treatment, and various quantitative variables can be extracted from these texts using linguistic procedures. These extracts were then modeled as additional linguistic predictors for adherence in our study. It is likely that more verbally oriented and engaged patients write longer and more complex texts and also adhere better to verbally demanding treatments such as iCBT. It is also possible that these linguistic predictors to some extent are proxies of other established predictors for adherence (eg, motivation, treatment credibility, and therapeutic alliance) and as proxies would thus hold predictive power. We propose that these linguistic predictors might contribute to the acuity of predictive models in addition to known predictors of iCBT adherence (eg, education, age, sex, and symptom severity).

The objective of our study was to investigate if predictors available up to the start of treatment (initial homework assignment response) would predict adherence to iCBT treatment at first follow-up in MI-ANXDEP patients. To this end, we applied a contemporary machine learning procedure to
U-CARE Heart data to manage the relatively large amount of predictors and complex covariance structure. We hypothesized that symptom severity, age, sex, education, and linguistic behavior would predict adherence to treatment. We also hypothesized that more severe symptoms, younger age, being a woman, having a higher education, and using more words in the assignment response would be positively associated with adherence to iCBT.

Methods

Treatment and Study Sample
The recruitment, treatment, and follow-up of patients has been described in detail elsewhere [13,14,25]. In summary, the trial recruited 239 patients from 25 Swedish hospitals and randomized 122 patients to a control group and 117 patients to therapist-guided and self-tailored 14-weeks of iCBT. Of these 117 patients, 27 did not respond to any homework assignments and were excluded due to lack of data on all linguistic variables. This rendered a study sample of 90 patients. The treatment modules consist of homework assignments to be completed by the patient on which the licensed psychologist provided feedback. The psychologist communicated with the patient through an in-portal message system. The first two homework assignments were standardized for all patients. This standardization removed the problem of complex patient-psychotherapists interactions that are inherently dynamic. After the first two assignments, the treatment was self-tailored. The treatment consisted of psychoeducation on principles for rational versus irrational thinking, graded exposure to fearful stimuli, the negative feedback loop in depressive behavior, as well as relaxation training, improving communication skills, additional behavioral change toward long-term goals, and relapse prevention.

Outcome and Initial Predictor Selection
The outcome variable was dichotomous: adherence was defined as completing 3 or more homework assignments (≥21% of total treatment), and nonadherence was defined as having completed less than that. This cutoff was chosen in part because it is clinically relevant to ascertain who continues with the self-tailored part of the U-CARE Heart treatment after completing the initial 2 standardized homework assignments versus who does not continue. Furthermore, the chosen cutoff rendered fairly balanced classes for the machine learning procedure, which is important for it to work properly with moderately sized data [26]. Psychological (EO, JW, FN), cardiologic (CH), and linguistic (EG) experts selected an initial set of 34 possible predictors of psychometric, linguistic, clinical, and demographic type. See Table 1 for further details on the predictors.

Linguistic Predictors
The linguistic predictors were extracted from the patients’ answers to the first standardized homework assignment, which consisted of an introductory text and 8 questions designed for the patient to describe their MI, associated psychological reaction, present psychological state, present social support, and what the patient wanted from iCBT treatment. In effect, patients had access to the same material prior to carrying out their homework assignment [13,14]. Since the patients had read both example answers and an introductory text before writing their response, it is possible that the patients’ choice of words would be substantially, but also equally, primed when answering the questions. The linguistic factors investigated were (1) the number of words used, (2) average sentence length, (3) normalized frequencies (results given as n/1000 words) of adjectives or adverbs, (4) normalized frequencies of possessive pronouns, (5) normalized frequencies of personal pronouns, (6) whether or not the patient mentions the MI, and the (7) frequency of mutual usage of a small set of prespecified key words (used both in a standardized question and in a patient answer). Predictors 1 through 7 were selected on the basis of them being possibly indicative of adherence to iCBT as probable proxies for verbal skill, socioeconomic status, and investment in therapy, all arguably important factors for iCBT adherence. See Multimedia Appendix 1 for further details on the linguistic predictors.

Imputation
Five of the 34 predictors had missing data, in the order of proportion missing: number of standard glasses of alcohol consumed per week, 11% (10/90); BMI, 10% (9/90); heart rate, 7% (6/90); systolic blood pressure (SBP), 7% (6/90); and the number of days between hospital admission for MI and study randomization, 4% (4/90). Missing values were thus relatively few and not considered missing completely at random (MCAR), instead their missingness was assumedly related to the other measured variables (MAR). We also did not impute the outcome. Thus, k nearest neighbor (k-NN) imputation was performed with number of nearest cases (k) set to 3 and all variables with missing values imputing the median of k values. The k-NN is a well-established algorithm for imputing both numerical and categorical variables based on a generalized distance metric [33,34]. In this study, the Hower distance metric was used [35]. If k, from which the algorithm borrows values for cases with missing values, is set low (eg, k ≤3), imputation with k-NN also preserves much of the underlying correlational structure of data.

Predictive Modeling
Adherence is a multifactorial problem [18,20], which suggested a multivariable prediction model. For testing the relative power of predictors, a useful method would be one that can weigh the variables according to their relative importance for solving the binary classification problem of predicting adherence versus nonadherence. The Breiman random forest model [36,37] is a well-established ensemble method which usually performs well with moderately sized data, is insensitive to multicollinearity and nuisance variables, and has previously worked well with MI patient data [38]. These model characteristics are suitable for the multiple highly correlated psychometric measures and 90 MI-ANXDEP patients in this study. Random forest also models linear and higher-order effects automatically, which concurs with the main study objective to estimate the total relative importance of a range of predictors.
### Table 1. Descriptive statistics for all treated patients with myocardial infarction and stratified by adherence to internet-delivered cognitive behavioral therapy.

<table>
<thead>
<tr>
<th>Variables</th>
<th>All (n=90)</th>
<th>Adherers (n=43)</th>
<th>Nonadherers (n=47)</th>
<th>P value</th>
<th>Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years) mean (SD)</td>
<td>58.4 (9.4)</td>
<td>57.0 (10.4)</td>
<td>60.0 (8.3)</td>
<td>.17</td>
<td>0</td>
</tr>
<tr>
<td>Women, n (%)</td>
<td>34 (38)</td>
<td>23 (54)</td>
<td>11 (23)</td>
<td>.006</td>
<td>0</td>
</tr>
<tr>
<td>Civic status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.80</td>
<td>0</td>
</tr>
<tr>
<td>Single</td>
<td>15 (17)</td>
<td>8 (19)</td>
<td>7 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cohabitant/married</td>
<td>72 (80)</td>
<td>34 (79)</td>
<td>38 (81)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not single but living alone</td>
<td>3 (3)</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education (highest attained) n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.79</td>
<td>0</td>
</tr>
<tr>
<td>Elementary</td>
<td>14 (16)</td>
<td>5 (12)</td>
<td>9 (19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>31 (34)</td>
<td>16 (37)</td>
<td>15 (32)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University ≤3 years</td>
<td>20 (22)</td>
<td>10 (23)</td>
<td>10 (21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University &gt;3 years</td>
<td>25 (28)</td>
<td>12 (28)</td>
<td>13 (28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country of birth, n (%)</td>
<td>17 (19)</td>
<td>8 (19)</td>
<td>9 (19)</td>
<td>&gt;.99</td>
<td>0</td>
</tr>
<tr>
<td><strong>Clinical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart rate, mean (SD)</td>
<td>77.0 (20.4)</td>
<td>77.6 (21.3)</td>
<td>76.5 (19.7)</td>
<td>.81</td>
<td>6</td>
</tr>
<tr>
<td>SBP(^a), mean (SD)</td>
<td>149.5 (32.0)</td>
<td>150.5 (28.2)</td>
<td>148.5 (35.6)</td>
<td>.78</td>
<td>6</td>
</tr>
<tr>
<td>BMI(^b), mean (SD)</td>
<td>27.9 (5.0)</td>
<td>27.9 (5.8)</td>
<td>28.0 (4.3)</td>
<td>.89</td>
<td>9</td>
</tr>
<tr>
<td>Alcohol (glasses/week), median (IQR(^c))</td>
<td>2.0 (0.0, 7.3)</td>
<td>2.0 (0.0, 8.5)</td>
<td>2.0 (0.0, 5.0)</td>
<td>.44</td>
<td>10</td>
</tr>
<tr>
<td>Current smoker, n (%)</td>
<td>4 (4)</td>
<td>2 (5)</td>
<td>2 (4)</td>
<td>&gt;.99</td>
<td>0</td>
</tr>
<tr>
<td>CVD(^d) medication adherence, n (%)</td>
<td>18 (20)</td>
<td>11 (26)</td>
<td>7 (15)</td>
<td>.32</td>
<td>0</td>
</tr>
<tr>
<td>Psychoactive medication, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.45</td>
<td>0</td>
</tr>
<tr>
<td>None</td>
<td>75 (83)</td>
<td>34 (79)</td>
<td>41 (88)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>As needed</td>
<td>6 (7)</td>
<td>3 (7)</td>
<td>3 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regularly</td>
<td>7 (8)</td>
<td>4 (9)</td>
<td>3 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regularly and as needed</td>
<td>2 (2)</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Other current counseling, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.48</td>
<td>0</td>
</tr>
<tr>
<td>No</td>
<td>67 (74)</td>
<td>31 (72)</td>
<td>36 (77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥Once per year, &lt;once per month</td>
<td>9 (10)</td>
<td>6 (14)</td>
<td>3 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥Once per month</td>
<td>14 (16)</td>
<td>6 (14)</td>
<td>8 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychometric, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAQ(^e) fear</td>
<td>12.7 (6.0)</td>
<td>14.6 (5.4)</td>
<td>11.0 (6.0)</td>
<td>.004</td>
<td>0</td>
</tr>
<tr>
<td>CAQ avoidance</td>
<td>7.3 (4.4)</td>
<td>7.4 (4.2)</td>
<td>7.1 (4.7)</td>
<td>.74</td>
<td>0</td>
</tr>
<tr>
<td>CAQ attention</td>
<td>5.7 (3.2)</td>
<td>6.4 (3.4)</td>
<td>5.1 (3.0)</td>
<td>.05</td>
<td>0</td>
</tr>
<tr>
<td>CAQ total</td>
<td>25.7 (10.0)</td>
<td>28.4 (9.8)</td>
<td>23.2 (9.6)</td>
<td>.01</td>
<td>0</td>
</tr>
<tr>
<td>ESSI(^f) total</td>
<td>20.1 (4.4)</td>
<td>20.4 (4.0)</td>
<td>19.7 (4.7)</td>
<td>.49</td>
<td>0</td>
</tr>
<tr>
<td>EQSD(^g) VAS(^h)</td>
<td>66.0 (16.8)</td>
<td>64.7 (15.6)</td>
<td>67.2 (17.9)</td>
<td>.48</td>
<td>0</td>
</tr>
<tr>
<td>EQSD emotional distress</td>
<td>1.0 (0.5)</td>
<td>1.0 (0.5)</td>
<td>1.0 (0.4)</td>
<td>.84</td>
<td>0</td>
</tr>
<tr>
<td>MADRS(^i) total</td>
<td>14.9 (6.2)</td>
<td>14.9 (5.7)</td>
<td>15.0 (6.7)</td>
<td>.96</td>
<td>0</td>
</tr>
<tr>
<td>BADS(^j) total</td>
<td>21.4 (6.1)</td>
<td>22.4 (5.7)</td>
<td>20.6 (6.3)</td>
<td>.15</td>
<td>0</td>
</tr>
</tbody>
</table>
### Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>All (n=90)</th>
<th>Adherers (n=43)</th>
<th>Nonadherers (n=47)</th>
<th>P value</th>
<th>Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>HADS&lt;sup&gt;g&lt;/sup&gt; anxiety</td>
<td>10.3 (3.0)</td>
<td>10.5 (2.7)</td>
<td>10.2 (3.2)</td>
<td>.71</td>
<td>0</td>
</tr>
<tr>
<td>HADS depression</td>
<td>7.9 (3.0)</td>
<td>8.0 (2.7)</td>
<td>7.9 (3.4)</td>
<td>.92</td>
<td>0</td>
</tr>
<tr>
<td>HADS total</td>
<td>18.3 (4.7)</td>
<td>18.4 (4.0)</td>
<td>18.2 (5.3)</td>
<td>.77</td>
<td>0</td>
</tr>
</tbody>
</table>

### Linguistic

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Adherers (n=43)</th>
<th>Nonadherers (n=47)</th>
<th>P value</th>
<th>Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of words, mean (SD)</td>
<td>306.8 (246.7)</td>
<td>376.8 (257.2)</td>
<td>242.7 (220.5)</td>
<td>.009</td>
<td>0</td>
</tr>
<tr>
<td>Number of mutual words, mean (SD)</td>
<td>6.2 (5.7)</td>
<td>7.6 (5.9)</td>
<td>4.9 (5.2)</td>
<td>.02</td>
<td>0</td>
</tr>
<tr>
<td>Sentence length, mean (SD)</td>
<td>13.0 (5.5)</td>
<td>13.6 (5.0)</td>
<td>12.4 (5.9)</td>
<td>.28</td>
<td>0</td>
</tr>
<tr>
<td>Adjectives/adverbs, mean (SD)</td>
<td>193.2 (43.6)</td>
<td>187.4 (39.9)</td>
<td>198.5 (46.6)</td>
<td>.23</td>
<td>0</td>
</tr>
<tr>
<td>Possessive pronouns, mean (SD)</td>
<td>13.1 (10.0)</td>
<td>12.8 (8.1)</td>
<td>13.4 (11.5)</td>
<td>.78</td>
<td>0</td>
</tr>
<tr>
<td>Personal pronouns, mean (SD)</td>
<td>64.6 (27.1)</td>
<td>70.2 (24.3)</td>
<td>59.4 (28.8)</td>
<td>.06</td>
<td>0</td>
</tr>
<tr>
<td>Mentions the MI&lt;sup&gt;l&lt;/sup&gt;, n (%)</td>
<td>69 (77)</td>
<td>35 (81)</td>
<td>34 (72)</td>
<td>.44</td>
<td>0</td>
</tr>
</tbody>
</table>

### Other

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Adherers (n=43)</th>
<th>Nonadherers (n=47)</th>
<th>P value</th>
<th>Missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days from MI to allocation, mean (SD)</td>
<td>70.5 (14.9)</td>
<td>70.3 (15.0)</td>
<td>70.7 (14.9)</td>
<td>.91</td>
<td>4</td>
</tr>
<tr>
<td>Way of preferred contact, n (%)</td>
<td></td>
<td>Adherers (n=43)</td>
<td>Nonadherers (n=47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>63 (70)</td>
<td>29 (67)</td>
<td>34 (72)</td>
<td>.59</td>
<td>0</td>
</tr>
<tr>
<td>Telephone</td>
<td>11 (12)</td>
<td>5 (12)</td>
<td>6 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMS&lt;sup&gt;m&lt;/sup&gt;</td>
<td>15 (17)</td>
<td>9 (21)</td>
<td>6 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mail</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>SBP: systolic blood pressure.  
<sup>b</sup>BMI: body mass index.  
<sup>c</sup>IQR: interquartile range.  
<sup>d</sup>CVD: cardiovascular disease.  
<sup>e</sup>CAQ: Cardiac Anxiety Questionnaire [27].  
<sup>f</sup>ESSI: ENRICHD Social Support Instrument [28].  
<sup>g</sup>CAQ: European Quality of Life Questionnaire–Five Dimensions.  
<sup>h</sup>VAS: visual analog scale.  
<sup>i</sup>MADRS: Montgomery-Asberg Depression Rating Scale [29,30].  
<sup>j</sup>BADS: Behavioral Activation for Depression Scale–Short Form [31].  
<sup>k</sup>HADS: Hospital Anxiety and Depression Scale [32].  
<sup>l</sup>MI: myocardial infarction.  
<sup>m</sup>SMS: short message service.

Although random forest already has built-in cross-validation control for overfitting through its “out-of-bag” predictions, we added a second wrapper layer around the classifier in the form of backwards algorithmic predictor selection via recursive feature elimination (RFE) resampled with 3×10–fold cross-validation [39]. This was done to further decrease the risk of overfitting and remove human bias from the final feature selection. Regular k-fold cross-validation partitions data into k parts and then trains the model k times, each time withholding data belonging to one of the folds and testing each trained model on the corresponding hold-out fold. Modeling results are thereafter usually averaged across resampling folds. Repeated cross-validation is an extension of regular k-fold cross-validation where data is again randomly partitioned into k-folds for each pass of regular cross-validation. Since random forest was used as the classifier within RFE resampling, the process optimized on classification accuracy, and predictors were ranked on their reduction in node impurity (Gini importance) across decision trees in the random forest ensemble.

### Additional Statistics

If not stated differently, we report categorical variables as count (%), numerical variables as arithmetic mean (SD), P value for bivariate tests of significance set at 5%, and prediction accuracy for the binary outcome (adherent vs nonadherent) with 95% confidence intervals.

### Coding

The linguistic data preprocessing was carried out with the corpus tool AntConc version 3.4.4m (Waseda University) [40], a corpus toolkit for concordancing and text analysis. Linguistic data was also annotated with a Part of Speech-tagger for Swedish called Stagger (Stockholm University) [41]. Analysis was done in R version 3.4.0 (The R Foundation for Statistical Computing) [42].
using packages caret, data.table, foreign, ggplot2, ggpubr, ggthemes, mice, scales, tableone, and VIM.

Results

Descriptive data are available in Table 1. Patients who were adherent to iCBT were more frequently women and had higher self-rated cardiac anxiety and cardiac anxiety specifically related to fear and attention compared to those nonadherent. Adherent patients also used more words and more mutual words in their homework assignment. There was a tendency for adherence to increase with age and higher self-rated depression. There were no significant differences between adherers and nonadherers regarding educational attainment, whether Swedish-born or not, civil status, educational attainment, clinical characteristics, days from MI to treatment allocation, or preferred way of contact.

After imputation, the RFE feature selection procedure was applied to extract the most potent predictors for classifying adherers versus nonadherers. Figure 1 shows the resampled result optimized on prediction accuracy and the final optimal model as selected by RFE. This final model used 56% (19/34) of the provided predictors and performed significantly better than did a random model (Accuracy 0.64, 95% CI 0.61-0.68, P<.001) although with remaining room for acuity improvement. Figure 2 plots the main result with each of the 19 top predictors according to RFE by their resampled relative importance for classifying adherers versus nonadherers, showing that the 6 most potent predictors were Cardiac Anxiety Questionnaire (CAQ) fear, sex, number of words, CAQ total, average sentence length, and number of mutual words.

Figure 1. Predictor selection result with recursive feature elimination.
Discussion

Principal Findings

Our study tested and compared established and novel predictors for adherence to 14 weeks of therapist-supported iCBT using data from 90 MI-ANXDEP patients recruited from 25 hospitals in Sweden and randomized to treatment in the U-CARE Heart clinical trial. The time point of prediction was after completion of the first homework assignment, which therefore allowed the study of previously untested linguistic predictors extracted from actual written behavior together with previously established predictors. A robust machine learning procedure sifted out the most potent predictors for adherence assessed at the end of treatment, which were found to be self-assessed cardiac fear, sex, number of words, self-assessed general cardiac anxiety, average sentence length, and number of mutual words used.

Clinical Interpretation and Possible Implications

Both symptoms of general cardiac anxiety and specific cardiac fear were among the strongest predictors, and to the extent of symptom and mechanistic overlap, this corroborates previous findings that depression is associated with increased adherence to cardiac rehabilitation [43]. It is even more likely that cardiac anxiety, which is directly linked to the present treatment, would trigger activity more strongly than depression, given the respective symptomatology. Depression and anxiety are highly interconnected, which might explain the result from the cited study. Thus, patients reporting high levels of depression and patients reporting high levels of anxiety have acknowledged that they have a problem. Overall, it seems reasonable given the strength of the anxiety-based predictors that those MI-ANXDEP patients who are relatively less worried, in general and specifically regarding their heart, are less likely to adhere to treatment that specifically targets such symptoms. Our study also found that female sex was an important predictor for adherence, in line with pooled iCBT trial data confirming that males have a higher drop-out rate from Web-based interventions for depression [20]. Although not interchangeable, drop out is reasonably related to poor adherence.

On the other hand, our findings do not replicate other previously identified predictors for adherence to iCBT such as education and age [12,20], possibly due to the relatively old MI-ANXDEP patient population or the differing recruitment procedure in this study relative to the bulk of previous iCBT studies. Neither was alcohol a predictor, which might be due to a generally low level of problem drinking in the study sample. Although the U-CARE Heart inclusion had relatively high ecological validity compared to other iCBT studies, our patients were still selected, excluding, for instance, those with suicidal tendencies. Moreover, the weak predictive power of depression as gauged by the Hospital Anxiety and Depression Scale (HADS), especially compared to symptoms of anxiety and their strong predictive power, is...
puzzling. This may be due to exclusion of severe depressive symptoms on the basis of suicide risk, whereas no such screening was applied for very high anxious symptomatology. With that said, HADS anxiety was not a useful predictor, possibly suggesting psychometric shortcomings of the particular HADS scale. Consequently, the more cardio-specific anxiety scale CAQ seems more relevant for adherence in MI-ANXDEP patients. Furthermore, alternative ongoing treatment external to the trial (e.g., psychoactive medication and third-party counseling) was not predictive of adherence to iCBT. Important to note is that there were no restrictions on patients seeking additional external treatment available from the relatively well-developed Swedish health care system. This could perhaps explain the null finding through the principle of homeostasis applied to symptom severity and sought treatment. In a relatively free and rich society, particularly severe symptomatology should be compensated for by such patients seeking and receiving multimodal treatment as needed. If so, these factors might cancel each other out with respect to both the need for and adherence to iCBT.

We also discovered that novel linguistic predictors based on written verbal responses predicted adherence. The number of words may be a proxy for verbal fluency and degree of patient effort in therapy, and the number of mutual words might be a proxy for the degree of therapeutic alliance, which in part corroborates previous research on therapeutic alliance and other interlinked concepts that promote adherence to iCBT [12,19,20,24,43]. Together with previously known predictors, these linguistic predictors may enable improved risk stratification regarding which patients will likely adhere to treatment. This suggests a largely unexplored route for future clinical research seeking to lower iCBT treatment failure and might lead to further tailoring of limited therapeutic resources for augmenting cost-effectiveness and lowering human suffering in clinical care.

Although more work is arguably needed, the data collection, preprocessing, and analysis of written responses can be automated to a considerable degree so the current lack of off-the-shelf clinical utility might not be a future obstacle. An automated tool for predicting adherence can be constructed and then possibly used as a decision support tool by the clinician. Moreover, the tool could also determine the risk of low adherence in patients, which could possibly inform the tailoring of treatment for the MI-ANXDEP patient more objectively and accurately compared to the guesswork and crude cutoffs often applied to counter low adherence in clinical research and care today. So-called artificial intelligence and the related supervised machine learning applications that are now being rapidly researched and implemented broadly would likely also be of benefit to better solve the clinically relevant problem of predicting adherence to internet-delivered treatments.

Limitations and Strengths

A limitation of this study is the sample size. Although the present U-CARE Heart study is the largest iCBT trial for MI-ANXDEP patients to date, it provides limited reliability estimates. The sample is too small to subdivide for more detailed analyses of those exclusively depressed or anxious. Within the limits of the present sample size not allowing for an external validation data set, the generalizability of findings is, however, quite good given that (a) applied predictive modeling procedure was robustly cross-validated, (b) national coverage was very good with recruitment from 25 hospitals, and (c) patients were recruited very similarly to routine clinical care.

Although we used expert content knowledge to select predictors and tested a range of common and domain specific predictors, there was still the possibility for using other predictors. This might explain the room for improvement in terms of classification acuity. Given that we studied a whole new class of predictors consisting of actual written behavior selected by domain experts, this study adds further novelty in that manner. The confirmation of some previously known predictors for adherence to psychotherapy with scarcely studied but very common MI-ANXDEP patients indicates potential clinical utility with MI-ANXDEP patients. The study was conducted in Sweden, and we cannot readily extrapolate our findings beyond our national and linguistic borders. The MI-ANXDEP population is also a distinct subgroup of MI patients, and the iCBT intervention is specifically tailored to these patients. Hence, replication outside of Sweden with different patients and for other psychotherapeutic treatments would be valuable.

There was also the limitation of operationalizing the outcome. This can be done in several ways, with the most strict adherence definition being to complete all treatment modules [44]. However, since the U-CARE Heart trial had particularly high ecological validity but suffered from generally low adherence [13], this cutoff definition of adherence automatically had to be low to be able to model adherence since the moderate sample size inhibited us from modeling unbalanced classes. Defining adherence as those patients continuing treatment beyond the first two standardized modules is also arguably more clinically relevant on qualitative grounds compared to an arbitrary percentage cutoff. Considering clinical needs and data availability, the patients were selected on completion of the initial standardized homework module—the optimal time to predict treatment adherence if one wants to also use linguistic predictors derived from written treatment response to make early in-treatment prediction of treatment adherence. There are also qualitative approaches to investigate adherence to iCBT [25] that might augment our understanding of adherence if combined with the current data-driven approach. Furthermore, the purpose of studying linguistic predictors automatically excluded 27 patients who were randomized to treatment but did not complete any homework assignment. For obvious reasons, our prediction model cannot generalize to these patients, yet it seems likely that prediction accuracy would theoretically be higher if including these patients because they constitute extreme cases of low adherence.

Conclusions

For developing and testing effective iCBT interventions, investigating factors that predict adherence is important. Using a supervised machine learning approach, adherence to iCBT treatment in a multicenter trial for MI-ANXDEP patient was best predicted by a diverse set of predictors. The most potent predictors also included novel linguistic predictors from written
patient behavior at the start of treatment. Our findings may improve the tailoring of iCBT for these high-risk patients. Future research should also investigate possible causal mechanisms and determine if these findings replicate outside of Sweden, in larger samples, and for other patient groups that might benefit from iCBT.
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Abstract

Background: New technologies, internet accessibility, social media, and increased smartphone ownership provide new opportunities for health researchers to communicate and engage target audiences. An innovative burn prevention intervention was developed using these channels.

Objective: The aim of this study was to evaluate the efficacy of Cool Runnings, an app-based intervention to increase knowledge of childhood burn risk (specifically hot beverage scalds) and correct burn first aid among mothers of young children.

Methods: This was a 2-group, parallel, single-blinded randomized controlled trial (RCT). Participants were women aged 18 years and above, living in Queensland, Australia, with at least 1 child aged 5-12 months at time of enrollment. The primary outcome measures were change in knowledge about risk of burns and correct burn first aid assessed via 2 methods: (1) overall score and (2) categorized as adequate (score=4) versus inadequate (score<4). Efficacy of gamification techniques was also assessed.

Results: In total, 498 participants were recruited via social media and enrolled. At the 6-month follow-up, 244 participants completed the posttest questionnaire. Attrition rates in both groups were similar. Participants who remained in the study did not differ from those lost to follow-up on any characteristics except education level. Although similar at baseline, intervention group participants achieved significantly greater improvement in overall knowledge posttest than control group participants on both primary outcome measures (overall knowledge intervention: mean [SD] of overall knowledge 2.68 [SD 1.00] for intervention vs 2.13 [SD 1.03] for control; 20.7% [25/121] adequate in intervention vs 7.3% [2/123] in control). Consequently, the number needed to treat was 7.46. Logistic regression showed participants exposed to the highest level of disadvantage had 7.3 times higher odds of improved overall knowledge scores than participants in other levels of disadvantage. There were also significant correlations between gamification techniques and knowledge change (P<.001). In addition, odds of knowledge improvement between baseline and 6-month follow-up was higher in participants with low-moderate app activity compared with no app activity (odds ratio [OR] 8.59, 95% CI 2.9-25.02) and much higher in participants with high app activity (OR 18.26, 95% CI 7.1-46.8).

Conclusions: Despite substantial loss to follow-up, this RCT demonstrates the Cool Runnings app was an effective intervention for improving knowledge about risks of hot beverage scalds and burn first aid in mothers of young children. The benefits of
combining gamification elements in the intervention were also highlighted. Given the low cost and large reach of smartphone apps to deliver content to and engage with targeted populations, the results from this RCT provide important information on how smartphone apps can be used for widespread injury prevention campaigns and public health campaigns generally.

**Trial Registration:** Australian New Zealand Clinical Trials Registry ACTRN12616000019404; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=369745&showOriginal=true&isReview=true (Archived by WebCite at http://www.webcitation.org/72b1E8gTW)
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**Introduction**

**App Technology**
Advances in technology, expansion of internet access, and increased mobile phone ownership globally have led to a new channel for disseminating health information and engaging with large or specific populations. With the popularity of smartphones, there has been a proliferation of smartphone apps—6 million in the 2 leading app stores (Google Play: 2.8 million, Apple app store: 2.2 million) [1]. Of these, 259,000 are health-related apps [2]. Increasingly, apps are being used by health agencies and researchers to gather and present information to study participants and the general public. There is a growing body of evidence showing the successful use of smartphone apps to encourage healthy habits such as increasing physical activity [3] and promoting weight loss [4], managing chronic diseases [5,6], and delivering mental health programs [7]. One area that has not yet been studied is the use of this technology in injury prevention.

**Childhood Burns**
Childhood burns are serious injuries that can result in substantial pain and suffering and lead to life-long scarring and surgical procedures as the child grows. The physical, emotional, and financial burden to the child and family can be significant [8,9]. The leading cause of childhood burns in developed countries is hot drink scalds [10-13]. In Australia, hot drink scalds account for 18% of all childhood burns [14,15]. This injury peaks in children aged 6 to 18 months, usually occurs in the child’s home, and is witnessed by the parent or supervising adult [13-17]. Given these facts, an app-based prevention intervention was developed to target mothers with children aged 5 to 12 months about risks of hot drink scalds, as well as the correct first-aid treatment to apply, should a burn occur.

**Cool Runnings**
On the basis of the Health Belief Model [18], the aim of the Cool Runnings randomized controlled trial (RCT) was to assess the impact of a contemporary app-based public health campaign using gamification on knowledge about child burns. Specifically, the aim of the intervention was to increase knowledge of the primary carer about the severity and frequency of hot drink scalds, provide them with developmental-stage messages on how to protect their child and intervene, and finally the correct burn first-aid treatment to apply should a burn occur. The 2 aims of this study were therefore to (1) assess change in knowledge from baseline to follow-up in the intervention group compared with the control group and (2) investigate the impact of level of app engagement on change in knowledge from baseline to follow-up.

**Methods**

**Study Design**
This study was a 2-group, parallel, single-blinded RCT of an app-based prevention and first-aid education intervention for burns. This study was registered with the Australian and New Zealand Clinical Trials Registry (ACTRN12616000019404). The full study protocol has been published previously [19].

**Study Setting**
Participants from Queensland, Australia, were recruited. Eligibility criteria were females aged 18 years and above; who resided in Queensland, Australia; and had at least 1 child aged 5 to 12 months at enrollment. Ownership of a smartphone was required for intervention delivery. Study duration was 6 months.

**Recruitment**
Participants were recruited via online social media advertisements, specifically through Facebook and Instagram, between January 2016 and February 2016. A detailed description of the recruitment process for this study has been published previously [20].

**Randomization**
Computerized sequence generation was used to randomize participants. Randomization was stratified by maternal age (18-28 years and 29+ years) based on the mean national maternal age [21].

**Blinding**
Participants were blinded to their allocation group (the terms **blue group** and **green group** were used). Study investigators assessed the outcome data collected in pre- and postquestionnaires in a blinded format. However, blinding was not possible for analyzing the results of gamification techniques, as they only applied to the intervention group.

**Intervention**
Participants in the intervention group were compared with those in the control group. Both groups accessed an app throughout the study, but in the intervention group, gamification techniques were incorporated into the app. The control group accessed a slightly different version of the app with no gamification.
**Intervention Group**

During the 6-month intervention, participants allocated to the intervention group received 9 intervention messages via the app related to risks of hot beverage scalds, risks of developmental stage–based burns, and burn first-aid treatment (illustrated in Figure 1). These messages were provided in a variety of mediums (infographics, 30-second videos, and motion graphics) at 3-week intervals. In between these messages, participants were given opportunities to engage with the app through activities such as answering pop quizzes and completing missions (such as photo uploads) that reinforced each of the intervention message themes. Gamification techniques were used to keep participants engaged and active on the app. Each time participants viewed a message, correctly answered a quiz question, or uploaded a photo, they were rewarded with points. Accrued points were displayed on weekly leaderboards in the app, and once a certain number of points were reached, they could be redeemed for rewards, such as shopping and movie vouchers.

**Control Group**

This group accessed a slightly different app interface; no gamification techniques were used with this group. Participants from the control group only received 3 messages during the 6-month intervention. These messages were infographics, and there were no opportunities for participants to engage with the material.

**Data Collection**

Baseline and 6-month follow-up questionnaires were completed by participants in the intervention and control groups. The baseline questionnaire included demographic factors (such as education level, age of youngest child, number of children, marital status, and smoking status). Place of residence postcodes were also collected and later recoded using the Accessibility/Remoteness Index of Australia (ARIA) 2011 data [22], and the Socio-Economic Indexes for Areas (SEIFA) [23] as measures to broadly assess socioeconomic status (SES). The SEIFA data were based on aggregate area-level SES disadvantage indicators and were categorized into quintiles (1=most disadvantaged and 5=least disadvantaged). The ARIA is a measure of geographical remoteness, categorized as urban, periurban, and remote.

The questionnaires also included the extent of hot beverage scald risk awareness (2 questions) and burn first aid knowledge (2 questions). Full baseline data from this study are described elsewhere [24].

![Content calendar for the Cool Runnings intervention (source: Burgess et al [19]).](image-url)
The 6-month follow-up questionnaire repeated the questions relating to risks of hot beverage scalds and burn first aid knowledge. Participant engagement with the app, including number of app opens, content views, and gamification activities by participants in the intervention group were recorded by the app.

**Primary Outcome Measures**

The primary outcome for this study was change in knowledge based on a 4-point knowledge score measured by 3 components:

1. Knowledge of correct burn first aid,
2. Knowledge of the main cause of burns or scalds in children aged 0 to 15 years, and
3. Knowledge of the main age group at risk of these burns or scalds.

Two questions were used to determine burn first aid knowledge: an open-ended question (“What is the recommended first aid treatment for a burn or scald?”) and a multiple-choice question regarding duration for applying cool running water. Correct first aid knowledge was defined as cool running water for 20 min based on clinical evidence of benefit [25]. Participants who responded with “20-minutes cool running water” to the open-ended question were allocated 2 points. Participants whose answer involved cool running water but mentioned an incorrect or no time and who then responded to the multiple-choice question on duration correctly were awarded 1.5 points; only 1 point was awarded if the subsequent multiple-choice question on duration was incorrect. All other responses (such as flour and ice), including “don’t know,” were allocated 0 points.

Knowledge of main cause of burns or scalds in children aged 0 to 15 years was assessed via a multiple-choice question. Anything other than hot drink scalds (1 point) was coded incorrect (0 points). Knowledge of main age group at risk of these burns or scalds was also assessed via multiple-choice questions. Anything other than 0 to 2 years (1 point) was coded incorrect (0 points).

One final overall knowledge score was then computed, which combined the responses to the main cause of burns, age group most at risk, and burn first aid knowledge, to yield a total possible score of 4. The change in total score on overall knowledge between baseline and postintervention was calculated.

The score was also recoded to a binary variable. Participants who received a score of 4 were coded as adequate knowledge, and all other participants were coded as inadequate knowledge. Participants whose responses moved from inadequate to adequate at 6-month follow-up were categorized as improved. All other participants were coded as no improvement.

In addition, burn first aid knowledge was categorized into a binary variable: adequate (cool running water for 20 min in the open-ended question) versus inadequate (any other response). Participants whose responses moved from inadequate to adequate at 6-month follow-up were categorized as improved. All other participants were coded as no improvement.

**Gamification and App Engagement**

The app accessed by the intervention group incorporated gamification techniques. Participants in the intervention group were encouraged to earn points by viewing content, completing pop quizzes, and uploading photos as part of weekly challenges. Weekly leaderboard and challenge winners were awarded additional bonus points. Level of engagement was measured across following 4 dimensions: the frequency of opening the app (app views: intervention and control groups), frequency of content views (intervention and control), number of pop quiz completions (intervention), and participation in photo-sharing activities (intervention). These numerical and continuous variables were each then categorized into none, low-moderate, and high. High engagement occurred if the participant engaged with at least 2 out of 3 of the available engagement opportunities for that element (eg, there were 6 opportunities to upload photos, so participants were required to upload 4 photos to be coded as high engagement).

One final measure of app engagement was then derived for all participants (intervention and control) as follows: no engagement on any of the 4 elements other than opening the app; high engagement (viewing content 4 or more times, sharing photos 4 or more times, or completing quizzes 9 or more times); and low-moderate engagement (any other level of engagement).

**Data Analysis**

All statistical analyses were conducted using SPSS version 24 (IBM Corporation, Armonk, NY, USA). Descriptive analyses were completed to determine whether there were any between-group differences (intervention vs control) at baseline on demographic characteristics and the primary outcome measure. Chi-square tests were used for categorical variables, and independent sample *t* tests were used for numerical variables [26]. Specifically, an independent sample *t* test was used to assess between-group differences on change in overall knowledge score at 6-month follow-up as a function of the intervention. A chi-square test was performed to determine whether the proportion of participants with improved knowledge differed between intervention and control groups. Event rate of improved overall knowledge (all 4 responses correct) was also calculated for the intervention and control groups. Subsequently, the number needed to treat (NNT) was calculated. Correlations were performed to determine whether the 4 separate elements of app engagement were related to each other. Alpha of .05 was used in the interpretation of all descriptive analyses. Univariate logistic regression analyses were conducted to determine whether there were any significant independent predictors of knowledge improvement (no improvement vs improvement). Potential predictor variables were intervention status (intervention vs control) and demographic variables (education level, age of youngest child, age of respondent, number of children, marital status, smoking status, ARIA category, SES as measured through SEIFA, and first-time mother).

Any variables where *P* < .20 was obtained in univariate logistic regression analyses were then entered into 1 adjusted model. If a variable was not significantly associated with the outcome in the multivariate model, it was removed and the impact on all remaining variables was assessed. If the odds ratio (OR) for any
other variables in the model changed more than 10%, the variable was retained in the model as a potential confounder. If not, it was removed. This process was repeated until there were no variables with $P > .05$ in the model or removing the nonsignificant variables from the model did not create changes of greater than 10% to the ORs of variables remaining in the model.

To investigate the impact of level of app engagement on change in knowledge from baseline to follow-up, univariate analyses were first completed using the 4 numerical measures of engagement for the intervention group only (frequency of app views, frequency of content views, number of pop quiz completions, and number of times participated in photo-sharing activities). Afterward, for all participants (intervention and control), univariate analyses were completed on the final composite measure (no engagement, moderate engagement, and high engagement). Subsequently, an additional multivariate analysis was completed using this composite measure of app engagement as one of the predictor variables, instead of intervention status—the same demographic variables described above were used—and the same process followed. Analyses completed on any follow-up data were conducted on a per protocol basis.

Results

Figure 2 illustrates the flow of participants through the study. A total of 498 participants were enrolled in the Cool Runnings study: 262 in the intervention group and 236 in the control group. After the 6-month intervention, 121 intervention participants (121/262, 46.1%) and 123 control participants (123/236, 52.1%) completed the posttest questionnaire.

Trial Retention

The trial experienced 51% attrition overall. Attrition rates in both groups were similar: (intervention: 141/262, 53.8%; control: 113/236, 47.8%). Participants who remained in the study did not differ from those who were lost to follow-up on any baseline characteristics except for education level. A higher proportion of participants who remained in the study had a university degree (28.7%; $n=70$) than those who were lost to follow-up (16.5%; $n=42$; $\chi^2 = 15.8$; $P = .003$). Mean overall knowledge was higher at baseline in participants (mean 2.06 [SD 0.87]) than in those who were lost to follow-up (mean 1.93 [SD 0.87]), but this difference was not significant ($t_{490} = 1.72$; $P = .09$).

Figure 2. Flowchart of participants through each stage of the randomized controlled trial.
Within-group analyses were also conducted to see whether there were differences in participants who completed the study and those who were lost to follow-up. There was no difference between participants who completed the study and those who were lost to follow-up in relation to proportion with adequate overall knowledge (score of 4) versus inadequate (score<4) in the intervention group ($P=.62$) or in the control group ($P=.99$). However, among the participants allocated to the intervention group, overall knowledge at baseline was significantly higher in those who remained in the study (mean 2.12 [SD 0.84]) than in those who did not complete the study (mean 1.84 [SD 0.87]; $t_{258}=2.64$; $P=.009$). The remainder of the analyses were completed by compliance only.

**Primary Outcome Measures**

At baseline, there were no differences in any demographic or other sample characteristics between the intervention and control groups ($P>.05$; see Table 1 for actual $P$ values). Importantly, there were no differences in the mean total knowledge score ($P=.54$), the proportion of participants who demonstrated adequate overall knowledge ($P=.49$), or in any of the dimensions comprising the score (burn risk knowledge [$P=.93$] and burn first aid knowledge [$P=.57$]; Table 2).

Changes in overall knowledge of participants between baseline and 6-month follow-up are shown in Table 2 and Figure 3. Although similar at baseline, intervention group participants achieved significantly greater improvement in overall knowledge posttest than control group participants ($t_{206}=3.37$; $P<.001$; Figure 3). Event rate of improved overall knowledge (change from inadequate at baseline to adequate at 6-month follow-up) was significantly higher in the intervention group (25/121, 20.7%) than in the control group (9/123, 7.3%) ($\chi^2_{1}=9.1$; $P=.003$). Consequently, the NNT was 7.46. That is, 8 people needed to be exposed to this intervention to improve adequate overall knowledge to adequate knowledge (ie, score of <4 to a score of 4) in 1 additional person. A sensitivity analysis was completed with respect to the event rate and NNT. First, the event rate was recalculated assuming that all participants who were lost to follow-up did not improve their score (ie, demonstrated inadequate knowledge at baseline and at follow-up). The event rate of improved overall knowledge was 9.5% in the intervention group and 3.8% in the control group. The NNT was 17.5. Next, the event rate was recalculated assuming that all participants who were lost to follow-up did improve their score from inadequate at baseline to adequate at follow-up (intervention: 63.35%; control: 51.69%). The NNT was 8.57.

**Demographic Predictors of Overall Knowledge of Burns**

Univariate logistic regressions indicated that the following variables were related to improvement in overall knowledge (from inadequate to adequate) between baseline and follow-up: being in the intervention group, age of respondent, SES as measured through SEIFA quintile, and remoteness (as measured by ARIA category). These variables were entered into 1 multivariate model, and nonsignificant variables were removed one at a time, assessing the impact on remaining variables. In the final model, the only variables that were significantly associated with the improvement in overall knowledge were being allocated to the intervention (OR 3.3, 95% CI 1.4-7.7) and SES as measured through SEIFA. Specifically, odds of improving overall knowledge scores were higher in participants whose postcode indicated they were exposed to the highest level of disadvantage (OR 7.30, 95% CI 1.2-42.9) compared with participants exposed to the lowest levels of disadvantage (ie, highest advantage). Age and remoteness (as measured by ARIA category) were not significantly associated with improved knowledge; however, they were retained in the model because there was evidence of confounding (ie, removing these variables from the model changed the ORs of other variables in the model more than 10%).

**Gamification and App Engagement**

Gamification and app use activity (app views, content views, pop quiz completions, and photo sharing) were also measured. Participants in the intervention group earned points each time they viewed content, correctly answered pop quiz questions, and uploaded photos. Winners of the weekly photo mission won additional bonus points. In total, 58 participants in the intervention group accrued sufficient points to redeem their points for movie or supermarket vouchers; however, only 3 participants took advantage of this. The leaderboard (only available to the intervention group) showed that participants’ points were viewed 535 times.

The mean number of app opens for the intervention group was 18.31 (SD 42.1; minimum 1; maximum 347; median 5.0; interquartile range [IQR] 13.5) and 5.03 (SD 5.28; minimum 1; maximum 28) for the control group (median 3.0; IQR 4.0). Overall, 1 participant from the intervention group opened the app a total of 347 times; however, the majority of participants opened the app 10 times or less in both the intervention group (69%) and control group (65%). Mean content views for the intervention group was 1.96 (SD 2.86; median 0.0, IQR 4.5) and 0.98 (SD 0.77) for the control group (median 0; IQR 0). The mean quiz completions for the intervention group was 2.45 (SD 4.33), the median was 0 (IQR 2.5), and the mean number of photos shared was 2.23 (SD 5.11; median 0; IQR 2.0). With respect to the composite measure of app engagement, 27.3% (33/121) of the intervention group and 1.6% (2/123) of control participants were categorized as high engagement and 51.2% (62/121) of the intervention group had no app engagement (62) versus 98.4% (121/123) of the control group.

Univariate logistic regression analyses (intervention group only) showed that each of the 4 (numerical) measures of engagement were significantly associated with improvement in overall knowledge from inadequate at baseline to adequate at 6-month follow-up (quiz total: OR 1.34, 95% CI 1.2-1.5; content: OR 1.49, 95% CI 1.3-1.7; app opens: OR 1.05, 95% CI 1.02-1.07; and photo uploads: OR 1.33, 95% CI 1.1-1.6). The 4 elements of app engagement were strongly correlated with each other (see Table 3).
Table 1. Demographic characteristics and knowledge of risks of scalds and first aid in intervention and control groups at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (n=121), n (%)</th>
<th>Control (n=123), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age of participant (in years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>19 (15.7)</td>
<td>20 (16.3)</td>
<td>.56</td>
</tr>
<tr>
<td>25-29</td>
<td>34 (28.1)</td>
<td>43 (35.0)</td>
<td></td>
</tr>
<tr>
<td>30-34</td>
<td>46 (38.0)</td>
<td>44 (35.8)</td>
<td></td>
</tr>
<tr>
<td>35+</td>
<td>22 (18.2)</td>
<td>16 (13.0)</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Single</td>
<td>15 (12.4)</td>
<td>9 (7.3)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>76 (62.8)</td>
<td>70 (56.9)</td>
<td></td>
</tr>
<tr>
<td>De facto</td>
<td>28 (23.1)</td>
<td>40 (32.5)</td>
<td></td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>2 (1.7)</td>
<td>4 (3.3)</td>
<td></td>
</tr>
<tr>
<td>Highest education level</td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Less than year 12</td>
<td>13 (10.7)</td>
<td>22 (17.9)</td>
<td></td>
</tr>
<tr>
<td>Year 12 completion</td>
<td>27 (22.3)</td>
<td>25 (20.3)</td>
<td></td>
</tr>
<tr>
<td>Technical and further education certificate or advanced diploma</td>
<td>34 (28.1)</td>
<td>33 (26.8)</td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>37 (30.6)</td>
<td>33 (26.8)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>10 (8.3)</td>
<td>10 (8.1)</td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Smoker</td>
<td>23 (19.0)</td>
<td>21 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>98 (80.9)</td>
<td>102 (82.9)</td>
<td></td>
</tr>
<tr>
<td>Country of birth</td>
<td></td>
<td></td>
<td>.41</td>
</tr>
<tr>
<td>Australia</td>
<td>104 (85.9)</td>
<td>101 (82.1)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>17 (14.0)</td>
<td>22 (17.9)</td>
<td></td>
</tr>
<tr>
<td>SEIFA(^a)</td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>1 (most disadvantaged)</td>
<td>10 (8.3)</td>
<td>10 (8.2)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>20 (16.5)</td>
<td>16 (13.1)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>32 (26.4)</td>
<td>30 (24.6)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>46 (38)</td>
<td>51 (41.8)</td>
<td></td>
</tr>
<tr>
<td>5 (least disadvantaged)</td>
<td>13 (10.7)</td>
<td>15 (12.3)</td>
<td></td>
</tr>
<tr>
<td>ARIA(^b)</td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>Urban (major cities)</td>
<td>62 (51.2)</td>
<td>62 (50.8)</td>
<td></td>
</tr>
<tr>
<td>Periurban (inner or outer regional)</td>
<td>44 (36.4)</td>
<td>49 (40.2)</td>
<td></td>
</tr>
<tr>
<td>Remote or very remote</td>
<td>15 (12.4)</td>
<td>11 (9.0)</td>
<td></td>
</tr>
<tr>
<td>First-time mothers</td>
<td></td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td>Yes</td>
<td>48 (39.7)</td>
<td>54 (43.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>73 (60.3)</td>
<td>69 (56.1)</td>
<td></td>
</tr>
<tr>
<td>Number of children in the household</td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>1 child</td>
<td>53 (43.8)</td>
<td>63 (51.2)</td>
<td></td>
</tr>
<tr>
<td>More than 1 child</td>
<td>68 (56.2)</td>
<td>60 (48.8)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)SEIFA: Socioeconomic Index for Areas. SEIFA was used to estimate socioeconomic status in this study. Specifically, the Index of Relative Socioeconomic Advantage and Disadvantage. Higher deciles reflect higher relative advantage, and lower deciles reflect lower relative advantage. Deciles were reduced to 5 categories.

\(^b\)ARIA: Accessibility/Remoteness Index of Australia. Location of usual residence was categorized using ARIA, developed by National Centre for the Social Applications of Geographic Information Systems. Each geographical area was allocated a score between 0 and 15, based on the (road) distance.
to nearby towns that provide services. Scores were then allocated to the following categories (Office of Economic and Statistical Research Queensland, 2011): urban (major city: 0.0-0.2); periurban (inner regional: 0.2-2.4 and outer regional: 2.4-5.92); and remote (remote: 5.92-10.53; very remote: 10.53+).

Table 2. Change in overall knowledge and burn first aid at 6-month follow-up.

<table>
<thead>
<tr>
<th>Knowledge metrics</th>
<th>Intervention (n=121)</th>
<th>Control (n=123)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretest</td>
<td>Posttest</td>
</tr>
<tr>
<td>Overall knowledge, mean (SD)</td>
<td>2.11 (1.860)</td>
<td>2.68 (1.00)</td>
</tr>
<tr>
<td>Overall knowledgea—adequate, n (%)</td>
<td>3 (2.5)</td>
<td>27 (22.3)</td>
</tr>
<tr>
<td>Main cause of burns or scalds—correct, n (%)</td>
<td>40 (33.1)</td>
<td>72 (59.5)</td>
</tr>
<tr>
<td>Age group most at risk of burns or scalds—correct, n (%)</td>
<td>64 (52.9)</td>
<td>72 (59.5)</td>
</tr>
</tbody>
</table>

**Burn first aid knowledge, n (%)**

| Adequate (cool running water for 20 min, unprompted)   | 12 (9.9)             | 48 (39.7)       |
| Inadequate (all other responses)                       | 109 (90.1)           | 73 (60.3)       |

aParticipants lost to follow-up are not included in the Pretest column.
bProportion of participants who had adequate overall knowledge at baseline and 6-month follow-up are shown in the table. These rates are slightly different from the event rates that were calculated for improvement in overall knowledge between baseline and follow-up (25 [20.7%] participants in the intervention group improved overall knowledge between baseline and follow-up compared with 9 [7.3%] people in the control group). Only those participants who demonstrated improvement from inadequate knowledge at baseline to adequate knowledge at 6-month follow-up were included in the improved knowledge group.

Figure 3. Change in mean overall knowledge score between baseline and 6-month follow-up in intervention and control groups (error bars: 95% CI).

Table 3. Intercorrelations between measures of app engagement (N=244).

<table>
<thead>
<tr>
<th>App activities</th>
<th>Change in knowledge</th>
<th>Quiz completion</th>
<th>Content view</th>
<th>App opens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quiz</td>
<td>.48a</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Content</td>
<td>.44a</td>
<td>.86a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>App</td>
<td>.35a</td>
<td>.72a</td>
<td>.56a</td>
<td>—</td>
</tr>
<tr>
<td>Photo uploads</td>
<td>.40a</td>
<td>.83a</td>
<td>.65a</td>
<td>.76a</td>
</tr>
</tbody>
</table>

aP<.001.
Univariate logistic regression analyses (intervention and control groups) indicated that the composite measure of app engagement was associated with change in knowledge at 6-month follow-up. Odds of improved overall knowledge from inadequate to adequate were significantly higher in participants who demonstrated low-moderate app engagement (OR 8.59; 95% CI 2.9-25.02) and high app engagement (OR 18.26; 95% CI 7.1-46.8) than participants with no engagement. The composite measure of app engagement was entered into a multivariate logistic regression model with the variables previously identified in univariate analyses as significantly associated with the primary outcome measure (age of respondent, SES as measured through SEIFA quintile, and remoteness as measured by ARIA category). Nonsignificant variables were removed from the model one at a time and the impact on remaining variables was assessed. In the final model, the only variable that was significantly associated with improvement in overall knowledge was app engagement (low-moderate: OR 6.8; 95% CI 2.2-21.4 and high: OR 33.84; 95% CI 10.6-107.6). Age of respondent, remoteness (as measured by ARIA category), and SES (as measured through SEIFA) were not significantly associated with app engagement; however, they were retained in the model because there was evidence of confounding (ie, removing these variables from the model changed the ORs of other variables in the model more than 10%).

**Discussion**

**Principal Findings**

This RCT has demonstrated the Cool Runnings app to be an effective intervention for improving knowledge about risks of hot beverage scalds and burn first aid in mothers of young children. Only 8 people needed to be exposed to this intervention to improve inadequate overall knowledge to adequate knowledge in 1 additional person. Hot beverage scalds present a major pediatric public health issue that requires attention and prevention efforts, and this RCT details the implementation and evaluation of innovative methods and techniques to address this injury.

To our knowledge, this is the first study to evaluate an app-based delivery of injury prevention messages and the first study to gauge the efficacy of gamification in an injury prevention intervention. Given the low cost and large reach of smartphone apps to deliver content to and engage with targeted populations, results from this RCT provide important information on how smartphone apps can be used for widespread injury prevention campaigns. This study looked specifically at the use of this technology in a prevention campaign aimed at hot beverage scalds, the leading cause of childhood burn injuries. Although numerous studies have reported the high incidence of this injury, there is a paucity of interventions aimed at preventing them.

There have been few success stories when it comes to prevention campaigns for childhood burns [27], apart from those that have included passive approaches that have the benefit of legislative, engineering, and design support, such as hot water tempering valves and flame-retardant children’s sleepwear [28-30]. Certainly, prevention campaigns for burns that focus solely on education have had little demonstrated success. Due to this and because education is the most likely strategy to be effective for hot beverage scald prevention (because of limited capacity for other approaches such as engineering or environmental approaches to work), a novel approach was followed to develop and implement the Cool Runnings intervention.

In addition to being allocated to the intervention group, SES (as measured by SEIFA through postcode of residence) was significantly inversely associated with improvement in knowledge score relative to baseline. This is encouraging, given the recognized disparities in burn incidence and first aid knowledge and use among those who are socioeconomically disadvantaged [31-34]. Some burn prevention campaigns have targeted these specific groups with mixed results [35,36]. The growing global ownership of smartphones and the promise of app-based technology may change this. In 2016, the average global ownership of smartphones was 81% (77% of US adults and 84% Australian adults) [37]. Lack of other significant predictors of increased burn knowledge may be interpreted as an indication of the success of the intervention across the target group. There was a broad sample of participants included in this study—older and younger primigravid mothers, with various levels of education, and from regional, rural, and remote locations. Participants were representative of the target population (women who delivered in Queensland in 2015) with regard to age, marital status, being a first-time mother, and country of birth [38].

Smartphone ownership goes beyond socioeconomic, racial, and ethnic boundaries, with a report by the Pew Institute [39] showing that more than half of most sociodemographic groups own a smartphone. Smartphones provide the opportunity to engage with people wherever they are and whenever it suits them to see a message. The use of smartphones to deliver information in a way that is interactive and engaging, rather than a one-way flow of static communication, is also compelling. App-based campaigns can cater to participants’ different learning styles—whether it’s visual, auditory, or kinaesthetic—through the delivery of various message types, such as animations, videos, or infographics, and make it more appealing to a diverse audience.

This study also showed an association between change in knowledge and the gamification strategies used. Gamification takes the gaming principles of rewards, competition, and personalization to engage participants and motivate them toward preferred behaviors. Gamification is widely used in business to increase loyalty and create long-term engagement, but the evidence of its efficacy in changing health behaviors is still in its infancy. Gamification is commonly used in workplace health initiatives [40], and the trend of using gamification techniques and strategies in health-related apps is burgeoning. However, theoretical frameworks are still being developed, and there remains relatively little scientific literature as to its efficacy in improving health behavior outcomes [40,41]. The aim of incorporating gamification elements to health-related nongames is to improve user experience and engagement while increasing intrinsic motivators likely to result in the adoption of a behavior or knowledge change [42,43]. Extrinsic and intrinsic rewards were used in this intervention, with the potential to win financial rewards and prizes (extrinsic), and learn how to protect their...
child from injuries and/or keep children safe (intrinsic). In this study, participants in the intervention group were gamed into viewing content, uploading photos, and completing pop quizzes with the ability to earn points for each activity. These points accumulated and were displayed on the weekly leaderboard on the app. Although 58 participants accrued enough points to redeem them for tangible rewards (Aus $25 and Aus $50 movie or shopping vouchers), only 3 participants did so. Reasons for this may be the intangible rewards (such as leaderboard position and weekly photo winner badges) were of more perceived value, or the motivation may have been more competition-based rather than incentive-based. This finding shows potential for larger widespread campaigns in which providing ongoing tangible financial rewards would make scalability difficult. The results of this study suggest the inclusion of gamification strategies in injury prevention and public health campaigns could lead to improved results. Unfortunately, the use of gamification techniques did not appear to help with retention of participants. One reason for this may be the length of the intervention. It is difficult to know at what specific point during the intervention period participants dropped out. The lack of personal contact associated with an app-based intervention may also have contributed to the attrition rate. Future studies should test shorter intervention periods to determine optimal duration.

The loss to follow-up in this RCT provides some important information about the challenges associated with recruiting and retaining participants using this technology. Overall, the potential differences in the participants versus nonparticipants with respect to burn first aid knowledge and the differential loss to follow-up in the intervention group of those with lower knowledge indicates that further research is required regarding those with lower knowledge (who would most benefit from an intervention to improve knowledge), and how to engage or retain their interest and participation. Sensitivity analyses were conducted to further understand the potential impact of the loss to follow-up. When it was assumed that all participants who were lost to follow-up did not improve their knowledge score from inadequate to adequate, the NNT was 8.57. When it was assumed that all participants lost to follow-up did not improve their knowledge score, the NNT was 17.5 (compared with NNT of 7.46 calculated for the participants who were retained in the study).

Limitations
This study has several limitations. In both the control and intervention groups, there was a large loss to follow-up (48.9%). This loss to follow-up raises the potential for attrition bias. However, the attrition rate in both groups was similar (54% vs 48%), and participants did not differ significantly from those who were lost to follow-up on most of the measured characteristics. The exception was education (participants who remained in the study demonstrated a higher level of education).

In addition, participants originally allocated to the intervention group who completed the study demonstrated a significantly higher baseline overall knowledge score than those who were lost to follow-up. This did not occur in the control group. Interestingly, there was no difference in the proportion of participants versus dropouts who demonstrated adequate versus inadequate knowledge. It is also acknowledged that there may have been differences between participants who remained in the study and those who were lost to follow-up that were not measured in the survey. Given the novelty of this intervention, and in particular within this context, we intentionally conducted a per protocol analyses to demonstrate efficacy of the app, and this may be considered a limitation of the analyses, although sensitivity analyses were conducted to further understand the potential impact of the loss to follow-up. The relatively small numbers involved in this study mean that the multivariate analyses on demographic variables associated with change in knowledge (especially when app engagement is considered) and the analyses on predictors of app engagement should be interpreted with caution.

Postcodes were used as a proxy for SES in this study. Hence, this measure may not have been representative of the individual-level SES of participants. It is possible that other factors external to study participation (such as enrollment in a first aid course) may have contributed to the observed change in outcome. However, this was an RCT, so the likelihood of this happening unequally between intervention and control groups is low and the potential impact on observed results is minimal.

Finally, it is important to acknowledge that a change in knowledge does not necessarily reflect a change in behavior. It was beyond the scope of this study to assess the impact of the RCT on behavior; however, an important next step would be to determine whether this app can affect behavior change in relation to burn first aid in young children with hot beverage scalds.

Conclusions
Despite the loss to follow-up, an app-based prevention intervention for burns appears to be an effective and appealing approach for targeting mothers of young children. These results have shown that only 8 people needed to be exposed to this intervention to improve inadequate overall knowledge to adequate knowledge (ie, score of less than 4 to a score of 4) in 1 additional person. The broad reach, low cost, and scalability of this medium could potentially be feasible for other injury prevention campaigns aimed at this population, particularly given the fact that children aged 0 to 4 years are most at risk for a number of injuries that occur in the home. Additional studies are needed to determine the optimal follow-up time for this type of intervention to offset the high attrition rate noted in this intervention.
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Abstract

Background: Workplace programs designed to improve the health and psychological well-being of employees are becoming increasingly popular. However, there are mixed reports regarding the effectiveness of such programs and little analysis of what helps people to engage with such programs.

Objective: This evaluation of a particularly broad, team-based, digital health and well-being program uses mixed methods to identify the elements of the program that reduce work stress and promote psychological well-being, sleep quality, and productivity of employees.

Methods: Participation in the Virgin Pulse Global Challenge program during May to September 2016 was studied. Self-reported stress, sleep quality, productivity, and psychological well-being data were collected both pre- and postprogram. Participant experience data were collected through a third final survey. However, the response rates for the last 2 surveys were only 48% and 10%, respectively. A random forest was used to estimate the probability of the completion of the last 2 surveys based on the preprogram assessment data and the demographic data for the entire sample (N=178,350). The inverse of these estimated probabilities were used as weights in hierarchical linear models in an attempt to address any estimation bias caused by the low response rates. These linear models described changes in psychological well-being, stress, sleep, and productivity over the duration of the program in relation to gender and age, engagement with each of the modules, each of the program features, and participant descriptions of the Virgin Pulse Global Challenge. A 0.1% significance level was used due to the large sample size for the final survey (N=18,653).

Results: The final analysis suggested that the program is more beneficial for older people, with 2.9% greater psychological well-being improvements observed on average in the case of women than men (P<.001). With one exception, all the program modules contributed significantly to the outcome measures with the following average improvements observed: psychological well-being, 4.1%-6.0%; quality of sleep, 3.2%-6.9%; work-related stress, 1.7%-6.8%; and productivity, 1.9%-4.2%. However, only 4 of the program features were found to have significant associations with the outcome measures with the following average improvements observed: psychological well-being, 3.7%-5.6%; quality of sleep, 3.4%-6.5%; work-related stress, 4.1%-6.4%; and productivity, 1.6%-3.2%. Finally, descriptions of the Virgin Pulse Global Challenge produced 5 text topics that were related to the outcome measures. Healthy lifestyle descriptions showed a positive association with outcomes, whereas physical activity and step count tracking descriptions showed a negative association with outcomes.
Conclusions: The complementary use of qualitative and quantitative survey data in a mixed-methods analysis provided rich information that will inform the development of this and other programs designed to improve employee health. However, the low response rates and the lack of a control group are limitations, despite the attempts to address these problems in the analysis.

(J Med Internet Res 2018;20(10):e267) doi: 10.2196/jmir.9058
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Introduction

Background
Workplace health initiatives promoting behavioral change have been recognized as vitally important strategies for improving the health of employees [1-3]. A workplace health and exercise program can be broadly defined as an intervention implemented in a workplace environment, targeting employees to improve health behaviors such as increasing physical activity, eating better, and taking care of their mental health [4]. However, a meta-analytic review has found that the effectiveness of such programs differs, with universal programs being more effective than targeted programs, one-on-one delivery being more effective than group-based classroom delivery, and with Web-based delivery and train-the-trainer delivery producing nonsignificant improvements [5]. Comparisons between Web-and paper-based workplace programs have shown similar retention rates and improvements; however, a randomized control trial (RCT) has shown higher popularity ratings for Web-based programs than for paper-based programs [6].

In an earlier meta-analytic review of workplace health promotion programs [7], 18 studies describing 21 RCT interventions found little overall effect for workplace health promotion programs (d=0.24, 95% CI 0.14-0.34). The effectiveness was larger in younger populations, in interventions with weekly contacts, and in studies where the control group received no health promotion. This systematic review highlights the importance of sound methodologies for statistical analyses and the handling of missing data in studies of this nature [7]. It was found that when an intention-to-treat analysis was performed, a 2.6-fold lower effectiveness was observed with a 1.7-fold lower effectiveness for studies controlling for confounders. In addition, studies of poor methodological quality reported a 2.9-fold higher effect size for workplace health promotion programs. Workplace health and exercise as well as workplace health promotion studies often tend to be observational in nature, without the luxury of a randomly assigned control group. This means that there is no way to determine if the results are a consequence of taking the program or due to the confounding factors. Moreover, attrition rates tend to be very high, making the likelihood of biased estimation results very high. In particular, more engaged participants are likely to be over-represented in the final results, providing an overoptimistic assessment of program efficacy. However, modern missing value methods have started addressing this problem [8-10]. In particular, the use of inverse probability weights (IPWs) is recommended when data are missing for large numbers of variables [8], and mixed model or hierarchical (multilevel) linear models are recommended over multiple imputation methods when repeated outcome measures are missing.

However, studies have shown that missing data in mHealth are closely linked to the level of engagement [11], suggesting that the inclusion of engagement measures in outcome studies may also help to address the issue of estimation bias caused by high levels of attrition.

Objectives
Much of the research has focused on the overall effectiveness of workplace health and exercise programs and workplace health promotion programs rather than investigating the characteristics of more successful programs and investigating the characteristics of employees for whom such programs are more or less beneficial. It is this gap in the literature that this research attempts to fill, using a workplace health and exercise program entitled the Virgin Pulse Global Challenge (VPGC). In this study, we use modern missing value approaches to model outcomes of interest, including various measures of engagement as predictors in these models.

The evaluation of interventions usually involves a quantitative comparison of baseline and postassessment and/or follow-up performance using measures relevant to the intervention focus. However, postassessment surveys usually collect qualitative as well as quantitative data by way of open-ended questions. Although these qualitative data may be reported in a descriptive sense, there is seldom any attempt to incorporate this information into the analysis of how and why an intervention may fail or succeed. Due to the recent availability of sophisticated text mining tools, it is now possible to augment quantitative evaluations of an intervention with qualitative data using mixed methods [12,13]. In this paper, we use this approach with participant descriptions of the VPGC, demonstrating that mixed-methods evaluations can result in richer information for both researchers and commercial organizations alike.

In this paper, we address the following 4 hypotheses:

H1: Demographic effects will be associated with improvements in psychological well-being, sleep quality, stress, and productivity.

H2: Program module effects will be associated with improvements in psychological well-being, sleep quality, stress, and productivity.

H3: Program feature effects will be associated with improvements in psychological well-being, sleep quality, stress, and productivity.

H4: Program descriptions will be associated with improvements in psychological well-being, sleep quality, stress, and productivity.
Methods

Virgin Pulse Global Challenge

Virgin Pulse is a global Software-as-a-Service vendor providing several health and well-being programs designed to improve the psychological well-being of employees. The Global Challenge is one of the Virgin Pulse programs that features a team-based health and well-being challenge. The challenge consists of a 100-day virtual journey around the world, referred to as the 100-Day Journey. As part of the 100-Day Journey, employees are placed in teams of 7 individuals from their organization and provided with an activity tracker (the Pulse Device or other third-party-supported devices) and access to an app that is available through Web browsers and on mobile devices. Teams compete with one another to accumulate steps measured by their activity trackers.

The VPGC program differs from most other workplace health and exercise programs in terms of its breadth. In particular, the simultaneous focus on social, physical, and mental health is regarded as a strength of this program, which is seldom seen in other programs. In addition to promoting physical activity, the program incorporates a number of modules that focus on encouraging improvement in sleep, nutrition, and psychological well-being. The Balance module addresses mental health issues, and the Heart Age module provides 2 evaluations: a lifestyle score out of 1000 and heart age relative to real age.

The program is gamified to encourage employees to develop healthy habits through education, goal setting, and positive reinforcement using progress monitoring and achievement awards (eg, virtual trophies).

Participants

The target population for this research was participants from all the organizations that were enrolled in the VPGC program that commenced in May 2016. Participants agreed to the use of their personal data by any agencies engaged by Virgin Pulse for the purposes of quality control. They did this when they signed up for the VPGC program on the internet [14], when encouraged to do so by their employers. The nature of this encouragement differed for each employer and is therefore not reported here. No Virgin Pulse incentives were offered to employees to participate.

The VPGC platform and its practices around data security and privacy have been externally audited and certified against the following standards: ISO 27001:2013, TRUSTe privacy seal, and General Data Protection Regulation governing data protection and privacy. The data were deidentified and password protected before being made available to the researchers and were held on university password-protected computers. Ethics approval for the evaluation of this program by the Swinburne University of Technology was obtained from the Swinburne University Research Ethics Committee (SHR Project 2017/061).

Surveys

The data were automatically collected using 3 electronic Web-based surveys, administered on the internet as closed (password-protected) voluntary surveys. The initial Web-based survey was completed early in May 2016, the second Web-based survey was completed toward the end of the 100-Day Journey, and the final Participant Experience Survey (PES) was completed 2 weeks later. There was no randomization of items in any of these Web-based surveys and no adaptive questioning. The first Web-based survey included 28 questions and the second survey included 29 questions, all with a Likert scale (0-6) or Yes/No responses. For the PES, there were 27 questions in a variety of formats (text, multiple, and single response answers). Questions were presented to users in approximate groupings of pages to drive an easy and engaging completion process. All questions were voluntary, and there was no review step.

Measures

To measure psychological well-being, this study used the independently validated World Health Organization 5-item questionnaire (WHO-5) on psychological well-being. A total of 5 simple and noninvasive questions constitute this measure of subjective psychological well-being, which has been validated as a sensitive and specific screening tool for depression. This scale was first published in 1998: it has been translated into 30 languages and used all over the world [15]. Responses to these items were used to calculate an overall score, where 0 is the “worst imaginable” and 100 the “best imaginable” psychological well-being.

In this study, the WHO-5 score was used as the primary outcome measure. Secondary outcome measures were self-assessed levels of work-related stress, sleep quality, and productivity for the last month (measured on a 0-6 ordinal scale pre- and postprogram). In all cases, higher scores indicated a more desirable state. All the above outcome measures were collected at the start (T1) and end (T2) of the VPGC program.

In the final PES (T3), an attempt was made to identify the engagement factors perceived to be particularly beneficial by the participants. In particular, participant perceptions were considered with regard to (1) the best program modules (ie, Physical Activity, Heart Age, Sleep, Nutrition, and Balance) and (2) the best program features (eg, virtual trophies, the leaderboard, individual and team challenges, and connection with colleagues). These variables were all measured on a binary scale (0 for a negative response and 1 for a positive response). In this final T3 survey, participants also provided a response to the following question: “How would you describe the Global Challenge to a friend or colleague?” As described below, these responses were used to create 25 text topic scores for each respondent, consisting of values between 0 and 1 [16].

Response Rates

Response rates often have little meaning in the context of workplace health and exercise programs and workplace health promotion programs [17] because surveys may only be partially completed. In Figure 1, the number of responses to the WHO-5 questions, representing our primary outcome measure, are summarized for the first (T1) and second (T2) surveys. A completion rate of 85% is suggested for the first survey and 48% for the second survey. The final PES (T3) was completed by only 10.5% of all participants. This low response rate
suggests that there will be an estimation bias in any models fitted using the T3 data unless modern methods addressing this bias are applied. Even then, results must be viewed with caution.

**Statistical Analysis**

The analysis was divided into 4 phases. In phase 1, descriptive statistics were presented for the final (T3) PES. Phase 2 involved predicting completion of this T3 survey and the WHO-5 psychological well-being measure for the second (T2) survey, using data collected in the first (T1) survey (including any missing data for the first survey). This predicted probability was inverted to produce the IPWs that were used in the ensuing analyses to reduce any estimation bias arising from missing data. Phase 3 consisted of the text mining used to produce the 25 topics and topic scores relating to the final PES question: “How would you describe the Global Challenge to a friend or colleague?” In the fourth phase, hierarchical linear model analyses were conducted for each of the outcome measures using IPW to address the problem of missing data. These analyses allow the research hypotheses to be addressed while attempting to adjust for any estimation bias caused by the low response rates. Phase 1 was conducted with IBM SPSS Version 25 software. Phase 2 and phase 3 analyses were conducted using the SAS Institute Enterprise Miner Version 14.2, whereas R software was used to produce a word cloud for the responses to the VPGC descriptions. Phase 4 was conducted using SSI Central HLM7 software.

**Phase 1: Descriptive Statistics for Participant Experience Survey Responses**

Responses for males and females were compared using independent samples t tests for the outcome measures and Fisher exact tests for the crosstab tests.

**Phase 2: Estimated Inverse Probability Weights**

Various tools were considered for modeling the completion of the PES (T3) and the T2 WHO-5 in terms of the first survey (T1) responses. In particular, a random forest was compared with single trees, gradient boosting, a neural network with 3 hidden nodes, support vector machines, and probit/logistic regression analyses [18-20]. All 178,350 of the original participants were randomly split into training, validation, and test datasets in a 40:30:30 ratio. To compensate for the low completion rate, the models were optimized in terms of profit, with a one unit profit for each correctly identified missing survey response and a 10 unit profit for each correctly identified completed survey response. This was done using the training data. The classification accuracy of the various tools was compared with the validation and test data to ensure reliable reproducible results. For the goodness-of-fit measure, the area under the receiver operating characteristic (ROC) curve was used for the test data, with higher values indicative of a better fit. The random forest consisted of 100 trees each constructed using a random 60% of the data, with chi-square tests used to choose the optimum splitting variable for each split. This method ensured that the random forests were not overfitted and that nonlinear relationships were accommodated. Missing values were treated as distinct categories in this analysis.

**Phase 3: Text Mining**

Text mining was applied to analyze unstructured responses to the question “How would you describe the Global Challenge to a friend or colleague?”, producing text topics [16,21]. The first step involved the extraction of terms from the text, followed by an automatic filtering of terms that were too frequent or too uncommon. A spectral decomposition was then conducted to determine which terms commonly occurred together in the same response. The most important 25 topics were extracted, and scores were then assigned to each participant for each of these topics, with values ranging from 0 to 1. Higher values indicate a more likely topic description of the VPGC.
Phase 4: Hierarchical Linear Model Analyses

The hypotheses were then addressed for each of the outcome measures using a hierarchical (multilevel) linear model analysis. For all these analyses, the IPWs calculated in phase 2 were applied to correct the estimation bias caused by low response rates. These hierarchical linear models [22] used all available data for the T3 sample, including cases with missing data, and they allowed for correlation between measures collected in the first 2 surveys using a maximum likelihood approach. In view of the large sample size (N=18,653), only significance levels of less than .001 are considered to be significant in the tables provided below.

### Results

#### Phase 1: Descriptive Statistics for Participant Experience Survey (T3) Respondents

Table 1 shows that for the T3 respondents, the Physical Activity module was most popular, with more than 90% of participants, whereas the Heart Age module was popular with more than 60% of participants. Females appreciated the Balance module more than males, although the size of this effect was very small ($\phi<0.1$).

<table>
<thead>
<tr>
<th>Responses</th>
<th>Female (N=10,397)</th>
<th>Male (N=8256)</th>
<th>Total (N=18,653)</th>
<th>P value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>42.51 (10.97)</td>
<td>43.46 (10.44)</td>
<td>42.93 (10.75)</td>
<td>&lt;.001</td>
<td>d=0.09</td>
</tr>
<tr>
<td><strong>Helpful modules, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Activity</td>
<td>9393 (90.33)</td>
<td>7474 (90.54)</td>
<td>16,867 (90.41)</td>
<td>.67</td>
<td>$\phi=0.00$</td>
</tr>
<tr>
<td>Heart Age</td>
<td>6380 (61.36)</td>
<td>4905 (59.41)</td>
<td>11,285 (60.50)</td>
<td>.007</td>
<td>$\phi=0.02$</td>
</tr>
<tr>
<td>Sleep</td>
<td>2314 (22.24)</td>
<td>1911 (23.15)</td>
<td>4225 (22.64)</td>
<td>.15</td>
<td>$\phi=0.01$</td>
</tr>
<tr>
<td>Nutrition</td>
<td>3153 (30.33)</td>
<td>2481 (30.04)</td>
<td>5634 (30.20)</td>
<td>.68</td>
<td>$\phi=0.00$</td>
</tr>
<tr>
<td>Balance</td>
<td>3941 (37.90)</td>
<td>2765 (33.47)</td>
<td>6706 (35.94)</td>
<td>&lt;.001</td>
<td>$\phi=0.05$</td>
</tr>
<tr>
<td><strong>Helpful features, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mini-challenge</td>
<td>6731 (64.73)</td>
<td>4771 (57.79)</td>
<td>11,502 (61.66)</td>
<td>&lt;.001</td>
<td>$\phi=0.07$</td>
</tr>
<tr>
<td>Leaderboard</td>
<td>5110 (49.12)</td>
<td>4429 (53.67)</td>
<td>9539 (51.13)</td>
<td>&lt;.001</td>
<td>$\phi=0.05$</td>
</tr>
<tr>
<td>Competitions</td>
<td>2747 (26.41)</td>
<td>2471 (29.96)</td>
<td>5218 (27.98)</td>
<td>&lt;.001</td>
<td>$\phi=0.04$</td>
</tr>
<tr>
<td>My_Location</td>
<td>4515 (43.43)</td>
<td>2855 (34.56)</td>
<td>7370 (39.51)</td>
<td>&lt;.001</td>
<td>$\phi=0.09$</td>
</tr>
<tr>
<td>Individual mini-leagues</td>
<td>1875 (18.02)</td>
<td>1652 (20.02)</td>
<td>3527 (18.90)</td>
<td>&lt;.001</td>
<td>$\phi=0.03$</td>
</tr>
<tr>
<td>Team mini-leagues</td>
<td>2316 (22.25)</td>
<td>1882 (22.82)</td>
<td>4198 (22.50)</td>
<td>.41</td>
<td>$\phi=0.01$</td>
</tr>
<tr>
<td>Trophies</td>
<td>4429 (42.59)</td>
<td>3194 (38.70)</td>
<td>7623 (40.87)</td>
<td>&lt;.001</td>
<td>$\phi=0.04$</td>
</tr>
<tr>
<td>Communication sharing</td>
<td>738 (7.10)</td>
<td>480 (5.81)</td>
<td>1218 (6.53)</td>
<td>&lt;.001</td>
<td>$\phi=0.03$</td>
</tr>
<tr>
<td>My_Stats</td>
<td>5951 (57.20)</td>
<td>4989 (60.45)</td>
<td>10,940 (58.64)</td>
<td>&lt;.001</td>
<td>$\phi=0.03$</td>
</tr>
<tr>
<td>More colleague connect</td>
<td>8125 (78.90)</td>
<td>6512 (79.44)</td>
<td>14,637 (79.14)</td>
<td>.40</td>
<td>$\phi=0.01$</td>
</tr>
</tbody>
</table>

**Outcomes T1, mean (SD)**

| WHO-5\(^a\) (0-100)                  | 52.86 (19.02)    | 56.06 (18.97)  | 54.27 (19.06)    | <.001     | d=0.17      |
| Quality of sleep (0-6)                | 3.20 (1.21)      | 3.25 (1.18)    | 3.22 (1.19)      | <.004     | d=0.04      |
| Reduced work stress (0-6)             | 2.99 (1.38)      | 3.08 (1.31)    | 3.03 (1.35)      | <.001     | d=0.07      |
| Productivity (0-6)                    | 3.85 (1.01)      | 3.85 (1.00)    | 3.85 (1.01)      | .78       | d=0.00      |

**Outcomes T2, mean (SD)**

| WHO-5 (0-100)                         | 67.70 (18.48)    | 69.15 (18.37)  | 68.33 (18.45)    | <.001     | d=0.08      |
| Quality of sleep (0-6)                | 3.99 (1.14)      | 4.01 (1.14)    | 4.00 (1.14)      | .18       | d=0.02      |
| Reduced work stress (0-6)             | 3.76 (1.43)      | 3.80 (1.38)    | 3.78 (1.41)      | .11       | d=0.03      |
| Productivity (0-6)                    | 4.24 (1.01)      | 4.21 (1.02)    | 4.23 (1.01)      | .04       | d=0.03      |

\(^a\)WHO-5: World Health Organization 5-item questionnaire.
As shown in Table 1, improved connections because of the program were claimed by 79% of the participants, suggesting that the 7-person team feature of the VPGC is particularly effective. However, there was a significant but surprisingly small association between improved connections with colleagues and endorsement of the Physical Activity module (P<.001, ϕ=0.7), suggesting that shared physical activity was probably not contributing very much to this improvement in colleague connections. Other features such as the mini-challenges, the leaderboard used for comparing the performance of all teams, and personal daily step count performance (My_Stats) were also important. There were several significant but very small gender differences in the case of program feature preferences, with females favoring the mini-challenges, My_Location (virtual travel related to step count performance), and Trophy features more than males, whereas males tended to favor the competitive program features more than women.

As shown in Table 2, there were significant correlations between the outcome measures at T1 and T2, with correlations of moderate size with psychological well-being and weaker correlations between quality of sleep, reduced work-related stress, and productivity.

As shown in Table 1, on average, males scored higher than females in terms of psychological well-being (WHO-5). Males scored significantly better than females in terms of sleep quality and work-related stress only at the time of the first survey (T1). However, these effect sizes were again very small (d<0.2). The above descriptive statistics suggest improvements in the 4 outcome measures over the duration of the program, with large to moderate effect sizes (η²) of 0.37, 0.30, 0.23, and 0.11 for psychological well-being, sleep, work-related stress, and productivity, respectively. However, the low response rates for the T2 and particularly the T3 sample make any such claims premature. To address this issue of nonresponse bias, IPWs were calculated as indicated below, and a hierarchical (multilevel) regression analysis was conducted in phase 4.

**Phase 2: Estimated Inverse Probability Weights**

Perhaps not surprisingly, the random forest produced the best results for predicting completed responses, with an area under the ROC curve of 0.719 for the test data. However, single trees were not far behind, with areas under the ROC curve of 0.704. Other methods (support vector machines, gradient boosting, neural networks, and binary regression) produced disappointing results, with areas of less than 0.62 in all cases.

**Figure 2** illustrates how probability predictions are obtained for a single (Gini) tree with splits occurring in such a way as to minimize the heterogeneity in any node in relation to survey completion. This heterogeneity is measured using the Gini criterion [20]. The “Count” in this figure refers to the number of participants for the training and validation data in each node, with the thick black line indicating the path for the majority of participants after each split. A code of 1 indicates a missing survey response, whereas a 0 indicates a completed survey response.

In the random forest and the single tree shown in Figure 2, missing values for the weight (kg) variables were particularly useful for identifying missing survey responses. It seems that people who refused to supply their weight in the first survey (T1) are unlikely to complete 1 or more of the last 2 surveys. Younger age (<50 years) or missing age was also highly predictive of missing survey responses. The third most important variable for the random tree was psychological well-being (WHO-5 T1). A missing or very low WHO-5 T1 score (<22) was also associated with failure to complete surveys, suggesting that people who are depressed are more likely to drop out. This result confirms that the estimation bias is inevitable if analyses are conducted on the completer data, without making any attempt to account for this bias. The inverse of the estimated completion probabilities obtained from the random forest model was therefore used as weights (IPWs) to control for bias in the hierarchical (multilevel) regression models described below.

**Phase 3: Text Mining**

The PES included the following question: “In one or two sentences, how would you describe the Global Challenge to a friend or colleague?” Multimedia Appendix 1 shows a word cloud for the responses to this question, whereas parsing, filtering, and topic selection produced the 25 topics displayed in Figure 3. The number of terms and the number of respondents (#Docs) associated with each topic are also displayed in Figure 3, with the highest number of respondents (1002) owning topic 11, relating to “good motivation” and “good fun.”

**Phase 4: Hierarchical Linear Model Analyses**

Table 3 provides the results for independent hierarchical linear model analyses addressing each of the hypotheses. Only significant program features and text topics are included in Table 3. In terms of demographic effects, the program appears to be more beneficial for older people, and in the case of psychological well-being, it seems that women benefit more than men, with average improvements being 2.9% higher for women than men.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Psychological well-being</th>
<th>Quality of sleep</th>
<th>Reduced work stress</th>
<th>Productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological well-being</td>
<td>—</td>
<td>0.452&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.420&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.419&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Quality of sleep</td>
<td>0.571&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
<td>0.246&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.207&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Reduced work stress</td>
<td>0.533&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.373&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
<td>0.168&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Productivity</td>
<td>0.54&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.392&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.342&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<0.001.

### Table 2. Pearson correlations for outcome measures at T1 and T2, with T2 correlations italicized in the Lower Triangular Matrix.

### Table 3. In terms of demographic effects, the program appears to be more beneficial for older people, and in the case of psychological well-being, it seems that women benefit more than men, with average improvements being 2.9% higher for women than men.
Figure 2. Single tree for predicting the probability for survey completion. WHO-5: World Health Organization 5-item questionnaire.
The program modules have significant relationships with improvements in outcomes for psychological well-being (4.1%-6.0% on average), quality of sleep (3.2%-6.9% on average), work-related stress (1.7%-6.8% on average), and productivity (1.9%-4.2% on average). However, engagement with the Physical Activity module is not significantly related to improvements in work-related stress. The Nutrition program has the strongest association with improvements in psychological well-being, the Sleep module has the strongest association with improvements in the quality of sleep, and the Balance module has the strongest association with improvements in work-related stress and productivity.

However, as shown in Table 3, only 4 of the program features are related to improvements in the outcome measures: for psychological well-being (3.7%-5.6% on average), quality of sleep (3.4%-6.5% on average), work-related stress (4.1%-6.4% on average), and productivity (1.6%-3.2% on average). Improvements in connection with colleagues, the mini-challenges, and (virtual) trophies are all associated with significant improvements in all 4 outcome measures, whereas sharing (Web-based talk) with the VPGC community is associated with significant improvements in the quality of sleep and work-related stress. There are also only 5 text topics that appear to be significantly associated with changes in the outcome measures: for psychological well-being (−3.9% to 5.2% on average), quality of sleep (−4.4% to 5.0% on average), work-related stress (−5.9% to 7.0% on average), and productivity (−1.4% to 2.7% on average). The negative association with quality of sleep suggests that participants with this perception of the program saw a decline in their quality of sleep over the duration of the program. Text topic 3 relates to a healthy lifestyle, and topic 15 relates to the perception of the VPGC as a good or great motivator. The results suggest that for people with these perceptions of the program, there was evidence of an improvement in psychological well-being and quality of sleep. Topic 20 again relates to a healthy lifestyle, suggesting that stress at work is also reduced for these people. Finally, topic 23 relates to the daily tracking of step counts, and this perception of the program is associated with negative changes in psychological well-being and stress at work.

Table 4 compares the various hierarchical linear models in terms of variance explained. The time effect refers to differences between the first 2 surveys. Clearly, this time effect explains a significant amount of the variance with $R^2$ values ranging from 3.3% in the case of productivity to 11.9% in the case of psychological well-being. However, adding demographic variables, engagement with program modules, and features and perceptions of the program, as described to a friend or colleague, makes little difference to these $R^2$ values, with an increase of only 2.5% for psychological well-being, 0.7% for quality of sleep, 1.4% for stress at work, and 2.2% for productivity. This means that although some support has been found for all 4 hypotheses, the size of these effects is small.
Table 3. Estimated program effects.

<table>
<thead>
<tr>
<th>Improvements in outcome measures</th>
<th>Psychological well-being</th>
<th>Quality of sleep</th>
<th>Work-related stress</th>
<th>Productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 outcomes, range</td>
<td>0-100</td>
<td>0-6</td>
<td>0-6</td>
<td>0-6</td>
</tr>
<tr>
<td>T1, mean (SD)</td>
<td>54.27 (19.06)</td>
<td>3.22 (1.19)</td>
<td>3.03 (1.35)</td>
<td>3.85 (1.01)</td>
</tr>
</tbody>
</table>

Demographic effects, estimated coefficients (% change with respect to T1)

- Age in years: 0.069 (0.1)
- Female: 1.595 (2.9)

Module effects, estimated coefficients (% change with respect to T1)

- Physical activity: 3.17 (5.8)
- Heart age: 2.24 (4.1)
- Sleep: 3.10 (5.7)
- Nutrition: 3.26 (6.0)
- Balance: 3.21 (5.9)

Feature effects, estimated coefficients (% change with respect to T1)

- Connections: 2.965 (5.5)
- Mini-challenge: 3.012 (5.6)
- Trophies: 2.479 (4.6)
- Community sharing: 2.02 (3.7)

Text topics, estimated coefficients (% change with respect to T1)

- #2: −0.158 (0.3)
- #3: 1.938 (3.6)
- #15: 2.224 (4.1)
- #20: 2.806 (5.2)
- #23: −2.116 (3.9)

Table 4. Proportion of variance explained.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Psychological well-being</th>
<th>Quality of sleep</th>
<th>Work-related stress</th>
<th>Productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time effect (T1-T2)</td>
<td>11.9</td>
<td>9.7</td>
<td>7.1</td>
<td>3.3</td>
</tr>
<tr>
<td>Time effect with demographics</td>
<td>12.8</td>
<td>9.8</td>
<td>7.4</td>
<td>3.9</td>
</tr>
<tr>
<td>Time effect with modules</td>
<td>12.6</td>
<td>10.2</td>
<td>7.6</td>
<td>4.1</td>
</tr>
<tr>
<td>Time effect with features</td>
<td>13.5</td>
<td>10.4</td>
<td>7.9</td>
<td>4.4</td>
</tr>
<tr>
<td>Time effect with text topics</td>
<td>12.6</td>
<td>10.0</td>
<td>7.4</td>
<td>4.3</td>
</tr>
<tr>
<td>All variables</td>
<td>14.6</td>
<td>10.4</td>
<td>8.5</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Discussion

Overview

This study has identified program modules and features of a workplace health and exercise program that are particularly helpful to employees, with differences observed between men and women, and more benefit for older people. Although these gender effects are small, they are significant. Two methods have been used in an attempt to address the low response rates for the second and third surveys. A random forest has been used to create IPWs, and these weights have been utilized in hierarchical (multilevel) models, utilizing maximum likelihood methods to...
minimize the estimation bias resulting from missing data. The study has used text mining to incorporate qualitative data in the hierarchical linear models, which is rarely seen [23].

Principal Findings

The research hypotheses are all supported to some extent as explained below.

1. The VPGC program is associated with greater improvements in psychological well-being, quality of sleep, and work-related stress in the case of older employees. Greater improvements in psychological well-being were found for female employees than for male employees.

2. All the modules contributed positively to psychological well-being, quality of sleep, work-related stress, and productivity, with 1 exception. The association was not significant for the Physical Activity module in the case of work-related stress.

3. Employee perceptions for 3 of the program features were significantly associated with improvements for all 4 outcome measures. These 3 features were connections with colleagues nurtured using team structures, the mini-challenges, and (virtual) trophies. VPGC community sharing (Web-based talk) was associated with improvements in quality of sleep and improved levels of work-related stress.

4. Descriptions of the program by participants provide additional context. In particular, it was found that physical activity levels had a negative association with quality of sleep, whereas daily tracking of step counts had a negative association with psychological well-being and stress at work. However, perceptions of the program as a great motivator for a healthy lifestyle were associated with improvements in psychological well-being and stress at work.

The combination of methods used in this analysis provides a better understanding of how the VPGC program may achieve behavioral change. The results suggest that although the Physical Activity module of the program is the most popular, it does not make a significant contribution to reduced work-related stress, and perhaps through its emphasis on step tracking, it has a negative association with sleep and psychological well-being as well. However, there were many positive associations, which suggest that the other modules and several of the program features are associated with positive outcomes. Perceptions of the VPGC as a tool for motivating a healthy lifestyle are especially conducive to positive outcomes.

It has been recommended that modules addressing nutrition and mental health are particularly advantageous and that a variety of program features are beneficial to address the differing preferences of men and women. The VPGC program appears to be more effective with older participants, and future work is required to explain this. However, no rigorous evaluation of the effectiveness of the VPGC is possible on account of the data limitations presented below.

Limitations

Survey completion rates were particularly low for the final (T3) survey, which is crucial for this analysis because it contains the engagement data with the program modules and features and the description of the VPGC data used to create the text topics. With so many variables missing for 90% of the T3 data, IPW was the only way to address the threat of estimation bias. Furthermore, hierarchical linear models were needed to address the problem of missing T2 outcome values for many of the T3 respondents, ensuring that all T3 participants could be retained for the analysis. However, it is still not certain that estimation bias has been avoided. The predictors in our model (eg, helpfulness of modules and features) relate to engagement only indirectly. Other studies involving Web-based programs have used more direct engagement measures, such as the number of sessions completed [24], time to last engagement with the website, or the number of hits or time spent online [25], whereas physical activity programs have used step counts completed [26]. Future studies experiencing low response rates for final surveys should attempt to incorporate these direct measures of engagement as control variables.

Moreover, as there is no control group in this study, it is not possible to claim that the program and its individual modules are beneficial because we have no participants outside of the VPGC. In addition, none of the effects considered in this analysis were strong and must therefore be treated with caution in view of the limitations described above.

Finally, there were no follow-up data that could be used to assess the long-term effects of the program. Future studies should allow for a control group, ideally utilizing an RCT and should provide follow-up data to address these limitations.

Comparison With Prior Work

The VPGC program is an internet-based program that previous research suggests is not the best way to conduct a workplace health and exercise program [5]. However, the results of this study indicate that for those who did complete the PES (T3), the VPGC program is a success. We have been unable to pinpoint exactly why this is the case, but it is thought that the breadth of the program is a contributing factor.

Age was identified as a significant predictor of engagement with the VPGC. Specifically, the results of this study showed that in terms of stress, sleep, and psychological well-being, the VPGC is more successful with older people. This is consistent with some previous workplace health and exercise program evaluations, which have reported that older employees tend to remain more engaged in workplace health and exercise programs in comparison with younger employees [27-30]. However, it is less consistent with other reports [7].

Results of this study confirmed that improving connections with colleagues is a particularly important feature of the VPGC. Previous mixed-methods and qualitative studies have reported that team-based workplace health and exercise programs increase motivation for exercise due to not wanting to let the team down and creating positive topics of conversation among employees [31,32]. This suggests that future workplace health and exercise programs should consider incorporating more social features for participants to engage in, in an attempt to foster greater social support among participants. Previous research has found consistent, positive associations between social
There was a significant association between improvements in social connections and engagement with the Physical Activity module in this study, but this effect was small ($\phi = 0.07$).

Although the Physical Activity module was the most popular module, engagement with this module had no significant association with work-related stress. In addition, descriptions of the VPGC relating to physical activity had a negative association with quality of sleep, and the results suggested that the step-tracking component of the Physical Activity module might, for some participants, detract from psychological well-being. However, further investigation is required to determine why this is the case.

The Balance module, which aimed to promote psychological well-being, was found to be an important module with regard to reduced stress and enhanced sleep quality, productivity, and psychological well-being, with the Nutrition module also strongly associated with psychological well-being. This suggests that future workplace health and exercise programs may benefit from incorporating modules focusing on mental health and nutrition, rather than just targeting physical activity.

Conclusions

According to our results for the participants who completed the final T3 survey, the VPGC program is associated with reduced work-related stress, improved quality of sleep, and improved productivity. It is also associated with increases in psychological well-being, especially in the case of women. The qualitative analysis identified a healthy lifestyle as a beneficial perception of the program, whereas the quantitative analysis indicated that the Nutrition and Balance modules contribute the most to program outcomes. However, despite the Physical Activity module being the most popular module, its contribution to reduced work-related stress appears to be limited. The social and gamified features of the program, especially the mini-challenges, appear to make the program a lot of fun.

However, these results must all be regarded as preliminary because of the lack of a control group, the low response rate for the final PES, and the lack of follow-up measures. Further work is required to provide greater certainty.
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Abstract

Background: Videoconferencing-based treatments have shown great potential in increasing engagement and compliance by decreasing the barriers of time and distance. In general, employees tend to experience a lot of stress, but find it difficult to visit a clinic during office hours.

Objective: The purpose of this study was to investigate the effectiveness of a mobile videoconference-based intervention for stress reduction and resilience enhancement in employees.

Methods: In total, 81 participants were randomly allocated to one of the three conditions: mobile videoconferencing, in-person, and self-care; of these, 72 completed the study. All participants underwent assessment via self-reported questionnaires before, immediately after, and 1 month after the intervention. Intervention lasted for 4 weeks and consisted of elements of cognitive behavioral therapy, positive psychology, and meditation. Changes in clinical variables regarding stress and resilience across time were compared between treatment conditions.

Results: There were significant condition × time effects on variables measuring perceived stress, resilience, emotional labor, and sleep, demonstrating significantly differential effects across time according to treatment condition. Moreover, there were significant effects of condition on perceived stress and occupational stress. There were no significant differences in any variable between the mobile videoconferencing and in-person conditions at 1 month after the intervention.

Conclusions: Results indicate that both mobile videoconferencing and in-person interventions were comparably effective in decreasing stress and enhancing resilience. Further studies with a larger sample size and a longer follow-up period are warranted to investigate the long-term effect of mobile videoconferencing interventions.
employees; mobile phone; randomized controlled trial; resilience enhancement; stress reduction; videoconferencing

**Introduction**

Stress is a major public health concern. It can cause serious psychological and physical problems such as fatigue, sleeping problems, coronary diseases, depression, and even related mortality [1-4]. Hence, proper stress management for employees is particularly important; work-related stress affects approximately 28% of all workers [5]. Stress has also been reported to be a major factor in up to 80% of all work-related injuries and 40% of workplace turnovers [6]. Data from the American Institute of Stress show that job stress in the United States accounts for over US $300 billion annually as a result of increased absenteeism, employee turnover, diminished productivity, medical, legal, and insurance expenses, and worker compensation [7].

Traditional face-to-face or in-person stress reduction interventions for employees are proven to be effective, with small-to-moderate effect sizes [8]. However, a major barrier to managing stress is limited access due to time and location constraints, as it may be difficult for employees to find the time to see a therapist during work hours on weekdays [9]. The success of nonpsychopharmacological psychiatric treatment is related to treatment adherence, which is linked to barriers like time and distance. A useful way to increase access, and thereby increase treatment adherence, is by incorporating telemedicine-based methods. Employees can easily access videoconferencing-based treatments at their convenience, ie, during break hours in the workplace or after office hours at home [10].

There is a bulk of evidence suggesting that videoconferencing-based telepsychology is no less effective than in-person treatment in a variety of psychiatric disorders [11], including depression [12], panic disorders [13], obsessive compulsive disorder [14], posttraumatic stress disorder [15], and eating disorders [16]. A recent meta-analysis of 26 randomized controlled trials demonstrated noninferiority of remote psychiatric counseling, with respect to both assessment and treatment, compared with in-person counseling [17]. To the best of our knowledge, to date, there has been no study evaluating the effectiveness of videoconferencing in reducing stress and enhancing resilience in the workplace.

An important issue in videoconferencing is equipment. In most previous studies, participants were instructed to use the equipment provided at remote videoconference sites [11]. However, traveling to these sites is no different from traveling to see a counselor; it would still be a barrier to treatment for those whose workplace or home is far from the videoconference site. To further increase accessibility to treatment, we used mobile-based videoconferencing equipment. Access to treatment by smartphones could be particularly beneficial in South Korea, since almost all Korean employees own a smartphone (94% of population), making it one of the countries with the highest smartphone ownership worldwide [18].

The purpose of this study was to compare the effects of mobile videoconference-based intervention on stress reduction and resilience enhancement with that of in-person and self-care methods in Korean employees. We hypothesized that the effectiveness of the mobile videoconference condition would be superior to the control condition (self-care condition), but comparable to the in-person condition.

**Methods**

**Participants**

Participants were recruited via advertisements at the Seoul National University Hospital and the Seoul National University Bundang Hospital between August 2017 and November 2017 (NCT03256682). The inclusion criteria were (1) age between 19 and 65 years, (2) a score of ≥14 on the Perceived Stress Scale (PSS) at baseline, (3) possession of an Android smartphone, and (4) currently employed full-time. As stress in the workplace is commonly associated with depression, insomnia, and anxiety [1,9] and as stress management interventions have been found to be effective at treating these three conditions [20,21], we included individuals with these conditions as long as the type and dosage of their medication had not changed for the past 6 months. The exclusion criteria were (1) age <19 or ≥65 years; (2) cognitive disorders, such as intellectual disability or dementia; (3) neurological disorders, including epilepsy, stroke, or others; (4) history of schizophrenia or bipolar I disorder; (5) current report of suicidal ideation; and (6) nonpharmacological treatment or counseling within the past 6 months.

During the screening process, psychiatric diagnoses were confirmed using the Mini-International Neuropsychiatric Interview (MINI), which is a short, structured psychiatric interview designed to detect a wide range of Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition and International Classification of Diseases, Tenth Revision psychiatric disorders [22]. Questions are phrased to allow only “yes” or “no” answers. The Korean version has well-established validity and reliability [23]. MINI was conducted by two psychologists with a master’s degree in education and 2 hours of training in advance.

With a predicted effect size of Cohen $d=0.4$, an alpha level of 0.05, a desired power of 0.95, and a correlation of 0.5 among repeated measures, the estimated total sample size using G-Power was 69 (23 participants per condition). Considering a drop-out rate of 20%, we aimed to recruit 87 participants.
Written informed consent was obtained from all participants after sufficient explanation of the study. The study protocol was approved by the Institutional Review Board of Seoul National University Bundang Hospital.

**Assessments**

Demographic information, including age, gender, length of work (<3 years or ≥3 years), marital status (married and not separated, others), and education status (college education or more, less than a college education), was obtained using a self-reported questionnaire. These demographic variables have been previously found to relate to occupational stress level [24]. The questionnaires were filled on paper. The primary outcome measures of this study were changes in scores of PSS and Brief Resilience Scale (BRS) scales. Changes in scores of scales assessing emotional labor, occupational stress, and insomnia were evaluated as secondary outcomes.

PSS is a 10-item questionnaire used to assess perceived stress [25]. It was designed to measure the degree to which respondents found their life situations unpredictable, uncontrolable, and overwhelming. It includes 10 direct queries about incidents that brought upon states of being upset, nervous, stressed, or irritated; four items were worded negatively and the rest positively. Answers were given on a 5-point Likert scale (0: never to 4: very often). Total scores were calculated after reversing the scores from positive items and then summing up all scores. Higher scores indicated higher levels of perceived stress. The Korean version of PSS was found to have a Cronbach alpha=0.74 and a test-retest reliability of intraclass correlation coefficient=0.81 [26].

We used the Korean Emotional Labor Scale (KELS) [27] to measure the level of emotional labor. Emotional labor is defined as the process by which workers have to control their feelings in accordance with the organizational demand and occupational role [28,29]. KELS was developed to measure Korean-specific emotional labor and was validated with a nation-wide random sample of 1042 Korean employees. It was based on the literature related to emotional labor [29-35]; emotional labor scales such as the Emotional Labor Inventory [36], Emotional Labor Scale [37], Emotion Work Requirements Scale [38], and Frankfurt Emotion Work Scale [39]; and a focused group interview. KELS has 5 subscales: effort to control emotion (5 items), organizational monitoring system (4 items), demands of emotional labor (3 items), emotional damage (6 items), and organizational support system (7 items). Each item was rated on a 4-point Likert scale, from 1 (not at all) to 4 (very much). Scores for each subscale were calculated based on the scoring method provided by the developers. The possible range for each subscale was 0-100, with higher scores representing higher levels of emotional labor. In this study, we only used the total score.

The level of job stress was measured using the Korean Occupational Stress Scale (KOSS)-Short Form, which is one of the most commonly used questionnaires for assessing job stress in South Korea [40]. It consists of 24 items measured on a 4-point Likert scale (1: never to 4: always). This scale comprises 7 subscales, including job demand, job control, interpersonal conflict, job insecurity, organizational system, lack of reward, and workplace environment. The sum of each subscale was calculated and then converted to 100 points. We used the KOSS total score in the analysis; higher scores indicated a higher level of job stress.

BRS was used to measure individual resilience [41]. It aims to assess the most traditional and original sense of resilience, in other words, “the ability to bounce back from stress” [42]. It consists of 6 items measured on a 5-point Likert scale (1: strongly disagree to 5: strongly agree). While other resilience scales measure personal characteristics that may promote positive adaptation, BRS is the only scale that targets and assesses resilience itself.

Insomnia was measured by the Athens Insomnia Scale (AIS), which contains 8 items scored on a 4-point Likert scale [43]. Total AIS scores range from 0 to 24, with higher scores indicating greater symptom severity. AIS has been validated for screening insomnia in South Korean firefighters with good psychometric properties (Cronbach alpha=.88 and item-total correlation=0.73) [44].

All self-reported questionnaires were completed by the participants before treatment, immediately after treatment, and 1 month after treatment.

At posttreatment, participants answered 4 questions about therapeutic alliance. Each item was rated on a 5-point Likert scale (1: disagree strongly to 5: agree strongly). The 4 questions were as follows: (1) “I felt as if the therapist understood me well”; (2) “I felt as if the therapist was paying attention to what I was saying”; (3) “I could tell that the therapist was empathetic by his/her tone of voice”; and (4) “I felt comfortable during therapy sessions.”

**Randomization and Treatment Conditions**

We performed 1:1:1 block randomization (stratified by organization) with randomly selected block sizes (3, 6, or 9) using REDCap (Research Electronic Data Capture) tools hosted at the Medical Research Collaborating Center of Seoul National University Bundang Hospital. REDCap generates randomization codes using SAS software. The allocation sequence was concealed to the participants until they had entered the trial and to the investigators until the end of the study. Participants in the mobile videoconference and in-person conditions underwent 50-minute sessions of 1:1 therapy with 1 of 3 psychologists with a master’s degree in education for 4 weeks (one session a week). The protocol of therapy was adapted from the Stress Management and Resilience Training: Relaxation Response Resilience Program (SMART-3RP) [45]. SMART-3RP is an 8-week, 1.5-hour session program developed by the Benson-Henry Institute for Mind Body Medicine at Massachusetts General Hospital. This program is based on the principles of cognitive behavioral therapy and positive psychology in conjunction with methods that elicit a relaxation response. The goals of the program include (1) eliciting a relaxation response through meditation, (2) reducing overall stress reactivity, and (3) increasing connectedness to oneself and others. In this study, we modified the SMART-3RP program into a 4-week program (1-hour per session); a brief summary of each session is presented in Multimedia Appendix 1. The
participants in the self-care condition received educational material regarding methods to self-regulate stress and were instructed to read 1 chapter each week for 4 weeks. This material was also provided to the participants in other conditions.

**Apparatus**

For mobile videoconferencing we used the “Hello Mindcare” Android app [46], which was developed to provide mobile counseling services. All participants downloaded the app free of charge. Using Web Real-Time Communication, the Hello Mindcare app provides videoconferencing by allowing direct peer-to-peer communication and eliminating the need to install plugins or ActiveX. With a highly secure system, all data shared during videoconference sessions were encoded using Transport Layer Security, 128-bit block encryption algorithm ARIA (Academy, Research Institute, Agency) and Advanced Encryption Standard. The Hello Mindcare app provides a booking system, videoconferencing, document sharing, and workbooks for clients to fill in directly via their smartphones. Therapists used the Hello Mindcare counselor Web to manage schedules, participate in videoconferencing sessions, and check participants’ workbooks.

**Statistical Analysis**

The demographic and clinical characteristics of each condition were compared using analysis of variance (ANOVA) for continuous variables and chi-square tests or Fisher exact tests for categorical variables. Condition, time, and condition × time effects on clinical variables were tested using repeated measure ANOVA with age and marital status included as covariates. For post hoc analyses, we conducted pairwise comparisons of the changes in scores at posttreatment (posttreatment score – pretreatment score) and at 1-month follow-up (follow-up score – pretreatment score) by analysis of covariance, with age and marital status included as covariates. All statistical analyses were performed using IBM SPSS Statistics version 22.0 software (IBM Corp, Chicago, IL, USA). A two-tailed P value of <.05 was considered statistically significant.

**Results**

Of the 98 individuals screened for this study, 17 did not meet the inclusion criteria; 81 individuals were thus enrolled and randomly allocated to 1 of the 3 conditions. Among them, 4 in the mobile videoconference condition and 1 in the in-person condition dropped out after randomization but before treatment initiation (mobile videoconference condition: 3 had trouble installing the app on their smartphone and 1 refused participation due to difficulty in scheduling appointments; in-person condition: 1 needed psychiatric treatment due to aggravation of psychiatric symptoms). As a result, 21 participants were needed psychiatric treatment due to aggravation of psychiatric symptoms. A total of 18 individuals in the videoconference condition, 27 in the in-person condition, and 27 in the self-care condition completed all 4 sessions of the intervention and underwent the posttreatment and 1-month follow-up assessment (Figure 1). The drop-out rates after treatment engagement were 14% (3/21), 0%, and 3% (1/27) for the mobile videoconferencing, in-person, and self-care conditions, respectively; this distribution was not statistically significant (P=.09 by Fisher exact test).

The demographic and clinical characteristics of participants who completed the assessments at all three time points are presented in Table 1. The mean age of participants in the mobile videoconference condition and in-person condition was higher than that of the self-care condition (P<.001), and there was a significant difference in marital status among the conditions (P=0.03); hence, age and marital status were included as covariates in the main analyses. There were no significant differences in gender, length of work, education status, or baseline scores of the clinical variables. When classifying the occupations of the participants according to the International Standard Classification of Occupations 08, 5 were managers, 26 were professionals, 6 were technicians and associate professionals, 12 were clerical support workers, 19 were service and sales workers, 1 was a plant and machine operator, and 3 had elementary occupations. Overall, 42% (30/72) were hospital employees.

The effects of condition, time, and condition × time for all clinical variables are shown in Multimedia Appendix 2; Figures 2-5 depict changes in the PSS, KELS, BRS, and AIS scores across time. The interaction between time and condition was significant for 4 clinical variables (PSS: F(1, 40) = 3.1, P=.03; BRS: F(1, 42) = 3.9, P=.008; KELS: F(1, 45) = 2.8, P=.03; AIS: F(1, 40) = 4.5, P=.005). There were significant main effects for condition on PSS (F(2, 87) = 8.7, P<.001) and KOS (F(2, 111.6) = 11.6, P<.001).

At posttreatment, the mobile videoconferencing condition showed a greater decrease in KELS scores at posttreatment, but this was not significant at follow-up (Multimedia Appendix 2). There were no significant differences in any clinical variable between the mobile videoconferencing condition and in-person condition at follow-up. The mobile videoconferencing condition showed a greater decrease in KELS scores compared with the self-care condition at posttreatment, but this was without significance at follow-up. The mobile videoconferencing condition showed a greater increase in BRS scores at follow-up than the self-care condition. The in-person condition showed a greater decrease in PSS, KOSS, BRS, and AIS scores at posttreatment than the self-care condition, but only KOSS, BRS, and AIS scores were significant at follow-up.

Regarding the 4 questions about therapeutic alliance, there were no differences in the scores between the videoconferencing condition and in-person condition: question 1: average score 4.7 (SD 0.6) versus 4.7 (SD 0.6), P=.58; question 2: average score 4.7 (SD 0.6) versus 4.9 (SD 0.3), P=.32; question 3: average score 4.6 (SD 0.5) versus 4.9 (SD 0.3), P=.06; question 4: average score 4.7 (SD 0.6) vs 4.7 (SD 0.6), P=.98.
Figure 1. Flowchart of the study process. f/u: follow-up.

Table 1. Demographic and clinical characteristics of participants in videoconferencing, in-person, and self-care conditions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Videoconference (n=18)</th>
<th>In-person (n=27)</th>
<th>Self-care (n=27)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>36.2 (9.2)</td>
<td>36.7 (10.3)</td>
<td>46.6 (9.6)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>17 (94.4)</td>
<td>25 (92.6)</td>
<td>25 (92.6)</td>
<td>.97</td>
</tr>
<tr>
<td>Education ≥college bachelor degree, n (%)</td>
<td>16 (88.9)</td>
<td>24 (88.9)</td>
<td>18 (66.7)</td>
<td>.07</td>
</tr>
<tr>
<td>Marital status (married and unseparated), n (%)</td>
<td>10 (55.6)</td>
<td>17 (63.0)</td>
<td>24 (88.9)</td>
<td>.03</td>
</tr>
<tr>
<td>Employed ≥3 years, n (%)</td>
<td>14 (77.8)</td>
<td>14 (51.9)</td>
<td>19 (70.4)</td>
<td>.16</td>
</tr>
<tr>
<td>Perceived Stress Scale, mean (SD)</td>
<td>23.5 (4.2)</td>
<td>23.0 (3.3)</td>
<td>24.6 (4.1)</td>
<td>.30</td>
</tr>
<tr>
<td>Brief Resilience Scale, mean (SD)</td>
<td>16.3 (4.1)</td>
<td>16.9 (3.5)</td>
<td>17.2 (4.0)</td>
<td>.75</td>
</tr>
<tr>
<td>Korean Emotional Labor Scale, mean (SD)</td>
<td>61.1 (17.1)</td>
<td>57.1 (15.6)</td>
<td>59.1 (14.6)</td>
<td>.70</td>
</tr>
<tr>
<td>Korean Occupational Stress Scale, mean (SD)</td>
<td>52.8 (7.7)</td>
<td>53.1 (9.5)</td>
<td>57.5 (9.3)</td>
<td>.12</td>
</tr>
<tr>
<td>Athens Insomnia Scale, mean (SD)</td>
<td>16.3 (3.2)</td>
<td>16.7 (4.2)</td>
<td>16.6 (4.1)</td>
<td>.94</td>
</tr>
</tbody>
</table>

aPost hoc test by least significant difference; age was less in videoconference and in-person conditions than in self-care conditions.
Figure 2. Change in Perceived Stress Scale scores (PSS) across time according to condition.

![Perceived Stress Scale (PSS) scores across time](image1)

Figure 3. Change in Korean Emotional Labor Scale (KELS) scores across time according to condition.
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Figure 4. Change in Brief Resilience Scale (BRS) scores across time according to condition.

Figure 5. Change in Athens Insomnia Scale (AIS) scores across time according to condition.

Discussion

To the best of our knowledge, this is the first study investigating the effectiveness of a mobile videoconferencing-based intervention for stress reduction and resilience enhancement in employees. Videoconferencing was delivered using a smartphone app, thus combining the merits of both videoconferencing and mobile devices. Overall, there were significantly differential effects across time according to treatment condition on perceived stress, resilience, emotional labor, and sleep. Moreover, there were no significant differences between the mobile videoconferencing and in-person conditions at follow-up, suggesting that the benefits of mobile
videoconferencing therapy were comparable to those of in-person therapy.

At follow-up, both the mobile videoconferencing and in-person conditions had significantly enhanced resilience compared with the self-care condition, which was the primary goal of the intervention. Resilience enhancement has been recognized as an important part of stress reduction. Resilience refers to the process that allows individuals to adapt positively despite stress or trauma [47]. Resilience-based interventions emphasize strengths within individuals and community members to persevere and recover from environmental, physical, or emotional stress [48]. Previous research regarding resilience suggests approaches that build on strengths rather than problem-focused strategies [47]. Southwick and Charney suggested 5 essential components to resilience interventions: (1) emotional regulation training to recognize and manage reactivity and impulsivity; (2) cognitive behavioral approaches to reframe thought processes and increase positive emotion; (3) physical health information on exercise, nutrition, sleep, and relaxation to increase protective behavior; (4) social support to build connections with family, peers, and mentors to increase protective factors; and (5) neurobiological components, such as mindfulness-based stress reduction, to increase the ability to manage stress [49]. Our intervention contained most of these components, leading to successful resilience enhancement.

Most studies on videoconferencing-based treatments have focused on addressing rural populations. A few studies have investigated the effectiveness of videoconferencing in homebound populations, such as disabled adults with dementia or older adults with depression [50,51]. This study suggests that telepsychology methods can also be useful to young employees living in metropolitan areas. Most adults in their 30s and 40s are smartphone savvy, which can allow them to access treatment at their convenience as long as they have a Wi-Fi or LTE (Long-Term Evolution) connection [10]. Videoconferencing via smartphones is also cost-effective as most people already own smartphones and they will be able to save travel costs [52].

To date, a variety of effective stress management programs for employees has been proposed and made available [53]. A recent meta-analysis found that while cognitive behavioral therapy interventions yielded the largest effect sizes, relaxation and meditation techniques were the most popular [54]. A SMART-3RP program that included both of these components has been found to improve resilience and minimize perceived stress in palliative care clinicians, medical interpreters, and resident physicians [44]. The intervention duration for the original SMART-3RP program was 8 weeks; however, this study showed that the intervention was effective only after 4 sessions. Moreover, this intervention was effective and also had a low drop-out rate (videoconferencing condition 14.2%, in-person condition 0% after treatment engagement) compared with previous studies. For comparison, a recent meta-analysis found that the mean completion of workplace psychological treatments was 45%, with a range of 3%-95% [55]. With respect to the 0% drop-out rate in the in-person condition, almost 40% of participants were employees of the hospitals in which the study took place; hence, high accessibility may have contributed to the low drop-out rate.

Although there was no statistical significance at follow-up, the post hoc analysis revealed that the mobile videoconferencing condition had a greater effect on emotional labor than both the in-person and self-care conditions at posttreatment. Emotional labor is a unique type of stress experienced in employees. Brotheridge and Grandey proposed that there may be two sources to job-related stress: emotional demands of the work environment and employees’ ability to control their emotions. This indicates that workers with emotionally demanding jobs and a low capacity for emotional control likely experience the greatest job-related stress [29]. Of the participants who completed the study, 19 (26.4%) were nurses. Given that emotional labor is key to making patients feel safe and comfortable [56], many nurses experience emotional labor, resulting in higher job stress, poorer health, greater self-alienation, and increased frequency of depressive mood [57]. The results of this study suggest that mobile videoconference interventions may be effective in reducing emotional labor in employees, at least in the short-term.

A major concern of videoconference treatment is the quality of therapeutic alliance between patient and therapist [58]. Therapeutic alliance has been defined as collaborative effort by the therapist and patient to facilitate healing [59]. In this study, there were no significant differences in therapeutic alliance ratings between the conditions. Our findings demonstrate that stress intervention via mobile videoconferencing does not compromise therapeutic alliance, which is in line with previous telepsychology research results [60].

There are a few notable limitations to this study. The length of intervention and follow-up interval were relatively short. Thus, this study provides no information on the long-term effect of mobile videoconference interventions. Participants were mostly female and all were Korean, limiting the generalizability of the findings to the male gender and other ethnic groups. We did not exclude participants with depression, insomnia, or anxiety disorders, making the study population clinically heterogeneous; as the sample size was not sufficient for subgroup analyses according to the presence or absence of psychiatric diagnosis, we were unable to evaluate whether psychiatric diagnoses influenced the effect of mobile videoconference treatment. Moreover, we did not measure if the intervention improved any workplace variables, such as work performance, absenteeism, and turnover rate. There is also the possibility of a selection bias caused by the recruitment of highly motivated participants. Lastly, participants and therapists were not blinded to their treatment conditions, which may have caused an expectation bias.

In conclusion, this study demonstrates that videoconferencing-based stress reduction interventions can be effective in employees. Further studies with larger sample sizes and longer follow-up intervals may be helpful for determining the long-term effect of this intervention.
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Abstract

Background: Frequent sickness absence—that is, 3 or more episodes of sickness absence in 1 year—is a problem for employers and employees. Many employees who have had frequent sickness absence in a prior year also have frequent sickness absence in subsequent years: 39% in the first follow-up year and 61% within 4 years. Moreover, 19% have long-term sickness absence (≥6 weeks) in the first follow-up year and 50% within 4 years. We developed an electronic health (eHealth) intervention, consisting of fully automated feedback and advice, to use either as a stand-alone tool (eHealth intervention–only) or combined with consultation with an occupational physician (eHealth intervention–occupational physician).

Objective: This study aimed to evaluate the effect of the eHealth intervention, with or without additional occupational physician consultation, to reduce sickness absence frequency for employees with frequent sickness absence, versus care as usual (CAU).

Methods: This study was a three-armed randomized controlled trial. Employees with frequent sickness absence received invitational letters, which were distributed by their employers. The primary outcome measure was the number of register-based sickness absence episodes 12 months after completing the baseline questionnaire. Secondary outcome measures were register-based total sickness absence days and self-assessed burnout, engagement, and work ability. In a process evaluation 3 months after baseline, we examined adherence to the intervention and additional actions such as general practitioner and occupational physician visit, communication with the manager, and lifestyle change.

Results: A total of 82 participants were included in the analyses, 21 in the eHealth intervention–only group, 31 in the eHealth intervention–occupational physician group, and 30 in the CAU group. We found no significant difference in sickness absence frequency between the groups at 1-year follow-up. Sickness absence frequency decreased in the eHealth intervention–only group from 3 (interquartile range, IQR 3-4) to 1 episode (IQR 0.3-2.8), in the eHealth intervention–occupational physician group from 4 (IQR 3-5) to 3 episodes (IQR 1-4), and in the CAU group from 3 (IQR 3-4) to 2 episodes (IQR 1-3). For secondary outcomes, we found no significant differences between the intervention groups and the control group. The process evaluation showed that only 3 participants from the eHealth intervention–occupational physician group visited the occupational physician on invitation.

Conclusions: Among employees with frequent sickness absence, we found no effect from the eHealth intervention as a stand-alone tool in reducing sickness absence frequency, nor on total sickness absence days, burnout, engagement, or work ability. This might be due to low adherence to the intervention because of insufficient urgency to act. We cannot draw any conclusion on the effect of the eHealth intervention tool combined with an occupational physician consultation (eHealth intervention–occupational physician).
physician), due to very low adherence to the occupational physician consultation. An occupational physician consultation could increase a sense of urgency and lead to more focus and appropriate support. As this was the first effectiveness study among employees with frequent sickness absence, strategies to improve recruitment and adherence in occupational eHealth are included.

**Trial Registration:** Netherlands Trial Register NTR4316; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4316 (Archived by WebCite at http://www.webcitation.org/713DHhOFU).

*J Med Internet Res 2018;20(10):e10821* doi: [10.2196/10821](http://dx.doi.org/10.2196/10821)
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**Introduction**

**Background**

Frequent sickness absence (SA)—that is, 3 or more episodes of SA in a year,—is common in the Dutch working population and poses a problem for both employers and employees [1]. The prevalence of frequent SA was 5.8% in 2015 and 6.1% in 2016 among more than 600,000 employees working in small-to-medium-sized companies under contract with a Dutch national occupational health service (OHS). In the Netherlands, the costs related to frequent SA can be estimated to be at least 100 million euros per year (US $123 million) [2]. Frequent SA is often a precursor of future frequent SA; Koopmans et al found that 39% of employees with frequent SA had frequent SA again in the following year and 61% within 4 years [3]. In addition, there is a risk of high future costs due to long-term SA, as 19% of frequent absentees have long-term SA (≥6 weeks) in the first follow-up year and 50% in the 4 years following a year with frequent SA [3]. Employers have to redirect work tasks to other employees and are faced with work planning problems. Employees with frequent SA can suffer from increasing tensions with colleagues [4] who are burdened with an increased workload and overwork. Furthermore, frequent absentees are at increased risk of being dismissed [5]. In a literature review, Beemsterboer et al [6] found that poorer health, poorer working conditions, greater physical and mental workload, female gender, greater alcohol consumption, and smoking were related to a higher SA frequency. In contrast, better job resources, better working relations, greater motivation (work pleasure), older age, being married, having a satisfactory private life, and higher education were associated with a lower SA frequency. Other studies found that poor health, chronic diseases, and reduced work ability were related to frequent SA [7-10]. On the basis of a focus group study among frequent absentees, we reported earlier that high job demands and low job resources, particularly low support from management, were related to frequent SA [11]. Frequent absentees also mentioned home demands, poor health, chronic illness, and unhealthy lifestyles to be related to frequent SA [11]. The results of these studies suggest that frequent SA is a multifaceted phenomenon.

To reduce SA frequency among employees with frequent SA, an intervention is needed to address this wide range of issues. To reduce frequent SA and feel better, employees with frequent SA prefer to seek adequate (medical) help themselves [11]. They want help only when self-management fails [11]. Among published interventions to reduce SA, several studies showed successful reduction of SA in employees at high risk of future SA through face-to-face structured consultations with occupational health professionals [12-15]. However, consultations can be time-consuming and costly. In contrast, electronic health (eHealth) interventions are low in cost and appeal to self-management. The number of studies on eHealth interventions (EHIs) has grown rapidly in the last few years. Studies among patient or general populations have shown that EHIs enhance health and well-being, improve lifestyle, and increase self-management for a broad range of diseases or risk factors [16-21]. In occupational health, however, studies on EHIs are relatively scarce. eHealth studies among employees focus mainly on lifestyle change, stress reduction, or mental health improvement. Studies on effectiveness of EHIs on absenteeism measures are few. In a randomized controlled trial (RCT) among employees at high risk of SA due to depression, Beiwinkel et al tested a 12-week eHealth program and compared the results with those of a waiting-list control group that received written psychoeducation. Although both groups showed a high reduction in SA frequency (intervention group: 67% and control group: 83%), there was no statistical difference in SA frequency between the groups [22]. Ebert et al [23] found a reduction of depressive symptoms among a group of teachers through an internet-based problem-solving training but no difference between the intervention and control groups on the secondary outcome measure self-rated absenteeism. Other studies showed that a self-guided internet-based stress management intervention resulted in a significant reduction of perceived stress in a group with increased stress but no reduction in absenteeism [24-26]. Volker et al [27] reported an earlier return to work in the intervention group among sick-listed employees with common mental disorders (hazard ratio 1.39, 95% CI 1.03-1.87). During a 1-year follow-up period, the intervention group received a blended EHI, compared with the care as usual (CAU) group. The blended EHI consisted of a mix of personalized e-modules in combination with guidance by a specially trained occupational physician (OP). All these EHI have the use of questionnaires in common for a targeted intervention and elements of self-management.

To our knowledge, no EHIs have as yet been designed to reduce SA frequency among frequent absentees. We developed an EHI to advise employees with frequent SA as to how they could improve health and self-management. The theoretical framework for this EHI tool was based on the Job Demands-Resources (JD-R) model [28]. The JD-R model relates psychosocial work characteristics to outcome measures such as burnout, engagement, productivity, and SA [29-32] and provides keys for guidance and support [11,32]. We used tools from the mental health improvement. Studies on effectiveness of EHIs on
health guidelines of the Netherlands Society for Occupational Physicians (NVAB) [33]. Furthermore, the EHI tool was based on the determinants of frequent SA according to focus group participants and their suggestions on how to reduce frequent SA, such as communication with management [11]. The intervention addressed these elements item by item.

In the Netherlands, OPs often play a role in work-related interventions to reduce SA as they are experts in health, work, SA, and prevention. They can also address factors from the JD-R model, advising (temporary) accommodations to reduce job demands or increase job resources. The role of OPs in effective reduction of SA [12,14,15] led us to include a blended-care study arm, combining the EHI tool with a consultation with the OP.

**Objective**

The main objective of this study was to evaluate the effectiveness of the EHI tool without (EHI-only) and with OP consultation (EHI-OP), compared with CAU, on SA frequency among employees with frequent SA. Secondary outcomes were the total number of SA days, burnout, work engagement, and work ability at 1-year follow-up. We conducted a process evaluation to evaluate adherence to the intervention.

**Methods**

**Design and Participants**

This study was designed as a three-armed RCT and registered in the Dutch trial register (NTR 4136). The Medical Ethics Committee (METc) of the University Medical Center Groningen approved the study (METc 2013/131). Employees participated voluntarily and signed an informed consent form (see Multimedia Appendix 1). The report is based on the CONSORT eHealth checklist [34] (see Multimedia Appendix 2).

Inclusion criteria were employees with frequent SA, that is, 3 or more episodes of SA in the year before recruitment, irrespective of the causes or duration of sick leave. Exclusion criterion was inability to complete a questionnaire in Dutch. Study participants were recruited from 21 Dutch organizations staffing more than 100 employees between December 2013 and December 2014. Of the participating organizations, 7 were in industry, 5 in commercial services, and 9 in public services. The first author (AN) had prepared a list of all frequent absentees in the participating organizations (source population), based on the occupational health service register. All employees with frequent SA received from us invitational letters combined with informed consent forms, which were distributed by their employers. The letters contained logos from both the University of Groningen and the OHS. Upon signing the informed consent form, we sent a personal URL code, which provided access to the Web-based questionnaire at baseline (T0). The questionnaire included validated scales measuring secondary outcome measures such as burnout, engagement, and work ability as well as potential determinants of frequent SA as found in the focus group study: job demands, job resources, health, chronic diseases, lifestyle, and body mass index. For an overview of the intervention elements per item, see Multimedia Appendix 3. The feedback per item consisted of the score, interpretation of the score, general advice on possibilities to tackle this issue (in case of a poor score), reference to relevant internet sites for more information, further diagnostic tests or treatment, and referral to people who could help (depending on the issue: manager, colleagues, human resource management [HRM], OP, social worker, or GP). The advice often contained a link to documents with more detailed advice. The advice was based on NVAB guidelines, occupational health care practice, and suggestions from focus group participants with frequent SA from a prior study [11]. Cut-off points were either the existing cut-off points of the scales or the seventy-fifth percentile of a large reference group who participated in OHS health surveillance checks. Participants who scored well on a particularly scale received feedback that they had scored well and no specific actions were needed.

**Intervention**

**Intervention Group 1: eHealth Intervention Only (EHI-only)**

The main scope of the intervention was self-management with help from relevant others, for example, the employer, OP, and general practitioner (GP). The intervention consisted of immediate fully automated personalized Web-based feedback, item by item. The addressed items were job demands (work pace, emotional demands, and work-home interference), job resources (feedback, learning opportunities, supervisor support, coworker support, and autonomy), burnout, engagement, work ability, general health, chronic diseases, psychological health, lifestyle, and body mass index. For an overview of the intervention elements per item, see Multimedia Appendix 3. The feedback per item consisted of the score, interpretation of the score, general advice on possibilities to tackle this issue (in case of a poor score), reference to relevant internet sites for more information, further diagnostic tests or treatment, and referral to people who could help (depending on the issue: manager, colleagues, human resource management [HRM], OP, social worker, or GP). The advice often contained a link to documents with more detailed advice. The advice was based on NVAB guidelines, occupational health care practice, and suggestions from focus group participants with frequent SA from a prior study [11]. Cut-off points were either the existing cut-off points of the scales or the seventy-fifth percentile of a large reference group who participated in OHS health surveillance checks. Participants who scored well on a particularly scale received feedback that they had scored well and no specific actions were needed.

**Intervention Group 2: eHealth Intervention + Occupational Physician Consultation (EHI-OP)**

Participants in intervention group 2 received the same advice and documents as the EHI-only group but were invited by email to a preventive advisory consultation with the OP. The email contained the name of the OP and the telephone number of the OP’s secretary to make an appointment.

The OPs from the 21 participating organizations received written information on the study (see Multimedia Appendix 4) and a personal explanation by the first author (AN) about the goal of the study and the possibility of consultations with participants. Moreover, AN explained that what was expected in this preventive consultation was the same as in preventive consultations initiated by the employee in nonresearch situations: mainly participants’ questions on health and SA in relation to work and how to influence the employee’s health or (work) situation. This could lead to making a joint plan-of-action, but it was not obligatory. Standard time for this preventive consultation was 30 min.

Upon completion of the baseline questionnaire, the intervention groups received fully automated personal advice. The control group was thanked for participation upon completion of the questionnaire. All participants were invited to fill out a process evaluation 3 months after T0 and a short questionnaire 1 year after baseline (T1), with questions on the outcome measures.
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Control Group: Care as Usual

The control group received neither personalized advice nor support from the OP or researchers upon completion of the Web-based questionnaire. CAU consisted of consultation with the OP at the request of the employer or control group participant. In case of long-term SA, participants were invited for a consultation with the OP to certify SA within 6 weeks of reporting sick [35].

Pilot Test of eHealth Intervention

We pilot tested the EHI tool in 12 frequent absentees from 3 nonparticipating organizations. We used their feedback on technical issues and understandability to improve the EHI tool. After finalization of the tool, we made no changes in the contents.

Primary Outcome Variable

The primary outcome measure was the number of register-based SA episodes 12 months after completing the Web-based baseline questionnaire. At 1-year follow-up, the incident number of SA episodes was retrieved at the individual level from the occupational health service register, in which SA was recorded from the first day of sick leave to the day of return to work.

Secondary Outcome Variables

The number of days of all SA episodes was cumulated to a total number of SA days at 1-year follow-up. Burnout, work engagement, and work ability were measured at 1-year follow-up.

Burnout was measured with the 9-item Utrecht Burnout Scale (UBOS) measuring emotional exhaustion and cynicism on a 7-point frequency scale ranging between never (=0) and always (=6) [36]. A total UBOS-9 score (Cronbach alpha=.92) was calculated by summing the item scores, with higher scores representing higher levels of burnout. The scale included the dimensions emotional exhaustion (5 items) and cynicism (4 items).

Work engagement was measured with the 9-item Utrecht Work Engagement Scale (UWES) [37]. The UWES scale’s vigor (3 items), dedication (3 items), and absorption (3 items) were scored on a 7-point frequency scale ranging from “never” (=0) to “always” (=6). A total UWES-9 score was calculated by summing the item scores (Cronbach alpha=.95), with higher scores representing more work engagement.

Work ability was investigated with the first item of the Work Ability Index (WAI), asking for current work ability compared with lifetime best on a 0 to 10 scale. This single-question work ability score has been reported to be a reasonable alternative to the complete WAI for measuring work ability in working populations [38,39].

Work and Population Characteristics

We assessed the following items to provide targeted intervention advice. Job demands (work pace, emotional demands, and work-home interference) and job resources (feedback, learning opportunities, supervisor support, coworker support, and autonomy) were measured with the short scales of the Questionnaire on the Experience and Evaluation of Work [40]. General health was measured with the Short-Form Health Survey, the single-item question: “In general, would you say your health is excellent (=5), very good (=4), good (=3), fair (=2), or poor (=1)?” This item has been associated with physicians’ assessments of health, morbidity measures, and utilization of health services [41] and is comparable with longer instruments [42]. The presence of chronic diseases was assessed with the item “Do you have a chronic disease that already lasts >3 months?” (yes/no). The Alcohol Use Disorder Identification Test [43] was used to measure alcohol consumption. Physical exercise was measured with Dutch Norm Healthy Moving [44] and Fitnorm [45]. Smoking was assessed by a single-item question on smoking (yes/no) and relaxation with 2 single-item questions: “Do you have at least half an hour relaxation every day?” and “Do you regularly take a break at work?” Response options were “hardly every/never,” “regularly,” and “(almost) always.” Additionally included were the questions “Do you find it a problem that you are frequently on sick-leave?” (yes, no, do not know), “Does your supervisor find it a problem that you are frequently on sick-leave?” (yes, no, do not know), and “Do your colleagues find it a problem that you are frequently on sick-leave?” (yes, no, do not know, some do/some do not). An open question at the end of the questionnaire requested other relevant information (“What else plays a role in your health and SA that has not yet been covered?”).

Process Evaluation

In a process evaluation 3 months after baseline, adherence to the intervention was measured in the EHI groups, assessing reading the advice provided by the eHealth tool and undertaking actions. Actions assessed were a consultation with the OP, GP, specialists, paramedics, or psychologist and additional actions such as tackling sources of stress, tackling work-related problems, and having a conversation at work about work-related problems or solutions, lifestyle changes, and other actions (open question). Participants from the control group also received a process evaluation, with questions on OP consultation and additional actions, for example, visit to GP, physiotherapist, psychologist, or other paramedics; lifestyle changes; or consultations with management, HRM, or occupational health providers to seek solutions for work-related problems.

Sample Size

In a pilot study, we found that frequent absentees had on average 3.79 (SD 1.27) SA episodes in 2013 to 2014 in the total employee population of a large Dutch OHS. RCT intervention studies that include SA frequency as an outcome measure are scarce. No scientifically based intervention effect was available as this was the first intervention study among employees with frequent SA on SA frequency. The RCT studies from Duijts et al [13] and Kant et al [15] are the closest scientific approaches to this intervention study, although targeted at a different population. Applying their results to our study on frequent absentees, we aimed in the original trial protocol for a reduction of 0.5 episodes (Cohen d=0.39) with our focused intervention. On the basis of an alpha of .05 (two-tailed) and a power of 80%, a sample size of 103 was needed [46]. After further consideration, we included in the submission to the METc, before the start of the study, a second sample size calculation.
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to detect a difference of 1 SA episode per year (Cohen $d=0.79$). This was based on our practice-based knowledge of relevant intervention effects in an occupational health setting. This calculation showed that we needed a minimum of 27 per group [46].

**Randomization**

The source population (N=825) was prerandomized into 3 arms: intervention group 1 (EHI-only; n=270), intervention group 2 (EHI-OP; n=279), and control group (n=276) by random integers [47]. We randomized the entire source population as the software provider was only able to generate and provide URLs groupwise.

**Blinding**

Participants were allocated to the intervention groups and control group before the study started. They were blinded for the group to which they were allocated until completion of the Web-based questionnaire, whereupon they did (intervention groups) or did not (control group) receive a personalized advice. The first author (AN) knew to which group each individual belonged. SA data were retrieved and analyzed by another author (CR) who did not know to which group each individual belonged.

**Statistical Analyses**

All statistical analyses were conducted in IBM SPSS Statistics for Windows, version 24 (released 2016; IBM Corp. Armonk, NY). Baseline data on primary and secondary outcomes were register-based or provided by participants. Missing information from follow-up assessments was imputed using baseline observation carried forward.

**Analysis of 3 Study Arms**

First, we investigated differences in outcomes at T1 between the EHI-only group, the EHI-OP group, and the CAU group according to the intention-to-treat principle. Due to the non-normal distribution of incident SA episodes and days, we investigated differences by using the nonparametric Kruskal-Wallis test.

**Analysis of Combined Intervention Groups Versus Control Group**

The intervention groups (EHI-only and EHI-OP) were merged, as all participants from these study arms had access to the same EHI and only 3 (13%) participants from the EHI-OP group additionally consulted the OP upon invitation. We investigated the differences between the outcomes of the combined intervention groups and the control group by using the nonparametric Mann-Whitney U test.

**Results**

**Descriptive Statistics**

All 825 eligible employees with frequent SA from 21 participating organizations (the source population) were randomized. A total of 2 reorganizing organizations withdrew from the study after receiving negative reactions from their employees (n=122 eligible employees). In 6 other organizations, none of the eligible employees (n=163) decided to participate. From the other 13 organizations, 525 employees did not send an informed consent form. Some employees (n=15) filled out the consent form but failed to complete the baseline questionnaire. One employee was misregistered as having frequent SA. After exclusion of these 743 eligible employees, the study included 82 participants at baseline. SA-registered data of 3 participants were lost to follow-up due to temporary contracts that ended during the follow-up period. In total, 17 participants did not fill out the last questionnaire. Finally, 21 participants were included in the EHI-only group, 31 in the EHI-OP group, and 30 in the CAU group in the analysis. Figure 1 provides an overview of the recruitment flow.

Figure 1. Flowchart of participants. CAU: care as usual; EHI-only: study arm with only eHealth intervention; EHI-OP: study arm with eHealth intervention and invitation for OP consultation.
### Table 1. Characteristics of participants.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>EHI-onlya (N=21)</th>
<th>EHI-OPb (N=31)</th>
<th>CAUc (N=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.9 (10.1)</td>
<td>45.9 (11.4)</td>
<td>46.9 (10.9)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>7 (33)</td>
<td>10 (32)</td>
<td>10 (33)</td>
</tr>
<tr>
<td>Marital status (married or living together), n (%)</td>
<td>18 (86)</td>
<td>23 (74)</td>
<td>21 (70)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>4 (19)</td>
<td>3 (10)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>9 (43)</td>
<td>10 (32)</td>
<td>11 (37)</td>
</tr>
<tr>
<td>High</td>
<td>8 (38)</td>
<td>18 (58)</td>
<td>17 (57)</td>
</tr>
<tr>
<td><strong>Work-related characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Irregular work (eg, night shift), n (%)</td>
<td>5 (24)</td>
<td>6 (19)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Years with current employer, mean (SD)</td>
<td>13.1 (8.9)</td>
<td>14.4 (10.9)</td>
<td>15.1 (11.6)</td>
</tr>
<tr>
<td>Hours per week, mean (SD)</td>
<td>31.1 (7.4)</td>
<td>34.9 (8.7)</td>
<td>33.1 (11.1)</td>
</tr>
<tr>
<td>Workload, mean (SD)</td>
<td>2.5 (0.6)</td>
<td>2.7 (0.7)</td>
<td>2.5 (0.9)</td>
</tr>
<tr>
<td>Emotional demands, mean (SD)</td>
<td>2.2 (1.0)</td>
<td>1.9 (0.8)</td>
<td>1.9 (0.6)</td>
</tr>
<tr>
<td>Conflict at work (current), n (%)</td>
<td>3 (14)</td>
<td>1 (3)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Work-home interference, mean (SD)</td>
<td>1.5 (0.4)</td>
<td>1.8 (0.8)</td>
<td>1.7 (0.8)</td>
</tr>
<tr>
<td>Performance feedback, mean (SD)</td>
<td>3.1 (1.1)</td>
<td>3.1 (1.0)</td>
<td>3.1 (1.0)</td>
</tr>
<tr>
<td>Opportunities to learn and develop, mean (SD)</td>
<td>2.7 (1.0)</td>
<td>2.6 (1.0)</td>
<td>2.6 (1.1)</td>
</tr>
<tr>
<td>Support manager, mean (SD)</td>
<td>2.9 (1.1)</td>
<td>2.8 (1.2)</td>
<td>3.1 (1.1)</td>
</tr>
<tr>
<td>Support colleagues, mean (SD)</td>
<td>3.5 (0.8)</td>
<td>3.7 (1.0)</td>
<td>3.4 (1.2)</td>
</tr>
<tr>
<td>Autonomy, mean (SD)</td>
<td>3.3 (1.0)</td>
<td>3.7 (0.9)</td>
<td>3.1 (1.0)</td>
</tr>
<tr>
<td><strong>Health related, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health perception (short form health survey 1-item [SF-1])</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bad</td>
<td>0 (0)</td>
<td>3 (10)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Fair</td>
<td>4 (19)</td>
<td>7 (23)</td>
<td>14 (47)</td>
</tr>
<tr>
<td>Good</td>
<td>14 (67)</td>
<td>14 (45)</td>
<td>11 (37)</td>
</tr>
<tr>
<td>Very good</td>
<td>2 (10)</td>
<td>5 (16)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Excellent</td>
<td>1 (5)</td>
<td>2 (7)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>7 (35)</td>
<td>12 (40)</td>
<td>8 (28)</td>
</tr>
</tbody>
</table>

aEHI-only: study arm with only eHealth intervention.
bEHI-OP: study arm with eHealth intervention and invitation for occupational physician consultation.
cCAU: care as usual.

Table 1 shows the characteristics of the 82 analyzed participants. The mean age was 46 years. The percentage of men was 33% (27/82) and 76% (62/82) were married or living together. Few participants had low education: 19% (4/21) of the EHI-only group, 10% (3/31) of the EHI-OP group, and 7% (2/30) of the CAU group. Many participants found frequent SA a problem for themselves (58/82, 71%), but a very low percentage reported that they thought that this was the case for their managers (15/82, 18%) or colleagues (11/82, 13%). The information on self-reported factors playing a role in health and frequent SA could be categorized into 5 main categories: type of disease (eg, chronic disease and migraine, 28/82, 34%), high job demands (12/82, 15%), low job resources (4/82, 5%), home demands (7/82, 9%), and imbalance between demands and capacity (4/82, 5%). An additional 26 participants (32%) did not answer this open question.

### Analysis of 3 Study Arms

#### Primary Outcome

There was no significant difference in reduction of SA frequency between the 3 study arms (Kruskal-Wallis: \( P=.66 \)). All 3 groups, EHI-only, EHI-OP, and CAU, showed a significant reduction in SA frequency over time (\( P \) values of respective Wilcoxon signed rank tests: EHI-only: \( P=.006 \), EHI-OP: \( P<.001 \), and control group: \( P<.001 \)). Where all participants had frequent SA
at baseline, at 1-year follow-up, 5 participants in the EHI-only group (5/21, 25%) had frequent SA, 16 participants in the EHI-OP group (16/31, 52%), and 12 in the CAU group (12/30, 40%, data not shown). Table 2 shows that there was no significant difference in SA frequency between the EHI groups and the CAU group at 1-year follow-up.

**Secondary Outcomes**

All 3 groups showed a reduction in total SA days over time. No significant difference was found between the EHI and CAU groups in the total number of SA days at 1-year follow-up (Table 2). In the EHI-only group, 3 (15%) had long-term SA (ie, ≥42 consecutive days) during 1-year follow-up, 7 in the EHI-OP group (23%), and 8 in the CAU group (28%, data not shown). We found no significant differences between the EHI groups and CAU group in burnout and engagement. Work ability was significantly lower in the EHI-OP group at 1-year follow-up compared with the other groups.

---

### Table 2. Results of 3 study arms.

<table>
<thead>
<tr>
<th>Outcome at 1-year follow-up</th>
<th>Median T0 (IQR a 25-75%)</th>
<th>Median T1 (IQR 25-75%)</th>
<th>P value (Kruskal-Wallis)b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of sickness absence episodes</strong></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>EHI-only c</td>
<td>3 (3-4)</td>
<td>1 (0.5-3.5)</td>
<td></td>
</tr>
<tr>
<td>EHI-OP d</td>
<td>4 (3-5)</td>
<td>3 (1-4)</td>
<td></td>
</tr>
<tr>
<td>CAU e</td>
<td>3 (3-4)</td>
<td>2 (1-3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total number of sickness absence days</strong></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>EHI-only</td>
<td>22 (14.5-37.5)</td>
<td>5 (1-25)</td>
<td></td>
</tr>
<tr>
<td>EHI-OP</td>
<td>17 (8-34)</td>
<td>11 (4-36)</td>
<td></td>
</tr>
<tr>
<td>CAU</td>
<td>20.5 (11.5-38.8)</td>
<td>12.5 (7.0-73.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Burnout (range 0-6)</strong></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>EHI-only</td>
<td>0.9 (0.3-1.5)</td>
<td>1.2 (0.2-1.6)</td>
<td></td>
</tr>
<tr>
<td>EHI-OP</td>
<td>1.4 (0.6-2.0)</td>
<td>1.3 (0.5-2.3)</td>
<td></td>
</tr>
<tr>
<td>CAU</td>
<td>1.3 (0.5-2.2)</td>
<td>1.4 (0.8-2.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Engagement (range 0-6)</strong></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>EHI-only</td>
<td>3.6 (2.4-4.5)</td>
<td>3.9 (2.8-4.8)</td>
<td></td>
</tr>
<tr>
<td>EHI-OP</td>
<td>3.7 (2.6-4.7)</td>
<td>3.4 (2.6-4.1)</td>
<td></td>
</tr>
<tr>
<td>CAU</td>
<td>2.8 (2.1-4.3)</td>
<td>3.3 (2.4-3.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Work ability (range 0-10)</strong></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>EHI-only</td>
<td>8 (7-9)</td>
<td>8 (8-9)</td>
<td></td>
</tr>
<tr>
<td>EHI-OP</td>
<td>8 (8-9)</td>
<td>7 (7-8)</td>
<td></td>
</tr>
<tr>
<td>CAU</td>
<td>8 (7-9)</td>
<td>7.5 (7-8)</td>
<td></td>
</tr>
</tbody>
</table>

aIQR: interquartile range.

bP values for differences between the 3 study arms at T1.

cEHI-only: study arm with only eHealth intervention.

dEHI-OP: study arm with eHealth intervention and invitation for occupational physician consultation.

eCAU: care as usual.
Table 3. Results of analysis with combined intervention groups versus control group.

<table>
<thead>
<tr>
<th>Outcome at 1-year follow-up</th>
<th>Median T0 (IQR(^a) 25-75%)</th>
<th>Median T1 (IQR 25-75%)</th>
<th>(P) value (Mann-Whitney U)(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of sickness absence episodes</strong></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>EHI groups(^c)</td>
<td>3.5 (3-4.8)</td>
<td>2.4 (1-4)</td>
<td></td>
</tr>
<tr>
<td>CAU(^d)</td>
<td>3 (3-4)</td>
<td>2 (1-3)</td>
<td></td>
</tr>
<tr>
<td><strong>Total number of sickness absence days</strong></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>EHI groups</td>
<td>19 (10.3-37)</td>
<td>8.7 (2.3-31.5)</td>
<td></td>
</tr>
<tr>
<td>CAU</td>
<td>20.5 (11.5-38.8)</td>
<td>12.5 (7-73.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Burnout (range 0-6)</strong></td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>EHI groups</td>
<td>1.2 (0.5-1.9)</td>
<td>1.3 (0.4-2.1)</td>
<td></td>
</tr>
<tr>
<td>CAU</td>
<td>1.3 (0.5-2.2)</td>
<td>1.4 (0.8-2.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Engagement (range 0-6)</strong></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>EHI groups</td>
<td>3.6 (2.6-4.6)</td>
<td>3.6 (2.6 -4.4)</td>
<td></td>
</tr>
<tr>
<td>CAU</td>
<td>2.8 (2.1-4.3)</td>
<td>3.3 (2.4-3.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Work ability (range 0-10)</strong></td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>EHI groups</td>
<td>8 (7-9)</td>
<td>7.4 (7-9)</td>
<td></td>
</tr>
<tr>
<td>CAU</td>
<td>8 (7-9)</td>
<td>7.5 (7-8)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

\(^b\)\(P\) values for the combined eHealth intervention groups versus the care as usual group at T1.

\(^c\)EHI groups: combined eHealth intervention groups.

\(^d\)CAU: care as usual.

Process Evaluation: Adherence to the Intervention and Additional Actions

In a process evaluation 3 months after baseline, all participants received a questionnaire focusing on adherence to the intervention and additional actions they had taken. In total, 55 (70\%) participants responded to the process evaluation.

A total of 3 participants out of 30 (10\%) in the EHI-OP group reported that they had consulted the OP upon study invitation. Moreover, 2 participants from this study arm had seen the OP at a later moment (at the initiative of their employer) because of longer SA. A total of 2 participants from the EHI-only group (10\%) and 3 from the control group (10\%) reported having consulted the OP. All participants who had visited the OP were satisfied with the consultation.

In the EHI-only group, 54\% (7/13) process evaluation responders reported that they had received the digital advice and 72\% (13/18) in the EHI-OP group. Of the 7 receivers in the EHI-only group, 4 (57\%) had read the additional documents provided. This was the case for 46\% (6/13) receivers in the EHI-OP group. No participant made a plan-of-action as provided in the digital tool. For a schematic overview of adherence to the intervention and additional actions, see Table 4.

Participants from all groups—intervention and control—took additional actions. A total of 16 participants (29\%) took action at work (4/13 in the EHI-only group, 31\%; 5/18 in the EHI-OP group, 28\%; and 7/24 in the control group, 29\%). Overall, we observed no marked differences between actions in the EHI groups and the CAU group. A total of 4 participants from the EHI-only group (31\%) and 9 from the EHI-OP group (50\%) had taken no (new) actions since study participation. Many participants reported why they had not undertaken any further actions, including OP consultations, for example, having already taken a lot of actions before the study, still undertaking actions they had started before the study, not acknowledging the added value of the intervention when knowing the problem is not work-related, being too busy, low urgency, and optimism about their future health and SA.
Table 4. Overview of actions per group according to process evaluation.

<table>
<thead>
<tr>
<th>Actions undertaken</th>
<th>EHI-only(^a) (n=13)</th>
<th>EHI-OP(^b) (n=18)</th>
<th>CAU(^c) (n=24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participation rate in process evaluation, 3 months after intervention, %</td>
<td>65</td>
<td>60</td>
<td>83</td>
</tr>
<tr>
<td>Digital scores and advice received, n</td>
<td>7</td>
<td>13</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>Digital advice, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully read</td>
<td>7</td>
<td>9</td>
<td>N/A</td>
</tr>
<tr>
<td>Partially read</td>
<td>N/A</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Not read</td>
<td>N/A</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Digital documents read, n</td>
<td>4</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>Visits to occupational physician according to process evaluation, n</td>
<td>2</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Visit to general practitioner or medical specialist, n</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Visit to psychologist, n</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Tackle sources of stress, n</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Tackle or discuss problems and solutions at work, n</td>
<td>4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Change lifestyle, n</td>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

\(^a\)EHI-only: study arm with only eHealth intervention.
\(^b\)EHI-OP: study arm with eHealth intervention and invitation for OP consultation.
\(^c\)CAU: care as usual.
\(^d\)N/A: not applicable.

Discussion

Principal Findings

The primary aim of this study was to evaluate the effectiveness of the EHI tool without OP consultation (EHI-only) or with OP consultation (EHI-OP) on SA frequency among employees with frequent SA compared with CAU. The secondary aim was to evaluate the effectiveness of the interventions (EHI groups) on the total number of SA days, burnout, engagement, and work ability. There was no significant difference in SA frequency during follow-up between the EHI groups and the CAU group. SA frequency was lower at T1 compared with T0 for all groups. We also found no significant difference on total SA, burnout, and engagement at T1 between the EHI groups and CAU group. Work ability was lower in the EHI-OP study arm than in the CAU group at 1-year follow-up in the “analysis of 3 study arms, but not in the analysis comparing the combined intervention groups versus the control group.” The combination of the EHI tool with an OP consultation was not tested, as only 3 people consulted the OP upon invitation. The results from the EHI-OP group represent more the effect of the EHI intervention as a stand-alone tool than the intended blended care.

Our findings on SA frequency are in line with previous results of RCTs on the effect of non-EHIs. Duijts et al [13] reported that a coaching intervention (7 to 9 sessions of 1 hour) did not result in a significant difference of SA episodes in the intervention group compared with the control group. However, the number of SA days at follow-up was significantly lower. Likewise, Kant et al [15] found no significant differences in SA episodes between intervention and control groups in an intervention with structured early consultations with the OP. They found a significantly lower SA duration in the follow-up period in a per-protocol analysis, but not in the intention-to-treat analyses. Although the intervention groups in our study also showed lower total SA days at 1-year follow-up compared with the control group, we found no significant difference between the groups.

That no significant differences were found between groups might be explained by too few participants in the intervention and control groups. Another explanation for finding no effect is that we may have included participants with more serious conditions than in the general population of frequent absentees, that is, conditions that are more difficult or impossible to solve or treat. One indication of having a selection of frequent absentees with more severe conditions is that some participants joined the study after having started a period of long-term SA. Another indication of selection of frequent absentees with more severe conditions is the incidence of long-term SA. In our study, 28% (8/30) in the control group had long-term SA (≥42 days), as opposed to 19% in an earlier longitudinal study on the risk of long-term SA in 4126 frequent absentees [2]. Possibly, the use of the logo of an OHS may have contributed to a selection bias toward participants with more severe conditions as OHS in the Netherlands mostly focus on employees with long-term SA.

The EHI-OP intervention might have been more effective if more frequent absentees had visited the OP for preventive advisory consultations. The resulting increased awareness of the high-risk of future long-term SA could have motivated absentees to undertake more actions to improve their situation. The OP could also have helped them to prioritize these actions by working with them to develop a structured plan of action. Moreover, the OP could have referred them to other professionals, such as a company social worker or psychologist.
According to a recent meta-analysis by Heber et al [48], guided computer-based interventions, combining computer based-intervention with human written guidance, may be more effective than stand-alone EHIIs. In meta-analyses, Hutchesson et al found effectiveness of EHIIs to be enhanced by the addition of face-to-face group or individual sessions or extra technologies such as self-monitoring tools, email counseling, or online group discussions [49]. Reasons for frequent absentees not to accept the invitation to consult with an OP included mistrust, insufficient urgency to take (additional) action, not acknowledging the added value of the OP when knowing the (private) problem, being too busy, and optimism about their future health and SA.

Another explanation for our results may be low adherence to the EHI tool itself; in the process evaluation, 15 participants (15/55, 27%) reported not having received or (fully) read the digital advice. Only a few participants read the additional documents. Many (23/55, 42%) did not take additional actions such as seeking advice from general practitioners, paramedics, or discussions with the employer about work problems. Although 71% (58/82) of the participants considered their frequent SA to be a problem, only 18% (15/82) of participants considered frequent SA to be a problem for the manager and only 13% (11/82) for (some of) the colleagues. Overall, it seems that frequent absentees did not feel a sense of urgency, either intrinsically or in response to external pressure.

Another reason for no effect may be that the control group was made aware of frequent SA and the risk of long-term SA by the invitational study leaflet and the Web-based questionnaire. The increased awareness may have stimulated the control group to take actions aimed at reducing their SA frequency; the process evaluation shows that they indeed did take actions.

Strengths and Limitations

This is the first RCT to study the effect of an EHI tool on employees with frequent SA. The baseline questionnaire used instruments and scales validated for use in occupational health care. As the SA measures were register-based, there was limited attrition. This study was undertaken in the Netherlands, limiting cross-country generalizability. The advantage is that all participants fall under the same regulations, with registration from the first SA day and salary payment also from the first SA day, regardless of the cause of SA.

As studies that include SA frequency as outcome measure are scarce and do not target the group of frequent absentees, we had no information on a realistic intervention effect. We included 2 sample size calculations in the study protocol as registered with the METc, 1 based on intervention studies in a more heterogeneous population and 1 based on our practice-based knowledge on a relevant intervention effect in an occupational health setting. Although aiming for the highest sample size, due to low participation, we accepted the lower sample size of 27 participants per group. In hindsight, this sample size was low and may be the reason for not finding effect.

Only 9.9% (82/825) eligible frequent absentees participated in the study. The absentees are probably not aware that frequent SA often recurs and may pose a risk of future long-term SA [11], regardless of the information in the invitational leaflet. We dealt with potential selection bias by using prestudy randomization: participants were allocated to intervention and control groups before the study started; they were blinded for the group to which they were allocated until they did or did not receive the digital advice. The low participation rate may have affected the generalizability of the results.

Few participants in the EHI-OP group visited the OP for advice and guidance. Thereupon, we conducted an analysis of the “combined intervention groups versus control group,” which led to higher statistical power for testing the EHI than in the “analysis of the 3 study arms.” However, we could not draw conclusions on the effectiveness of blended care (EHI-OP), as too few participants consulted the OP. The reason for low adherence to the blended intervention (EHI-OP) may be the voluntary character of the invitation, without any support or stimulation from researchers, employer, or OHS to visit the OP, in combination with an insufficient sense of urgency of the frequent absentee.

Learnings and Implications for Future Research

The study had a low participation rate (9.9%). This was probably due to a combination of factors. Employees with frequent SA may have a low intrinsic urgency to undertake action. The mild nature of most illnesses in frequent SA [50] in combination with an invitation related to sickness episodes in the past are possible reasons for a low intrinsic urgency to take action. In addition, employees are unaware of the high risk of future SA [11]. Moreover, there was no extrinsic stimulus: participation was completely voluntary. Most employees thought that the manager or colleagues did not find frequent SA a problem. A different recruitment procedure could increase study participation. A recent systematic review found that personal approaches lead to higher participation rates [51]. Recruitment can be increased through personal invitations by the researchers, invitation at the time of the third SA episode, when an employee has increased awareness possibly leading to increased motivation, or more involvement from the employer [52] or employee representatives. Due to scientific ethical codes (voluntary participation), involvement of the employer may be difficult to implement in a research setting. Several EHI studies found that recruitment using social media such as Facebook is more successful than more traditional recruitment strategies such as advertising [53,54]. However, such strategies seem difficult to apply to the population of employees with frequent SA. A combination of recruitment methods might also be more successful than relying solely on 1 method [55]. As it still may be difficult to reach participation rates as found in occupational health surveys (40% to 60%) and in earlier studies by Kant et al (50.2% questionnaire responders and 89% follow-up of [OP] intervention [15]) and Taimela et al (48% questionnaire responders and 68% attended the consultation at the OHS [14]), recruitment in intervention studies to reduce frequent SA should consider using a larger source population than the one used in this study. A higher participation rate combined with a larger source population may improve generalizability, decrease differences in characteristics of the participants between study arms, and increase power.
The adherence to the intervention tool was low. Reasons mentioned by participants were already having taken (a lot of) actions before the study or still undertaking actions, not seeing the added value of the intervention when knowing the problem not being work-related, being too busy, feeling low urgency, and being optimistic about their future health and SA. These reasons can be summarized as “low motivation to take (further) action.” To increase adherence, these issues have to be addressed. With little internal motivation, some external information or stimulus is needed. Studies on EHIs have found that human support increases adherence to the intervention [48,56] and effectiveness [49]. Increased adherence may be a more detailed explanation of the finding of Hutchesson in a meta-analysis [49] that direct human contact seems to intensify the effect of eHealth technologies. An OP can support various phases of the motivational process. An OP can increase readiness to act by increasing awareness of the high future risk of long-term SA. In addition, an OP can support an employee to make a realistic “plan of action” or refer to other professionals where necessary. An employer could also provide stimulation (they do in practice), but this is not ethically acceptable in scientific studies. Additional possibilities to increase adherence to the tool are the usage of reminders [57] or extra technological components such as more interactive exercises [58].

To increase adherence to an OP consultation, it might be more effective to offer only blended care, with the OP consultation as the main intervention and the EHI in the supporting role, as preparation for the consultation. Personal invitations to the OP could also increase adherence [51]. Preferably, the invitation is to the OP of the organization the employee works for; alternatively, a visit to another OP might be offered. The invitation should make clear that employees are also welcome in case of nonwork-related problems: the involvement of an occupational health service may be the reason why some participants in this study saw no reason for further action as they had private problems.

Future intervention studies on frequent absentees should deal with possible selection bias toward participants with more severe conditions by, for example, stratifying into groups with and without chronic disease or with and without long-term SA at baseline. Future intervention studies on SA frequency among employees with frequent SA should include larger sample sizes. Future research should also take into account the large reduction of SA frequency in the control group in the follow-up year. An intervention effect of 1 SA episode seems too high compared with the median SA frequency in the follow-up year. An intervention effect of 0.5 or even lower should be considered in future power calculations.

As the reasons for SA are very broad, it may be easier to develop an intervention focused on a specific disease than an intervention to reduce SA. However, it is important to continue to address reduction of SA in effectiveness studies. Not only is registered SA a very objective, numerical measurement that directly reflects economic costs (lost working days) but reduction of future frequent and long-term SA also focuses on prevention of any disease and ill-health.

Conclusions
To our knowledge, this is the first RCT to examine the effect of an EHI tool on employees with frequent SA. When comparing the intervention groups with the control group, we found no significant effect of the intervention on SA frequency. Moreover, we found no significant effect on total SA days, burnout, engagement, or work ability. Only few employees with frequent SA participated in the study and relatively few took additional action to reduce frequent SA, with no apparent difference between the intervention groups and the control group. None of the participants set up a “plan of action” aimed at reducing SA frequency. Due to low adherence to the OP consultation, the results on the EHI-OP study arm do not represent results from blended care. Future research should test the effect of blended care, possibly involving the employer or manager of the employee with frequent SA to encourage adherence to an OP consultation. This could help to increase awareness and sense of urgency and may lead to more focus and adequate (local professional) and appropriate support.
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Abstract

Background: Cigarette smoking is the leading cause of preventable death and disease in the United States. Smoking prevalence is higher in rural areas than in metropolitan areas, due partly to differences in access to cessation treatment. With internet use at 89% of all US adults, digital approaches could increase use of cessation treatment and reduce smoking.

Objective: We investigated the extent to which smokers from rural areas use a digital cessation resource. We compared the geographic distribution of registered users of a free Web-based smoking cessation program with the geographic distribution of US smokers.

Methods: We mapped user-provided ZIP codes to Rural-Urban Continuum Codes. A total of 59,050 of 118,574 users (49.80%) provided valid ZIP codes from 2013 to 2017. We used US National Survey of Drug Use and Health data from 2013 to 2017 to compare the geographic distribution of our sample of Web-based cessation users with the geographic distribution of US smokers. Reach ratios and 95% confidence intervals quantified the extent to which rural smokers’ representation in the sample was proportionate to their representation in the national smoking population. Reach ratios less than 1 indicate underrepresentation.

Results: Smokers from rural areas were significantly underrepresented in 2013 (reach ratio 0.89, 95% CI 0.87-0.91) and 2014 (reach ratio 0.89, 95% CI 0.86-0.92), proportionally represented in 2015 (reach ratio 1.08, 95% CI 1.02-1.14) and 2016 (reach ratio 1.03, 95% CI 0.94-1.14), and proportionally overrepresented in 2017 (reach ratio 1.16, 95% CI 1.12-1.21). Smokers from Large Metro areas were proportionally represented in 2013 and 2014 but underrepresented in 2015 (reach ratio 0.97, 95% CI 0.94-1.00), 2016 (reach ratio 0.89, 95% CI 0.85-0.94), and 2017 (reach ratio 0.89, 95% CI 0.86-0.91).

Conclusions: Results suggest that smokers from rural areas are more than proportionally reached by a long-standing digital cessation intervention. The underrepresentation of smokers from Large Metro areas warrants further study.
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Introduction

Geographic Disparities in Smoking Prevalence

The disease burden from cigarette smoking—still the leading cause of preventable death and disease in the United States [1]—disproportionately affects rural Americans [2-4]. Although the national prevalence of cigarette smoking was 13.9% in 2017, sharp geographic disparities exist: adults living outside metropolitan areas were nearly twice as likely to smoke as their urban counterparts (21.5% and 11.5%, respectively) [5]. While there has been a substantial decline in smoking prevalence in
urban populations, smoking rates between 2007 and 2014 remained stagnant in rural areas [6]. Rural residence has been shown to be an independent predictor of this difference in smoking trends, even after controlling for important covariates [6-8]. Understanding this geographic disparity and reducing the higher rates of smoking among rural Americans has been acknowledged as a public health priority [9,10].

Rural populations and cultures are heterogeneous, as are the challenges they face when quitting tobacco [7,11]. Among these are barriers to treatment access, including lack of insurance [12], geographic isolation, and limited access to trained tobacco treatment providers [10]. The internet is often the first place that many smokers turn to for health information and is well suited to address barriers to cessation treatment access for rural adults. In 2017, 36% of all smokers in the United States—more than 12 million adults—searched online for information about quitting smoking [13]. Evidence-based internet interventions deliver the core components of cessation treatment through engaging, multimodal formats, often free of charge to the end user, and yield quit rates comparable with in-person and phone-based interventions [14,15]. They are available around the clock and (uniquely) can be accessed conveniently at times when smokers most need support to prevent relapse. Thriving, open access online social networks for smoking cessation (eg, BecomeAnEX [16]) provide connection to a broad range of current and former smokers for real-time information and support that may be lacking in rural smokers’ own social networks [17].

However, enthusiasm for the potential of internet interventions to reduce smoking prevalence among rural adults may need to be tempered by the realities of a persistent digital divide. According to the Pew Research Center, 89% of all American adults used the internet in 2018, yet disparities in usage rates remain [18]. For almost two decades, rural adults have been roughly 10 percentage points less likely to use the internet than their urban and suburban counterparts. In 2018, 78% of rural adults reported that they used the internet, compared with 92% of urban adults and 90% of suburban adults [18]. In addition to differences in access, differences in bandwidth may affect rural adults’ ability to take advantage of rich, interactive features: as of 2016, broadband was available to 96% of urban Americans but only 61% of rural Americans [19].

To our knowledge, only 1 study has examined the reach of internet smoking cessation interventions across the rural-urban continuum. In 2007, Danaher et al [20] compared the proportion of rural adults enrolled in a Web-based trial for smokeless tobacco cessation with the proportion of rural adults in the US national population. Using a chi-square test, they found that a significantly greater proportion of trial participants lived in rural areas (8.1%) than would be expected based on the national proportion of adults who lived in rural areas (4.2%). That result reflected both smokeless tobacco usage patterns and the success of the study’s targeted marketing efforts.

Objectives

In this study, we extended the work of Danaher et al to investigate the participation of rural US smokers in a free, evidence-based, digital smoking cessation intervention. Instead of the chi-square statistic, we employed the reach ratio (ReRa) [21], a measure of population reach that has been used to document the extent to which specific subgroups of a population benefit from a public health intervention [21-23]. The benefit of the ReRa method is that it provides not only a significance test, but also an estimate of magnitude and confidence interval for numeric comparison. A ReRa of 1.0 indicates that a group is perfectly represented, greater than 1.0 indicates overrepresentation, and less than 1.0 indicates underrepresentation. For example, Baskerville et al [22] used ReRas to examine the equity of quitline treatment reach across 3 specific vulnerable populations (young males; those with less than high school education; and rural dwellers) following implementation of tobacco warning labels with the toll-free quitline number. They found substantial variability in the reach equity of quitlines for rural populations across Canadian provinces, ranging from approximately 0.1 for rural smokers in Manitoba to approximately 1.4 for rural smokers in New Brunswick. Similarly, Amato et al [23] examined quitline use in Minnesota and found that rural Minnesotans were less likely than their urban counterparts to use quitline services (ReRa 0.78). In this study, we used ReRas to measure the extent to which the proportion of smokers who registered for a free Web-based smoking cessation program from rural areas matched their representation in the national population.

Methods

Study Setting

We extracted data from 2013 to 2017 from BecomeAnEX, a free Web-based smoking cessation program developed by Truth Initiative (Washington, DC, USA) in collaboration with Mayo Clinic (Rochester, MN, USA). The program was launched in 2008 [24] and delivers cessation treatment consistent with US national treatment guidelines [25]. Smokers find BecomeAnEX through organic search, using common search phrases like “how to quit smoking.” Smokers also find BecomeAnEX through paid advertisements on Google search. Smokers anywhere in the United States had equal opportunity to register on BecomeAnEX (ie, no geotargeting of advertisements was in place during the study period). Upon registration, users provide an email address, choose a username, and designate a password. During the study period, users could also choose to provide optional pieces of personal information at registration, including ZIP code, age, gender, and smoking history.

Procedures for collecting ZIP code information on BecomeAnEX changed during the study period. During most years, ZIP code was a required element of the registration process; during 2015, 2016, and part of 2017, it was entered optionally. As a result, the proportions of users who entered a ZIP code during those years were substantially lower than during others. To ensure that estimates of reach were not driven by sample differences, we assessed the effects of gender and age on likelihood of reporting a valid ZIP code using separate quasi-Poisson logistic regressions. Age was entered as a continuous variable measured in decades; female gender was entered as an indicator variable. Interaction terms with year were entered as categoric variables.
Geographic Classification of Users

We used ZIP codes from user registration data to calculate ReRas following 2 preprocessing steps. In the first preprocessing step, we classified BecomeAnEX users in terms of location. We mapped each user’s ZIP code to a 2013 US Department of Agriculture Rural-Urban Continuum Codes (RUCC) value. RUCC provides a classification system for distinguishing metropolitan counties based on the size of the metropolitan area, and for nonmetropolitan counties based on the extent of urbanization and proximity to metropolitan areas, drawing on the 2010 US Census and the 2006-10 American Community Survey [26]. We mapped ZIP codes to ZIP Code Tabulation Areas (ZCTAs), then ZCTA to county, and finally county to 2013 RUCC [27]. Demographic differences in the likelihood of providing a ZIP code during registration were assessed with logistic regression.

We selected the RUCC classification system to allow direct comparison with detailed tables from the US National Survey of Drug Use and Health (NSDUH), which also report geographic area using the RUCC system. Although RUCC uses a 9-point classification system, we combined geographic area types into the following 3 categories to ensure that samples in all groups were of sufficient size to support meaningful inference based on confidence intervals: Large Metro (RUCC 1), Small Metro (RUCC 2 or 3), and Nonmetro (RUCC 4-9) [27]. Large Metro areas had populations of 1 million or more people. Small Metro areas had populations of fewer than 1 million people but were defined as metropolitan areas based on population and worker commuting criteria by the US Office of Management and Budget. Briefly, those criteria included an urbanized core of 50,000 or more population and adjacent areas that were socially and economically integrated [28]. Nonmetro areas were counties outside of defined metropolitan areas [26]. Although our definition of Nonmetro was not strictly limited to individuals living in areas classified as “completely rural” (RUCC 9), it included the roughly 20% of US smokers living at the rural end of the rural-urban continuum. Previous research has also grouped geographic classifications [2-4,6,7,10].

Calculation of Reach Ratios

In a second preprocessing step, we calculated numerators (proportions of BecomeAnEX users) and denominators (proportions of US smokers) for the ReRas. We defined numerators for ReRas as the proportions of BecomeAnEX users from each geographic category within each year. These proportions were calculated from the geotagged BecomeAnEX registration data. For example, in 2016, 43.8% of new users on BecomeAnEX lived in Large Metro areas (Table 1, bottom panel).

We defined denominators for ReRas as the proportions of US smokers from rural and urban areas. These proportions were calculated from NSDUH estimates of the numbers of smokers by geographic category (Table 2.56A for 2013 [29]; Table 2.56A for 2014 [30]; Table 2.41A for 2015 and 2016 [31]; and Table 2.41A in 2017 [32]). Proportions were calculated as the estimated number of smokers within each geographic category, divided by the total number of smokers. For example, in 2016 there were 51,333,000 smokers aged 12 years and over living in the United States, of whom 25,259,000 lived in Large Metro areas (49.2%; Table 1, top panel; Table 2.41 in 2016 NSDUH detailed tables [31]).

Finally, we created ReRas from the 2 sets of proportions. Following the approach of Campbell et al [21], we calculated 95% confidence intervals for each ReRa using the Wald interval method (section 4.2.1 in Fagerland et al [33]). The key question of interest was whether ReRas for each group significantly differed from 1.0 in any years.

Table 1. Proportions of smokers in the US national population and among users of a Web-based intervention, by location and year.

<table>
<thead>
<tr>
<th>Population and type of area (RUCC)</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>US smokersb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large Metro (1)</td>
<td>48.14</td>
<td>50.07</td>
<td>50.29</td>
<td>49.21</td>
<td>48.18</td>
</tr>
<tr>
<td>Small Metro (2,3)</td>
<td>31.63</td>
<td>31.00</td>
<td>32.93</td>
<td>31.99</td>
<td>33.65</td>
</tr>
<tr>
<td>Nonmetro (4-9)</td>
<td>20.23</td>
<td>18.93</td>
<td>16.78</td>
<td>18.80</td>
<td>18.17</td>
</tr>
<tr>
<td>Geographically classified BecomeAnEX usersc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large Metro (1)</td>
<td>48.86</td>
<td>50.63</td>
<td>48.86</td>
<td>43.85</td>
<td>42.65</td>
</tr>
<tr>
<td>Small Metro (2,3)</td>
<td>33.16</td>
<td>32.53</td>
<td>33.05</td>
<td>36.70</td>
<td>36.24</td>
</tr>
<tr>
<td>Nonmetro (4-9)</td>
<td>17.98</td>
<td>16.83</td>
<td>18.08</td>
<td>19.45</td>
<td>21.11</td>
</tr>
</tbody>
</table>

aRural-Urban Continuum Codes.
bTotal numbers of smokers (in thousands) aged ≥12 years living in the United States were 55,778 in 2013; 55,240 in 2014; 51,951 in 2015; 51,333 in 2016; and 48,692 in 2017.
cTotal numbers of BecomeAnEX users who reported a valid ZIP code were 33,484 in 2013; 18,255 in 2014; 5491 in 2015; 1820 in 2016; and 8832 in 2017.
Results

Sample Characteristics

Between 2013 and 2017, a total of 127,207 new users registered on BecomeAnEX. Among those users, 67,854 provided valid ZIP codes and were assigned a RUCC value, representing 53.34% of all new users during the time period. Virtually all (114,373/114,844, 99.95%) users were current smokers or former smokers. Age was provided by 77.22% (98,227/127,207) of users; gender was provided by 76.61% (97,449/127,207). For every additional decade of a user’s age at registration, they were on average 3% more likely to provide a ZIP code across all years in the study period (relative risk 1.03, 95% CI 1.027-1.031, ranging from 1.00 in 2016 to 1.03 in 2013). Women were 10% more likely than men to provide a ZIP code (relative risk 1.10, 95% CI 1.103-1.12, ranging from 1.01 in 2015 to 1.44 in 2016).

Table 1 shows the proportions of smokers in each geographic area by year, for both the national population and the treatment-seeking population of BecomeAnEX users. In both samples, the largest group in all years lived in Large Metro areas (43.85% to 50.63%), while the smallest group lived in Nonmetro areas (16.83% to 21.11%). About a third in both areas (43.85% to 50.63%), while the smallest group lived in Small Metro areas (31.00% to 36.70%). Table 2 shows the extent to which the geographic distribution of smokers seeking treatment on BecomeAnEX mirrored the geographic distribution of smokers in the general population, with ReRas and 95% confidence intervals.

Large Metro Areas

In 2013 and 2014, the proportions of BecomeAnEX users from Large Metro areas (RUCC=1) were similar to their representation in the general smoking population. Beginning in 2015, smokers from Large Metro areas were marginally underrepresented (ReRa 0.97, 95% CI 0.94-1.00), and in 2016 and 2017 they were underrepresented by an even greater extent (2016: ReRa 0.89, 95% CI 0.85-0.94; 2017: ReRa 0.89, 95% CI 0.86-0.91).

Small Metro Areas

In contrast, smokers from Small Metro areas (RUCC 2 or 3) were overrepresented in all years except 2015. The magnitude of the disparity was greatest in 2016 (2013: ReRa 1.05, 95% CI 1.03-1.07; 2014: ReRa 1.05, 95% CI 1.02-1.08; 2016: ReRa 1.15, 95% CI 1.08-1.22; 2017: ReRa 1.08, 95% CI 1.05-1.11).

Nonmetro Areas

The representation of Nonmetro smokers (RUCC 4-9) on BecomeAnEX increased the most during the study period. They were underrepresented in 2013 (ReRa 0.89, 95% CI 0.87-0.91) and 2014 (ReRa 0.89, 95% CI 0.86-0.92), overrepresented in 2015 (ReRa 1.08, 95% CI 1.02-1.14), proportionally represented in 2016 (ReRa 1.03, 95% CI 0.94-1.14), and then overrepresented again in 2017 (ReRa 1.16, 95% CI 1.12-1.21).

Discussion

Principal Results

This study examined the extent to which registered users on a free Web-based smoking cessation program were geographically representative of the US national smoking population. Results indicate that the reach of BecomeAnEX was relatively similar across the rural-urban continuum. We observed some differences, although the magnitude of difference was relatively small when compared with other published ReRas [21,22]. The reach to rural areas was of particular interest, because smokers in those areas often have higher smoking rates and reduced access to other forms of cessation treatment.

Summarizing across all years, there is evidence for two general trends. First, despite the digital divide, smokers from Nonmetro areas appeared to seek out and use digital cessation resources at a rate that was proportional to—and even higher than—their representation in the population. The expansion of broadband availability and smartphone penetration may have facilitated the proportional increase from 2013 and 2014. Second, we observed a proportional decrease in BecomeAnEX users from Large Metro areas. One speculative hypothesis for that trend could be higher prevalence of nondaily and social smoking among smokers in Large Metro areas; many nondaily or social smokers do not view themselves as smokers and do not seek cessation treatment [34,35]. Alternatively, smokers in Large Metro areas might be using other types of cessation resources. Given the large proportion of the population living in Large Metro areas and the substantial population health benefits of quitting smoking, future research should explore this unexpected finding.

Limitations

These analyses have several limitations. First, the geographic classification of BecomeAnEX users and NSDUH respondents

http://www.jmir.org/2018/10/e11668/
was based on 2013 RUCC codes, which are updated every 10 years following each US Census. The census is the best available data for our purpose but does not capture changes that may have occurred between individual years in the study period. Second, other rural-urban classification systems with more nuanced categories may have provided additional insight [36]. We chose to use the RUCC system because it is widely used throughout the literature. We chose to combine all Nonmetro RUCC classifications into a single category due to sample size limitations. It is possible that smokers in the least connected areas may face unique challenges to quitting that were not detected in our analysis. However, analyzing them independently resulted in unacceptably large confidence intervals that prevented meaningful interpretation (not reported). Future research should investigate how smokers in the most rural communities access evidence-based cessation treatment, using alternative methods. Nonetheless, the reported ReRas for the combined category provides a useful and previously unavailable estimate of treatment reach for 20% of the smoking population. Third, although the method used to create confidence intervals has been previously published and is the best available to our knowledge, it ignores variability in NSDUH smoking prevalence estimates, while simultaneously overestimating error variance in the ReRas for each individual year by ignoring cross-year correlations. Analytic techniques that overcome these methodological limitations are needed, such as a method for multinomial trend analysis of ReRas.

Fourth, ZIP codes were available for only 53.34% of registered users. Although older users and women were more likely than younger users and men to provide ZIP codes, we have no reason to expect systematic differences by age or gender between rural and urban US adults in their proclivity to provide ZIP codes during the registration process but cannot rule out the possibility. Differences in rates of ZIP code missingness would not be expected to affect the robustness of our findings, unless there were an interactive effect of gender or age with geographic area type on a smoker’s likelihood of seeking treatment from an internet intervention. We are not aware of any data to suggest such an interaction exists. Previous research has found that the geographic disparity in smoking rates is greater for women than for men [8]. That finding does not suggest disparities in treatment seeking and does not directly affect our conclusions, but warrants further study. Future research, using appropriate population surveillance methods that can control for multiple covariates, should further investigate demographic correlates of geographic disparities.

Finally, our research focused on one specific Web-based cessation program, and therefore our results are not synonymous with the reach of all digital cessation interventions across the rural-urban continuum. However, our approach provides an easily replicable model for other intervention platforms to document their reach based on geography.

Conclusions
Progress is needed in addressing other challenges facing rural communities. Comprehensive smoke-free air laws, changes in social norms around tobacco use, effective tobacco industry countermarketing, and limiting children’s access to tobacco products are among the changes that still need to reach many rural communities. However, with the broad (and increasing) reach and proven effectiveness of internet smoking cessation interventions, access to treatment should not remain a barrier to quitting among rural smokers.
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Abstract

Background: Approaches to support the health and well-being of family caregivers of adults with chronic conditions are increasingly important given the key roles caregivers play in helping family members to live in the community. Web-based interventions to support caregivers have the potential to lessen the negative health impacts associated with caregiving and result in improved health outcomes.

Objective: The primary objective of this systematic review and meta-analysis was to examine the effect of caregiver-focused, Web-based interventions, compared with no or minimal Web-based interventions, on caregiver outcomes. The secondary objective was to assess the effect of different types of Web-based interventions (eg, education, peer and professional psychosocial support, and electronic monitoring of the care recipient), compared with no or minimal Web-based interventions, on caregiver outcomes.

Methods: MEDLINE, EMBASE, CINAHL, PsychInfo, Cochrane, and AgeLine were searched from January 1995 to April 2017 for relevant randomized controlled trials (RCTs) or controlled clinical trials (CCTs) that compared caregiver-focused, Web-based intervention programs with no or minimal Web-based interventions for caregivers of adults with at least one chronic condition. Studies were included if they involved: adult family or friend caregivers (aged ≥18 years) of adults living in the community with a chronic condition; a caregiver-focused, Web-based intervention of education or psychosocial support or electronic monitoring of the care recipient; and general caregiver outcomes (ie, burden, life satisfaction, self-efficacy or mastery, reaction to problem behavior, self-esteem, strain, and social support). Title and abstract as well as full-text screening were completed in duplicate. Data were extracted by a single reviewer and verified by a second reviewer, and risk of bias assessments were completed accordingly. Where possible, data for these caregiver outcomes were meta-analyzed.
Results: The search yielded 7927 unique citations, of which 294 studies were screened at full text. Of those, 14 studies met the inclusion criteria; 12 were RCTs and 1 study was a CCT. One study used an RCT design in 1 country and a CCT design in 2 other countries. The beneficial effects of any Web-based intervention program, compared with no or minimal Web-based intervention, resulted in a mean increase of 0.85 points (95% CI 0.12 to 1.57) for caregiver self-esteem, a mean increase of 0.36 points (95% CI 0.11 to 0.62) for caregiver self-efficacy or mastery, and a mean decrease of 0.32 points (95% CI −0.54 to −0.09) for caregiver strain. However, the results are based on poor-quality studies.

Conclusions: The review found evidence for the positive effects of Web-based intervention programs on self-efficacy, self-esteem, and strain of caregivers of adults living with a chronic condition. Further high-quality research is needed to inform the effectiveness of specific types of Web-based interventions on caregiver outcomes.

Trial Registration: PROSPERO CRD42018091715; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=91715 (Archived by WebCite at http://www.webcitation.org/738zAa5F5)
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burden; caregivers; chronic conditions; education; internet; meta-analysis; support; Web-based interventions

Introduction

The number of individuals living with chronic conditions is on the rise globally [1]. Family and friend caregivers provide up to 75% of the health and supportive care needs for older adults living in the community in Canada [2]. Although caregiving can be very rewarding, it is also associated with adverse physical, mental, and psychosocial health outcomes [3-5]. Examples of negative outcomes as a result of caregiving include burden, strain, being dissatisfied with life, feeling alone or isolated, and having low self-efficacy [3-8]. Thus, practical solutions to address the needs of caregivers are urgently needed.

Recently, there has been great interest in the use of Web-based interventions to support caregivers. It has been suggested that the delivery of health care interventions through the Web may result in improved accessibility of services as well as reduced health care costs [9]. There is accumulating evidence for the positive effect of caregiver-focused, Web-based interventions in 11 recent systematic or narrative reviews [10-20]. All of these reviews provided some evidence of improvements in caregivers’ health or well-being (eg, burden, depression, self-efficacy, and confidence) as a result of Web-based programs. Most reviews included studies with both high- and low-quality designs and noted the limited methodological quality of included studies as a concern. In addition, most reviews did not examine the effect of different types of Web-based support on caregivers. Finally, none of the reviews included a meta-analysis to quantify the magnitude of effect across studies.

The primary objective of this study was to conduct a systematic review and meta-analysis to assess the effect of caregiver-focused, Web-based interventions, compared with no or minimal web-based interventions, on outcomes for caregivers of adults with at least one chronic condition living in the community. The caregiver outcomes examined in this paper include burden, life satisfaction, self-efficacy or mastery, reaction to problem behavior, self-esteem, strain, and social support. The secondary objective was to examine whether specific types of Web-based interventions had a beneficial effect on these caregiver outcomes, to address previous review limitations. Of note, this review included only studies with the most rigorous designs, randomized controlled trials (RCTs) and controlled clinical trials (CCTs). This is a companion paper to a systematic review and meta-analysis that examines the effect of internet-based interventions on caregiver mental health outcomes [21].

Methods

Reporting Guidelines

This systematic review and meta-analysis was conducted following the Preferred Reporting Items for Systematic Reviews and Meta-Analysis guidelines [22].

Population

The population of interest included family and friend caregivers, aged ≥18 years, who were providing caregiving support to adults (≥18 years) living in the community with at least one chronic condition (ie, “care recipient”).

Interventions

Studies selected for this systematic review included those that examined any caregiver-focused, Web-based modality to deliver an intervention, which could include either a single component program or multimodal program.

Outcomes

The outcomes assessed in this meta-analysis included the following caregiver outcomes: burden, life satisfaction, self-efficacy or mastery, reaction to problem behavior, self-esteem, strain, and social support. Mental health outcomes are addressed in a companion paper [21].

Study Design

Inclusion and Exclusion

Studies were included if they met the following inclusion criteria: study designs were an RCT or CCT; studies examined any Web-based intervention program for caregivers of older adults having at least one chronic condition and living in the community; studies were published between January 1, 1995 and April 19, 2017; studies were published in English; studies reported on at least one caregiving outcome of interest (burden, life satisfaction, self-efficacy or mastery, reaction to problem behavior, self-esteem, strain, and social support).
behavior, self-esteem, strain, or social support); studies used any measurement tool to examine the outcomes of interest; and studies in which the control group received no or minimal Web-based intervention. Of note, there were no restrictions on the nature of chronic conditions of care recipients. The exclusion criteria included all other types of study designs (i.e., observational studies and case reports), gray or unpublished literature, conference abstracts, and letters or editorials. Furthermore, all published study protocols without preliminary results for data extraction were also excluded.

**Search Strategy**

A peer-reviewed search strategy was developed by 2 research librarians at McMaster University. EMBASE, MEDLINE, PsycINFO, CINAHL, Cochrane, and AgeLine were searched for studies published between January 1, 1995 and April 19, 2017. In addition, reference lists of systematic reviews were searched for relevant studies not captured by the initial search. Results were deduplicated, and the citations were uploaded to a secure Web-based platform. Multimedia Appendix 1 provides detailed information about the search terms.

**Selection of Studies**

Two reviewers independently selected studies for possible inclusion based on a title and abstract review. Studies meeting the inclusion criteria by either reviewer then underwent full-text review. Any disagreements were discussed between reviewers, and a third party was involved to help reach consensus, as necessary.

**Data Extraction and Quality Assessment**

Full-data extraction, including characteristics of included studies, was completed by one reviewer and verified by a second reviewer. The risk of bias (RoB) found in individual studies was assessed by one reviewer and verified by a second reviewer. RoB was assessed using the Cochrane RoB framework [23], which evaluates the level of bias for sequence generation, allocation concealment, blinding, completeness of outcome assessment, selective reporting, and other biases. The quality of the clinical evidence was critically appraised by one reviewer and verified by a second reviewer using the Grading of Recommendations Assessment, Development, and Evaluation system (GRADE), which evaluates the risk for bias, inconsistency, indirectness, and imprecision for each outcome [24]. Disagreements were resolved through consensus between the 2 reviewers.

**Data Analysis**

We used a meta-analysis to combine the results across studies for each outcome using the published data from included studies. To perform the meta-analysis, we used immediate posttreatment data (mean, SD) for continuous outcomes such as burden, life satisfaction, self-efficacy or mastery, reaction to problem behavior, self-esteem, strain, and social support. In addition, we used intention-to-treat outcome data where possible; however, if no intention-to-treat data were reported, we used outcome data obtained from those who completed the study.

The DerSimonian and Laird random-effects models with the inverse variance method were used to generate the summary measures of effect in the form of standardized mean difference (SMD) [25]. SMD accounts for similar outcomes measured using different assessment tools (e.g., caregiver burden assessed using different outcome measures such as the Zarit Burden Interview and Caregiver Quality of Life Scale). In this situation, it was necessary to standardize the results of the studies to a uniform scale before they could be combined in quantitative synthesis. SMDs were calculated using change from the baseline data for intervention and control groups for each study with relevant outcome data. For each outcome, data from the corresponding study were used to calculate the mean difference between pretreatment (baseline) and posttreatment (final or endpoint) values along with its SD for both intervention and control groups. In studies where SD was not reported, we calculated it from the reported SE of the mean, 95% CIs and P values, or z values using equations provided in Chapters 7 and 9 of the Cochrane Handbook for Systematic Reviews of Interventions [26,27]. SMD is interpreted on the basis of its magnitude according to Cohen d recommended thresholds (−0.2, small effect; −0.5, medium effect; and −0.8, large effect) [28].

The primary meta-analysis examined caregiver-focused, Web-based interventions by caregiver outcome. Subsequently, the secondary meta-analysis examined the effects of specific types of caregiver-focused, Web-based intervention programs on caregiver outcomes. Based on our previous work [18], intervention types were categorized accordingly: Web-based information or education only; Web-based information or education plus peer psychosocial support; Web-based information or education plus professional psychosocial support; Web-based information or education plus combined peer and professional psychosocial support; and Web-based information or education plus professional psychosocial support plus electronic monitoring of the care recipient.

The statistical heterogeneity of combined studies was examined using standard methods. The I^2 statistic was used to quantify the magnitude of statistical heterogeneity between studies where I^2 of 30%-60% represents moderate and I^2 of >60% represents substantial heterogeneity [26]. We used P<.10 as a guide to indicate where statistically significant heterogeneity may exist, upon which a closer examination of study differences was performed. All analyses were performed using Review Manager (RevMan Version 5.3, The Nordic Cochrane Centre, The Cochrane Collaboration, Copenhagen, Denmark) [29], STATA (version 14; Stata Corp, College Station, Texas, USA) [30], and GRADEpro Guideline Development Tool software packages [31].

**Results**

**Search**

The search resulted in 7927 unique citations, which were screened independently by 2 project staff, as seen in Figure 1. At title and abstract screening, we excluded 7633 studies, leaving 294 studies to be screened at full text. Of these, we identified 14 studies (16 papers) that met the inclusion criteria for this review. References lists of the on-topic systematic
reviews and included studies were searched, but no additional studies were added.

**Summary of Included Studies**

Multimedia Appendix 2 presents the purpose, methods, participants, and intervention of the included studies.

**Study Design**

**Type of Studies**

Among 14 included studies, 12 were RCTs [32-43], 1 was a CCT [44], and 1 study used an RCT design in 1 country and a CCT design in 2 other countries [45]. Companion papers [46,47] were included for the studies by DuBenske [37] and Smith [41] respectively. Of 12 RCTs, 4 were conducted in Europe [33-36], 7 in the United States [32,37,38,40-43], and 1 in South Korea [39]. The one CCT was conducted across the United States, Puerto Rico, and Mexico [44], and the study that used both CCT and RCT designs was conducted across 3 European countries [45]. All included studies had relatively small sample sizes (≤150 subjects per arm) and most had a length of follow-up of ≤6 months. One study included a slightly longer study follow-up period of 1 year [42]. In addition, 7 of 14 studies included reference to a theoretical or conceptual framework for the intervention, including stress and coping [34,35,37,41,43], framework of systemic organization [42], and the concept of ambient assisted living [33].

**Study Population**

Most studies included caregivers aged ≥50 years (mean age ranged from 53.8-66.0) [32,34-39,41,42,45], except 1 study that included caregivers who were working and reported a slightly lower mean age of 46.9 years [43]. In addition, 2 studies did not provide information on the average age of caregivers [33,44], and 1 study reported that 40% were >50 years [40]. Next, 11 of 14 studies reported caregiver gender; in 10 studies, more than half of the caregivers were females (56.3%-100%). In relation to the type of chronic conditions among care recipients, 9 studies included persons with some form of dementia [32-36,38,43-45]. In 3 studies, care recipients were stroke survivors [39,41,42]. Care recipients in 1 study had nonsmall cell lung cancer [37] and in another study, care recipients had brain injury [40].

**Type of Web-Based Intervention**

Among 14 included studies, 3 studies used a Web-based information or education only intervention [38,40,43], 3 studies used a Web-based information or education plus peer psychosocial support intervention [33-35], 1 study used a Web-based information or education plus professional psychosocial support intervention [39], 6 studies used a Web-based information or education plus combined peer and professional psychosocial support intervention [32,36,37,41,42,44], and 1 study used a Web-based information or education plus professional psychosocial support intervention plus electronic monitoring [45].

**Comparator Groups**

The comparator groups received usual care or were part of a wait-list control wherein they had access to the Web-based program at the end of the study [32-36,39,42,43,45], had access to printed materials [44], or had access to a website with general information related to the condition or resources [37,38,40,41].

**Figure 1.** Flow diagram for the study selection of Web-based interventions on caregiving outcomes.
Outcomes
Among 14 included studies, outcomes examined included the following: burden (n=5); life satisfaction (n=3); self-efficacy or mastery (n=9); reaction to problem behavior (n=2); self-esteem (n=1); strain (n=1); and social support (n=2). Measurement tools to assess caregiver outcomes varied across included studies (Multimedia Appendix 3).

Table 1 shows the results of the critical appraisal of individual studies for the level of bias for sequence generation, allocation concealment, blinding, completeness of outcome assessment, selective reporting, and other biases. Overall, the Cochrane RoB showed the mixed quality of study methodology; 1 study had low RoB [35], 4 studies had high RoB [34,37,44,45], and 9 studies had unclear RoB because of the lack of relevant details in the published papers [32,33,36,38-43].

Effectiveness of Web-Based Interventions
The meta-analysis included an examination of any Web-based intervention as well as an examination of each type of Web-based intervention by caregiver outcome. Multimedia Appendix 4 shows all forest plots.

Any Web-Based Intervention
Table 2 summarizes the results of the meta-analysis of any Web-based intervention by caregiver outcome. Multimedia Appendix 4 shows all forest plots.

Table 1. Risk of bias (RoB) of included studies.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>Sequence Generation</th>
<th>Allocation Concealment</th>
<th>Blinding of Participants/ Providers</th>
<th>Blinding of Outcome Assessment</th>
<th>Incomplete Outcome Data</th>
<th>Selective Reporting</th>
<th>Other Bias</th>
<th>Overall RoB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beauchamp et al, 2005 [43]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Cristancho-Lacroix et al, 2015 [34]</td>
<td>Low</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Hattink et al, 2015 [35]</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Hattink et al, [45]</td>
<td>High</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Kajiyama et al, 2013 [38]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Kim et al, 2013 [39]</td>
<td>Low</td>
<td>Unclear</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>McLaughlin et al, 2013 [40]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Fowler et al, 2016 [32]</td>
<td>Low</td>
<td>Unclear</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Núñez-Naveira et al, 2016 [33]</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Pagán-Ortiz et al, 2014 [44]</td>
<td>High</td>
<td>High</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Pierce et al, 2009 [42]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
<tr>
<td>Torkamani et al, 2014 [36]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. A summary of the effectiveness of any Web-based intervention.

<table>
<thead>
<tr>
<th>Caregiver outcomes</th>
<th>Number of studies</th>
<th>Intervention, n</th>
<th>Control, n</th>
<th>Estimate standardized mean difference (95% CI)</th>
<th>$I^2$ (%)</th>
<th>Grading(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caregiver burden</td>
<td>5</td>
<td>132</td>
<td>147</td>
<td>0.03 (−0.31 to 0.36)</td>
<td>48</td>
<td>Very Low</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>3</td>
<td>170</td>
<td>165</td>
<td>−0.17 (−0.39 to 0.04)</td>
<td>0</td>
<td>Very Low</td>
</tr>
<tr>
<td>Self-efficacy or mastery</td>
<td>9</td>
<td>306</td>
<td>309</td>
<td>0.36 (0.11 to 0.62)</td>
<td>46</td>
<td>Low</td>
</tr>
<tr>
<td>Reaction to problem behavior</td>
<td>2</td>
<td>71</td>
<td>81</td>
<td>−0.10 (−0.66 to 0.45)</td>
<td>63</td>
<td>Very Low</td>
</tr>
<tr>
<td>Self-esteem</td>
<td>1</td>
<td>15</td>
<td>17</td>
<td>0.85 (0.12 to 1.57)</td>
<td>N/A(^b)</td>
<td>Very Low</td>
</tr>
<tr>
<td>Caregiver strain</td>
<td>1</td>
<td>150</td>
<td>149</td>
<td>−0.32 (−0.54 to −0.09)</td>
<td>N/A</td>
<td>Moderate</td>
</tr>
<tr>
<td>Social support</td>
<td>2</td>
<td>30</td>
<td>34</td>
<td>−0.38 (−1.12 to 0.35)</td>
<td>53</td>
<td>Very Low</td>
</tr>
</tbody>
</table>

\(^a\)Grading of recommendations assessment, development, and evaluation system quality assessment.

\(^b\)N/A: not applicable.

Table 3. A summary of the effectiveness of types of Web-based interventions.

<table>
<thead>
<tr>
<th>Caregiver outcomes</th>
<th>Number of studies</th>
<th>Intervention, n</th>
<th>Control, n</th>
<th>Estimate standard mean difference (95% CI)</th>
<th>$I^2$ (%)</th>
<th>Grading(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information or education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>1</td>
<td>104</td>
<td>97</td>
<td>−0.22 (−0.50 to 0.06)</td>
<td>N/A(^b)</td>
<td>Very Low</td>
</tr>
<tr>
<td>Self-efficacy or mastery</td>
<td>1</td>
<td>150</td>
<td>149</td>
<td>0.31 (0.08 to 0.53)</td>
<td>N/A</td>
<td>Moderate</td>
</tr>
<tr>
<td>Reaction to problem behavior</td>
<td>1</td>
<td>46</td>
<td>57</td>
<td>−0.35 (−0.75 to 0.04)</td>
<td>N/A</td>
<td>Very Low</td>
</tr>
<tr>
<td>Strain</td>
<td>1</td>
<td>150</td>
<td>149</td>
<td>−0.32 (−0.54 to −0.09)</td>
<td>N/A</td>
<td>Moderate</td>
</tr>
<tr>
<td>Information or education plus peer psychosocial support</td>
<td>2</td>
<td>46</td>
<td>49</td>
<td>0.17 (−0.24 to 0.57)</td>
<td>0</td>
<td>Very Low</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>1</td>
<td>30</td>
<td>31</td>
<td>0.08 (−0.43 to 0.58)</td>
<td>N/A</td>
<td>Very Low</td>
</tr>
<tr>
<td>Self-efficacy or mastery</td>
<td>3</td>
<td>76</td>
<td>80</td>
<td>0.14 (−0.41 to 0.69)</td>
<td>66</td>
<td>Very Low</td>
</tr>
<tr>
<td>Reaction to problem behavior</td>
<td>1</td>
<td>25</td>
<td>24</td>
<td>0.22 (−0.34 to 0.78)</td>
<td>N/A</td>
<td>Very Low</td>
</tr>
<tr>
<td>Information or education plus professional psychosocial support</td>
<td>1</td>
<td>18</td>
<td>18</td>
<td>1.20 (0.48-1.92)</td>
<td>N/A</td>
<td>Very Low</td>
</tr>
<tr>
<td>Information or education plus peer and professional psychosocial support</td>
<td>3</td>
<td>86</td>
<td>98</td>
<td>−0.03 (−0.57 to 0.50)</td>
<td>67</td>
<td>Very Low</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>1</td>
<td>36</td>
<td>37</td>
<td>−0.24 (−0.70 to 0.22)</td>
<td>N/A</td>
<td>Very Low</td>
</tr>
<tr>
<td>Self-efficacy or mastery</td>
<td>3</td>
<td>45</td>
<td>47</td>
<td>0.52 (0.10-0.94)</td>
<td>0</td>
<td>Very Low</td>
</tr>
<tr>
<td>Self-esteem</td>
<td>1</td>
<td>15</td>
<td>17</td>
<td>0.85 (0.12-1.57)</td>
<td>N/A</td>
<td>Very Low</td>
</tr>
<tr>
<td>Social support</td>
<td>2</td>
<td>30</td>
<td>34</td>
<td>−0.38 (−1.12 to 0.35)</td>
<td>53</td>
<td>Very Low</td>
</tr>
<tr>
<td>Information or education plus professional psychosocial support plus monitoring</td>
<td>1</td>
<td>17</td>
<td>15</td>
<td>0.17 (−0.52 to 0.87)</td>
<td>N/A</td>
<td>Very Low</td>
</tr>
</tbody>
</table>

\(^a\)Grading of recommendations assessment, development, and evaluation system quality assessment.

\(^b\)N/A: not applicable.

For studies that examined information or education plus combined peer and professional psychosocial support, results showed a mean increase of 0.85 points (95% CI 0.12 to 1.57) for self-esteem and 0.52 points (95% CI 0.10 to 0.94) for self-efficacy or mastery compared with no or minimal Web-based intervention; the quality of this evidence was very low. For the outcomes of burden, life satisfaction, and social support, there were no statistically significant differences between groups. Finally, the single study that examined information or education plus professional psychosocial support plus electronic monitoring found no statistically significant difference between groups for the outcome of self-efficacy or mastery; the quality of this evidence was very low.
Discussion

Principal Findings

To the best of our knowledge, this paper and its companion paper, focused on caregiver mental health outcomes [21], are the first meta-analyses examining the effect of caregiver-focused, Web-based interventions on outcomes of caregivers of adults with chronic conditions living in the community. This systematic review and meta-analysis showed small to medium beneficial effects of Web-based interventions on caregiver outcomes of self-esteem, self-efficacy, or mastery and strain but no effect on the burden, life satisfaction, reaction to problem behavior, and social support. For Web-based information or education interventions, there was a small effect size on self-efficacy or mastery and strain with a moderate quality of evidence. For Web-based information or education plus professional psychosocial support (1 study), there was a large effect size for self-efficacy or mastery, but the quality of evidence was very low. For Web-based information or education plus combined peer and professional psychosocial support, there was a large effect size for self-esteem and moderate effect size for self-efficacy or mastery, but the quality of the evidence was also very low. Finally, for Web-based information or education plus professional psychosocial support plus electronic monitoring, there was no effect on self-efficacy or mastery.

There are a number of possible reasons why consistent findings across caregiver outcomes were not shown. According to the GRADE scores, the quality of evidence was low or very low for most of the outcomes examined, and none of the outcomes was rated as having high-quality evidence. Furthermore, some outcomes were assessed in only a single study; there was variability in the assessment tools used to assess outcomes, caregiver characteristics varied across studies, and very few studies examined different types of Web-based interventions, reflecting that this is an emerging area of research.

In relation to RoB, 4 studies had high RoB in the area of blinding participants or providers, 3 studies had high RoB in the area of incomplete outcome data, and 2 studies had high RoB for allocation concealment, blinding of outcome assessment, and sequence generation. In addition, there were many areas where RoB could not be determined because of the lack of information in the published papers; for example, RoB was unclear in 12 of 14 studies related to the allocation concealment, in 10 of 14 studies related to blinding of the outcome assessment, and in 9 of 14 studies related to blinding of participants and providers. It is vital that the authors of such trials provide more detailed information about trial procedures using the Consolidated Standards of Reporting Trials guidelines for nonpharmacological interventions [48] because this would enable more accurate assessment of studies for bias and may help to improve the quality of evidence in this area.

The improvements in caregiver self-efficacy or mastery as a result of Web-based interventions in this study are promising. These improvements were observed in Web-based interventions that included information or education in combination with either professional psychosocial support or both peer and professional psychosocial support. Caregiver self-efficacy, or a person’s perception of their ability to perform tasks related to caregiving competently, is a modifiable factor that is important in understanding the effect of Web-based caregiver interventions. Previous research has shown that higher self-efficacy is associated with fewer depressive symptoms among dementia family caregivers [49,50]. Moreover, research suggests that self-efficacy for managing dementia may protect caregivers against burden and depression [51] and that it plays a mediating role between social support and depressive symptoms [52].

For the outcome of self-efficacy or mastery, the addition of professional psychosocial support to information or education only resulted in an increase in SMD from 0.31 to 1.20, whereas the addition of both peer and professional psychosocial support resulted in an increase in SMD from 0.31 to 0.52; this suggests that human support (either professional or peer or a combination of these), as previously shown in the review by Guay et al [13], plays an important role in improving caregiver outcomes.

The companion paper [21], a meta-analysis of the effect of internet-based interventions on caregiver mental health, showed that such interventions also result in a reduction in depressive symptoms, stress or distress, and anxiety. Because the companion paper included many of the same studies in this meta-analysis, it had similar limitations in relation to the quality of the evidence.

A theoretical basis for Web-based interventions has been shown to be effective [13,53]. Half of the included studies reported using theories, such as cognitive theories of stress, to develop their interventions [34,41,43]. Interventions that included behavioral change techniques, such as stress management, may have contributed to significant findings. It is recommended that Web-based interventions for caregivers include a strong theoretical base [54] and include strategies to support improved self-efficacy, stress management, and coping.

Strengths and Limitations

This review uses meta-analysis to summarize the most relevant trial evidence available on the effects of Web-based interventions on caregiving outcomes. Another strength of this review is the a priori selection of rigorous methodological designs, including only RCTs and CCTs. The review was conducted using a comprehensive search strategy and methodologically rigorous processes for systematic reviews and meta-analyses. The included papers were published between 2005 and 2016 with 12 of 14 published since 2012, which reflects the growing interest in Web-based technology to support caregivers. One of the limitations of the review involved the overall low quality of the studies included, despite being RCTs and CCTs. Owing to the considerable heterogeneity of interventions across studies, results were examined according to the types of Web-based interventions. However, there were very few studies that used each type of Web-based intervention across the outcomes of interest.

Conclusions

This paper and its companion paper [21] are the first meta-analyses of the effect of Web-based interventions for caregivers of community-living adults with chronic conditions...
on caregiver outcomes. The findings indicate that there is accumulating evidence for the positive effect of caregiver-focused, Web-based interventions to support family and friend caregivers. However, future high-quality research with stronger study designs, larger sample sizes, and the use of standardized tools to facilitate meta-analysis and assessment of clinical relevance are needed to understand the effect of such interventions, particularly multicomponent interventions using peer or professional support.

Acknowledgments
This work is part of a program of research (Aging, Community and Health Research Unit) supported by the Canadian Institutes of Health Research Signature Initiative in Community-Based Primary Healthcare [55] (Funding Reference Number TTF 128261). This work was also supported by the McMaster Evidence Review and Synthesis team. MMR was supported through a Canada Research Chair in Person-Centred Interventions for Older Adults with Multimorbidity and their caregivers. RV was supported through the Dorothy C Hall Chair in Primary Health Care Nursing, School of Nursing, McMaster University.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Search terms.

Multimedia Appendix 2
Detailed characteristics of included studies.

Multimedia Appendix 3
Caregiver outcomes and measurement assessment tools.

Multimedia Appendix 4
Meta-analysis and forest plots.

Multimedia Appendix 5
GRADE assessment details.

References


30. StataCorp. Stata statistical software. Station, TX: StataCorp LP; 2011:2-8.
31. GRADEpro [Computer program]. Hamilton, ON: McMaster University; 2015. URL: https://gradepro.org/


Abbreviations

CCT: controlled clinical trial
GRADE: Grading of Recommendations Assessment, Development, and Evaluation system
RCT: randomized controlled trial
RoB: risk of bias
SMD: standardized mean difference

Edited by G Eysenbach; submitted 06.06.18; peer-reviewed by D Hansen, M Reblin; comments to author 18.07.18; revised version received 18.07.18; accepted 18.07.18; published 26.10.18.

Please cite as:

©Jenny Ploeg, Muhammad Usman Ali, Maureen Markle-Reid, Ruta Valaitis, Amy Bartholomew, Donna Fitzpatrick-Lewis, Carrie McAiney, Diana Sherifali. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 26.10.2018. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Barriers and Facilitators When Implementing Web-Based Disease Monitoring and Management as a Substitution for Regular Outpatient Care in Pediatric Asthma: Qualitative Survey Study

Lara S van den Wijngaart1, MSc, MD; Wytske W Geense2, MSc; Annemie LM Boehmer3, MD, PhD; Marianne LBrouwer4, MD; Cindy AC Hugen1, MD; Bart E van Ewijk5,6, MD, PhD; Marie-José Koenen-Jacobs7, MD; Anneke M Landstra8, MD, PhD; Laetitia EM Niers9, MD, PhD; Lonneke van Onzenoort-Bokken9, MD; Mark D Ottink10, MD; Eleonora RVM Rikkers-Mutsaerts11, MD; Iris Groothuis12, MD; Anja A Vaessen-Verberne13, MD, PhD; Jolt Roukema1, MD, PhD; Peter JFM Merkus1, MD, PhD

1Department of Pediatric Pulmonology, Amalia Children's Hospital, Radboud Institute of Health Sciences, Radboud University Medical Center, Nijmegen, Netherlands
2IQ Healthcare, Radboud Institute of Health Sciences, Radboud University Medical Centre, Nijmegen, Netherlands
3Department of Pediatrics, Maasstad Hospital, Rotterdam, Netherlands
4Department of Pediatrics, Canisius Wilhelmina Hospital, Nijmegen, Netherlands
5Department of Pediatrics, Tergooi Hospital, Blaricum, Netherlands
6Department of Pediatrics, Tergooi Hospital, Hilversum, Netherlands
7Department of Pediatrics, Maas Hospital Pantein, Boxmeer, Netherlands
8Department of Pediatrics, Rijnstate Hospital, Arnhem, Netherlands
9Department of Pediatrics, Maxima Medical Center, Veldhoven, Netherlands
10Department of Pediatrics, Medical Spectrum Twente Hospital, Enschede, Netherlands
11Department of Pediatric Pulmonology, Leiden University Medical Center, Leiden, Netherlands
12Department of Pediatric Pulmonology, Juliana Children's Hospital, Haga Hospital, The Hague, Netherlands
13Department of Pediatrics, Amphia Hospital, Breda, Netherlands

Corresponding Author:
Lara S van den Wijngaart, MSc, MD
Department of Pediatric Pulmonology, Amalia Children's Hospital
Radboud Institute of Health Sciences
Radboud University Medical Center
Geert Grooteplein 10
Nijmegen, 6500 HB
Netherlands
Phone: 31 2414430
Fax: 31 2416428
Email: lara.vandenwijngaart@radboudumc.nl

Abstract

Background: Despite their potential benefits, many electronic health (eHealth) innovations evaluated in major studies fail to integrate into organizational routines, and the implementation of these innovations remains problematic.

Objective: The purpose of this study was to describe health care professionals' self-identified perceived barriers and facilitators for the implementation of a Web-based portal to monitor asthmatic children as a substitution for routine outpatient care. Also, we assessed patients’ (or their parents) satisfaction with this eHealth innovation.

Methods: Between April and November 2015, we recruited 76 health care professionals (from 14 hospitals). During a period of 6 months, participants received 3 questionnaires to identify factors that facilitated or impeded the use of this eHealth innovation. Questionnaires for patients (or parents) were completed after the 6-month virtual asthma clinic (VAC) implementation period.

Results: Major perceived barriers included concerns about the lack of structural financial reimbursement for Web-based monitoring, lack of integration of this eHealth innovation with electronic medical records, the burden of Web-based portal use
on clinician workload, and altered patient-professional relationship (due to fewer face-to-face contacts). Major perceived facilitators included enthusiastic and active initiators, a positive attitude of professionals toward eHealth, the possibility to tailor care to individual patients (“personalized eHealth”), easily deliverable care according to current guidelines using the VAC, and long-term profit and efficiency.

Conclusions: The implementation of Web-based disease monitoring and management in children is complex and dynamic and is influenced by multiple factors at the levels of the innovation itself, individual professionals, patients, social context, organizational context, and economic and political context. Understanding and defining the barriers and facilitators that influence the context is crucial for the successful implementation and sustainability of eHealth innovations.

doi:10.2196/jmir.9245
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Introduction

In the last decades, the use of information and communication technology (ICT) in health care, also known as electronic health (eHealth), has rapidly evolved. It is widely used as a tool for improving health care, it delivers health care to geographically remote areas, it has the potential to reduce costs, and it improves health-related behavior and long-term management of chronic diseases. [1-3] Despite their potential benefits, many eHealth innovations evaluated in major studies do not reach the stage of structural implementation in daily practice and policy [4,5]. In The Netherlands, eHealth has no place yet in pediatric asthma management [6].

The barriers and facilitators for successful implementation have been the topic of several review papers [7-10], and Granja et al [7] suggested to also consider the scientific assessment of the quality of care and of the financial consequences of eHealth to optimize chances of successful implementation. We studied the implementation of eHealth prospectively, using our Web-based asthma monitoring management as an example.

In 2011, a Web-based portal to monitor asthmatic children was developed with the aim to change current pediatric asthma care and to (partly) substitute routine outpatient visits by Web-based monitoring. This Web-based portal, also called the virtual asthma clinic (VAC) for children, consisted of an information module, a forum for peers, a communication module, and an individual treatment plan for patients. Initially, we focused on providing evidence for a positive impact of this eHealth innovation on clinical endpoints. After 16 months of follow-up, the number of symptom-free days and the degree of asthma control improved in children who received care using the VAC, and we concluded that routine outpatient visits could partly be replaced by monitoring asthmatic children using eHealth. [11] Furthermore, the outcome of the cost-effectiveness analysis was in favor of using Web-based monitoring as a substitution for outpatient visits from a health economics perspective [12].

With this evidence of the impact of the VAC on clinical outcomes, the logical next step in the organizational process was the effective implementation of the VAC in a larger number of Dutch hospitals in order to become an integral part of current pediatric asthma management.

The main factor that complicates implementation is either human or organizational [13-16]. Often, the consequence is that eHealth is no longer supported when the funding supporting the study ends [17]. Additionally, future dissemination and implementation of the innovation are almost always neglected during its developmental stage, resulting in the poor sustainability of the innovation [17,18]. Thus, it is important to acquire a good understanding of the problem, the target group, its setting, the obstacles to change or resolve, and to “start with the end in mind.” The first step in an implementation process should be to recognize, identify, and understand barriers and facilitators, crucial for addressing blockages to implementation and inventing strategies to improve the effective use and sustainability of eHealth in daily practice [19,20]. To examine barriers and facilitators, the model of Grof and Wensing can be used, proposing that barriers and facilitators can be examined at 6 different levels: innovation, individual professional, patient, social context, organizational context, and economic and political context (see Multimedia Appendix 1) [20].

Based on this model, we conducted a qualitative survey study with the aim to identify barriers and facilitators experienced by Dutch health care professionals and patients (or their parents) when implementing eHealth in routine pediatric asthma care. In addition, we summarize our lessons learned in recommendations that we consider relevant for successful implementation and sustainability of eHealth in general.

Methods

Study Design

This qualitative survey study utilized data collected from health care professionals including pediatricians, pediatric pulmonologists, nurse practitioners, pediatric (respiratory) nurses, and children or their parents [21]. We conducted the study in 14 hospitals (11 general and 3 tertiary, both urban and rural) in The Netherlands between April and December 2015.

Participants

The 8 hospitals originally participating in the randomized controlled trial (RCT) [11] were approached to also collaborate in this study. Of these, 6 hospitals agreed to participate, and 2 hospitals declined for logistic reasons. The other hospitals (8 in total) were contacted by email. All hospitals agreed to start with the implementation of the VAC. Finally, a total of 14 hospitals intended to participate in this study. In each hospital, several health care professionals confirmed their willingness to
participate including pediatric pulmonologists, pediatricians, pediatric residents, nurse practitioners, or pediatric respiratory nurses. The number of participating health care professionals differed between hospitals. Also, patients (or their parents) were asked to complete a questionnaire about their satisfaction with the VAC after 6 months; they only completed 1 questionnaire at the end of the implementation (at 6 months).

Innovation
The VAC for children is a Web-based portal for children with asthma. It consists of a general information module and a secure private section where children (or their parents) can log in to communicate easily with their asthma team, download or consult their individual treatment plan, and complete a validated questionnaire for Web-based monitoring of their asthma control. Multimedia Appendix 2 shows different screenshots of the innovation (the individual care plan of a dummy patient).

Implementation of the VAC in pediatric asthma care included the use of the VAC in daily practice without a fixed protocol for the use of this innovation. Despite the existence of a national guideline for pediatric asthma management in The Netherlands, subtle differences between hospitals and health care professionals may exist (eg, provided information about asthma, the frequency of follow-up, preferences of prescribed medication). In addition, use of the VAC was tailored to local (organizational) preferences, for example, whether a nurse practitioner was involved in the use of the VAC or which professional was primarily responsible for contact with the patient. No restrictions were made about the frequency of outpatient visits or Web-based monitoring per patient.

Before implementation of the VAC, a 2-hour introductory visit was planned in each hospital, accessible to all participating professionals. These introductory visits were given by the same person (LvdW) and were aimed at adequately informing professionals about the purpose and details of the study and practical use of the VAC. The information provided was semistructured in each hospital. This visit included a real-time demonstration of the VAC and the different functions within the innovation. Further, questions by professionals were answered, and contact information and user manuals for patients and professionals were provided. Patients (or their parents) were informed about the use of the VAC by their asthma team and also received a written instruction manual. During the implementation process, all professionals could contact the help desk in case of existing problems.

Successful implementation was defined as using the VAC on a regular basis in daily pediatric asthma care, patients using the VAC regularly, and a positive attitude (of all end-users) toward continuing the use of the VAC in the future.

Data Collection and Analysis
Information about barriers and facilitators for successful implementation were collected by structured Web-based questionnaires (closed survey), which were completed by all professionals at the start of implementation and after 3 and 6 months using the same questionnaire at these different time points. Participation was voluntary, and health care professionals and patients could withdraw from the study at any time for any reason. No incentives were offered. Participants had 1 month to complete the questionnaire before the survey was closed.

Questionnaires were based on the model of Grol and Wensing, proposing that barriers and facilitators could be examined at 6 different levels: innovation, individual professional, patient, social context, organizational context, and economic and political context [20]. Questionnaires consisted of both open and multiple choice questions (see Multimedia Appendix 3). Participants received an email with a link to the questionnaire (email survey). No pilot-testing was done before distribution of these questionnaires, but the usability and technical functionality of the electronic questionnaire had been tested by the research team before fielding the questionnaire. All responses were automatically captured, analyzed, and anonymized.

In case of missing questionnaires, an automatically generated reminder was sent after 1 and 2 weeks. When a professional did not complete the questionnaire after 2 reminders, the link to the questionnaire was closed, and the questionnaire was considered missing. Only completed questionnaires were analyzed (as it was not possible to close the survey when items were missing).

Barriers and facilitators for implementation of the VAC in daily practice were identified from the open-ended questions and assessed using qualitative analysis. Barriers and facilitators were divided into different categories and organized into themes using the adapted model for understanding change at different levels of health care [20]. Two authors (LvdW and WG) identified and categorized the facilitators and barriers independently, based on the answers to the open-ended questions. In cases of disagreement, identification and categorization were discussed to reach consensus.

Descriptive statistics were used to analyze the multiple choice questions (Likert scale responses).

After 6 months, health care professionals were asked to send a questionnaire on patient satisfaction to their patients (or parents) via the VAC. The researchers had no influence on how many patients were reached because they had no access to local clinical data for medicolegal reasons. Therefore, no information was provided about the severity of their asthma and current medication or treatment regimes. Questions were addressed pertaining to the different modules of the VAC (Multimedia Appendix 4), the innovation, the (Children) Asthma Control Test questionnaire for Web-based monitoring disease deterioration, the communication module, the individual treatment plan, privacy and security, and overall satisfaction. Participants completed the questionnaire on a voluntary basis. Results of this questionnaire were used in this study and to update and further develop the VAC according to users’ needs and wishes.

Ethics
The study was approved by the local medical ethics committee (Commissie Mensgebonden Onderzoek Nijmegen-Arnhem), which waived written informed consent.
Results

General Results

Health Care Professionals

The characteristics of all participating hospitals, including the number of participating health care professionals and whether implementation was successful or not, can be found in Multimedia Appendix 5.

Characteristics of the participating professionals, covering a wide range with respect to age and experience, are shown in Table 1. Initially, a total of 75 professionals intended to participate. The first questionnaire at the beginning of the study was completed by 68% (51/75) professionals: pediatric pulmonologists (14/51, 27%), pediatricians (19/51, 37%), nurse practitioners (7/51, 14%), and pediatric (respiratory) nurses (11/51, 22%). The response rates of the professionals at the beginning of the implementation and after 3 and 6 months were 67% (51/76), 63% (48/76), and 51% (39/76), respectively.

The mean age of all professionals was 47 (SD 8) years, and the mean work experience was 14 (SD 8) years. The majority of the professionals (37/51, 73%) had no experience with eHealth in daily practice at the start of the study.

Almost 70% (35/51) of the professionals were present at the introductory visit and received detailed information about the study and the use of the VAC. The other professionals were informed about the VAC by colleagues. Only 2% (1/51) did not receive any information before starting to use the VAC. All participants concluded that information provided at the introductory visit and the instruction manual were clear. Only 18% (9/51) of the professionals read the instruction manual thoroughly.

Implementation of the VAC was unsuccessful in 29% (4/14) hospitals. In 1 hospital, this was due to insufficient staff; just 1 pediatric pulmonologist was available for the implementation of the VAC, and for this physician, the time investment was too much in addition to his regular work. No specific reasons for unsuccessful implementation in the other 3 hospitals could be assessed due to missing questionnaires at follow-up. No further follow-up was done with the hospital representatives who initially agreed to participate.

Characteristics of Patients and Their Parents

At the end of the study, 66 parents completed the voluntary questionnaire to provide information about the VAC. Most of their children were male (51/66, 77%) with a mean age of 10.1 (SD 2.5) years. On average, these parents used the VAC for 7.6 (SD 4.7) months. There were 10 children with asthma who completed the questionnaire.

Barriers and Facilitators

Barriers and facilitators were divided into 6 categories and organized into themes using the adapted model for understanding change at different levels of health care [20]. Table 2 provides an overview of the framework with barriers and facilitators in each theme.

Innovation

By innovation, we mean “the eHealth innovation (or the object) of the implementation process,” in this study, the VAC. There were 4 categories related to this theme: (1) attractiveness; (2) amount of information; (3) (dis)advantage; and (4) accessibility and usability.

Several professionals stated the attractiveness of the innovation as a facilitator, as the innovation was clear, easy, and user-friendly. Also, the innovation provided bundled, reliable, and age-adjusted information about asthma for children and their parents.

Professionals also mentioned the advantage of the VAC to substitute routine outpatient visits as a major facilitator. However, other professionals defined restrictions in the use of the innovation. For example, their assumption or cognition was that Web-based monitoring only based on the asthma control test, which is sensitive to confounding factors, is not an adequate substitution for these visits. They also stated that the missing integration between the VAC and electronic medical records (EMRs) was a barrier for the use of the VAC in daily practice, as this resulted in an extra workload to keep both systems up-to-date.

Interactive educational methods (ie, demonstration and instruction of the VAC at the beginning of the study), enthusiasm, and motivation of those responsible for the innovation were considered important contributors to the accessibility of the innovation. The accessibility of the innovation was also facilitated by the available user manual and (technical) support service during the study. Both items were central facilitators in helping professionals to use the eHealth innovation in daily practice. Other professionals had some concerns about the privacy of patient data when using eHealth and concerns about the usability of the innovation when ICT problems occurred.

Table 1. Characteristics of participating health care professionals.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Pediatric pulmonologist (n=14)</th>
<th>Pediatrician (n=19)</th>
<th>Nurse practitioner (n=7)</th>
<th>Pediatric (respiratory) nurse (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>47 (8.5)</td>
<td>46 (9.6)</td>
<td>50 (5.1)</td>
<td>48 (5.7)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>7 (50)</td>
<td>9 (47)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Work experience (years), mean (SD)</td>
<td>10 (6.5)</td>
<td>12 (8.0)</td>
<td>18 (9.1)</td>
<td>18 (6.0)</td>
</tr>
<tr>
<td>Present at introductory visit, n (%)</td>
<td>9 (64)</td>
<td>13 (68)</td>
<td>5 (71)</td>
<td>8 (73)</td>
</tr>
</tbody>
</table>
## Table 2. Themes, categories, and facilitators and barriers.

<table>
<thead>
<tr>
<th>Themes and category</th>
<th>Facilitators</th>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Innovation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attractiveness</td>
<td>User-friendliness of the program</td>
<td>Usage restriction of the innovation</td>
</tr>
<tr>
<td>Amount of information</td>
<td>Bundled, reliable, and age-adjusted information about asthma</td>
<td>Asthma control test is sensitive but not specific for poor asthma control (e.g., a common cold may falsely suggest poor asthma control)</td>
</tr>
<tr>
<td>(Dis)advantage</td>
<td>Possibility of frequent monitoring patients’ symptoms</td>
<td>Link with patients’ electronic health records is missing</td>
</tr>
<tr>
<td>Accessibility and usability</td>
<td>Possibility to ask questions (helpdesk)</td>
<td>The (theoretical) possibility that privacy of patients’ data could not be fully guaranteed</td>
</tr>
<tr>
<td></td>
<td>User manual with instruction at start</td>
<td>Usability in case of ICT problems</td>
</tr>
<tr>
<td><strong>Individual professionals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude of professionals</td>
<td>Attitude of the health care professional (believe in eHealth, convinced of the value of the innovation in daily practice)</td>
<td>Attitude of the health care professional (not convinced of the value of the innovation in daily practice)</td>
</tr>
<tr>
<td>Professional skills</td>
<td>Enrichment of work</td>
<td>No substitution for face-to-face contact</td>
</tr>
<tr>
<td>Knowledge and awareness of eHealth</td>
<td>Expectation that parents and children favor the innovation</td>
<td>Risk of losing patients out of sight</td>
</tr>
<tr>
<td></td>
<td>Accessible contact and improvements in relationship with patients</td>
<td>Extra way of communication</td>
</tr>
<tr>
<td></td>
<td>More time for complex patients</td>
<td>Adequate and timely response to messages is difficult to ensure</td>
</tr>
<tr>
<td></td>
<td>Customizing care to the individual patient</td>
<td>Less patient contact can have a negative effect on the professional’s own development</td>
</tr>
<tr>
<td></td>
<td>Results of the randomized controlled trial about effectiveness of the innovation were positive</td>
<td>Difficulty to motivate colleagues to use the innovation</td>
</tr>
<tr>
<td></td>
<td>Experience with the use of the innovation in an earlier study</td>
<td>Lack of time to explore the innovation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Management imposed the innovation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Difficulty to recruit patients</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No routine use of the innovation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of knowledge or (computer) skills</td>
</tr>
<tr>
<td><strong>Patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Dis)advantage for the patient</td>
<td>Fewer outpatient visits</td>
<td>Less contact with the health care professional</td>
</tr>
<tr>
<td>Patient satisfaction and compliance</td>
<td>Less absenteeism from school</td>
<td>More (daily) confrontation with the diagnosis of asthma</td>
</tr>
<tr>
<td>Accessibility and usability</td>
<td>Promoting patients’ compliance, self-management, and knowledge</td>
<td>The innovation is not applicable for all patients</td>
</tr>
<tr>
<td></td>
<td>Patient satisfaction</td>
<td>Ensure continuous use of the innovation by patients</td>
</tr>
<tr>
<td></td>
<td>Less focus on illness of the child</td>
<td>Lack of access to the internet</td>
</tr>
<tr>
<td></td>
<td>Improvement of security and privacy with the use of the innovation</td>
<td>Different options in the innovation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Patients were inadequately instructed about the innovation</td>
</tr>
<tr>
<td><strong>Social context</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Lack of) sufficient interprofessional collaboration</td>
<td>Better collaboration between health care professionals</td>
<td>Unclear allocation of tasks between health care professionals</td>
</tr>
<tr>
<td>Substitution of tasks or care by health care professionals</td>
<td>Substitution of care by health care professionals</td>
<td>_b</td>
</tr>
<tr>
<td>Care according to current guidelines</td>
<td>Possibility to give care according to the most recent guidelines</td>
<td>_b</td>
</tr>
<tr>
<td><strong>Organizational context</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organization of care or care processes</td>
<td>Care logistics is better organized nowadays</td>
<td>Implementation of the innovation in daily practice was unclear or incomplete</td>
</tr>
</tbody>
</table>
Themes and category | Facilitators | Barriers
---|---|---
Time | Fewer outpatient visits resulting in more time | Link to patients' electronic health dossiers is missing
ICT infrastructure | Time saving and efficient | Lack of involvement of management during implementation
| Smaller workload for personnel | Lack of promotional material (ie, leaflets)
| Positive public relations for department and hospital | Extra workload, time, and administration
| | Delay at start-up
| | ICT problems

Economic and political context

Financial arrangements | Complementary to current asthma management | Uncertainty of future of pediatricians
| Keep up with current developments | Similar eHealth innovations had no added values
| Improvement of care | Lack of reimbursement for Web-based monitoring

*ICT: information and communication technology.

bBarriers were not described in this theme and/or category.

**Individual Professionals**

There were 3 categories defined: (1) knowledge and awareness of eHealth; (2) attitude of health care professionals toward the innovation; and (3) professional skills.

At the start of the study, 20% (10/51) of the professionals concluded they had insufficient knowledge about the VAC and for whom it was intended. Almost 40% (20/51) did not know what was expected with regard to working with the VAC, and 8% (4/51) had doubts about its use in daily practice.

The professionals’ commitment toward eHealth appeared to be of great importance for the successful implementation of an eHealth innovation. A positive attitude toward the use of eHealth seemed the most important facilitator for easy and quick implementation of the VAC in daily practice. By using the VAC, professionals experienced eHealth as an enrichment of their work. They were more able to customize care to the individual patient, and this “personalized eHealth” matches the needs and wishes of both professionals and patients. Besides this, the use of the VAC was reported to facilitate the provision of asthma care according to current guidelines. Also, they emphasized the accessible contact, the improvement of the patient-doctor relationship, and the fact that they had more time for complex patients.

In contrast, when professionals were not convinced of the added value of the eHealth innovation, successful implementation of the innovation was unlikely despite all efforts. As reasons, professionals mentioned the risk of losing sight of patients and the fact that Web-based monitoring could never substitute face-to-face contacts due to, for example, the missing interpersonal relationship. Additionally, other professionals saw the VAC as a possible barrier for professionals’ own development due to fewer patient contacts.

Nevertheless, most professionals had a positive attitude about eHealth overall (“it is part of health care”). They stated that with the use of the VAC they had a great opportunity to start using eHealth in daily practice in a structured, solid, and easy way.

**Professional skills** and the cognition of professionals toward these skills were also important. Some professionals experienced a lack of (eHealth, ICT, or computer) knowledge or a lack of (computer) skills. Further, they stated that there was no time to explore the VAC adequately and improve their skills. The majority of the professionals mentioned that they wanted to spend more time using the VAC to continue to improve these skills in order to take full advantage of all the various features of the innovation. However, they lacked time due to their work and the responsibilities of taking care of patients.

**Patient Level**

At the level of the patient, professionals mentioned several facilitators and barriers for the implementation of the VAC, which were divided into 3 categories: (1) (dis)advantage for the patient; (2) patient satisfaction and compliance; and (3) accessibility and usability.

The main advantages reported by patients were fewer routine outpatient visits and, as a result of this, less absence from school and work (parent-related). Professionals experienced high patient satisfaction. Further, they stated that patients’ compliance, self-management, and knowledge were promoted by the use of the VAC. With the use of the VAC, patients can easily and proactively participate in the treatment of their own disease, and asthma management is more based on shared decision making. Also, Web-based monitoring resulted in less focus on the illness of the child.

Notably, for other professionals, this last argument was not a facilitator but a barrier. They mentioned that Web-based monitoring emphasized the confrontation with asthma, as a result of the monthly questionnaire. The fact that the VAC is not suitable for all patients was found to be another barrier to implementation according to professionals. For example, patients with poor perception of their asthma symptoms were not considered suitable for Web-based monitoring as a substitution for routine outpatient visits. Therefore, they emphasized that less contact with professionals is not always feasible or wise. A potential risk of Web-based monitoring via the VAC is the patient compliance: how can professionals ensure continuous use of the innovation by patients? Compliance may
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be influenced by patients’ motivation, symptom burden, and cognitive abilities. With a patient’s lack of motivation for completing the assessment tool, Web-based monitoring as a substitution for outpatient visits is impossible and will not result in proper asthma care. Another potential barrier mentioned by professionals was the concern about a lack of access to the internet for some patients, resulting in selection bias and the innovation not being accessible for all patients. However, in The Netherlands, over 96% of the Dutch households had access to the internet in 2016.

The majority (56/60, 93.3%) of the parents concluded that the VAC had added value to current daily pediatric asthma management. Parents were satisfied with the attractiveness, usefulness, and user-friendliness of the innovation. Further, the C-ACT questionnaire was found to be an adequate tool for Web-based monitoring of disease deterioration. Because of the frequent follow-up by C-ACT, most parents were more aware of their child’s asthma symptoms. They concluded that this eventually led to better asthma control. The perceived threshold to communicate through the VAC was low, communication was easy, and they concluded that the asthma team responded within the agreed timeframe (of 2 working days) most of the time. The majority of the parents experienced more control of the asthma of their child, felt to be more independent, and experienced better cooperation with the physician by using the VAC. Security was no issue for 96% (58/60) of the patients or parents, as they trusted that personal information on the VAC was safe. Only 10% (6/60) of the parents missed out on the personal or face-to-face contact with professionals. Overall, the majority of the parents (56/60, 93%) concluded that the VAC had additional value to current daily pediatric asthma management and wanted to use the VAC in the future. The VAC was scored an 8 or higher (based on a 10-point scale, with 10 corresponding to maximum satisfaction) by 78% (47/60) of the parents. Similar scores were reported by the children completing the questionnaire.

Social Context
There were 3 categories defined at the level of social context: (1) (lack of) sufficient interprofessional collaboration; (2) substitution of tasks or care by health care professionals; and (3) care according to current guidelines.

First, regarding sufficient interprofessional collaboration, most professionals stated that the use of an eHealth innovation like the VAC improved the collaboration between professionals. However, this was only the case when all participating professionals adjusted their tasks before starting to use the VAC. When the asthma team did not adjust or coordinate tasks accordingly, professionals experienced a lack of sufficient interprofessional collaboration resulting in inadequate use of the eHealth innovation.

Second, the use of the VAC facilitated substitution of tasks between professionals. For example, nurse practitioners completed the individual care plan for all patients instead of the pediatrician. The latter reported to spend more time on more complex patients.

Third, a major facilitator for the implementation of the VAC was the fact that this eHealth innovation makes it possible for professionals to easily optimize and individualize care for the patients to current guidelines. The layout of the individual care plan was based on the content of the national pediatric asthma guideline, including treatment goals, medication, information, and an action plan in case of an asthma exacerbation.

Organizational Context
There were 3 categories related to this theme: (1) organization of care processes or organizational structure; (2) time; and (3) ICT infrastructure.

A better organization of care by the use of VAC was considered an important driving factor for successful implementation. For example, the easy and accessible way of communicating with patients via the VAC gave professionals the possibility to contact the patients at a time during the day that was beneficial for them. Despite some professionals experiencing lower workload through the use of the VAC, others emphasized the extra workload and time due to the extra administration for completing all information in the individual treatment plans.

Contrastingly, the involvement of the medical management at an early stage of the implementation made it easier for professionals to change work processes and, at the beginning of the implementation, spend more time on the use of the eHealth innovation.

A major barrier was mentioned by almost all health care professionals, namely the lack of interoperability (which is defined as the ability of a system to work with other systems without special effort on the part of the customer) between the VAC and current EMRs. For medicolegal reasons, professionals have to include all patients’ contacts in their personal EMR. Due to the missing link between the VAC and current EMRs, professionals had to complete both portals, which was time-consuming and not workable in daily practice. A sustainable integration is necessary to keep both systems up-to-date easily. Local ICT problems caused minor barriers, for example, firewall blocking the website.

Economic and Political Context
Only 1 category was defined in this theme: financial arrangements. The most important barrier for successful implementation of the VAC was the lack of structural financial reimbursement for Web-based monitoring. When Web-based monitoring substituted 50% of the routine outpatient visits, professionals were only reimbursed for 50% of these visits. However, they had to invest time in the use of the VAC (eg, completing the individual treatment plans, respond to messages etc) and were encouraged to reduce the number of routine outpatient visits.

Discussion
Principal Findings
Major perceived barriers found in this study included concerns about lack of interoperability of this innovation with other systems, the lack of structural financial reimbursement for Web-based monitoring, the burden of eHealth use on...
professionals’ workload, and a changing patient-professional relationship (due to less face-to-face contact).

Major perceived facilitators included training and support, a positive attitude of professionals toward eHealth, the advantages for the patients, and the possibility to tailor care to the individual patient (“personalized eHealth”), to substitute tasks between professionals, and to easily deliver care according to current guidelines by using the VAC.

We identified these barriers and facilitators for the implementation of a Web-based portal to monitor asthmatic children as a substitution for routine outpatient visits among a group of health care professionals, patients, and parents in 14 hospitals. These barriers and facilitators were arranged in 6 themes as described by Grol and Wensing: the innovation itself, individual professionals, patients, social context, organizational context, and political and economic context [20]. Although barriers and facilitators differ in scope, context, and strength, most of them were shared by professionals from different hospitals and with different functions. Findings of this study suggest and confirm that issues around implementation are multilevel and complex, and it is important to mention that no single factor was identified as a key barrier or facilitator.

The lack of interoperability is perhaps one of the greatest organizational obstacles to the long-term integration of eHealth infrastructure in health care [16,22,23]. As with most of the existing eHealth networks, the VAC tends to rely on custom-built systems made for specific users operating in specific settings, has a lack of open connectivity with other systems (eg, EMRs), and no information is exchanged automatically. This results in higher than necessary workload for professionals since the EMR has to contain the latest and relevant medical information due to medicolegal reasons. An adequate interface with other ICT systems is essential for acceptance, use, successful implementation, and long-term sustainability of the VAC.

The other significant obstacle for further diffusion of our eHealth innovation is the lack of structural financial reimbursement of Web-based monitoring [14,24]. To date, there is still a lack of payment for electronically delivered care, and funding of the current health system is solely based on reimbursement of face-to-face contacts. Using the VAC as a (partial) substitution for outpatient visits leads to production loss for hospitals and less reimbursement of these outpatient visits. Nevertheless, instead of seeing patients at the outpatient clinic, professionals now have to invest time in using the VAC (eg, completing the individual treatment plans, respond to messages, etc) for the Web-based monitoring of patients. This type of care was not yet reimbursed, and the incentive for professionals to use the VAC was solely based on their goodwill and grants. Logically, this is not sustainable and adequate funding for Web-based monitoring as a substitution for routine care, in combination with supportive policy and political vision toward eHealth, is crucial to achieving long-term goals.

eHealth innovations have to fit the workflow of professionals to minimize the burden of eHealth use. Otherwise, they experience an extra workload and a time constraint, which are major impediments to implementation [14,16,25,26]. The reason for an extra workload with the introduction of the VAC consisted mostly of a lack of time to learn how to use the VAC, the work involved in transferring information between 2 systems, and an alteration in established professional roles, responsibilities, and work styles. Providing a transition period in which users become familiar with and learn how to use the eHealth innovation has been desirable to facilitate implementation [16,27].

Limitations and Strengths

The main methodological limitation of this study is that the data were collected using 3 consecutive questionnaires over a period of 6 months. In-depth interviews to assess more detailed information about the barriers and facilitators perceived by professionals were not used. Further, we had developed a questionnaire based on the model of Grol and Wensing, which was not validated and tested for reliability. However, no valid questionnaire to assess barriers and facilitators for implementation has been published or validated. In addition, we were not able to specify similarities and differences between respondents and nonrespondents as we did not have any data of the latter. Therefore, we cannot rule out some bias. Nevertheless, we consider the response rate (51/76, 67%) as quite acceptable and therefore assume that a bias may be minimal.

For the collection of parents’ and patients’ data, we were dependent on health care professionals sending this questionnaire via the VAC because we were not allowed to have access to patients’ data. This may have influenced the response rate of this questionnaire, as it is possible that professionals did not send this questionnaire or sent it too late. Also, it would be interesting to compare the responses of the health care professionals and patients or parents in future research since their perceptions or viewpoints may be different. Another limitation could be the fact that all 3 questionnaires for professionals were sent in a time period of 6 months after starting to use the VAC. This means that patients monitored over the Web using the VAC were only seen once during this period. This could make it difficult for professionals to develop an objectively based opinion about the importance of the VAC for their daily practice. We could not objectively assess possible changes in time, differences between hospitals, or type of professionals. Also, it is possible that the time period of the study (6 months) was too short to identify all key barriers and facilitators. Nevertheless, most findings were in line with earlier studies.

An overall strength of the VAC is the involvement of health care professionals and patients from the beginning of the project. Participants’ wishes and possible objections against the VAC were used for its development, and after the RCT their feedback was used to update the VAC to optimize their use before wider implementation. Ongoing involvement of key stakeholders (especially end-users) in the design and development of eHealth technologies helps to ensure that systems are likely to be valued and used by professionals (intrinsic motivation) and should be considered as a way of overcoming barriers and facilitating implementation [16,28-31].
Textbox 1. Recommendations for successful implementation of an eHealth innovation.

- Quality of care (eg, efficacy, superiority) is a major facilitator for the implementation of an eHealth innovation and appears to be relevant for the adoption of eHealth. Therefore, this should be assessed before implementation of the innovation in daily practice.
- Besides health care professionals and patients, other stakeholders (eg, information and communication technology services, governments, insurance providers) should be included as early as possible in different development and implementation phases.
- Involve end-users in the design and development of an eHealth innovation to make them develop feelings of ownership toward the innovation and to achieve a positive perception of the innovation’s usefulness and user-friendliness. Use their feedback to optimize the innovation.
- Maximize the use of and adherence to eHealth applications by developing and modifying the eHealth app from the patient’s point of view: only when a clear advantage or incentive is perceived, eHealth may sustain. The lower frequency of outpatient clinic visits is probably a major incentive in the case of the virtual asthma clinic.
- Provide adequate training and support (eg, technical assistance, training on-the-job and user manuals) during and after the implementation process to optimize use of the innovation.
- Aim for a transition period for users. This period can be used to become familiar with and learn how to use the eHealth innovation and thereby facilitate the implementation process.
- Even the best eHealth system will fail if users do not have the right knowledge and skills to use it effectively.
- Standards for technology should be optimized before or during the implementation process (interoperability, security, and privacy of hospital information and communication technology systems).
- Sufficient financial reimbursement needs to be arranged to support sustainable implementation. Chances of finding reimbursement increase with evidence of efficacy, superiority, and cost-effectiveness.
- Guarantee the privacy and safety of patients’ data.
- Implementing eHealth and sustaining it are very different ventures. After implementation, ongoing monitoring, evaluation, and adoption of the system are needed to ensure intended goals are being met and to identify ongoing barriers.

Another strength of this implementation study is that the questionnaires were based on factors identified by qualitative research, the model of Grol and Wensing [20], and thereby represent the complete spectrum of important factors related to acceptance and diffusion of an eHealth innovation. Another strong point is the fact that we obtained a representative sample of participants. Professionals from different hospitals, both secondary and tertiary care, participated in the study. Hospitals were located in both rural and urban areas. Further, professionals had different functions in the asthma team (eg, pediatric pulmonologist, pediatricians, nurse practitioners, etc). This gives a good reflection of pediatric asthma care.

Based on the barriers and facilitators found in this study, we propose a list of recommendations when implementing eHealth innovations (Textbox 1). These can be used to tailor organizational improvements to the needs of individuals and organizations.

Therefore, the suitability of the innovation in its context is essential for an innovation to become successful. Professionals can be seen and approached as key holders to achieve change and successful implementation of the innovation [7]. However, management support is essential to encourage professionals to hold on to their innovative behavior, to embrace new strategies for improving health care, to ensure sustainable use of the innovation, and to implement renewal. As mentioned, patients must also be involved in the innovation as co-creators to make them develop feelings of ownership toward the innovation and enhance positive perception of the innovation’s usefulness and user-friendliness. Only when a clear advantage or incentive is perceived by patients, are they inclined to continue to adhere to and use eHealth and, thus, it may sustain. The lower frequency of outpatient clinic visits is probably a major incentive in the case of the VAC. Besides an organizational change within the hospital, other structural changes are also necessary to achieve successful implementation of eHealth. Other stakeholders, such as the Government, policy makers, and insurance companies, have a crucial role in the implementation of eHealth, nowadays and in the future. Without adequate financial reimbursement, the introduction of innovations in health care has been doomed to fail. Sustainable solutions to finance new strategies are necessary to ensure large-scale innovations to conquer a solid place within the current health care system. At an early stage, all stakeholders together have to assess which innovations have the potential to change health care positively, from the perspective of value-based health care, efficiency, and cost savings.

Conclusion

Implementation of an eHealth innovation is a complex, dynamic process influenced by multiple factors at the levels of the innovation itself, individual professionals, patients, and the social, organizational, and economic and political context. Understanding and defining the barriers and facilitators that influence the context appears to be important for the successful implementation and sustainability of an innovation.

Despite serious concerns about structural financial reimbursement and the lack of interoperability of the system, health care professionals, patients, and parents generally expressed enthusiasm about the VAC in our study. In the majority of the participating hospitals, this innovation became part of regular asthma care for children and is it used as a (partial) substitution of traditional outpatient care for children with asthma.
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Abstract

Background: Young people who have a parent with a mental illness face elevated risks to their mental health and well-being. However, they may not have access to appropriate interventions. Web-based interventions may reach and meet the needs of this at-risk group, yet their preferences regarding the features of this medium are unknown.

Objective: This study sought to determine the utility of a Web-based intervention to meet the needs of young people who have a parent with a mental illness and their perspectives regarding the types of features of such a website.

Methods: A systematic, 2-round Delphi study was employed to solicit the views of 282 young people aged 16 to 21 years (Round 1, n=14; Round 2, n=268) from urban and regional settings in Australia who self-reported that their parent has a mental illness. “Regional” was used to refer to nonurban participants in the study. After ascertaining whether a Web-based intervention was warranted, Web-based intervention features were identified, including how the site might be facilitated, topics, duration and frequency, and the nature of the professional contact. The extent to which young people agreed on the importance of these factors was assessed. Differences and similarities across gender and location were investigated. A mixed method analytic framework was employed using thematic analysis as well as 2-way between-groups analysis of covariance (ANCOVA) controlling for age and chi-square test of independence analysis.

Results: Both rounds highlighted a strong preference for a Web-based intervention. Consensus was reached for a professionally monitored site, young people and professionals having equal input into the weekly facilitated sessions (eg, sharing the lead role in discussions or deciding on relevant session content), unlimited time access, 1-hour, open discussion, weekly sessions over 6 weeks, psychoeducation about mental illness, and considerations for the management of safety violations. There were significant main effects of location type and several of the preferred features for a Web-based intervention for young people who have a parent with a mental illness. However, effect sizes were small to moderate, limiting practical application.

Conclusions: Young people aged 16 to 21 years indicated a need for a professionally monitored, psychoeducational, Web-based intervention, with input from professional facilitators and other young people who have a parent with a mental illness, in addition to recommendations to external resources. These findings may inform the development of future Web-based interventions for this highly vulnerable group.
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Introduction

The transition to adulthood can be a period marked by the onset of serious mental illness. While early intervention can reduce the severity and persistence of these illnesses, treatment is often delayed or not provided, resulting in a potentially avoidable disease burden [1]. Young people who have a parent with a mental illness are a particularly at-risk group, whose risk of developing mental illness ranges from 41% to 77% [2]. Web-based preventive and early interventions hold great promise. However, young people’s preferences on how such interventions might meet their needs have not been explored. This study aimed to identify whether these young people want a Web-based intervention and, if so, their perspectives on how it might be delivered and their preferred features.

Compared to their same-aged peers, young people who have a parent with a mental illness face an increased risk of acquiring a substance use disorder or mental illness, academic failure, and developing stress-related somatic health conditions such as asthma [3,4]. These young people may take on caring responsibilities for their parent or siblings [5]. In Australia, 21% to 23% of young people are estimated to have at least 1 parent with a mental illness [6]. Hence, these young people are a prevalent, high-risk group that warrant effective intervention to prevent or reduce the increased risks of adverse outcomes associated with parental mental illness.

Interventions for families impacted by parental mental illness have been shown to be effective. Siegenthaler, Munder, and Egger [7] found that interventions developed for this group decreased young people’s risk of developing mental illness by up to 40%. However, most interventions target the parent; for example, Let’s Talk about Children involves a clinician working with a parent to promote parenting competence and confidence within the context of their illness [8]. Yet, some parents do not seek help because they are in hospital, they do not acknowledge the impact of their illness on children, or are reluctant to disclose their parenting responsibilities because of the fear of losing their children to child protection authorities [8-10]. Some interventions exclude parents who are very ill or persistently use substances [8]. Consequently, the most vulnerable young people may miss out on essential services [11].

There are some youth-specific interventions for parental mental illness that aim to present psychoeducation, provide respite from caring responsibilities, and promote peer connectedness [12]. However, many peer support interventions lack a strong theoretical framework [13], and the evaluation undertaken is generally of relatively poor quality [14]. Many interventions for children in these families have age limits for participation (eg, only for those aged under 18) or exclude young people who have their own mental health issues. Additionally, reliance on public transport, lack of time, parental consent and, especially in regional areas, geographic constraints may impede young people’s attendance [15]. Given the stigma associated with mental illness [16], some young people in these families prefer anonymous services such as helplines [17].

To succeed in identifying and supporting young people who have a parent with a mental illness, services need to engage with young people in environments where they seek help and interact [18]. Young people are increasingly turning to the internet to find mental health information and support [19]. In Canada, Wetterlin et al [20] found that 61.6% of 521 young people aged between 17 to 24 years had utilized the internet to access information or seek help for how they were feeling, and 82.9% indicated that they were likely to use a mental health website to find information in challenging times. In a recent review on the use of Web-based and social networking interventions, it was recommended that services promote the use of Web-based technologies given the clear benefits in reducing symptomology (eg, depression) in young people [21]. The internet is appealing to young people because it is anonymous and may be easily accessed at all times of the day [22]. In particular, Web-based interventions may reach a more diverse population than traditional face-to-face interventions [23], including young people who might otherwise avoid services [16]. Grové et al [24] found a strong preference for Web-based support among young people whose parents have a mental illness. Thus, a Web-based medium may be a useful and age-appropriate platform in which to engage and support young people who have a parent with a mental illness.

There are some Web-based interventions specifically designed for this group of young people, including Survivalkid [22,25], Grubbel [26], and Kopstoring [27], although more research is needed on the evaluation and suitability of Web-based platforms for this at-risk target group. When developing mental health interventions, it is important to consult with end users [28]. While some studies have sought views from parents or professionals to ascertain what young people need [29], young people themselves often have differing opinions compared with adults [30]. Hence, it is crucial to solicit young peoples’ views on whether they want Web-based interventions and how such a medium may function. Capturing these preferences at the outset of intervention development will ensure that the resulting Web-based intervention is responsive to their needs and likely to be utilized [28].

The aim of this study was to explore the views of young people aged 16 to 21 years who have a parent with a mental illness regarding Web-based interventions. Specific research questions were: (1) Is a Web-based intervention a beneficial way to support this target group? If so, (2) How might a Web-based intervention be facilitated and monitored? (3) What features should be included in a Web-based intervention? (4) What topics (if any) should be included in a Web-based intervention? (5) What safety issues (if any) are there in providing a Web-based intervention? (6) How might the intervention be adapted to accommodate gender differences? (7) What features of Web-based interventions might be most important to young people?

As females have been shown to be more interested in Web-based interventions and more likely to seek help compared with males [31], and location may make a difference to how young people interact with Web-based interventions [32], this study examined potential gender and location differences.
Methods

Research Design
The study employed a 2-round Delphi study with a panel of young people who have a parent with a mental illness. The Delphi approach is a structured method to derive consensus on issues for which evidence is scarce. It involves a panel of experts to elicit their direction on the topic. In this study, the panel of experts was young people with lived experience of having a parent with a mental illness [33]. The approach guaranteed participants’ anonymity, thereby preventing possible biases. This is important when dealing with sensitive topics such as mental illness [33].

Participants
Young people residing in Australia, aged 16-21 years (inclusive), fluent in English, with a parent or parents with a mental illness (self-reported or diagnosed) were eligible to participate. Participants were from urban or regional settings. “Regional” was used to refer to nonurban participants in the study (ie, inner regional, outer regional, rural, remote, or very remote). Young people aged under 18 years required parental permission to participate. Participants were not required to participate in both rounds.

Recruitment for both rounds of the Web-based questionnaire was conducted via the researchers’ professional networks and through organizations designed for young people (eg, help lines or young people’s carers groups). The response rate is not reported, as the number of people who received the anonymous link is unknown. All Round 1 participants were invited to participate in Round 2. Participants were paid Aus $20 for their involvement in each round.

Delphi Round 1
In total, 33% (14/43) of the young people who commenced Round 1 were eligible. Reasons for exclusion from Round 1 were incomplete questionnaires (22/43, 51%), failure to meet age criteria (5/43, 12%), and currently living outside of Australia (3/43, 7%). Round 1 participants were aged 16-21 years, mean 19.0 (SD 1.8) years, with no participants aged 17 years. Of them, 64% (9/14) participants were female and 64% (9/14) were from urban locations.

Delphi Round 2
In Round 2, 99.3% (268/270) of the participants, aged 16-21 years, mean 19.4 (SD 1.2) years, were eligible to be included. In total, 28% (12/43) of the participants from Round 1 (ie, who partially or fully completed the questionnaire) participated in Round 2. Other participants for Round 2 (256/268, 95.5%) were invited via professional networks to participate in this study via an anonymous link. Of them, 0.8% (2/268) of the participants were excluded as one was too young and the other was living outside of Australia. Participants aged 20 years (99/268, 36.7%) represented the largest age group. While the largest number of participants were from urban locations (119/268, 44.4%), the representation was more widespread compared to Round 1.

Participants self-reported their parent’s main mental illness(es) aligned with the Diagnostic and Statistical Manual of Mental Disorders 5th edition [34]. Parental mental illnesses in Round 1 and Round 2 represented 25% (5/20) and 55% (11/20) of the Diagnostic and Statistical Manual of Mental Disorders 5th edition [34] classification chapters, respectively. Depressive and anxiety disorders were most commonly reported.

Materials and Procedure
The study was approved by the Monash University Human Research Ethics committee. Web-based explanatory statements were provided to participants prior to each round. The questionnaire for Round 1 was based on the research questions and consisted of 22 questions in total, mainly of open-ended responses congruent with the Delphi method [35]. Questions related to different features of a Web-based intervention for young people who have a parent with a mental illness. Round 1 comprised of 14 open-ended questions related to intervention facilitation, interaction with peers and how this may function, preferences regarding communicating with a clinician, possible topics of interest, and safety issues and how such issues may be managed. The Round 1 questionnaire posed a closed question regarding whether a Web-based approach was a useful way to support young people who have a parent with a mental illness, along with an opportunity to provide reasons for a yes or no response.

The Round 2 questionnaire was developed from the themes identified in Round 1. It consisted of 39 questions related to the preferred structure of a Web-based intervention, peer interaction, whether the intervention should be time-limited, and preferred frequency and length of clinician-facilitated sessions. There were another 24 questions that required participants to rate the level of importance of the various features identified in Round 1 on an 11-point Likert-type scale from 0 (not important) to 10 (extremely important). These features related to the benefits of accessing a Web-based intervention, topics for Web-based intervention sessions, how Web-based interventions should be facilitated and monitored, internet safety, and issues around ethical issues (eg, informed consent). As discussed in preliminary data analyses, a consensus was reached after 2 rounds of the Delphi method.

Preliminary Data Analyses
Data were collected using the Qualtrics Web-based questionnaire package and analyzed using IBM SPSS Statistics version 24. Delphi studies typically attract similar, smaller numbers of participants in each round (eg, 12-30 participants). However, the Round 2 participant numbers far exceeded those of Round 1, thus providing an opportunity to examine potentially important differences in participant subgroups according to age, gender, and location.

The Braun and Clarke [36] 6-step analytic approach was employed to analyze Round 1 Delphi data. Themes were identified independently by 2 researchers. The researchers then compared and contrasted their interpretations of the main themes by referring back to participants’ responses, to reach a consensus through discussion rather than a numerical level of agreement.

The Round 2 analysis included a rank ordering of preferences, frequencies, and the use of analysis of covariance (ANCOVA)
and chi-square test of independence to identify differences across gender and urban and regional locations. In apriori correlations, age was found to be positively correlated with almost all variables, with older participants scoring more highly than those younger. This was subsequently controlled for in the ANCOVAs reported in the results section. Prior to analysis, data were examined to ensure that assumptions pertaining to each of the tests were met, with no violations encountered. Due to the exploratory nature of the analyses, Bonferroni corrections were not adopted (the likelihood of this increasing the type 1 errors is acknowledged) [37], and given the large amount of data generated in Round 2, only the key findings are reported here.

## Results

For ease of reporting, Round 1 and Round 2 findings are combined. Descriptive statistics for themes are shown in Table 1, with Round 1 themes in the left-hand column in Tables 2, 3, and 4. The tables are stratified by gender and location. Significant differences, significant interactions between gender and location on themes, and main effects are indicated in the tables and discussed in the text.

All participants in Round 1 (14/14, 100%) agreed that a Web-based intervention was a beneficial way to support young people who have a parent with a mental illness. This was extended in Round 2, where participants rated access to a Web-based intervention as very important (mean 8.52) on the 11-point (0-10) scale. The ANCOVA showed no main or interaction effects for gender or location.

In Round 1, 93% (13/14) participants agreed that a clinician should monitor a Web-based intervention group. In Round 2, participants rated it very important for a clinician to monitor a Web-based intervention (mean 8.01). The ANCOVA revealed neither interaction effect nor main effect for gender; however, there was a significant main effect for location, $F_{1, 240}=7.44$, $P=.01$, partial $\eta^2=0.030$. Urban participants rated a Web-based intervention facilitated by a clinician to be more important (mean 8.21) than regional participants (mean 7.88). Note, however, that both groups provided very high ratings.

Round 2 participants were asked for their preference for the duration (as a percentage) that they wanted a clinician and peers to lead discussions during each Web-based group session. No participant preferred 100% direction from either a clinician or peers. These preferences are shown in Table 1 and were analyzed further (ie, gender and location) using chi-square, with the only significant difference being that more urban young people reported that the approach should include weekly goals to practice between sessions compared with regional participants, $\chi^2_{1}=12.4$, $P<.001$, phi=$-0.266$ (n=244).

As shown in Table 1, Round 2 participants preferred weekly sessions over 6 weeks, an “open and free discussion depending on the needs of the group that week” (ranked 1). Preferences about time limitations, length, frequency, and duration of individual sessions were analyzed further (ie, gender and location) using chi-square, with the only significant difference being that more urban young people reported that the approach should be unlimited in time, compared with regional participants, $\chi^2_{1}=5.2$, $P=.02$, phi=0.155 (n=244).

Participants were then asked about the features that should be in a Web-based intervention. As shown in Table 2, Round 1 participants agreed there should be multiple features, and Round 2 participants rated these features as very important.

### Table 1. Round 2 first preference rankings and participant frequency analysis for Web-based group intervention structure based on Round 1 themes.

<table>
<thead>
<tr>
<th>Web-based intervention themes</th>
<th>Round 2 total (N=268)</th>
<th>Gender</th>
<th>Location type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Males (n=157)</td>
<td>Females (n=111)</td>
</tr>
<tr>
<td>Web-based intervention structure, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unlimited timeframe preferred$^a$</td>
<td>201 (75.0)</td>
<td>125 (79.6)</td>
<td>76 (68.5)</td>
</tr>
<tr>
<td>6-week intervention preferred by participants who selected a time-limited intervention</td>
<td>27 (10.1)</td>
<td>14 (8.9)</td>
<td>13 (11.7)</td>
</tr>
<tr>
<td>Weekly session frequency</td>
<td>171 (63.8)</td>
<td>98 (62.4)</td>
<td>73 (65.8)</td>
</tr>
<tr>
<td>Duration of 1 hour</td>
<td>120 (44.8)</td>
<td>67 (42.7)</td>
<td>53 (47.7)</td>
</tr>
<tr>
<td>Group session facilitation, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio of 50% by clinician and 50% by peer</td>
<td>138 (51.5)</td>
<td>76 (48.4)</td>
<td>62 (55.9)</td>
</tr>
<tr>
<td>Group session structure (≥1 preferences allowed), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open and free discussion depending on needs of the group that week (ranking 1)</td>
<td>227 (84.7)</td>
<td>126 (80.3)</td>
<td>81 (73.0)</td>
</tr>
<tr>
<td>Set topics each week (ranking 2)</td>
<td>207 (77.2)</td>
<td>134 (85.4)</td>
<td>93 (83.8)</td>
</tr>
<tr>
<td>Weekly goals to work on and practice between sessions$^a$ (ranking 3)</td>
<td>190 (70.9)</td>
<td>113 (72.0)</td>
<td>77 (69.4)</td>
</tr>
</tbody>
</table>

$^a$Significant difference reported for location.
The ANCOVA analysis identified a significant interaction between gender and location on referral(s) to other sources for additional support ($F_{1,239}=5.05, P=.03, \eta^2=0.021$) and open access to a chat room ($F_{1,239}=5.95, P=.02, \eta^2=0.024$), with female urban participants reporting significantly higher scores for these preferred features (Table 2 for scores). Additionally, there were 2 significant interaction effects for gender for privately contacting a clinician from the Web-based sessions ($F_{1,239}=4.66, P=.03, \eta^2=0.019$) and referral(s) to additional clinical support ($F_{1,239}=7.18, P=.008, \eta^2=0.029$) with urban females scoring more highly for these preferred features (Table 2 for scores).

In Round 1, 79% (11/14) participants indicated that self-care, resilience building, ways of coping, psychoeducation, and how to ask for help and where to get help were important topics to include in a Web-based intervention. They also indicated a range of other topics that, for Round 2, were grouped into 4 common themes and 10 subthemes (Table 3). Table 3 shows the Round 1 topics and descriptive statistics, importance ratings, and rankings from Round 2.

While participants scored all themes and subthemes highly (at 7 and above), they scored highest in regard to helping and supporting a parent with a mental illness, useful ways to cope when parents have a mental illness, and psychoeducation around specific parental mental illness. A series of ANCOVA analyses were then undertaken with all but one (general mental illness) showing main effects for location, with urban participants having higher mean scores than their regional counterparts. For brevity, ANCOVA statistics are not shown here but are available from the authors. In regard to gender, there was only 1 variable (helping and supporting a parent with a mental illness) where males had higher mean scores than females ($F$-statistics and means not shown here).

### Table 2. Round 1 themes and Round 2 mean importance ratings and rankings of Round 1 themes for preferred features of a Web-based intervention.

<table>
<thead>
<tr>
<th>Subthemes identified in Round 1</th>
<th>Round 2 importance rating (N=268)</th>
<th>Location type (n=244)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Urban (n=119)</strong></td>
<td><strong>Regional (n=125)</strong></td>
</tr>
<tr>
<td>Referral(s) to other sources for additional support(c, \text{mean (SD)(d}}</td>
<td>7.84 (1.3)</td>
<td>7.97 (1.0)</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>7.87 (1.4)</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>8.16 (1.3)</td>
</tr>
<tr>
<td>Privately contact clinician from Web-based sessions(c, \text{mean (SD)(d}}</td>
<td>7.81 (1.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>7.72 (1.4)</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>8.08 (1.3)</td>
</tr>
<tr>
<td>Open access to a chat room(c, \text{mean (SD)(d}}</td>
<td>7.76 (1.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>7.52 (1.6)</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>8.06 (1.4)</td>
</tr>
<tr>
<td>Privately contact peers (Web-based intervention group), mean (SD)</td>
<td>7.69 (1.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>7.64 (1.5)</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>7.76 (1.5)</td>
</tr>
<tr>
<td>Referral(s) to additional clinical support(c, \text{mean (SD)(d}}</td>
<td>7.40 (1.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>7.20 (1.3)</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>7.68 (1.4)</td>
</tr>
<tr>
<td>Web-based chat room sessions with set topics decided by a clinician, mean (SD)</td>
<td>7.31 (1.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>7.22 (1.5)</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>7.16 (1.8)</td>
</tr>
<tr>
<td>Young people and a clinician in a Web-based chat room session, mean (SD)</td>
<td>7.24 (1.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>6.99 (1.7)</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>7.54 (1.6)</td>
</tr>
</tbody>
</table>

\(a\)11-point Likert-type scale from 0 (not important) to 10 (extremely important).  
\(b\)Males (143/244, 58.6%); females (101/244, 41.4%).  
\(c\)Significant interaction reported between gender and location.  
\(d\)N/A: not applicable.  
\(e\)Significant interaction effects for gender.
Table 3. Round 1 topics of interest with Round 2 descriptive statistics, importance ratings, and rankings.

<table>
<thead>
<tr>
<th>Themes and subthemes from Round 1 responses and Round 2 gender (males n=143, females n=101)</th>
<th>Importance (N=268)$^a$</th>
<th>Location type (n=244)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rating, mean (SD)</td>
<td>Rank</td>
</tr>
<tr>
<td><strong>Psychoeducation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helping and supporting parent with a mental illness$^{b,c}$</td>
<td>8.69 (1.21)</td>
<td>1</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Specific parental mental illness$^b$</td>
<td>8.59 (1.14)</td>
<td>3</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Personal mental health and related information$^b$</td>
<td>8.55 (1.20)</td>
<td>4</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Dealing with situations arising from parental mental illness$^b$</td>
<td>7.92 (1.26)</td>
<td>8</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>General mental illness</td>
<td>7.54 (1.86)</td>
<td>10</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Emotional well-being</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Build resilience$^b$</td>
<td>8.54 (1.2)</td>
<td>5</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Promote general emotional well-being$^b$</td>
<td>8.45 (1.4)</td>
<td>6</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Self-care strategies$^b$</td>
<td>8.38 (1.3)</td>
<td>7</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Coping strategies and skills</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Useful ways to cope when parents have a mental illness$^b$</td>
<td>8.65 (1.3)</td>
<td>2</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Other resources</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access to other resources besides the Web-based intervention$^b$</td>
<td>7.58 (1.1)</td>
<td>9</td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$11-point Likert-type scale from 0 (not important) to 10 (extremely important).
$^b$Main effect for location.
Main effect for gender.
N/A: not applicable.

Table 4. Round 1 themes and subthemes with Round 2 importance ratings and rankings for safety issues with a Web-based intervention.

<table>
<thead>
<tr>
<th>Themes and subthemes from Round 1 responses and gender (males n=143, females n=101)</th>
<th>Round 2 importance (N=268)</th>
<th>Location type (n=244)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Rank</td>
</tr>
<tr>
<td>Knowledge of prohibition from Web-based intervention if safety guidelines are not adhered to</td>
<td>7.60 (1.34)</td>
<td>1</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinician monitoring for cyberbullying</td>
<td>7.59 (1.47)</td>
<td>2</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Web-based communication</td>
<td>7.53 (1.38)</td>
<td>3</td>
</tr>
<tr>
<td>Males</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Females</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Participation without parental consent (n=56)</td>
<td>6.48 (2.14)</td>
<td>N/A</td>
</tr>
<tr>
<td>Males (n=26)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Females (n=30)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

a 11-point Likert-type scale from 0 (not important) to 10 (extremely important).

Table 4 revealed no interaction effect or main effects for gender or location.

Discussion

Principal Findings

The young people involved in this Delphi study (across age groups and locations) indicated a strong preference for a Web-based approach along with a range of preferred features. Developers should attempt to take these preferences into account when developing Web-based interventions for this target group. An especially important finding was young people's preferences for a Web-based intervention that was facilitated by professionals. This preference has efficacy support; in a meta-analysis, Andersson and Cuijpers [38] found that Web-based interventions with professional support were much more effective than those without professional support in the treatment of adult depression.

Psychoeducation was considered the most important topic to be covered by the intervention. In particular, young people identified a need to learn about their parent’s mental illness, how to support their parent, personal mental health, and how they might deal with situations arising from their parent’s illness. These findings respond to reports of young people’s limited understanding of their parent’s mental illness [39]. Psychoeducation is a key component of a range of interventions...
for families affected by parental mental illness [3,41] and resonates with previous findings regarding children’s requests to find out more about their parent’s illness [24,42]. Young people also wanted to learn adaptive coping strategies, which is important given the tendency for some young people in these families to employ coping strategies such as avoidance or isolation [43].

As well, young people indicated a preference for a time-unlimited intervention. If it had to be time-limited, young people preferred a 6-week Web-based intervention. Some Web-based interventions for this target group are offered weekly and are generally limited to 8 weeks [26,27]. SurvivalKid, in the Netherlands, is unlimited but does not offer structured weekly topics [22]. Further research is required to ascertain the most effective length of Web-based interventions for this target group in terms of efficacy as well as participant satisfaction.

In Round 2, young people identified a need for referrals for additional support. Likewise, others have suggested that multiple interventions may need to be made available to this group of young people [44]. Empowering young people to access their own supports (rather than rely on their parents) potentially addresses the service gaps with identification, referrals, and fears around accessing help due to stigma [45]. Urban females scored higher than all others on referrals for support and wanting open access to chat rooms. This is not surprising given young female adults have reported themselves as their strongest help-seeking influence compared with other social influences, and this was higher for females compared with males [31]. Additionally, young people wanted the opportunity to privately chat with a Web-based facilitator. SurvivalKid in the Netherlands has “survival coaches,” not therapists, who provide advice and may refer young people to more formal services if required [25]. Organizations would need to consider the viability of private contact given the time demands, staffing required, and costs involved.

Lastly, young people were asked to identify potential safety issues around providing a Web-based approach and invited to consider how this could then be managed. Young people wanted assurances that participants not adhering to guidelines would be banned or otherwise dealt with appropriately. Likewise, internet safety is an important consideration for young people when engaging in Web-based interventions [20,46]. Young people aged 16 and 17 indicated that they wanted the opportunity to participate in a Web-based intervention without having to obtain their parent’s consent, primarily because they were concerned about their parent’s reaction. Parents may act as “gatekeepers” for their children’s involvement in interventions [47], a concern aligned with the views of young people elicited here. Finally, it is a normal developmental phase for young adults to differentiate themselves from their parents [48], which again is well encapsulated in the preferences of young people in this study.

Generally, there were statistically significant main effects of location type between urban and regional young people. However, the practical significance [37] of this is limited given the small effect sizes and the observation that actual importance ratings for the different variables were still high for both urban and regional young people.

Limitations
Several limitations apply in interpreting the findings. A smaller number of young people aged 16 and 17 years were recruited compared with the other age groups. Parental mental illnesses were self-reported by those surveyed rather than clinically diagnosed. It is unknown whether participants had their own mental health concerns, which may impact participants’ preferences for a Web-based intervention. The Web-based recruitment strategy might have favored those young people with an existing interest in and preference for Web-based supports. Future studies might differentiate between specific age groups to identify their respective needs for Web-based support, who might also be screened for their own mental health concerns. Consideration is also required to develop strategies for identifying young people at an earlier age. Working in collaboration with parents will be key here. Moreover, ongoing research is needed to investigate and evaluate the efficacy and effectiveness of Web-based interventions. The uptake of Web-based interventions also needs to be gauged, given that others have found that while young people prefer Web-based interventions, engagement is often low [20].

Conclusions
This study constitutes a step in the development of Web-based interventions for young people who have a parent with a mental illness. Young people indicated a preference for a time-unlimited, Web-based intervention that was professionally monitored but with input from both young people and professionals. The results of this study might be used to inform the development of Web-based interventions in regard to topics, intervention length and moderation, and safety requirements. The value in seeking the views of those with lived experience is vital in the design of support. Web-based interventions hold promise to prevent or reduce the risk of adverse outcomes in young people into adulthood and potentially reduce the intergenerational risks of parental mental illness on future generations.
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Abstract

Background: Due to the high cost and low success rate in new drug development, systematic drug repositioning methods are exploited to find new indications for existing drugs.

Objective: We sought to propose a new computational drug repositioning method to identify repositioning drugs for Parkinson disease (PD).

Methods: We developed a novel heterogeneous network mining repositioning method that constructed a 3-layer network of disease, drug, and adverse drug reaction and involved user-generated data from online health communities to identify potential candidate drugs for PD.

Results: We identified 44 non-Parkinson drugs by using the proposed approach, with data collected from both pharmaceutical databases and online health communities. Based on the further literature analysis, we found literature evidence for 28 drugs.

Conclusions: In summary, the proposed heterogeneous network mining repositioning approach is promising for identifying repositioning candidates for PD. It shows that adverse drug reactions are potential intermediaries to reveal relationships between disease and drug.

(J Med Internet Res 2018;20(10):e271) doi:10.2196/jmir.9646
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Introduction

Parkinson disease (PD) is a chronic and progressive movement disorder with the main symptoms including tremor, slowed movement, rigidity, and postural instability. It is the second most common neurodegenerative disorder and affects more than 5 million people around the world. So far, the causes of PD remain unknown but are thought to be triggered by genetic or environmental factors that lead to the death of dopamine generating cells [1]. Current treatments and medications cannot reverse the effects of the disease but can manage the symptoms; however, they come with many serious adverse drug events. Therefore, it is important to develop new drugs for PD.

De novo drug development has been a prolonged process with very high development costs and a low success rate in the past decades. Meanwhile, drug repositioning, which identifies new indications for existing drugs, is suggested to be a more cost- and time-efficient strategy by the evidence. One main advantage is that since repositioning drugs have already been validated by pharmaceutical and toxicological tests, the time and cost for development and the risk of failure in early stages can be reduced markedly. Currently, systematic drug repositioning methods can be categorized as either disease-based, where discovery initiates from the clinical perspective of diseases, or drug-based, where discovery initiates from the chemical or pharmaceutical perspective of drugs [2]. Drug-based strategies are preferred when there is expertise or capability in using and understanding pharmacological properties of drugs or if rich pharmacological or chemical data for drugs are available. Disease-based strategies are preferred to overcome missing knowledge in the pharmacology of a drug or when repositioning
efforts are to be focused on a specific disease or therapeutic category [3]. In this context, we proposed a disease-based approach to identify the repositioning drugs for diseases using social media data and pharmaceutical databases. Specifically, we connected drugs with their potential indications via adverse drug reactions (ADRs).

The phenome is emerging as a new source of information for drug repositioning because phenotypic information is shown to have great potential for detecting novel associations between drugs and diseases. Clinical side effects, which are capable of profiling drug-related phenotypic information, have been found to be helpful in discovering new therapeutic uses for drugs [4]. As a result, the ADR is becoming an important intermediary to connect drugs with diseases in drug repositioning because it reflects the physiological consequences and phenotypic expressions of the drugs. The rationale behind the ADR-based approaches of drug repositioning is based on the underlying mechanism of action linking ADRs with diseases when the ADR is shared by a number of drugs indicated for the disease [5].

Considering the huge potential of social media data for health care informatics, we collected user-generated content from an online health community as one data source. It has been proven that social media data provide a large volume of timely information contributed by health consumers, and the detection of adverse drug reactions using social media can achieve better results than detection using other traditional data sources such as spontaneous reporting systems or electronic health records [6-9]. As network-based approaches have been increasingly used to identify repositioning drug candidates in both drug-based and disease-based strategies [10-12] and heterogeneous networks can capture more essential and accurate features of the health care information compared with a homogeneous network, we exploited the heterogeneous networking mining methodology to reveal relationships between different medical entities.

Methods

Our method mainly comprises the following steps: (1) extracting ADR entities from user posts in online health communities; (2) computing association strength of ADR-drug, ADR-disease, and disease-drug pairs; (3) building heterogeneous networks based on association strength; and (4) identifying significant ADR-disease paths from the network and conducting drug repositioning. Figure 1 shows the workflow of our method.

Adverse Drug Reaction Entity Extraction

A significant challenge existing in extracting ADR terms from social media data is the diverse expressions of adverse reactions. Health consumers describe their health issues using different vocabularies than medical professionals due to their lack of medical training. As a result, standard medical lexicons used by professionals like the US National Library of Medicine’s Unified Medical Language System are not applicable in analyzing health consumer–contributed content. To address this problem, we used the Consumer Health Vocabulary (CHV) Wiki [13] to build our ADR lexicon. The CHV Wiki links everyday health-related words to professional terms and jargon, and the goal is to bridge the communication gap between consumers and health care professionals [5]. It provides a list of preferred names of ADRs and the corresponding consumer-contributed expressions to each of them. For example, “anorexia” is a professional expression of an ADR, and the CHV Wiki extends it to “appetite lost,” “appetite loss,” “appetite lack,” “no appetite,” and several other common expressions. In our study, we used all of the expressions suggested by the CHV Wiki to extract ADR entities in user-generated information [14].

Association Strength Calculation

After extracting ADR entities, we computed the association strength between ADR-disease, ADR-drug, and drug-disease pairs. In social media data, if 2 entities are mentioned together frequently, they are considered to be strongly associated [15]. We conducted co-occurrence analysis on those entity pairs to evaluate their association strength. In co-occurrence analysis, choosing proper analysis granularity is important. That means the co-occurrence analysis should be calculated within an appropriate scale. A post or comment might be set as an analysis unit, but they are usually very short and the users may jump into their problems without describing the context. Thus, a post or comment is too small an analysis unit to calculate the co-occurrence between entities. Instead, a thread, which contains a post and all the following comments, is more appropriate to be an analysis unit because it embodies all the discussions on a particular issue and contains all the keywords. Therefore, we calculated the co-occurrence frequency of entity pairs within each thread.

Figure 1. Workflow of drug repositioning for Parkinson disease based on adverse drug reactions.
We applied association rule mining to determine the co-occurrence frequency between ADR-PD, ADR-drug, and drug-PD pairs. Mathematically, let \(I=\{I_1, I_2, \ldots, I_m\}\) be a set of items and let \(T=\{T_1, T_2, \ldots, T_n\}\) be a set of transactions, where each transaction is a subset of items such that \(T \subseteq I\). The association rule is an implication of the form \(A \Rightarrow B\), where \(A \subseteq I\) and \(B \subseteq I\), and \(A \cap B = \emptyset\), which is referred to as an itemset. An itemset that contains \(k\) items is a \(k\)-itemset. Specifically, there are two 1-itemsets \(\{ADR\}, \{\text{drug}(R)\}\), \(\{PD\}\) and two 2-itemsets \(\{ADR, R\}, \{ADR, PD\}, \{R, PD\}\) in our experiments.

\(Lift\) is a commonly used measure based on probability theory in association rule mining. For instance, \(lift\) measures the strength of an association by considering not only the co-occurrence of \(R \cup ADR\) but also the correlation between itemsets \(\{R\}\) and \(\{ADR\}\). To be specific, it computes the ratio of the proportion of threads containing both \(R\) and \(ADR\) above the expectation that \(R\) and \(ADR\) are independent of each other. The following shows the equations for computing \(Lift\) \(R \Rightarrow ADR\):

\[
Lift(R \Rightarrow ADR) = \frac{\text{count}(ADR \cap R)}{\text{count}(R)} \div \frac{\text{count}(ADR)}{\text{total count}}.
\]

In which \(\text{count}(ADR)\) is the number of threads that contain target \(ADR\), \(\text{count}(R \cup ADR)\) is the number of threads that contain both drug \(R\) and \(ADR\), and \(\text{total count}\) is the total number of threads. Likewise, we can compute \(Lift(D \Rightarrow ADR)\) and \(Lift(D \Rightarrow R)\) with the same equation. The \(lift\) value is consistent with the strength of associations between 2 items.

Figure 2. Heterogeneous health care network model.

The association between disease and ADR is then computed by the equation seen in below, in which \(P\) denotes all of the possible paths between \(D\) and \(R\):

\[
\text{drug-repositioning association} \propto \text{Lift}(D \Rightarrow R) \times \text{Lift}(R \Rightarrow ADR).
\]

Drug Repositioning Based on Disease–Adverse Drug Reaction Association

The basic hypothesis of drug repositioning is that if \(ADR X\) is significantly associated with disease \(D\), then drugs that list \(X\) as a side effect should be evaluated as candidates for treating...
For all the disease-ADR associations we detected, we first used a sample t test to determine whether they were significant and then applied drug repositioning to those significant associations.

The repositioning process is completed in 3 steps: (1) for each ADR contained in those significant ADR-disease associations, we consulted the Side Effect Resource (SIDER) database [17] to identify the drugs that list the identified ADR as a frequent side effect, (2) we directed those drugs to diseases via the drug-ADR-disease paths and obtained the final drug-disease associations, and (3) we removed the drug-disease pairs that have already been published in the Pharmacogenomics Knowledgebase (PharmGKB) [18]. Thus, the remaining drug-disease pairs could be considered as repositioning drug–disease associations and reported as the drug repositioning results.

**Results**

**Data Collection**

In our experiment, user-generated data were collected from MedHelp [19], one of the pioneers in online health communities. Since its introduction in 1994, MedHelp has been the exemplar in online health communities. Currently, it empowers over 12 million people each month to describe and discuss their health and medical problems and find answers. We collected data from MedHelp by implementing an automatic Web crawler that went through MedHelp webpages in HTML format page by page and retrieved information including user name, post, comment, and timestamp. The returned data were saved in .txt files and organized thread by thread, where each thread contained the original post and all the following comments. We collected 12,571 threads (containing 504,097 comments) by using Parkinson and the corresponding 55 drugs suggested by PharmGKB as query words on October 10, 2016. After extracting disease, drug, and ADR entities from the consumer-contributed content, we constructed a heterogeneous network containing 3 types of nodes and 3 types of links. In total, the network contained 255 nodes: 55 drugs, 199 ADRs, and 1 disease.

**Repositioning Drugs for Parkinson Disease**

When the drugs treating a disease share a common ADR, the ADR and the disease are considered to be connected via an underlying mechanism of action. By applying the proposed heterogeneous network mining method, we detected the ADRs associated with PD and filtered the significant associations based on statistical analysis. As a result, we found 9 ADRs significantly associated with PD: muscle cramp, gastrointestinal disorder, nervous system disorder, angiopathy, somnolence, orthostatic hypotension, carpal tunnel syndrome, hallucination, and influenza.

We retrieved the drugs listing the ADRs but not indicated for PD from the SIDER database with several filtering conditions: the drugs indicate 1 of the 9 ADRs as “frequent,” “common,” or “postmarketing” or with an occurring percentage higher than 10. As a result, we identified 44 repositioning drugs for PD. Table 1 lists all the repositioning drugs, as well as whether these drugs are associated with PD based on literature analysis. By using drug names and Parkinson as queries in PubMed, we then investigated all the findings to understand the implications behind the associations of disease and repositioning drugs. We found evidence in PubMed literature to support a positive effect of some drugs on PD, evidence to support negative or adverse effects of some drugs on PD, evidence that some drugs exert both positive and negative effects on PD, and no explicit association between some drugs and PD.

**Multimedia Appendix 1** presents the repositioning drugs that are supported by evidence from PubMed literature, and each row illustrates the drug and how it is labeled with the ADRs in the SIDER database. The second-to-last row total shows how many drugs were detected via the ADR, and the last row total shows how many drugs were only detected via the ADR.

**Multimedia Appendix 1** indicates that nervous system disorder and gastrointestinal disorder are the 2 ADRs that contributed the most number of repositioning drugs, while the ADR carpal tunnel syndrome suggested no repositioning drug. Among the repositioning drugs that have evidence support, 54% (15/28) were detected via only 1 ADR and 46% (13/28) were detected via more than 1 ADR. Moreover, within the 13 drugs, 6 of them were detected via the ADR combination: nervous system disorder + gastrointestinal disorder. We investigated all the findings to understand the implications behind the associations of disease and repositioning drugs. We found evidence in PubMed literature to support a positive effect of some drugs on PD, evidence to support negative or adverse effects of some drugs on PD, and no explicit association between some drugs and PD.

**Analysis of the Repositioning Drugs Based on Literature**

Table 2 summarizes the drugs analyzed in this section and their original labeled indications.

---

**Table 1**

<table>
<thead>
<tr>
<th>Disease</th>
<th>ADRs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parkinson</td>
<td>Muscle cramp, gastrointestinal disorder, nervous system disorder, angiopathy, somnolence, orthostatic hypotension, carpal tunnel syndrome, hallucination, and influenza</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>Drug</th>
<th>Nervous System Disorder</th>
<th>Gastrointestinal Disorder</th>
<th>Carpal Tunnel Syndrome</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
<td></td>
</tr>
</tbody>
</table>

---

**References**

Table 1. Repositioning drugs and literature evidence.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Positive evidence</th>
<th>Negative evidence</th>
<th>No evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>amphotericin B</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>bupropion</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>carbamazepine</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>citalopram</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>clomipramine</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>diltiazem</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>donepezil</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fluoxetine</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>fluvoxamine</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>gabapentin</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>glatiramer acetate</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>lamotrigine</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>levetiracetam</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>methylphenidate</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mirtazapine</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>modafinil</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>nefazodone</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>oxcarbazepine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>paroxetine</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>phenytoin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rivastigmine</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>salbutamol</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>sertraline</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>thalidomide</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>topiramate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tramadol</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>valproic acid</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ziprasidone</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>alprazolam</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>budesonide</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>clarithromycin</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>granisetron</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lansoprazole</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>levonorgestrel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mefloquine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mycophenolic acid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>omeprazole</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tacrolimus</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tiagabine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tobramycin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tobramycin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>topotecan</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>valganciclovir</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Drug name

<table>
<thead>
<tr>
<th>Drug</th>
<th>Positive evidence</th>
<th>Negative evidence</th>
<th>No evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Venlafaxine</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vigabatrin</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Repositioning drugs and their labeled indications.

<table>
<thead>
<tr>
<th>Labeled indication</th>
<th>Drug name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immunomodulatory</td>
<td>Thalidomide</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>Glatiramer acetate</td>
</tr>
<tr>
<td>Asthma</td>
<td>Salbutamol</td>
</tr>
<tr>
<td>Depression</td>
<td>Bupropion, citalopram, clomipramine, paroxetine, sertraline, fluoxetine, fluvoxamine, mirtazapine, nefazodone</td>
</tr>
<tr>
<td>Alzheimer disease</td>
<td>Donepezil, rivastigmine</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>Carbamazepine, gabapentin, lamotrigine, levetiracetam, topiramate, valproic acid, oxcarbazepine, phenytoin</td>
</tr>
<tr>
<td>Fatigue</td>
<td>Methylphenidate, modafinil</td>
</tr>
</tbody>
</table>

Thalidomide

Thalidomide is an immunomodulatory drug used mainly for certain cancers. The studies using mice showed that thalidomide improved the neurotoxicity induced by 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine as seen by a significant increase of dopamine, suggesting that thalidomide can improve the functional damage of the nigrostriatal cell substratum by the production of dopamine [20]. The neuroprotective effect makes thalidomide a potential adjuvant medication for PD. In addition, lenalidomide, a thalidomide derivative, was found to reduce motor behavioral deficits and improve dopaminergic fiber loss in the striatum by reducing microgliosis in both the striatum and hippocampus. This finding supports the potential of lenalidomide to address maladaptive neuroinflammation in PD [21].

Glatiramer Acetate

Conventional treatments for PD mainly address the dopamine deficiency, but some postmortem studies have showed that brain-derived neurotrophic factor (BDNF) deficiency may also play a role in PD pathogenesis, and this is supported by the finding that BDNF therapy is effective in animal models of PD [22]. Glatiramer acetate is an immunotherapy drug approved for treating multiple sclerosis. As glatiramer acetate can enhance central BDNF activity and augment neurogenesis, it may be useful to address the BDNF deficiency in PD; by exerting an anti-inflammatory effect, it can address the inflammatory process in the brain associated with PD [23]. According to this evidence, glatiramer acetate can be a potential medication for PD.

Salbutamol

Salbutamol is mainly used for asthma, bronchitis, emphysema, or other bronchospasms in lung diseases. There are preliminary studies showing that PD patients who were given salbutamol as adjunctive therapy improved in response to levodopa, as salbutamol enhances transport of levodopa across the blood-brain barrier [24]. An open-label pilot study also suggested that muscle mass and therapeutic response to levodopa in PD patients with fluctuation were improved by salbutamol [25]. To confirm its effects on PD, further studies such as double-blind and placebo-controlled studies are needed.

Antidepressants

Beside the motor dysfunctions in PD, the occurrence of nonmotor symptoms, such as psychological disorders, is very high. Specifically, depression occurs in 20% to 50% of PD patients, associated with increasing disability. Some antidepressants have been used in PD, but few studies have been conducted to support their efficacy and investigate adverse effects for PD patients. Therefore, an adequate therapeutic answer for treating depression together with PD is needed. Among the identified repositioning drugs, several are antidepressants.

Bupropion

Dopamine agonists have been considered as antidepressants in some studies, but they may cause side effects such as confusion, somnolence, and dizziness, so the role of the dopamine agonist in depressive PD still needs to be explored [26]. Bupropion, as a dopaminergic and noradrenergic antidepressant, could be a possible treatment for depressive symptoms associated with PD without serotonin-related side effects. Moreover, depression was improved in 5 clinical reports when using bupropion on PD patients while treatments with several other antidepressants were unsuccessful [27]. For instance, panic disorder was improved markedly on a 57-year-old female PD patient after introducing bupropion [28].

Citalopram

Citalopram is an antidepressant belonging to a group of drugs called selective serotonin reuptake inhibitors. As recent research indicates that selective noradrenergic (atomoxetine) and serotonergic (citalopram) reuptake inhibitors show potential to improve response inhibition on some PD patients, a double-blind experiment was conducted to investigate the behavioral efficacy of citalopram and atomoxetine [29]. Results supported the hypothesis that they are effective in inhibitory control. However, a retrospective survey showed that citalopram may trigger acute dystonia and exacerbate the abnormal movements of PD [30].
Therefore, the efficacy or adverse effect of citalopram for PD needs to be explored further.

Clomipramine
Clomipramine is a tricyclic antidepressant used to treat obsessive-compulsive disorder by increasing the activities of certain chemicals in brain. It was reported that delusions and hallucination conditions were improved by using clomipramine on a PD patient with depression [31].

Paroxetine
Through a 12-week placebo-controlled clinical experiment, paroxetine was found to improve the affective symptoms, somatic symptoms, and cognitive symptoms in depressed PD patients [32].

We did a literature analysis on the other 5 antidepressants (sertraline, fluoxetine, fluvoxamine, mirtazapine, and nefazodone) as well and found that those drugs are effective in dealing with the depression of PD patients. As the studies mostly discuss the effectiveness of the antidepressants on depression of PD patients rather than on PD itself only, we did not present all of the details here.

Medications for Alzheimer Disease

Donepezil
Donepezil, a cholinesterase inhibitor that works by increasing the amount of acetylcholine in the brain to reduce dementia symptoms, is indicated for Alzheimer disease. An exploratory study of 9 patients was conducted to study the effects of donepezil in PD patients with dementia, especially the effects of dose escalation [33], and the results showed that certain dose escalations of donepezil are useful for patients in the long term. In addition, the results of a randomized double-blind study showed that the combined use of donepezil and Di-Huang-Yi-Zhi is very effective in treating PD dementia, with a possible underlying reason that problems with the cholinergic system were ameliorated by such a combination therapy [34].

Rivastigmine
Rivastigmine is a drug used to treat Alzheimer disease and proven to be effective for mild cognitive impairment in PD. A double-blind placebo-controlled clinical study showed that a global rating of cognition, health status, and anxiety severity as well as the cognitive abilities according to a performance-based measure were improved by using rivastigmine [35].

Antiepilepsy Medications

Gabapentin
Gabapentin is an antiepileptic drug that affects the chemicals and nerves that cause seizures and pain to treat epilepsy and some types of nerve pain. Common medications for treating visual hallucination and the decrease of dopamine agonists often cause an exacerbation of motor symptoms, while gabapentin can directly affect the glutamic acid neuron system and the γ-amino butyric acid neuron system as an antiepilepsy drug. In a case report, both visual hallucination and pain of a PD patient were alleviated by using gabapentin, without any adverse effects [36]. However, in several cases, dyskinesia and bilateral ballism were induced when using gabapentin in PD diseases. Further studies are needed to prove the efficacy of this drug.

Lamotrigine
A group of researchers did both in vivo and in vitro experiments to examine whether safinamide (monoamine oxidase B and sodium channel blocker) has effects on microglial activation and the degeneration of dopaminergic neurons, which are closely associated with PD [37]. Results showed that safinamide has positive effects on microglial activation and protects dopaminergic neurons from degeneration in the 6-hydroxydopamine model of PD. In the experiments, rasagiline, a monoamine oxidase B inhibitor, and lamotrigine, a sodium channel-blocking drug, both exerted the protection of dopaminergic neurons, suggesting that safinamide can function in either or both mechanisms. In addition, the usefulness of lamotrigine in PD has been proven in several other studies, including a double-blind study on 20 patients [38] and an in vivo experiment on mice [39].

Levetiracetam
Levetiracetam was proved to be useful for the levodopa-induced dyskinesias in PD in a double-blind, placebo-controlled crossover trial [40].

Topiramate
Topiramate is mainly used to treat seizures in certain patients and sometimes used to treat migraine headaches. As it reduced levodopa-induced dyskinesia in animal models without affecting PD symptoms, a randomized, double-blind, placebo-controlled trial was then conducted on 13 patients. However, the results showed that topiramate worsened dyskinesia in PD patients [41].

Valproic Acid
Valproic acid is used for treating epilepsy by affecting chemicals that cause seizures [42]. An in vitro model was applied to investigate the treatment of valproic acid on synaptic loss and the underlying molecular mechanism. The experiment showed that the synaptic damage induced by amyloid-β, which is associated with Alzheimer disease, and by another neurodegenerative-associated protein, α-synuclein, which is associated with PD, could be reduced and protected by valproic acid [43], as valproic acid can inhibit the aberrant activation of amyloid-β-dependent cytoplasmic phospholipase A2. Therefore, valproic acid may be a potential therapy for Alzheimer disease and PD [44].

The other 2 antiepilepsy drugs that were found to be useful for PD are oxcarbazepine and phenytoin. Studies were conducted to evaluate the effectiveness of using antiepileptic drugs (eg, oxcarbazepine) together with some 3-hydroxy-3-methylglutaryl–coenzyme A reductase inhibitors for prevention of PD and other neurological diseases, and the experiments showed that the dopaminergic effect of oxcarbazepine is useful in the treatment of PD [45]. Another study, however, suggests that oxcarbazepine should be used with care because of its possible psychiatric side effects [46]. Epilepsy and PD often co-occur in the elderly, and phenytoin is used to control certain types of epilepsy, so many PD patients take phenytoin. Studies have been conducted to observe PD patients taking phenytoin, and a relationship is...
suspected between the function of phenytoin and the pathogenesis of PD [47].

**Drugs Originally Used for Fatigue**

**Methylphenidate**

Methylphenidate is a central nervous system stimulant used for hyperactivity disorder, found to be useful to address the maladaptive behavioral or cognitive aspects of fatigue in Parkinson patients [48].

**Modafinil**

Modafinil is a wakefulness-promoting agent used for sleep disorder and an effective treatment for fatigue in PD [49].

**Other Drugs Known to Cause Adverse Effects in Parkinson Patients**

**Amphotericin B**

Amphotericin B is used for treating progressive and potentially life-threatening fungal infections, but it was found to have interactions with PD in some clinical reports. There are several reports of neurotoxicity being caused by the increasing use of intrathecal amphotericin B—for instance, transient signs of parkinsonism occurred in 1 patient receiving the drug for cryptococcal meningitis [50] and in 3 children receiving it for pulmonary aspergillosis or sinus aspergillosis [51]. Although the indications of amphotericin B do not involve the nervous system, it was thought to have a direct toxic effect on the nervous tissue.

**Diltiazem**

Diltiazem is a calcium channel blocker that can relax the muscles of heart and blood vessels and is mainly used for hypertension and angina. However, it was found to induce Parkinson syndrome in some patients [52-53].

**Tramadol**

Tramadol is an analgesic widely prescribed because of its low abuse potential, but researchers found serotonin syndrome, a life-threatening adverse reaction, in a PD patient who used tramadol and ziprasidone [54].

**Ziprasidone**

Ziprasidone belongs to the class of atypical antipsychotics and is used for central or mood disorders. A clinical trial that conducted parallel comparison experiments on 14 patients demonstrated that ziprasidone is effective in ameliorating psychotic symptoms in PD patients [55]. However, serotonin syndrome occurred in a PD patient using ziprasidone for bipolar disorder [54]. Therefore, further studies are needed to evaluate the efficacy of ziprasidone for PD.

**Discussion**

**Principal Findings**

In drug repositioning research, results are only suggestions or predictions rather than confirmed truth until clinical trials are conducted. As a result, the evaluation of method performance becomes a difficult task, because there is no gold standard. In previous studies, there have been two common ways of evaluation: computational assessment, based on the co-occurrence of drug-disease terms in biomedical literature, and experimental assessment, based on in silico or in vitro experiments. Here we have adopted the computational assessment but beyond counting the co-occurrence frequency, we conducted a literature review to investigate whether the scientific studies in the published articles supported the repositioning of the drug to PD. In the future, experimental assessment could be exploited to reinforce the evaluation.

Among the discovered repositioning drugs, some have the potential to treat PD via their neuroprotection or neurotoxicity prevention function, while several others show the effects in clinical practice without the underlying mechanism being known; therefore, exhaustive analysis is needed of the drugs. In addition, we identified several psychological drugs that are proven to be effective without inducing adverse effects when used to treat PD. As psychological symptoms occur in a high ratio of PD patients, these findings are quite useful. Based on the results, the repositioning drugs that have positive functions on the neural system are the most promising findings and are the primary candidates for further experimental assessment. Meanwhile, the repositioning findings that are commonly used for other complicating diseases on PD patients should be tested more carefully for efficacy and risk evaluation.

In this work, we relied on the rational association between disease and ADR to find potential repositioning drugs and achieved an appreciable result. To investigate whether there is any relationship between the number of intermediary ADRs and the number of supporting literature sources, we did a correlation analysis, but there is little correlation between the 2 factors according to the calculated Pearson R coefficient (r=0). A possible reason could be the size of our dataset (eg, ADR and drug). In a future study, we can expand the dataset size to include more ADRs and involve more biomedical characteristics, such as chemical or biological characteristics or a combination of the two, hoping for better performance.

**Conclusions**

In this study, we proposed a computational drug repositioning method based on a heterogeneous network and used the rational association between disease and ADR to reveal repositioning drugs. Experiment results demonstrated that our approach is able to identify FDA-approved novel drugs for PD, and many of the predictions are supported by existing studies according to the literature-based investigation. Although further studies are needed to confirm the pharmaceutical effects of these repositioning drugs for PD, this study suggests the possibility and effectiveness of applying systematic drug repositioning methods to drug development.
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Abstract

Background: Over the last two decades, the incidence and mortality rates of gynecologic cancers have increased at a constant rate in China. Gynecologic cancers have become one of the most serious threats to women’s health in China. With the widespread use of social media, an increasing number of individuals have employed social media to produce, seek, and share cancer-related information. However, health information on social media is not always accurate. Health, and especially cancer-related, misinformation has been widely spread on social media, which can affect individuals’ attitudinal and behavioral responses to cancer.

Objective: The aim of this study was to examine the nature and diffusion of gynecologic cancer–related misinformation on Weibo, the Chinese equivalent of Twitter.

Methods: A total of 2691 tweets related to 2 gynecologic cancers—breast cancer and cervical cancer—posted on Weibo from June 2015 to June 2016 were extracted using the Python Web Crawler. Two medical school graduate students with expertise in gynecologic diseases were recruited to code the tweets to differentiate between true information and misinformation as well as to identify the types of falsehoods. The diffusion characteristics of gynecologic cancer–related misinformation were compared with those of the true information.

Results: While most of the gynecologic cancer–related tweets provided medically accurate information, approximately 30% of them were found to contain misinformation. Furthermore, it was found that tweets about cancer treatment contained a higher percentage of misinformation than prevention-related tweets. Nevertheless, the prevention-related misinformation diffused significantly more broadly and deeply than true information on social media.

Conclusions: The findings of this study suggest the need for controlling and reducing the cancer-related misinformation on social media with the efforts from both service providers and medical professionals. More specifically, it is important to correct falsehoods related to the prevention of gynecologic cancers on social media and increase individuals’ capacity to assess the veracity of Web-based information to curb the spread and thus minimize the consequences of cancer-related misinformation.

(J Med Internet Res 2018;20(10):e11515) doi:10.2196/11515
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Introduction

Background

In recent years, cancer has become a major public health issue in China. According to the statistics from the National Central Cancer Registry, there were approximately 3.80 million new cancer cases and 2.30 million cancer-caused deaths in China in 2014 [1]. For women, 2 out of the 10 most common cancers are gynecologic cancers, with breast cancer (268,600 new cases) and cervical cancer (98,900 new cases) being the most prevalent in 2015 [2]. The incidence and mortality rates of gynecologic cancers have increased substantially in China over the last 2 decades, and it has been 1 of the major health concerns for women in China [2].

With the rapid development of social media, social media has become a popular means by which individuals can access a staggering amount of health information [3,4]. A growing number of individuals, especially women, turn to social media to seek out and share a variety of cancer-related information, such as seeking information about cancer prevention and treatment as well as sharing the experience of having it, and to obtain social support to cope with the disease and manage emotions [5,6]. Medical professionals and traditional portals contribute to the health information available on social media, but a greater amount of information is generated and disseminated by ordinary users based on their first-hand cancer experiences [7]. Web-based health information has been found to be effective in raising individuals’ awareness of diseases and fueling communication between lay persons and health care professionals [8]. Furthermore, Web-based health information could help individuals improve their abilities to prevent certain diseases and enable them to effectively manage chronic health conditions [9,10].

Nevertheless, individuals might take great risks in their utilization of Web-based resources, as health information on social media is not always accurate [11,12]. It has been shown that health-related misinformation in general, and cancer-related misinformation in particular, has been widely spread on social media, which affects individuals’ responses to cancer prevention and treatment [13]. Moreover, because of overloaded information on social media, ordinary users may not have the resources, knowledge, and expertise to assess the veracity of Web-based cancer-related information and to identify informative and trustworthy information on social media [13].

Although scholarly attention has been drawn to misinformation on social media, little is known about the nature and diffusion of cancer-related misinformation there. In this study, we filled this gap by examining the nature and diffusion of misinformation about breast cancer and cervical cancer on social media. Specifically, we used a content analysis not only to differentiate between true information and misinformation regarding these 2 types of gynecologic cancers on social media but also to identify the types of falsehoods in such information. Furthermore, the diffusion characteristics of cancer-related misinformation were examined and compared with those of true information.

Misinformation on Social Media

Misinformation refers to false and inaccurate information that is spread intentionally or unintentionally [14]. With the increasing penetration of information and communication technologies, massive amounts of misinformation can be easily disseminated to a larger group of audience at very low costs. One study revealed that on average, individuals in the United States encountered 1 to 3 fake news stories online in the month before the 2016 US election [15]. About one-quarter of adults reported having shared fabricated political news online, sometimes by mistake and sometimes intentionally [16].

Many scholars have argued that social media is responsible for the high prevalence of Web-based misinformation [17]. Traditional media content is usually produced by professional journalists and editors who are information gatekeepers with adequate knowledge and resources to assess the veracity of information. However, ordinary users of social media are empowered to produce and share a wide variety of information irrespective of its veracity [18]. Thus, it is not surprising that there is a large amount of misinformation on social media.

The proliferation of Web-based misinformation has caused negative consequences for both individuals and the society as a whole. Specifically, misinformation, such as fake news, rumors, and inaccurate information, not only causes the spread of unnecessary fears and conspiracies but also distorts individuals’ behavioral responses to certain issues, such as political elections, natural disasters, and diseases [16,19]. For example, misinformation about vaccinations makes many parents refuse immunizations for their children, which has led to a noticeable increase in vaccine-preventable diseases and has even caused deaths among children [20]. Furthermore, misinformation exerts negative impacts on our society that may trigger financial panic and even strain diplomatic relations [21]. The 2013 World Economic Forum listed misinformation as one of the main threats to human society [17].

To constrain the amount of misinformation spread on social media and to minimize the negative effects caused by the misinformation, many researchers have attempted to examine how misinformation spreads on social media and investigate the driving mechanisms that underlie the diffusion of Web-based misinformation in various domains, such as natural disasters, science, and politics. Specifically, Oh et al [22] analyzed the working dynamics of rumors related to the Haiti earthquake in 2010 based on data from Twitter and found that informational uncertainty and anxiety are key factors that determine the rapid spread of a rumor. Moreover, they indicated that reliable information with credible sources could reduce levels of anxiety on Twitter, which in turn limits the spread of rumors. Domenico et al [23] explored the spread of a scientific rumor about the Higgs boson and proposed a model for its spread. They found that individuals were more likely to spread the rumor if most of their friends tweet it repeatedly. More recently, Vosoughi et al [19] explored the diffusion structure of true and false news on Twitter and found that false news spread faster, deeper, and more broadly than the truth. Such differences in the diffusion of truth and falsehoods may be related to the fact that false news tends to include more emotion of fear, disgust, and surprise.
which could cause the misinformation to go viral. Another explanation could be a novelty effect, that is, people are more willing to exchange novel information [19]. A study by Zhao et al [24] is one of the few studies that had investigated the misinformation on Chinese social media. They indicated that when large-scale social crises occur, a great number of rumors are posted and reposted quickly on social media. Moreover, they found that attitude and personal norms are the key factors, which would drive social media users in China to combat rumors.

Although much attention has been directed toward the spread of misinformation on social media, most studies have focused on political or scientific misinformation in general. Only a few studies have examined the nature and diffusion of health, especially cancer-related misinformation on social media. The uniqueness in the context of cancer-related information requires a specific investigation.

Cancer-Related Misinformation on Social Media

The rise of news media has created an atmosphere of hype and hysteria about cancer in which individuals have been exposed to conflicting information [25]. This leads to many misperceptions about cancer, including its causes, prevention, and treatment [25]. In the last decade, social media has exacerbated individuals’ uncertainty about cancer. Unlike traditional media, most health-related content on social media is generated and shared by patients and caregivers based on their own personal experiences. The content may include many false elements that can distort individuals’ attitudes and behaviors toward cancer prevention and treatment. Gage-Bouchard et al [26] conducted a content analysis to assess the veracity of information related to lymphoblastic leukemia on 19 public Facebook pages and found that at least one-third of the exchanged information was not medically or scientifically accurate.

With its extremely large population, China contributes significantly to the global burden of cancer [27]. Gynecologic cancers (eg, breast cancer, ovarian cancer, and cervical cancer) have become the most common cancers among Chinese women [2]. However, cancer is preventable if people are aware of its causes and science-based prevention strategies [28]. As more and more female users in China have used social media to exchange a variety of cancer-related information [6,26,29], this study focused on misinformation regarding breast cancer and cervical cancer on Chinese social media.

Research Questions

On the basis of the aforementioned literature, misinformation, especially health misinformation, has been prevalent on social media, which has drawn much attention from the governments, academia, and industry [13]. Recently, several studies have examined the veracity of cancer-related information on social media. However, most of these studies were exploratory in nature, only describing the prevalence of misinformation, and did not consider the types of misinformation and their diffusion characteristics [26]. To fill in the gaps in the literature, this study focuses on 2 gynecologic cancers, namely breast and cervical cancers, and proposes the following 3 research questions:

- Research question 1: What is the distribution of true information and misinformation regarding gynecologic cancers on Weibo, a Chinese version of Twitter?
- Research question 2: What kinds of gynecologic cancer-related misinformation exist on Weibo?
- Research question 3: How do the diffusion characteristics of true information and misinformation regarding gynecologic cancers differ?

To answer our research questions, a content analysis was first conducted to differentiate between true information and misinformation and to identify the types of falsehoods embedded in the misinformation. Next, the diffusion structure of each piece of cancer-related information on social media was constructed and analyzed with a network perspective to understand how misinformation was spread and received by social media users.

Methods

Data Collection

Two keywords “乳癌/乳腺癌” [breast cancer] and “子宫癌/宫颈癌” [cervical cancer] were employed to search tweets about breast cancer and cervical cancer on Weibo, one of the most popular social media platforms in China. We randomly selected 7 weeks out of 52 weeks from June 2015 to May 2016. Tweets posted in the 7 weeks were retrieved and included in the study. In total, 2691 tweets were extracted with the Python Web Crawler. The content, post time, and diffusion path of each tweet were retrieved.

In terms of ethical issues, Weibo is considered a public domain in which data are freely accessible to the public. To minimize the potential harm to Weibo users, all the data collected from Weibo were deindividualized to maintain the users’ anonymity. Moreover, all of the tweets presented in this paper were paraphrased or written in aggregate to prevent identification of the users.

Coding Procedure

A total of 2 medical school graduate students with expertise in gynecologic diseases were recruited to complete the coding. Initially, the 2 coders were asked to pilot the project by coding 10.41% (280/2691) of the total tweets to develop and refine the coding schemes. Of the 2691 total tweets on Weibo, 1144 tweets (1144/2691, 42.51%) only expressed personal emotions and experiences that cannot be identified as truth or falsehood. These tweets were excluded from further analysis. The remaining 1547 (1547/2691, 57.49%) tweets contained medically oriented information for which the thematic category and information veracity were coded.

First, 4 thematic categories of all the 1547 tweets were coded: (1) background knowledge, which refers to basic information about breast cancer and cervical cancer, including the prevalence, causes, and symptoms of each cancer; (2) prevention, which refers to methods and actions that can lower the risk of getting the cancer under study, includes maintaining a healthy lifestyle, avoiding exposure to known cancer-causing substances, and taking medicines or vaccines; (3) diagnosis, which refers to the act of identifying a disease from its signs...
and symptoms; and (4) treatment, which refers to drugs or methods that can attack specific types of cancer cells to help the patient fight the disease. These 4 thematic categories are mutually exclusive, implying that each tweet will be assigned to 1 theme only. Krippendorff alpha [30] for this round coding was .95, which means that the intercoder reliability for thematic category is well accepted.

Second, the 2 coders coded the information veracity of the 1547 tweets. Specifically, the coders categorized each tweet as 1 (=true information) and 2 (=misinformation) for the tweets in the 4 thematic categories. Krippendorff alpha tests [30] revealed an acceptable level of intercoder reliability for all of the variables: .91 for background knowledge, .88 for prevention, .93 for diagnosis, and .89 for treatment.

Finally, when a tweet was categorized as misinformation in each thematic category, the 2 coders indicated the types of falsehoods using a conventional content analysis. Conventional content analysis is a qualitative approach widely used in health research [31]. First, all of the false tweets were read repeatedly to achieve immersion and obtain a sense of the entire situation [32]. Second, while reading the tweets, the 2 coders highlighted exact words from the text as codes or created new codes to capture key concepts [33]. Third, these codes were sorted into categories based on their relationships. Thereafter, the second and third procedures were repeated to keep the acceptability and reliability of the designated categories high. Finally, each category was defined. The validity of the coding was checked using a deviant case analysis.

Quantifying the Diffusion Characteristics of Gynecologic Cancer–Related Information

The diffusion characteristics of all the 1547 tweets were measured with following 5 characteristics: the scale of retweets, the range of retweets, the structural virality of retweets, the number of comments, and the number of likes. These 5 indices measure the diffusion breadth, diffusion depth, and the engagement of the information relevant to breast and cervical cancers [31].

The retweet network of all 1547 tweets was first constructed by tracking how each original tweet was retweeted. The scale, range, and structural virality of the retweet networks were estimated and assigned as diffusion indices for each tweet. The scale of retweets is the number of total retweets received by a tweet. The range of retweets refers to the depth of a retweet network as indicated by the number of hops in a diffusion chain [34]. The structural virality of retweets measures the divergent branches in the diffusion network [35], which is equal to the average distance between all pairs of nodes in a retweet network.

Beyond the characteristics derived from the retweet networks, comments and likes received by a tweet can represent users’ engagement in the process of information spreading [36]. Thus, the number of comments and the number of likes received by each tweet are included as the other 2 diffusion characteristics of the gynecologic cancer–related information in the study. The 5 characteristics capture the information diffusion on social media from a multidimensional perspective, which provides a more comprehensive understanding of the diffusion structures of Web-based information.

Results

Nature of Gynecologic Cancer–Related True Information and Misinformation

Among the 1547 medically oriented tweets, the most commonly exchanged type of cancer-related information was background knowledge (749/1547, 48.42%), followed by prevention (467/1547, 30.19%), treatment (189/1547, 12.21%), and diagnosis (142/1547, 9.18%). Moreover, 66.13% (1023/1547) of the tweets provided true information and 33.87% (524/1547) contained misinformation. A chi-square test indicated that true information was significantly more prevalent than misinformation, χ²(1,N=1547)=160.9, P<.001.

Information in 4 thematic categories was found to differ significantly on their information veracity, χ²(3,N=1547)=322.5, P<.001. Tweets on treatment contained a higher percentage of misinformation than true information: specifically, 156 (156/189, 82.5%) tweets related to cancer treatment included misinformation. These were followed by tweets about background knowledge; of these, 287 (287/749, 38.3%) tweets contained misinformation. Only 14.4% (67/467) of prevention-related tweets and 14 (14/142, 9.9%) diagnosis-related tweets were not medically accurate (see Table 1).

The types of falsehoods were identified for information in each thematic category as summarized in Table 2. Specifically, the falsehoods in the category of background knowledge mainly included epidemiology, risk factors, prognosis, and pathology. Prevention-related tweets had a relatively small amount of misinformation that involved 2 types of falsehoods: lifestyle and vaccinations. Diagnosis-related misinformation was divided into 2 types: clinical manifestations and diagnostic techniques. Cancer treatment–related misinformation mainly included surgery, radiation therapy, drug therapy, and other therapies.

Table 1. Distribution of gynecologic cancer–related information by thematic category and information veracity.

<table>
<thead>
<tr>
<th>Information veracity</th>
<th>Thematic category</th>
<th>Prevention, n (%)</th>
<th>Diagnosis, n (%)</th>
<th>Treatment, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Background knowledge, n (%)</td>
<td>400 (85.7)</td>
<td>128 (90.1)</td>
<td>33 (17.5)</td>
</tr>
<tr>
<td>True information</td>
<td>462 (61.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Misinformation</td>
<td>287 (38.3)</td>
<td>67 (14.4)</td>
<td>14 (9.9)</td>
<td>156 (82.5)</td>
</tr>
<tr>
<td>Total</td>
<td>749 (100.0)</td>
<td>467 (100.0)</td>
<td>142 (100.0)</td>
<td>189 (100.0)</td>
</tr>
</tbody>
</table>
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**Table 2.** Types of falsehoods in different thematic categories of gynecologic cancer–related information on Weibo.

<table>
<thead>
<tr>
<th>Thematic category and types of falsehoods</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Background knowledge</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epidemiology</td>
<td>The distribution and determinants of health and disease conditions in specified populations</td>
<td>The cancer prevalence rate is 10% higher in China than the world average</td>
</tr>
<tr>
<td>Risk factors</td>
<td>An aspect of personal behavior or lifestyle, environmental exposure, inborn or inherited characteristic, which on the basis of epidemiological evidence, is known to be associated with a health-related condition</td>
<td>Using preservative-containing cosmetics is one of the main causes of breast cancer</td>
</tr>
<tr>
<td>Pathology</td>
<td>A specialty concerned with the nature and cause of disease as expressed by changes in cellular or tissue structure and function caused by the disease process</td>
<td>Breast hyperplasia is the beginning of breast cancer</td>
</tr>
<tr>
<td>Prognosis</td>
<td>A prediction of the probable outcome of a disease based on an individual’s condition and the usual course of the disease as seen in similar situations</td>
<td>Triple-negative breast cancer has a better prognosis than the normal type, and the 5-year survival rate is high</td>
</tr>
<tr>
<td><strong>Prevention</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifestyle</td>
<td>Typical way of life or manner of living characteristic of an individual or group</td>
<td>Drinking 5 cups of coffee a day or regular exercise, such as cycling, could reduce the risk of developing breast cancer by at least 20%</td>
</tr>
<tr>
<td>Vaccinations</td>
<td>Administration of vaccines to stimulate individuals’ immune responses</td>
<td>The HPV(^a) vaccine can reduce the risk of cervical cancer by 100%</td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical manifestations</td>
<td>A symptom is observed by the patient subjectively but cannot be measured directly, whereas a sign is objectively observable by others</td>
<td>Any abnormality of the breast is an early symptom of breast cancer</td>
</tr>
<tr>
<td>Diagnostic techniques and procedures</td>
<td>Methods, procedures, and tests performed to diagnose a disease, disordered function, or disability</td>
<td>A compound derived from urinary thiol is the only reagent that can detect early cervical cancer</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>Operations conducted for the correction of deformities and defects, repair of injuries, and diagnosis and cure of certain diseases</td>
<td>Precancerous lesions in the endometrium indicate the need for surgery to remove the uterus</td>
</tr>
<tr>
<td>Radiotherapy</td>
<td>Ionizing radiation conducted to treat malignant neoplasms and some benign conditions</td>
<td>Up to 60% of cancer patients need radiotherapy in various stages of treatment</td>
</tr>
<tr>
<td>Drug therapy</td>
<td>Drugs and chemicals, including chemotherapy, targeted therapy, and endocrine therapy</td>
<td>The new drug pertuzumab (Perjeta) has been used together with herceptin and chemotherapy to shrink tumors completely, so some patients do not need surgery</td>
</tr>
<tr>
<td>Other therapies</td>
<td>Other therapies, including traditional Chinese medicine, biotherapy, and interventional therapy</td>
<td>With the application of traditional Chinese medicine, most patients with breast cancer will not need surgery</td>
</tr>
</tbody>
</table>

\(^{a}\)HPV: human papillomavirus.

**Diffusion Characteristics of Gynecologic Cancer–Related Information**

Among all of the 524 tweets categorized as misinformation, only 64 received retweet or retweets (mean 5.09 [SD 7.40]), 72 received comment or comments (mean 0.53 [SD 2.62]), and 132 received like or likes (mean 2.68 [SD 31.80]). The popularity of misinformation in terms of its diffusion was unevenly distributed, with several tweets receiving a large number of retweets, whereas the majority received no retweets or likes. For instance, the 2 most popular false tweets were about gynecologic cancer prevention and treatment methods that involved eating specific foods, such as garlic, mushrooms, and red wine; these received 1143 and 1131 retweets, respectively.

Among the 1023 tweets categorized as true information, only 143 received retweet or retweets (mean 4.06 [SD 32.58]). A total of 120 tweets received comment or comments (mean 1.78 [SD 14.41]), and 167 tweets received like or likes (mean 2.54 [SD 28.08]). Similarly, most of the tweets vanished into obscurity after being published, and several tweets reached a high degree of popularity. Moreover, most of these popular tweets were about cancer prevention methods, such as lifestyle and vaccinations. **Figure 1** displays the retweet network of all the cancer-related true information and misinformation as well.
as the largest retweet networks for both true information and misinformation.

By comparing the diffusion characteristics of the true information and misinformation, it was found that true information was generally better diffused and accepted than misinformation by social media users. Figure 2 shows the complementary cumulative distribution functions of the 5 diffusion characteristics of true information and misinformation. Although several false tweets had been extremely popular and received a large number of retweets, most of the false tweets received less retweets than the true tweets. In addition, true tweets had better diffusion performance in terms of the range and structural virality of retweet networks and the number of comments. All of the indices showed that true information spread more deeply and broadly than misinformation, reaching a larger audience on social media.

A between-subject multivariate analysis of variance (MANOVA) was performed to test the differences on the 5 diffusion characteristics between information in different thematic categories and those with different information veracity. Information in the diagnosis category was excluded in the analysis, as there were not adequate cases in the misinformation group (n=14).

The MANOVA results show that the interaction effect between thematic category and information veracity was significant ($F_{2,1399}=3.26, P<.001; \text{Wilks lambda}=0.98; \eta^2_{p}=.011$). Figure 3 reports the estimated means of 5 diffusion characteristics adjusted by information veracity and thematic category, as well as their CI at 95% confidence level.

Specifically, regarding the thematic category of background knowledge, there were significant differences between the true information and misinformation groups in the scale, range, and structural virality of retweet networks, although there were nonsignificant differences in the number of likes and number of comments. It showed that individuals were more likely to spread true information about background knowledge than misinformation.

In terms of the thematic category of treatment, although estimated means revealed that true information generally had higher diffusion indices than misinformation, these differences were not significant. In addition, for prevention-related information, significant differences between the true information and misinformation groups occurred in the scale and range of retweets as well as the number of likes. There was no significant difference in the number of comments and structural virality of retweets. According to Figure 3, prevention-related misinformation spread better than true information on social media.

**Figure 1.** An illustration of the retweet network: (A) the full retweet network of all true information (red) and misinformation (green); (B) the largest retweet network of true information; (C) the largest retweet network of misinformation.
Figure 2. Complementary cumulative distribution functions of true information and misinformation cascades (x-axis and y-axis are log-transformed).

Figure 3. Estimated diffusion characteristics adjusted by thematic category and information veracity. Means reported here are estimated marginal means of multivariate analysis of variance (MANOVA). Outliers, multivariate normality, linear relationships between dependent variables, and multicollinearity were checked before analysis. Scale of retweets, number of comments, number of likes were log-transformed to fit the assumption of normal distribution.
Discussion

Principal Findings

Individuals have increasingly used social media to exchange cancer-related information[5,26]. However, such information may include many false elements, and these could distort individuals’ attitudes and behaviors toward cancer prevention and treatment. This study seeks to understand the nature and diffusion of cancer-related misinformation on social media.

First, the findings revealed that of the 2691 total tweets examined, more than half included medically oriented information about cancer. Although most of the medically oriented tweets provided accurate information, more than 30% contained misinformation. This finding suggests that the public should assess the information veracity of tweets on social media before accepting and following the advice embedded in such information. Moreover, the large amount of cancer-related misinformation on social media suggests the need for correction and reduction of misinformation, with the efforts from both social media service providers and medical professionals. For instance, with the knowledge from medical professionals, social media service providers could establish a digital library for cancer-related misinformation, which could provide a scaffold for self-checking by the public [37].

In addition, the results indicated that social media tweets related to cancer treatment contained a substantially greater percentage of misinformation than true information. However, the network analysis of the information diffusions showed that cancer treatment–related misinformation did not outperform the true information in terms of their diffusion characteristics. Moreover, for background knowledge, true information spread to a wider range of audiences than misinformation. These findings were inconsistent with those of Vosoughi et al’s study [19] in which misinformation diffused better than true information. The inconsistency may be caused by the unique context of gynecologic cancers. Unlike Vosoughi et al [19], who examined all types of news stories on Twitter, we focused on misinformation related to 2 specific types of gynecologic cancers only. Due to the wide media coverage of female celebrities diagnosed with breast and cervical cancers, many Chinese people are well aware of the topic [38], thus limiting the spread of misinformation related to it on social media. This implies that future research on the spread of misinformation on Web should adopt a topic-specific or domain-specific approach.

More interestingly, the diffusion characteristics of prevention-related misinformation are quite different from the information in other thematic categories. Although there was a relatively small amount of prevention-related misinformation on social media, this misinformation diffused significantly more broadly and deeply than true information. One possible explanation could be that a large amount of prevention-related misinformation provided ways or actions to prevent breast cancer and cervical cancer that individuals could perform by themselves. In other words, the prevention-related misinformation contained both self-efficacy and response efficacy, which could help individuals reduce anxiety and fear as well as control their perceived threat from cancer [39]. Thus, individuals are more willing to spread these prevention-related messages.

Implications

Several practical implications can be derived here. First, medical professionals should make efforts to correct misinformation regarding the appropriate ways of preventing gynecologic cancers and decrease the spread of cancer-preventing misinformation on social media. This calls for the establishment of online health communities to list common cancer-related misinformation and provide accurate information about cancer prevention to address the public’s misconceptions of cancer [40]. Second, the government should run health campaigns and education programs to improve the public’s health literacy and strengthen their capacities to obtain, read, understand, and assess health care information so that they can use Web-based health information effectively and make appropriate health decisions [41,42]. Third, the public should be encouraged to verify the accuracy of Web-based cancer-related information, especially preventive information such as superfoods and vaccinations, to protect them from using counterfeit, inappropriate, or unsafe cancer prevention measures, as suggested by Bode and Vraga (2018) [43]. Finally, the significant difference between the diffusion characteristics of true information and misinformation implies that those diffusion characteristics can act as heuristics to identify cancer misinformation. In other words, the spread of misinformation on Web usually follows specific patterns that are different from true information, suggesting that interventions can come into play in the early stage of misinformation diffusion [19].

Limitations

Several limitations of this study should be acknowledged. First, this study only focused on gynecologic cancer–related information. The public’s awareness and knowledge about specific diseases and health issues may vary to a different extent, which might affect how they perceive and disseminate relevant misinformation on social media. Thus, future studies could examine the nature and diffusion of misinformation regarding other disease or health issues in different cultural settings.

Second, although this study provided an empirical investigation on the types of gynecologic cancer–related misinformation and its diffusion characteristics, the factors driving the diffusion of different types of misinformation remain unknown. Future research should examine the mechanisms behind the diffusion of misinformation on social media and elucidate effective strategies for curbing the spread of misinformation. Finally, the data were extracted in July 2016, which were 2 years old. With the increasing popularity of social media, people’s health literacy has been continuously improving over the last few years. They are increasingly cautious about posting and sharing health information on social media, which might change the nature and diffusion of cancer information. Thus, future research with a wider time span could be conducted to investigate the inherent changes of cancer information diffusion on social media.

Conclusions

This study makes the first attempt to examine the nature and diffusion of cancer-related misinformation on Chinese social
media. First, the gynecologic cancer–related tweets were content-analyzed to differentiate between true information and misinformation on social media as well as to identify the types of falsehoods. In addition, a network perspective was adopted to examine the diffusion characteristics of misinformation through comparisons with those of true information. The results indicated that although most of the gynecologic cancer–related tweets provided medically accurate information, approximately 30% contained misinformation.

More importantly, although cancer treatment–related tweets included a great amount of misinformation, the misinformation did not diffuse significantly greater than true information. Conversely, cancer prevention tweets contained a relatively small amount of misinformation, but it spread more broadly and deeply than true information. These findings suggest that the government, social media service providers, and medical professionals should make great efforts to decrease the prevalence of cancer misinformation on social media. Moreover, health campaigns and programs should be conducted to increase the public’s motivations and abilities to verify Web-based cancer-related information, especially preventive measures before sharing or following the instructions from these messages.
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Abstract

Background: There are documented differences in access to health care across the United States. Previous research indicates that Web-based data regarding patient experiences and opinions of health care are available from Twitter. Sentiment analyses of Twitter data can be used to examine differences in patient views of health care across the United States.

Objective: The objective of our study was to provide a characterization of patient experience sentiments across the United States on Twitter over a 4-year period.

Methods: Using data from Twitter, we developed a set of 4 software components to automatically label and examine a database of tweets discussing patient experience. The set includes a classifier to determine patient experience tweets, a geolocation inference engine for social data, a modified sentiment classifier, and an engine to determine if the tweet is from a metropolitan or nonmetropolitan area in the United States. Using the information retrieved, we conducted spatial and temporal examinations of tweet sentiments at national and regional levels. We examined trends in the time of the day and that of the week when tweets were posted. Statistical analyses were conducted to determine if any differences existed between the discussions of patient experience in metropolitan and nonmetropolitan areas.

Results: We collected 27.3 million tweets between February 1, 2013 and February 28, 2017, using a set of patient experience-related keywords; the classifier was able to identify 2,759,257 tweets labeled as patient experience. We identified the approximate location of 31.76% (876,384/2,759,257) patient experience tweets using a geolocation classifier to conduct spatial analyses. At the national level, we observed 27.83% (243,903/876,384) positive patient experience tweets, 36.22% (317,445/876,384) neutral patient experience tweets, and 35.95% (315,036/876,384) negative patient experience tweets. There were slight differences in tweet sentiments across all regions of the United States during the 4-year study period. We found the average sentiment polarity shifted toward less negative over the study period across all the regions of the United States. We observed the sentiment of tweets to have a lower negative fraction during daytime hours, whereas the sentiment of tweets posted between 8 pm and 10 am had a higher negative fraction. Nationally, sentiment scores for tweets in metropolitan areas were found to be more extremely negative and mildly positive compared with tweets in nonmetropolitan areas. This result is statistically significant (\( P < .001 \)). Tweets with extremely negative sentiments had a medium effect size (\( d = 0.34 \)) at the national level.

Conclusions: This study presents methodologies for a deeper understanding of Web-based discussion related to patient experience across space and time and demonstrates how Twitter can provide a unique and unsolicited perspective from users on the health care they receive in the United States.
KEYWORDS
health care; social media; patient experience

Introduction

In the past decade, we have observed a shift in the United States health care system to emphasize a patient-centered approach to care [1]. Standardized practices to qualitatively assess the care patients receive at hospitals have been developed, such as the Hospital Consumer Assessment of Healthcare Providers and Systems survey [2]. Many benefits to patient-centered health care facilities have been identified, including reduced length of stay, lower costs per case, decreased adverse events, and even reduced operating costs [1]. Studies have even found that better reported patient care experiences are associated with better clinical outcomes, improved safety within hospitals, and less frequent use of health care [3,4].

Traditional assessments have also documented differences in access to health care [5]. Research has shown that access to health care varies based on where a patient lives [6,7,8]. Patient care is often dependent upon the policies of the state a patient lives in, distance to the nearest health care facilities, and insurance coverage, which varies across the United States. Population size can impact many of these factors. It has been shown that individuals in large metropolitan cities tend to have better access and quality of care compared with smaller, more rural communities [6].

However, commonly used assessments of patient care, such as surveys or focus groups, have limitations that include social desirability bias, smaller audiences, and restrictions on what questions and topics patients are asked about [9,10]. The Pew Research Center reported that 87% of Americans who have seen a health care provider report positive feedback on their experience. However, 39% of US adults believe that US health care is below average [11,12].

With an increasing demand for transparency in health care, social media has shifted to become a platform for patient engagement and empowerment. Currently, there are 69 million monthly active Twitter users in the United States [13], highlighting the overwhelming use and potential for rich information to be extracted from the social networking site. Information on social media could be valuable to complement evaluations of patient care because Web-based posts provide an unsolicited, free-text perspective from users on the care they receive. There are limited studies which provide in-depth examinations of care across the United States and few, if any, that are reflections of social media discussions.

Previous research has shown that Twitter can be used as a supplemental data stream for measuring the patient-perceived quality of care in US hospitals by comparing patient sentiments about hospitals with established quality measures and traditional hospital-based feedback reports [14]. This indicates that Web-based data about patient experience and hospital care that is valuable to explore further are available from Twitter. Additionally, such research has shown that a range of topics can be identified and understood from these tweets [14,15]. Novel approaches can be used to further describe differences in hospital performances [16]. This includes sentiment analysis, a process that examines the content of free-short message service text messages and determines a score rating on a scale of positive to negative [17]. Sentiment analyses have been shown useful in describing patient opinions on hospital care that are comparable with results from more traditional survey methods [18]. An evaluation of research using sentiment analyses for health care-related tweets identified a need for improved methods of understanding sentiment data in a health care setting [17]. Previous examinations have also shown that social media research has explored specific public health topics and target populations, but there lacks a comprehensive study that fully examines a communication tool for a larger scope to evaluate population health needs [19].

To examine sentiments of health care in the United States online, we captured tweets discussing patient experiences not restricted by the level or type of health service provided. This dataset is the first of its kind that explores carefully curated data from the Twitter platform related to patient experience, which includes, but is not limited to, interactions at hospitals, urgent care facilities, primary and specialty care offices, and related health care facilities. Using this rich dataset, we aim to provide a spatial and temporal characterization of the sentiment of health care discussions on Twitter and determine if there are differences in the sentiment of health care discussions between metropolitan and nonmetropolitan areas in the United States using Twitter as a real-time supplementary data stream. Insight on patient experience discussions online can help inform health care facilities, key stakeholders and future research practices for examining patient feedback using Web-based data.

Methods

Patient Experience Classifier

This study utilizes data from the social media platform Twitter to investigate the experiences of patients at hospitals, urgent care facilities, primary and specialty care offices, and other related health care facilities. We used a combination of keywords to gather publicly available patient experience-related tweets through Gnip, the Twitter-owned data broker. Gnip is a paid licensing software service for Twitter data. All data collected in this study were publicly posted on Twitter; therefore, per the privacy policy of Twitter [20], users elect to have this information available to the general public for consumption. A set of keywords and rules were meticulously chosen to retrieve tweets potentially discussing experience related to the following areas: medical facilities and staff, medical procedures, hospital visits and stays, medications, hospital bills and insurance, care condition, and pain. The keywords were divided into the classes to correctly form the rules. A list of classes along with the corresponding set of keywords and example rules are shown in Multimedia Appendix.
Table 1. Example tweets for the patient experience dataset curation.

<table>
<thead>
<tr>
<th>Tweet class</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient experience</strong>&lt;sup&gt;a&lt;/sup&gt;; hand labeled: 3708</td>
<td>After having a tumor removed from my bladder I returned to the ward with a catheter fitted. #cityhospital</td>
</tr>
<tr>
<td><strong>Irrelevant</strong>&lt;sup&gt;b&lt;/sup&gt;; hand labeled: 9810</td>
<td>Need tips for better communication with your doctor? #medicine #wellness</td>
</tr>
</tbody>
</table>

---

We developed a support vector machine-based supervised machine learning classifier using this training set to filter relevant tweets from irrelevant ones. The classifier was built using various textual features and was iteratively evaluated using the 10-fold cross validation over 90% training and 10% test sets. Each training tweet was tokenized using the Natural Language Toolkit TweetTokenizer. Stop words and mentions (ie, words beginning with “@”) were removed. Unigrams and bigrams with term frequency-inverse document frequency normalization were used as features. Other features included whether the tweet contained a reference to a hospital staff member and a reference to themselves or a family member. We selected the top 15,000 features from a classifier that produced the highest F<sub>1</sub> score with the lowest overfitting. The classifier was assessed for overfitting by comparing the difference in the performance on the training and test sets.

**Geolocation of Tweets**

This study aims to analyze and compare patient experience sentiments at national and regional levels in the country using the Twitter data. However, Twitter data very rarely contain location information. Previous studies have found that a very small fraction of users share their geo-coordinates in the tweets [23]. We also found that only 2.97% (81,930/2,759,257) of the total relevant patient experience tweets contained user-defined geo-coordinates. Therefore, we developed a location inference engine to approximately identify geographical locations, such as country, state, and region of the relevant tweets in this dataset.

We used a combination of information from the users’ profile and GPS (Global Positioning System) coordinates of tweets, when available, to infer the location of the tweets. We also used the Google Maps Geocoding application programming interface [24] in conjunction with the US Census Bureau state boundaries [25] to infer the US state of each tweet. Because a user can input any free text containing a combination of words, symbols, and emojis as location in their profile, we built a library of highly used junk locations (eg, “in your heart,” “with aliens,” “under your bed,” etc) combined with natural language processing (NLP) to identify useless location strings. A list of example location strings is shown in Multimedia Appendix 3. Our geolocation engine was built specifically for social media, wherein users are free to provide any string as their location. It augments Google’s geocoding service [26] with NLP and data mining. This engine performs a list of NLP operations to get rid of irrelevant locations and to parse and format location strings followed by querying to Google Map application programming interface for geolocating the location. We chose to use Google’s geocoding service because it has been repeatedly reported to have a better accuracy [27], thorough coverage [28], and is equipped to handle ambiguous locations [26].

---

<sup>a</sup>Patient experience tweets are defined as tweets related to an individual’s experience in a health care setting.

<sup>b</sup>Irrelevant tweets are any tweets captured in the database that are not patient experience tweets.
There are other geocoding services, such as Nominatim and Carmen, which could have been used in this study. However, there is a limitation to using Nominatim because geolocation is tightly coupled to specific address formats [29], which would be difficult to use with Twitter data because users can specify their location in any format using a free-text field. Additionally, Carmen provides maximum resolution only at the city level for both geocoding and reverse geocoding, which may lead to incorrect results for the users who provide finer-grained locations such as neighborhoods [30]. The location database and alias list of Carmen also needs improvement. The creators of Carmen recommend augmenting the location database and alias list by querying to other search engines and public resources [30]. For this reason, we found that the geolocation engine we built is better suited for the purposes of this study.

Using the geolocation engine, we determined the state location for each tweet and the associated broader region that each state was assigned to. The regions examined in this study were chosen and aggregated as defined by the US Census Bureau, which are each a grouping of states and identified with a single-digit census code [31]. The US Census Bureau groups each region by similarities in historical development, population, and economy and recommends using this framework for comparative efforts [32]. Previous research has shown regional differences in health care [33], and this study sought to determine if regional differences in care could be identified on Twitter. Further details of the tweet extraction, curation, and geocoding are provided in Multimedia Appendix 4.

Tweet Sentiment

A prime objective of this study is to gauge and compare the sentiments of patient experiences across the country. To compute the sentiments expressed in the tweets, we adopted a widely accepted and used lexicon and rule-based sentiment classifier called Valence Aware Dictionary for Sentiment Reasoning (VADER) [34]. However, we appended VADER’s dictionary and rules to provide a broader representation of Twitter data, which included incorporating more than 110 emojis and their respective sentiment scores [35].

VADER computes sentiment and valence for each word level and provides positive, negative, and neutral scores at the sentence level. We used the compound score, which is a unidimensional and normalized measure of sentiment. It is computed by summing the valence scores of each word in the lexicon, adjusted according to the rules, and normalized to be between −1 (most extreme negative) and +1 (most extreme positive). We used VADER to compute the compound sentiment score for every sentence in the tweet, and then took the mean of all nonzero compound scores to provide a sentiment score per tweet. We considered a sentiment positive if the mean compound score was ≥0.3 or negative if the score was ≤−0.3. Mean compound scores between −0.3 and 0.3 were considered neutral. In the majority of our analyses for this study, we considered tweets with positive and negative scores only because these sentiments provide more actionable data.

Population Size Examination

We further explored if the patterns of discussion and reporting about patient experience vary by geographical region and by population size of the location of the Twitter users. To perform this analysis, we aggregated the labeled Twitter data with identified state locations into 4 US regions and also dichotomized the data into metropolitan (population ≥50,000) and nonmetropolitan (population <50,000) areas [6].

We used the recent and most detailed geographic polygon data on urban areas from the US Census Bureau [36] to infer if a tweet was from a metropolitan or nonmetropolitan area. According to these data, there are more than 486 urbanized areas (population ≥50,000) and 3087 urban clusters (5,000 ≤ population <50,000) in the United States, accounting for a total of 24,356 geographic polygons. The geo-coordinate of each tweet inferred by our location identification engine was checked against these polygons. A tweet was considered metropolitan if the geo-coordinate of the tweet fell inside a geographic polygon of an urbanized area. The tweets falling either inside a polygon of the urban clusters or falling outside all of the urban polygons were considered nonmetropolitan tweets.

Temporal Examination

The time at which a tweet is posted can be an informative dimension to analyze the patient experience. Certain sentiment patterns, for example, might be more popular during the day than at night. To uncover such patterns, we analyzed Twitter data regarding patient experience by examining the time of the day and that of the week when the tweets were posted. This gives us a broad set of trends to analyze the activity of a selected geographic region.

Because the timestamps of Twitter data are provided in coordinated universal time (also known as Greenwich Mean Time), this analysis requires converting the time at which a tweet was posted onto a Twitter user’s local time. We used the inferred state information provided by our geolocation classifier along with the time zone information for each state to identify the correct coordinated universal time offset to calculate the local time.

Statistical Analysis

To determine if there were any differences between the discussions of patient experience on Twitter in metropolitan and nonmetropolitan areas, we performed a Mann-Whitney nonparametric test on the sentiment scores of the tweets. We tested the ranked distribution of metropolitan and nonmetropolitan sentiment scores to determine if they were approximately equal at national and regional levels, aggregating positive and negative scores together. We also compared the metropolitan and nonmetropolitan sentiment scores at national and regional levels by the sentiment polarity and valence. The nonparametric tests were chosen because the sentiment score distribution was found to be symmetric and bimodal.
Results

Geolocation of Tweets

After evaluating a set of classifiers, we selected a support vector machine classifier that produced the highest $F_1$ score with the lowest overfitting. The selected classifier achieved an accuracy of 83% with a precision and recall of 70% and 69%, respectively, for the patient experience tweet class. We filtered the gathered tweets with no URLs and ran the selected classifier to identify patient experience tweets. There were 33.88% of the total tweets (9,252,004/27,309,724) found to be without a URL, out of which 29.82% (2,759,257/9,252,004) were labeled as patient experience by the classifier. We also verified the classifier-labeled patient experience tweets by manually curating a random set of 5000 tweets and found it to be 76% in agreement with the classifier.

To perform national and regional analyses, the labeled patient experience tweets were required to be geocoded. We found that only 2.97% (81,930/2,759,257) of the total patient experience tweets contained geo-coordinates shared by the users. After using our geolocation inference engine, we identified 31.76% (876,384/2,759,257) patient experience tweets that belonged to 1 of the 50 US states, District of Columbia, Puerto Rico, or the United States Virgin Islands; 19.25% (531,062/2,759,257) of the patient experience tweets were from outside the United States, whereas 14.58% (402,295/2,759,257) had insufficient information and 35.14% (969,614/2,759,257) had no information to infer geolocation. Manual curation of 10,000 randomly selected tweets using MTurk validated that 91% (9100/10,000) of the inferred locations through the geolocation engine were correct (with 87%, 8,700/10,000 agreement between 2 MTurk curators). We also verified the quality of the MTurk curators for this task using an in-house team to manually curate the first 2000 tweet geolocations. Our curators had 79% agreement with the MTurk curators.

The further dichotomization of the patient experience Twitter dataset into metropolitan and nonmetropolitan tweets identified 69.36% (607,891/876,384) of total tweets as metropolitan tweets and 30.64% (268,493/876,384) as nonmetropolitan tweets across the 4-year study period from February 2013 to February 2017. The state of Rhode Island was identified as the state with most tweets in a metropolitan area per 100,000 residents (at 97.2% in the patient experience dataset, and Wyoming had the most tweets in a nonmetropolitan area per 100,000 residents in the patient experience dataset (at 89.7%); 100% of the tweets from the District of Columbia were metropolitan because it is entirely urbanized.

Tweet Sentiment

Of the 27,309,724 tweets collected between February 2013 and February 2017 using a set of patient experience-related keywords, the classifier was able to identify 2,759,257 tweets that were labeled as patient experience. After running the patient experience tweets through the geolocation classifier, we identified 876,384 tweets by approximate location to use for spatial analyses. At the national level, we observed 27.83% positive (243,903/876,384), 36.22% neutral (317,445/876,384), and 35.95% negative (315,036/876,384) patient experience tweets in the dataset. For this study, we chose to exclude tweets with neutral sentiment scores.

Figure 1 and Figure 2 show the patient experience tweet count and sentiment trends over the 4-year study period across the 4 regions of the United States. The color scale of the 4 regions in Figure 1 represents the average sentiment polarity rate and the blue dot in each state depicts the approximate size of the patient experience tweet rate.

The average sentiment polarity rate is the mean difference in the counts of positive and negative tweets per 100,000 residents in the state; for example, in 2013, there was 54 more negative patient experience tweets for every 100,000 Twitter users in the south region. Likewise, there were 28 more negative tweets in the west region compared with the positive tweets. The patient experience tweet rate is the number of patient experience tweets per 100,000 residents in the state [6]; for example, there were 372 patient experience tweets posted in Nevada, 239 in Texas, and 225 in California in 2013 per 100,000 residents.

Overall, the average sentiment polarity shifted to be less negative every year across all the regions in the United States, as shown in Figure 1. The average sentiment polarity rate for the northeast, midwest, south, and west regions shifted from −52, −37, −54, and −27 in 2013 to −36, −17, −33, and −12, respectively, in 2014. The sentiment polarity further shifted toward less negative scores from 2015 to 2016 in all the regions except for the northeast region, which recorded a sentiment polarity rate of −14 in 2015 compared with −17 in 2016.

Similarly, the patient experience tweet rate also decreased across all the states over the 4-year study period. The number of states with at least 200 tweets per 100,000 residents was reduced from 35 states in 2013 to 3 states (Nevada, Oregon, and Alaska) in 2016. The count of patient experience tweets from February 2013 to February 2017 (a total of 49 months) by region is shown in Figure 2. Overall, the south region posted the highest volume of tweets and the northeast posted the lowest volume of tweets during the study period with a visible downward trend across the 4 regions of the United States.

We further examined the negative patient experience tweets with respect to the hour of the day when they were posted. We focused on negative tweets because the average sentiment polarity across all the regions was consistently found to be negative, as shown in Figure 1. Figures 3 and 4 present a set of plots showing the hourly trend and the day-of-week trend respectively for the fraction of the negative patient experience tweets by region for each study year.

The hour-of-day trend revealed that the overall negative tweet fraction exceeded the positive at almost every hour-of-day in all the regions. However, the negative tweet fraction was at its minimum during working hours (8 am-5 pm). The northeast and south regions exhibited very similar tweet patterns during the working hours regardless of the large differences in the tweet counts (Figure 3). The midwest and west regions also show similar patterns to each other. There were similar or higher volumes of positive tweets posted between 10 am and 8 pm in the midwest and west from 2014 to 2016. The fraction of
negative tweets was consistently above 0.5 between 10 am and 8 pm in the northeast and south regions.

The day-of-week trend revealed that the overall fraction of negative tweets in all 4 regions was similar over the 4-year study period (Figure 4). The negative tweet fraction was consistently equal to or above 0.5 for all regions in the United States except in the west region in 2015 and 2016. Additionally, Fridays and Saturdays were found to be the least negative days in the week for tweets in the patient experience dataset across all regions and all study years. There was a visible decrease in the negative fraction from Thursday to Friday and a visible increase from Saturday to Sunday in almost all regions every year.

The plots for the hourly and day-of-week tweet counts are shown in Multimedia Appendix 5. We found that the highest number of patient experience tweets was sent from 10 am to 10 pm and on Monday through Thursday across all regions. The south consistently recorded the highest volume of tweets, and the northeast recorded the lowest tweets hourly between 10 am and 10 pm as well as every day of the week. The regional patterns in hourly and day-of-week tweet counts remained similar over the 4-year study period with a visible decrease from 2013 to 2015. Both tweet count trends remained similar across all regions in the years 2015 and 2016.

Population Size Examination

Using the geolocation classifier, we were able to identify whether a tweet was from a metropolitan (≥50,000 persons) area or a nonmetropolitan (<50,000 persons) area. At the national level, we identified 267,894/867,149 tweets in nonmetropolitan areas, accounting for 30.89% of tweets in the geocoded dataset. We identified 599,255/867,149 tweets in metropolitan areas, accounting for 69.11% of tweets in the geocoded dataset. We excluded the tweets from District of Columbia and Puerto Rico for this examination.

Using the sentiment classifier, we observed at the national level that patient experience-related tweets from nonmetropolitan areas had higher negative sentiment when compared with patient experience tweets from metropolitan areas; however, the difference was small (57.3% vs 55.9%). Similarly, we observed patient experience tweets from nonmetropolitan areas to have a slightly lower percentage of positive tweets compared with those tweets from metropolitan areas (42.7% vs 44.1%).

Figure 1. Patient experience tweet sentiment by region over time. K represents thousand, where any number is followed by three zeros (eg, 100K equals 100,000).
Figure 2. Patient experience tweet volume by region over time. K represents thousand, where any number is followed by three zeros (eg, 100K equals 100,000).

Figure 3. Fraction of negative patient experience tweets by the hour of the day in each region for years 2013-2016.

Figure 4. Fraction of negative patient experience tweets by the day of the week in each region for years 2013-2016.
Regionally dividing the metropolitan and nonmetropolitan tweets revealed that the northeast has the largest fraction of metropolitan tweets i.e., 81.12% (124,135/152,944), followed by the west at 73.28% (153,336/209,246), south at 64.65% (202,710/313,543), and midwest at 62.21% (119,074/191,416). The sentiment comparison across all regions and metropolitan or nonmetropolitan areas found that metropolitan patient experience tweets in the western region were most positive (48.3%), and the nonmetropolitan tweets in the south were most negative (60.1%). However, the sentiment percentage difference between the metropolitan and nonmetropolitan tweets within respective regions was also small. The west held the largest difference in sentiment percentage difference with 51.7% negative tweets in metropolitan areas compared with 53.8% in nonmetros. The northeast recorded the smallest sentiment difference (59.2% negative tweets in metropolitan vs 58.4% in nonmetropolitan).

We further divided the metropolitan and nonmetropolitan tweets to study the yearly patterns within and across the regions. In each study year, we found that more negative tweets were posted than positive in all metropolitan and nonmetropolitan areas across all regions. Tweets in the northeast metropolitan area posted the highest percentage of negative tweets (63.0%) across all the regions in 2013. From 2014 to 2016, the southern nonmetropolitan area consistently had the highest percentage of negative tweets with 60.6%, 57.5%, and 58.2% negative tweets for each of these respective study years, 2014, 2015, and 2016, respectively, in the study. However, the western metropolitan and midwestern metropolitan areas recorded the highest and second highest percentage of positive tweets, respectively, each year in the study. The highest positive tweet percentage of the western metropolitan area was 50.5% and the midwestern metropolitan was 49.2%, and both were recorded in 2016. The difference in sentiment percentages within all regions over the 4-year study period was small. The west reported the largest percentage difference in negative sentiments between metropolitan and nonmetropolitan in 2016, 49.5% vs 52.5%, respectively.

**Figure 5.** Sentiment score distribution of all tweets (n=788,904, μ=−0.06, and SD 0.509).

### Statistical Analysis

In further investigations, we performed statistical tests to identify if there were any significant differences between the sentiment scores of the metropolitan and nonmetropolitan tweets. The shape of score distribution was found to be symmetric bimodal with local maxima on either side of the origin, as seen in Figure 5. Hence, we performed the Mann-Whitney nonparametric test to check if the ranked distribution of the sentiment scores from the metropolitan and the nonmetropolitan areas were approximately equal.

We performed the statistical tests on the sentiment scores at both national and regional level. The sentiment score data were also divided into the following 4 quantiles: Q-1 (0.0, 0.25), Q-2 (0.25, 0.5), Q-3 (0.50, 0.75), and Q-4 (0.75, 1.0) for the analysis. These quantiles represent the relative polarity of the data; for example, the tweets in Q-1 can be viewed as extremely negative compared with the extremely positive tweets in Q-4. Similarly, the tweets in Q-2 and Q-3 can be viewed as mildly negative and mildly positive within a dataset. The descriptive statistics and P values of all the statistical tests are shown in Table 2. The table also shows the Cohen d effect size for the tests that found significant differences.

The sentiment scores of the metropolitan tweets at the national level were found to be significantly different to the nonmetropolitan tweets (P<.001). The sentiment scores of the midwest, south, and west regions’ metropolitan tweets were also found to be significantly different from the nonmetropolitan tweets at alpha=0.1%. The P value for the northeast region was .003.

After dividing the data into quantiles, the analysis established that the statistical significance could vary at different quantiles and that it was irrespective of the results that we found for the data without dividing it. Nationally, the difference between the metropolitan and the nonmetropolitan tweets was found to be statistically significant for data quantiles Q-1 and Q-3 (P<.001).
Table 2. National and regional descriptive statistics and nonparametric test results of patient experience tweet sentiments in metropolitan and nonmetropolitan areas.

<table>
<thead>
<tr>
<th>Tweet region and sentiment score quantiles</th>
<th>Metropolitan tweets</th>
<th>Nonmetropolitan tweets</th>
<th>P value</th>
<th>Cohen d effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
<td>n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>All tweets</td>
<td>544,962 (69.08)</td>
<td>−0.056 (0.511)</td>
<td>243,942 (30.92)</td>
<td>−0.068 (0.505)</td>
</tr>
<tr>
<td>Q-1</td>
<td>152,796 (68.87)</td>
<td>−0.698 (0.127)</td>
<td>69,067 (31.13)</td>
<td>−0.655 (0.126)</td>
</tr>
<tr>
<td>Q-2</td>
<td>150,712 (68.36)</td>
<td>−0.351 (0.135)</td>
<td>69,768 (31.64)</td>
<td>−0.349 (0.136)</td>
</tr>
<tr>
<td>Q-3</td>
<td>137,361 (68.94)</td>
<td>0.151 (0.156)</td>
<td>61,876 (31.06)</td>
<td>0.148 (0.156)</td>
</tr>
<tr>
<td>Q-4</td>
<td>138,339 (70.14)</td>
<td>0.621 (0.128)</td>
<td>58,905 (29.86)</td>
<td>0.620 (0.128)</td>
</tr>
</tbody>
</table>

Northeast

| All tweets                               | 112,242 (81.08)     | −0.086 (0.508)         | 26,184 (18.92) | 0.078 (0.503)  | .003    | N/A    |
| Q-1                                      | 33,560 (81.66)      | −0.660 (0.127)         | 7536 (18.34)  | −0.659 (0.127) | .30     | N/A    |
| Q-2                                      | 32,323 (81.01)      | −0.354 (0.134)         | 7575 (18.99)  | −0.345 (0.136) | <.001   | 0.066  |
| Q-3                                      | 27,349 (80.39)      | 0.150 (0.159)          | 6671 (19.61)  | 0.152 (0.160)  | .17     | N/A    |
| Q-4                                      | 26,321 (81.29)      | 0.619 (0.131)          | 6059 (18.71)  | 0.619 (0.128)  | .42     | N/A    |

Midwest

| All tweets                               | 108,453 (62.15)     | −0.035 (0.512)         | 66,043 (37.85) | −0.051 (0.508) | <.001   | 0.032  |
| Q-1                                      | 29,045 (61.70)      | −0.657 (0.126)         | 18,027 (38.30) | −0.656 (0.126) | .27     | N/A    |
| Q-2                                      | 29,085 (61.18)      | −0.350 (0.136)         | 18,454 (38.82) | −0.347 (0.136) | .12     | N/A    |
| Q-3                                      | 27,877 (62.44)      | 0.153 (0.155)          | 16,770 (37.56) | 0.149 (0.156)  | .02     | N/A    |
| Q-4                                      | 28,957 (63.26)      | 0.623 (0.126)          | 16,814 (36.74) | 0.621 (0.127)  | .08     | N/A    |

South

| All tweets                               | 183,829 (64.67)     | 0.080 (0.506)          | 100,448 (35.33) | −0.092 (0.50)   | <.001   | 0.024  |
| Q-1                                      | 54,537 (64.39)      | −0.656 (0.127)         | 30,163 (35.61) | −0.652 (0.126)  | <.001   | 0.032  |
| Q-2                                      | 52,931 (63.93)      | −0.353 (0.136)         | 29,859 (36.07) | −0.353 (0.136)  | .27     | N/A    |
| Q-3                                      | 45,676 (64.39)      | 0.149 (0.158)          | 25,263 (35.61) | 0.147 (0.158)   | .04     | N/A    |
| Q-4                                      | 43,424 (66.05)      | 0.617 (0.129)          | 22,324 (33.95) | 0.616 (0.128)   | .20     | N/A    |

West

| All tweets                               | 140,438 (73.26)     | −0.015 (0.514)         | 51,267 (26.74) | −0.039 (0.511)  | <.001   | 0.048  |
| Q-1                                      | 35,654 (72.77)      | −0.660 (0.128)         | 13,341 (27.23) | −0.659 (0.126)  | .44     | N/A    |
| Q-2                                      | 36,373 (72.38)      | −0.345 (0.134)         | 13,880 (27.62) | −0.346 (0.134)  | .02     | N/A    |
| Q-3                                      | 36,459 (73.46)      | 0.153 (0.152)          | 13,172 (26.54) | 0.149 (0.154)   | .02     | N/A    |
| Q-4                                      | 39,637 (74.30)      | 0.626 (0.126)          | 13,708 (25.70) | 0.625 (0.127)   | .31     | N/A    |

\(a\)The 4 sentiment score quantiles are shown using Q-1 (0.0, 0.25), Q-2 (0.25, 0.5), Q-3 (0.50, 0.75), and Q-4 (0.75, 1.0). The results are reported at \(\alpha=0.1\%\).

\(b\)The Cohen \(d\) effect size was computed for tests that found significant differences.

\(c\)N/A: not applicable.

This result implies that the extremely negative and mildly positive subset of the metropolitan tweets was significantly different than their counterpart tweets from nonmetropolitan areas at the national level. At the regional level, we found statistically significant differences only for Q-2 in the northeast and Q-1 in the south region. The effect size analysis showed that the metropolitan and nonmetropolitan tweets with extremely negative sentiments (ie, Q-1) had a medium effect size (\(d=0.341\)) at the national level. The remaining tests showed a low side effect.

**Discussion**

**Principal Findings**

Our findings suggest that Twitter is a unique platform for identifying differences in health care and sentiment of discussion across various geographical perspectives over the 4-year study.
period. The methodologies developed in this study present an informative examination of the sentiments of patient discussions of health care online. By identifying the opinions and attitudes of patients using social media, we can supplement traditional measures of collecting feedback to better understand the care received across the United States. This study has developed or built upon methodologies to examine social data from various geographical perspectives, including national, regional, and population levels across a 4-year study period.

We found that tweets related to patient experience lean toward a higher percent negative sentiment at the national level. Previous research suggests that patient experience scores are directly related to specific factors of care, such as wait time, the quantity of nurses or doctors at the health care facility, or even cost of care [3,4]. Hospital care in the United States has been found to be generally positive [37], and polling measures have found that Americans generally rate their health care experience as good [38,39]. However, this study is not restricted exclusively to hospital data and encompasses a larger scope of care outside of hospitals, which may be attributed to this discrepancy. Web-based examinations of patient experience may differ from what is being reported in interview- and survey-based reports of care. This study also found slight differences in patient experience tweet sentiments that varied owing to region and population. We observed higher percent positive tweets related to patient experiences in the northeast region as well as areas that are defined as metropolitan with a population of ≥50,000 residents. This supports research on the geographic variability of health care cost and outcomes, which can be reflected through Web-based sentiment scores [33,40]. Further research based on these observations can provide insight into the type of care provided in these areas. The sentiment of patient experience tweets in this study over the 4-year study period gradually skews to less negative, which supports previous reports that found that hospital patient experience trends demonstrate positive progress in multi-year evaluations [41].

We observed a downward trend in the tweet volume during the 4-year study period, whereas tweet sentiment was found to increase across all 4 regions of the United States. This trend could be attributed to either a decrease in percent negative tweets posted over time or an increase in percent positive tweets over time for patient experience discussions. Additionally, although Twitter has not publicly commented on this, researchers and developers who work with this platform have observed a decline in Twitter usage in the United States since 2014[42]. This observation may explain why this study also experienced a constant decrease in patient experience tweet count over the 4 study years.

This study provides an in-depth presentation of the time of the day a tweet was posted. We observed the sentiment of tweets to have a lower negative fraction during daytime hours, whereas the sentiment of tweets posted between 8 pm and 10 am tended to have a higher negative fraction. This observation was seen across all 4 regions of the United States. This observation supports previous research that shows that patient care can be compromised during night hours and on weekends particularly because this is a time when facilities may be closed or have reduced staffing [43]; for example, lower survival rates for postcardiac arrest patients have been observed during night and weekend care [44], and measures to improve safety during off-hours care have been recommended [45]. Further research into the significance of these observations is needed.

By examining the differences in tweet sentiment between metropolitan and nonmetropolitan areas, we sought to determine if the discussion of care online differs based on population size. We found that metropolitan areas across the United States have higher percent positive tweets compared with nonmetropolitan areas, which supports research on differences in health care in rural populations compared with the care in urban populations [7]. Metropolitan cities have been found to have better access to care because many have large health care institutions and resources nearby that smaller communities lack [7,8]. Although there are some noted disadvantages to access to care in more populated cities, including longer wait times, travel times, and appointment availability, we would have expected the sentiment of tweets between the metropolitan and nonmetropolitan areas to have a larger difference, which was not observed in this study. Although we do observe statistically significant results in the associations between certain sentiment quantiles and population size based on the metropolitan and nonmetropolitan areas, we do recognize that this is a large-scale dataset and the impact of the results are weak at best. Further research could provide better insight into care expectations and the Web-based conversations between varying population levels in the United States.

Limitations
There were several limitations to our study. First, selection bias could occur from the nature of Twitter usage, a platform which is heavily comprised of adults aged 18 to 29 [46]. Representation of tweets may not be evenly distributed across all age groups. Second, we collected our data based on selected keywords related to patient experience, which may not have captured all tweets on the subject matter. Owing to the broad nature of the intended dataset, there is a chance some discussions of patient care were missed. There are limitations to the selected classifier for identifying patient experience tweets as well. We found that the selected classifier achieved an accuracy of 83% with the precision and recall of 70% and 69%, respectively, for the patient experience tweet class, which suggests there is still a chance that tweets discuss health care, but perhaps a tweet that is not an exposure to health care could be captured in this dataset. As previously noted, we observed a decrease in the tweet volume over the 4-study year period, which could indicate that people are posting less on Twitter over time. To minimize the bias of the tweet count, we normalized the patient experience data using yearly state population estimates or yearly tweet counts in our analysis. We present the count data as supplemental information in the analysis. The effect of decreasing tweet counts may introduce bias in the observed data, and this needs to be explored further.

Additionally, there are limitations to state identification because the human validation of our geocoding engine has 91% accuracy. Therefore, there is a 9% chance of error in the inferred states. The errors in the geolocation are primarily owing to the way users provide their location information in their profile.
for example, if a Twitter user provides only a city name with no state or country information included in the location field in her profile, the inferred state might be incorrect. Furthermore, querying any location in our engine produces a list of possible options for the state and country. However, we can only select 1 out of all potential options. We are currently choosing the first one on the list.

Finally, our location engine, which infers the state and if a tweet is from a metropolitan or nonmetropolitan area, is based on boundary polygon data on state and urban areas provided by the US Census Bureau. Although we used the highest available data resolution, the inferred location might be incorrect if the tweet geo-coordinates fall very close to the polygon boundaries. There is also a limitation of using a denominator of “per 100,000 residents per state” for our understanding of this dataset. We acknowledge that this denominator represents neither patients on Twitter per state nor Twitter users per state. We used this denominator as referenced by state population US Census Bureau data.

There are ethical considerations that must be considered when using data from social media sites such as Twitter. Understandably, users have concerns about privacy and confidentiality of information posted online. Interestingly, Web-based data used for social benefit or public health interest are often perceived to be more acceptable in social media research among users [47,48]. Even though we acknowledge the concerns of users, all information used in this study was acquired for academic research and was restricted to publicly available posts that users have selected not to post privately. Additionally, we attempted to address concerns about privacy and confidentiality by analyzing and disseminating aggregated numerical data only.

Future Direction
The findings of this study have implications for future research examining patient feedback online and the usefulness of the knowledge it can provide. Twitter can be prospectively or historically monitored by geographical location to determine how patients feel about the care they receive. This novel approach presents patients with the opportunity to freely discuss their feedback on all aspects of care provided without being limited to the restrictions from more traditional structured questionnaires. Although a user-based approach was outside the scope of this study, future research using the methodologies presented could consider analyzing user-specific data to further examine geographical and temporal differences in patient experience discussions. Additionally, Twitter surveillance of Web-based discussions may provide health care providers, health institutions, and policy makers with both positive and negative trends in the care received in their jurisdiction. This can inform stakeholders of where health care can be improved, particularly during a time when the influence of patient engagement can direct where limited resources should be allocated. Furthermore, these data have the power to provide future research into differences of patient feedback between population demographics, topics of discussion, or even questions to understand if patients are receiving the right care at the right time. Deeper knowledge on the discussions of care online can provide valuable and insightful information, which has the power to influence how health care is provided across the United States.

Conclusions
This study presents methodologies for a deeper understanding of Web-based discussion related to patient experience across space and time. Twitter, as a social media platform, provides a unique and unsolicited perspective from users. This characterization of data provides a unique opportunity to examine geographic and temporal differences in the sentiments of patient opinions and feedback. The findings provided in this study can lead to further research and understanding of the culture of health in the United States as provided by real-time social data.
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Abstract

Background: Patients with hypothyroidism report poor health-related quality of life despite having undergone thyroid hormone replacement therapy (THRT). Understanding patient concerns regarding levothyroxine can help improve the treatment outcomes of THRT.

Objective: This study aimed to (1) identify the distinctive themes in patient concerns regarding THRT, (2) determine whether patients have unique primary medication concerns specific to their demographics, and (3) determine the predictability of primary medication concerns on patient treatment satisfaction.

Methods: We collected patient reviews from WebMD in the United States (1037 reviews about generic levothyroxine and 1075 reviews about the brand version) posted between September 1, 2007, and January 30, 2017. We used natural language processing to identify the themes of medication concerns. Multiple regression analyses were conducted in order to examine the predictability of the primary medication concerns on patient treatment satisfaction.

Results: Natural language processing of the patient reviews of levothyroxine posted on a social networking site produced 6 distinctive themes of patient medication concerns related to levothyroxine treatment: how to take the drug, treatment initiation, dose adjustment, symptoms of pain, generic substitutability, and appearance. Patients had different primary medication concerns unique to their gender, age, and treatment duration. Furthermore, treatment satisfaction on levothyroxine depended on what primary medication concerns the patient had.

Conclusions: Natural language processing of text content available on social media could identify different themes of patient medication concerns that can be validated in future studies to inform the design of tailored medication counseling for improved patient treatment satisfaction.

Keywords: medication counseling; social network data; primary medication concerns; satisfaction with levothyroxine treatment

Introduction

Patients with hypothyroidism are treated with the most frequently prescribed drug in the United States, levothyroxine [1], but report poor quality of life despite the treatment [2-4]. Poor quality of life while receiving the treatment possibly reflects the different views that clinicians and patients hold toward the treatment success of thyroid hormone replacement therapy (THRT). Clinicians judge the treatment success based...
on a restored reference range of thyroid hormone in the blood. On the other hand, patients feel that the treatment is successful when they are free of symptoms such as fatigue, depression, and muscle cramps that are specific to hypothyroidism. Historically, the patient view has not been given adequate attention. Now, scientific evidence has grown for the health care community to embrace the patient-centric paradigm. Specifically for THRT, endocrinologists have come to accept the patient view following a series of studies that reported that some patients do not in fact get better on THRT, despite having a reference range of the thyroid hormone in the bloodstream. For this reason, European and American thyroid professional associations now acknowledge that patients who do not thrive on levothyroxine (T4) alone may try a combination therapy of T4 and T3 (liothyronine) [5,6]. Armour, a desiccated natural thyroid hormone, offers such a combination. A synthetic version also exists with a 4:1 mix of T4 and T3 and a more consistent composition than Armour [6,7]. However, routine use of these combinations is not recommended [8].

Studies pertaining to the patient view have mostly relied on questionnaire-based surveys that employ structured measurements of patient-reported outcomes [9-11]. Perhaps a better way to understand the patient view would be to explore an alternative source of data. Patients have begun to report their health care experiences on social networks [11]. As these reports come directly from patients with no filtering in between, they have the potential to genuinely represent patient experiences. Furthermore, they continuously accumulate on a large scale every day. A Pew Research study in 2012 reported that 61% of adults have read someone else’s health experience on a social network [12]. Many health websites such as WebMD and Ask-a-Patient provide open forums for patients to post ratings and reviews regarding their medication experience [13]. These online communities have become a valuable source of information for the study of patient medication experience [14].

Recent advancement in natural language processing (NLP) has enabled researchers to analyze unstructured text data posted by patients on social networks. NLP of text content on health-related social media has helped identify myriad health topics across a wide range of demographics [15]. Specifically in the area of THRT, NLP has been used to compare the patient ratings of levothyroxine and Armour along with their respective performance potentials [13]; the authors of the comparative study had recognized that patients were dissatisfied with levothyroxine and thus aimed to document the potential superiority of Armour [13]. However, before steering patients away from levothyroxine, a study needs to be conducted fully documenting the concerns of patients being treated with levothyroxine. Our study aimed to identify the distinctive themes of patient concerns regarding levothyroxine treatment based on an alternative data source in the form of a social network to inform the design of a patient-centric medication therapy management that accounts for concerns unique to individual patients.

**Methods**

**Study Design and Settings**

Data for this study came from patient reviews and ratings of levothyroxine posted on a social network site (WebMD) in the United States between September 1, 2007, and January 30, 2017. WebMD runs a social network service that allows patients to browse patient reviews of prescription drugs based on their medication experience and to post their own reviews. Patients wishing to post their own reviews choose ratings on a scale of 1 to 5 stars for effectiveness, ease of use, and drug satisfaction and choose a reason for taking the drug. Patients can also answer questions relating to age, sex, and treatment duration. In addition, they can provide an open-ended comment. Finally, patients are required to enter the letters of a Captcha-like picture visible on the screen to prevent illegitimate use by automated programs and indicate that they agree to abide by the WebMD terms and conditions and privacy policy.

**Text Mining**

Text mining required two preprocesses for building text corpora from the patient reviews. The first preprocess was cleaning, through which stop-words such as articles, numbers, punctuations, and demonstrative pronouns were removed from the text. Additionally frequently appearing but irrelevant words such as “take,” “im,” “cant,” “dont,” “thyroid,” “taken,” “t,” “now,” “taking,” “takers,” “taking,” “age,” “ive,” “also,” “almost,” “els,” “else,” “far,” and “since” were also removed. The second preprocess was stemming, which reduced the words to their “stems.” Finally, a document-term matrix consisting of words along with their frequencies appearing in all the reviews was constructed. The frequency of each word was calculated from the term frequency-inverse document frequency [16,17]. For conducting the data preprocesses and analyses, open source R version 3.3.2 (The R Foundation) was used.

NLP was used to automate the task of information retrieval, analysis, and prediction inherent in languages used in patient reviews. Specifically, basic NLP methods such as tokenization, stop words, and stemming were used to process the content of patient reviews using the R software.

Latent Dirichlet allocation (LDA) was used to automatically discover hidden topics from a set of patient reviews, each of which contained a bag of words. The algorithm treated each review as a mixture of several topics and each topic as a distribution of words. By understanding topic and word distributions among the patient reviews, hidden information in the text could be found automatically [18]. For the LDA topic modeling, the numbers to be set of initial samples to be discarded, sampling iterations, and topics were 4000, 2000, and 6, respectively. The LDA package of the open source R was used as the analysis tool.
**Statistical Analysis**

The frequency of each theme of patient medication concern was computed for each review and then summed for all reviews. The chi-square test was performed to test whether the distribution of themes of patient medication concerns varied with age, sex, and treatment duration. The percent distribution of themes of medication concerns was also computed for each subgroup of age, gender, and treatment duration along with their standard deviations. Statistical significance was tested at an alpha of .05. To determine the predictability of primary medication concern on treatment satisfaction, multiple linear regression analysis was conducted, controlling for age, sex, treatment duration, and the year the rating was posted.

**Results**

**Description of Patient Medication Reviews**

The total number of patient medication reviews and ratings posted on WebMD collected for this study was 2112, which included 1037 reviews of levothyroxine and 1075 reviews of its brand version, Synthroid. After eliminating those that had no comments, the number decreased to 1768 (Table 1). While the reviews were mostly posted by patients themselves (1694/1768, 95.81%), in rare cases (27/1768, 1.53%) they were posted by caregivers. Interestingly, almost half of the reviews (772/1768, 43.67%) were posted by those who had taken the drug for less than a year. Regarding the reason for taking the drug, underactive thyroid (1300/1768, 73.53%) was the most common, followed by thyroid cancer (115/1768, 6.50%). Females (1485/1768, 83.99%) exceeded males (214/1768, 12.1%) with respect to posting of reviews. As for the age of the reviewers, the 45- to 64-year-old group was the most dominant (863/1768, 48.81%). The reviews were posted between 2007 and 2017 with the largest number (351/1768, 19.85%) posted in 2009, followed by 2010 (321/1768, 18.16%) and 2011 (234/1768, 13.24%). Since 2011, posts had a steadily declining trend.

**Identification of Distinctive Themes of Patient Medication Concerns**

The LDA topic modeling of the patient reviews produced 6 distinctive topics, each of which captured a hidden theme of patient medication concern (Table 2). Each hidden theme was given a name representing a certain aspect of medication treatment based on the top 20 most frequently appearing words [19]. A gallery of word clouds lists a complete set of words contained in each theme (Multimedia Appendix 1). The theme of patient medication concern about how to take the drug was named based on the keywords “work,” “time,” “hour,” “dose,” “water,” and “morning.” This concern had the least frequency share (300/2194, 13.67%); that is, it appeared least frequently out of the 6 themes of medication concerns. Likewise, the remaining 5 themes of patient medication concerns (treatment initiation, dose adjustment, symptoms of pain, generic substitutability, and appearance) were identified from scouting the list of top 20 keywords. The appearance theme of patient medication concern was named after scouting the keywords of “weight gain,” “hair loss,” and “dried skin.” The theme of appearance arose most frequently (436/2194, 19.87%), followed by dose adjustment (396/2194, 18.05%) and symptoms of pain (379/2194, 17.27%). The dose adjustment theme had keywords like “mcg,” “dosage,” “increase,” “change,” and “removal” in the list of top 20 words. The symptoms of pain theme had words like “severe,” “bad,” “pain,” “symptom,” “headache,” “heart,” “bodies,” “muscle,” “fatigue,” and “leg” in the list. Treatment initiation had keywords like “feel,” “just,” “better,” “start,” “sleep,” “first,” and “time” in the list. Generic substitutability had keywords like “synthroid,” “generic,” brand,” “blood,” and “test.”

**Uniqueness of Primary Medication Concerns Among Different Patients**

It was of interest to determine whether patients had unique medication concerns regarding levothyroxine treatment specific to their gender, age, and treatment duration. First, for gender, female patients mentioned “appearance” (mean 21.18% [SD 0.41]) as the most frequent concern (or primary medication concern) and how to take the drug (mean 12.69% [SD 0.33]) as the least frequent concern (Figure 1). However, male patients were least concerned about appearance (mean 13.06% [SD 0.40]) and most concerned about symptoms of pain (mean 19.93% [SD 0.40]).

Patient medication concerns regarding dose adjustment, symptoms of pain, and appearance were quite different according to age. The youngest (13 to 44 years) were the most concerned about dose adjustment (mean 21.33% [SD 0.41]) and appearance (mean 21.03% [SD 0.41]) while the oldest (65 years and older) were most concerned about symptoms of pain (mean 22.39% [SD 0.42]). Patient medication concerns were also quite different with treatment duration. Patients on levothyroxine less than a year were more concerned about appearance (mean 17.64% [SD 0.41]) and drug therapy initiation (mean 19.33% [SD 0.39]) while patients on levothyroxine 5 years or longer were more concerned about how to take the drug (mean 18.96% [SD 0.39]), dose adjustment (mean 20.70% [SD 0.41]), and generic substitutability (mean 19.75% [SD 0.40]).
Table 1. Characteristics of patient medication review writers.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Total (n=1768), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>214 (12.10)</td>
</tr>
<tr>
<td>Female</td>
<td>1485 (83.99)</td>
</tr>
<tr>
<td>N/A</td>
<td>69 (3.90)</td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
</tr>
<tr>
<td>13-44</td>
<td>562 (31.79)</td>
</tr>
<tr>
<td>45-64</td>
<td>863 (48.81)</td>
</tr>
<tr>
<td>65 and over</td>
<td>306 (17.31)</td>
</tr>
<tr>
<td>N/A</td>
<td>37 (2.09)</td>
</tr>
<tr>
<td><strong>Treatment duration, years</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 1</td>
<td>772 (43.67)</td>
</tr>
<tr>
<td>1-5</td>
<td>423 (23.93)</td>
</tr>
<tr>
<td>More than 5</td>
<td>505 (28.56)</td>
</tr>
<tr>
<td>N/A</td>
<td>68 (3.85)</td>
</tr>
<tr>
<td><strong>Reasons of taking levothyroxine</strong></td>
<td></td>
</tr>
<tr>
<td>Progressive disease of the thyroid gland</td>
<td>56 (3.17)</td>
</tr>
<tr>
<td>Additional treatment for thyroid cancer</td>
<td>1 (0.06)</td>
</tr>
<tr>
<td>Decreased thyroid function existing from birth</td>
<td>20 (1.13)</td>
</tr>
<tr>
<td>Enlarged thyroid gland</td>
<td>42 (2.38)</td>
</tr>
<tr>
<td>Myxedema coma</td>
<td>1 (0.06)</td>
</tr>
<tr>
<td>Serious decrease in thyroid function</td>
<td>81 (4.58)</td>
</tr>
<tr>
<td>Thyroid cancer</td>
<td>115 (6.50)</td>
</tr>
<tr>
<td>Underactive thyroid</td>
<td>1300 (73.53)</td>
</tr>
<tr>
<td>Other</td>
<td>152 (8.60)</td>
</tr>
<tr>
<td><strong>Reviewer type</strong></td>
<td></td>
</tr>
<tr>
<td>Caregiver</td>
<td>27 (1.53)</td>
</tr>
<tr>
<td>Patient</td>
<td>1694 (95.81)</td>
</tr>
<tr>
<td>N/A</td>
<td>42 (2.66)</td>
</tr>
<tr>
<td><strong>Year</strong></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>73 (4.13)</td>
</tr>
<tr>
<td>2008</td>
<td>210 (11.88)</td>
</tr>
<tr>
<td>2009</td>
<td>351 (19.85)</td>
</tr>
<tr>
<td>2010</td>
<td>321 (18.16)</td>
</tr>
<tr>
<td>2011</td>
<td>234 (13.24)</td>
</tr>
<tr>
<td>2012</td>
<td>178 (10.07)</td>
</tr>
<tr>
<td>2013</td>
<td>197 (11.14)</td>
</tr>
<tr>
<td>2014</td>
<td>107 (6.05)</td>
</tr>
<tr>
<td>2015</td>
<td>39 (2.21)</td>
</tr>
<tr>
<td>2016</td>
<td>54 (3.05)</td>
</tr>
<tr>
<td>2017</td>
<td>4 (0.23)</td>
</tr>
</tbody>
</table>
Table 2. Identification of 6 distinctive themes of patient medication concerns about levothyroxine from patient reviews.

<table>
<thead>
<tr>
<th>Theme name</th>
<th>Top 20 words</th>
<th>Frequency (n=2194a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How to take the drug</td>
<td>work, will, can, dose, help, time, eat, need, use, life, one, well, hour, good, know, thing, morning, anything, people, levothyroxine</td>
<td>300 (13.67)</td>
</tr>
<tr>
<td>Treatment initiation</td>
<td>feel, day, like, get, just, better, week, start, much, medicine, want, sleep, make, pill, first, night, know, think, time, keep</td>
<td>343 (15.63)</td>
</tr>
<tr>
<td>Dose adjustment</td>
<td>medicaid, year, mcg, effect, side, dosage, increase, change, noticeable, differ, diagnose, hypothyroidism, hope, little, seem, removal, two, disease, old, great</td>
<td>396 (18.05)</td>
</tr>
<tr>
<td>Symptoms of pain</td>
<td>med, drug, problem, pain, even, stop, heart, low, cause, severe, bodies, bad, fatigue, headaches, anyone, worse, muscle, symptom, leg, look</td>
<td>379 (17.27)</td>
</tr>
<tr>
<td>Generic substitutability</td>
<td>synthroid, doctor, back, level, blood, test, put, normal, generic, never, trial, went, right, TSH, symptom, felt, told, year, said, brand</td>
<td>340 (15.50)</td>
</tr>
<tr>
<td>Appearance</td>
<td>weight, gain, month, hair, still, energized, tired, loss, start, see, lbs, time, lost, depressant, lose, always, skin, pound, dried, fall</td>
<td>436 (19.87)</td>
</tr>
</tbody>
</table>

aTotal number of primary themes represented in each review. This is greater than the total number of reviews (1768) because some reviews had more than one theme tied for the primary concern.

Figure 1. Primary medication concerns unique to patients of different backgrounds.
Table 3. Multiple regression analysis on factors affecting satisfaction score.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Coefficient ($\beta$)</th>
<th>Standard error</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.11</td>
<td>0.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Primary medication concern</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appearance (reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>How to take the drug</td>
<td>0.68</td>
<td>0.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment initiation</td>
<td>-0.03</td>
<td>0.11</td>
<td>.81</td>
</tr>
<tr>
<td>Dose adjustment</td>
<td>0.44</td>
<td>0.11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Symptoms of pain</td>
<td>-0.29</td>
<td>0.11</td>
<td>.01</td>
</tr>
<tr>
<td>Generic substitutability</td>
<td>0.11</td>
<td>0.11</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Treatment duration, years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than 5 (reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Less than 1</td>
<td>-0.76</td>
<td>0.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1-5</td>
<td>-0.38</td>
<td>0.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-64 (reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>13-44</td>
<td>0.12</td>
<td>0.08</td>
<td>.14</td>
</tr>
<tr>
<td>65 and over</td>
<td>0.03</td>
<td>0.10</td>
<td>.76</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (reference)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>0.24</td>
<td>0.11</td>
<td>.03</td>
</tr>
<tr>
<td>Rating year</td>
<td>-0.04</td>
<td>0.02</td>
<td>.01</td>
</tr>
</tbody>
</table>

Dependency of Treatment Satisfaction on Primary Medication Concerns

The last aim of this study was to determine whether patient treatment satisfaction with THRT depends on what primary medication concerns they have, controlling for age, gender, and treatment duration. For this aim, each review’s star rating of levothyroxine was treated as an interval scale rating. The 6 themes of patient medication concerns were dichotomized to indicate whether each medication concern was primary for the patient. As compared to the primary medication concern regarding appearance, the primary medication concern regarding how to take the drug resulted in a significantly better treatment satisfaction, up to as much as 0.68, with gender, age, treatment duration, and rating year being constant (Table 3). In other words, when patients had how to take the drug as their primary medication concern, their treatment satisfaction with THRT was 0.68 points higher out of 5 stars compared to those patients who had appearance as their primary medication concern. Treatment satisfaction also significantly increased (by 0.44 points) for the primary medication concern dose adjustment but reduced by 0.29 points ($P=.01$) for the primary medication concern symptoms of pain compared to the reference primary medication concern of appearance. Interestingly, treatment initiation and generic substitution did not have a significant impact on the treatment satisfaction with THRT relative to appearance.

Regarding the potential confounders controlled in the regression analysis, age did not result in any significant explanation of treatment satisfaction with THRT. For gender, male patients reported a significantly higher ($\beta=0.24$, $P=.03$) treatment satisfaction than female patients. For treatment duration, the longer the treatment duration, the higher the treatment satisfaction. In other words, as compared to the reviews written by patients who had taken levothyroxine for more than 5 years, the reviews written by patients who had taken the drug for shorter durations had significantly lower levels of treatment satisfaction.

Finally, multiple regression had the variable of rating year as an explanatory variable. The rating year represents the year the review was posted. For reviews posted in more recent years, the treatment satisfaction was slightly but significantly lower than the previous years. A 1-year increase in the rating year was associated with a decline of 0.04 points ($P=.01$) in the treatment satisfaction.

Discussion

Principal Findings

Above all, the NLP of patient medication reviews posted on a social network identified 6 distinctive themes of patient medication concerns on THRT: how to take the drug, treatment initiation, dose adjustment, symptoms of pain, generic substitutability, and appearance. Those 6 themes seem to cover all areas of medication needs of patients on THRT. The patient
medication concerns on how to take the drug and dose adjustment quite well reflect the tough challenges associated with the task of taking levothyroxine appropriately. Levothyroxine requires scrupulous planning regarding when to take it. Many factors such as food, medications, and health conditions hamper the ability to maintain a desired range of thyroxine in the bloodstream [20]. It is critical to maintain the desired range because of the narrow therapeutic index and low absorption rate [21,22]. This study successfully identified those challenges into primary medication concerns how to take the drug and dose adjustment.

Likewise, the themes of symptoms of pain and appearance are well documented in the literature. Patients on THRT are known to complain about various symptoms of pain such as fatigue; loss of sleep; heart issues; headache; and muscle, leg, and body pain [2-4]. For this reason, a patient-reported outcomes instrument, Thyroid-Dependent Quality of Life, was developed to measure those symptoms of pain using several items on bodily discomfort [23]. Further, the most frequently mentioned medication concern was on appearance. A study reports that patients on THRT are often dissatisfied with levothyroxine treatment because of weight gain, hair loss, and dry skin [24].

Last, patients were quite frequently (15.5%) concerned about generic substitutability. Considering the price difference between brands and generic versions, patients would certainly rather use a generic version. To help ease patient concerns on generic substitutability, in 1997 the US Food and Drug Administration made the equivalence criteria stricter, from a range of 90% to 110% before to 95% to 105% after [25-27]. However, the issue of generic substitutability is still controversial. The American Thyroid Association reports that in a small fraction of patients higher rates of adverse events were associated with changes in levothyroxine preparations [6]. Furthermore, a reformulation of Merck’s Lévothyrox with different excipients to reduce variability in dosing from 90% to 110% to 95% to 105% led to a huge controversy in France in 2017 (thousands of patients made complaints about adverse effects after taking the reformulated version [28]).

Documenting the uniqueness of primary medication concerns among different patients would emphasize the importance of tailored medication counseling. This study found that primary medication concerns were unique to patients of different genders, ages, and treatment durations. Female patients had appearance as their primary medication concern while male patients mentioned how to take the drug quite often. While it is apparent that females are quite attentive to appearance, it raises the question why males are more concerned about how to take the drug. Taking levothyroxine correctly requires careful planning regarding foods and time of administration. Perhaps females are accustomed to planning these things for family members, and thus, are more confident about taking the medication correctly than males.

This study also found that the youngest patients (aged 13 to 44 years) were very concerned about dose adjustment (21.33%) and appearance (21.03%) while the oldest (aged 65 years and older) were most concerned about symptoms of pain (22.39%). It is understandable that younger people were concerned about appearance. However, it requires some explanation why younger people were concerned about dose adjustment. Younger people must have just begun the levothyroxine treatment, and thus it would take longer for them to get the dose adjusted. On the other hand, older people were most concerned about the symptoms of pain because they were already suffering from many symptoms of pain resulting from aging. Patients with hypothyroidism would certainly experience symptoms of hypothyroidism unique to their age [22].

As the treatment duration became longer, patients were less concerned about appearance and treatment initiation and became more concerned about how to take the drug, dose adjustment, and generic substitution. Patients who had taken the drug for quite a while may have realized that it was more challenging to control hypothyroidism with levothyroxine. Once they realized that it is challenging, they would be more concerned about how to take the drug and dose adjustment. They would also be concerned about generic substitutability because a longer treatment duration makes it economically burdensome to take the expensive brand name drug.

Last, patient satisfaction with levothyroxine treatment depended on their primary medication concern. Patients who had the primary medication concerns of how to take the drug and dose adjustment were more satisfied with the levothyroxine medication therapy (up 0.68 and 0.44, respectively) compared to those whose primary medication concern was appearance. Evidently, patients who were more concerned about how to get the THRT right would have achieved better treatment outcomes. On the other hand, patients who had a primary medication concern of symptoms of pain were less satisfied with THRT (down 0.29 points) than the referents. Naturally, symptoms of pain would have negatively affected treatment satisfaction.

One of the interesting study findings was that the longer the treatment duration, the higher the treatment satisfaction. Patients who had taken the drug longer were more likely to have known how to take the drug correctly with the right dose and thus to have achieved better treatment outcomes. Moreover, males were more satisfied with the treatment than females. Because males were more concerned about how to take the drug but less concerned about appearance than females, they were more likely to achieve treatment success, which leads to higher satisfaction scores.

Practice Implication

Patients with hypothyroidism had unique primary medication concerns depending on their identity. In order to improve their treatment outcomes, it is necessary to provide tailored medication counseling, specifically focusing on their primary medication concerns such as how to take the drug, dose adjustment, symptoms of pain, and appearance.

Limitations

First, the LDA algorithm used in this research is a method of automatically discovering topics or themes by using statistical principles. Therefore, although LDA is advantageous in extracting hidden themes, the scientific qualities of the themes should be further validated. Furthermore, the researchers’ subjectivity might have played an important role in the process.
of extracting hidden themes. For example, this study set the number of themes to be extracted to 6 based on its manageability. However, research has yet to come up with an easy way to choose an optimal number of themes [29]. Second, there may be a bias that arises from using online reviews from social media. Considering that people are more likely to report negative views than positive ones, the patient reviews used for this study may have come from patients dissatisfied with levothyroxine. Although negative views could better reflect patient concerns, they do not represent all views on levothyroxine. It is also important to note that this study used patient reviews from only one social media platform. Data collected from multiple social media platforms would have increased representativeness. Finally, the reported themes of patient medication concerns on levothyroxine treatment may not be valid because they were based on unstructured text data directly reported from patients. While those text data have their own merits, the reported themes need to be tested for their validity in future studies.

Conclusion
NLP of the patient reviews of levothyroxine posted on a social network produced 6 distinctive themes of patient medication concerns that covered all areas of levothyroxine treatment. Patients had unique primary medication concerns specific to their gender, age, and treatment duration. Furthermore, patients’ treatment satisfaction on levothyroxine varied depending on what primary medication conditions individual patients had. These results inform the design of patient-tailored medication counseling to accommodate unique primary medication concerns of individual patients [30].

Acknowledgments
We thank the Research Institute of Pharmaceutical Science, College of Pharmacy, Seoul National University for supporting this study.

Conflicts of Interest
None Declared.

Multimedia Appendix 1
Word clouds of primary medication concerns.

[ PNG File, 1MB - jmir_v20i10e11085_fig1.png ]

References
6. The ATA unveils new data to FDA on bioequivalence of levothyroxine. URL: [https://www.thyroid.org/the-atu-unveils-new-data-to-fda-on-bioequivalence-of-levothyroxine/][accessed 2018-07-17][WebCite Cache ID 70vBTMMwa]
7. Thyroid hormone treatment. URL: [https://www.thyroid.org/thyroid-hormone-treatment/][accessed 2018-07-17][WebCite Cache ID 70v21MNk]


**Abbreviations**

**THRT:** thyroid hormone replacement therapy  
**NLP:** natural language processing  
**LDA:** latent Dirichlet allocation
Original Paper

Older People Negotiating Independence and Safety in Everyday Life Using Technology: Qualitative Study

Randi Stokke¹, RN, MEd
Department of Health Sciences, Norwegian University of Science and Technology, Gjøvik, Norway

Corresponding Author:
Randi Stokke, RN, MEd
Department of Health Sciences
Norwegian University of Science and Technology
Postbox 191
Gjøvik, 2802
Norway
Phone: 47 951 58 088
Email: randi.stokke@ntnu.no

Abstract

Background: Due to demographic changes with an aging population, there is a demand for technology innovations in care services. However, technology innovations have proven difficult to implement in regular use. To understand the complexity of technology innovations in care practices, we need a knowledge base of the complex and diverse experiences of people interacting with established technologies.

Objective: This paper addresses the research gap in relation to understanding the microcontext of co-production of care involving established technologies integrated into care practices. The paper also aims to provide a framework for exploring what really happens when different actors use technology in care practices.

Methods: Participant observations and 22 interviews with actors using social alarms were conducted employing the critical incident technique. A stepwise deductive-inductive analysis was then performed.

Results: The results reveal how co-production of care assumes different meanings according to how actors use the technology. The results also show how technology innovation changes the dynamics between the actors and rearranges care practices. Independent and safe living is co-produced through performing bricolages and optimizing practice. Additionally, this opens up for unexpected results and bricolages as an integrated part of technology innovations.

Conclusions: This study illustrates how care services are always co-produced between the actors involved. By using aspects from science and technology studies, this paper provides a framework for exploring technology in use in care practices. The framework provides tools to unpack and articulate the process of co-producing services.
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Introduction

Technology Innovations in Caring Practices

There is a persistent demand in public policy in western societies for increased technology innovation in community health care to meet challenges in the services caused by the "silver tsunami" and to facilitate active aging and independent living [1,2].

Technologies intended for care practices are often advocated as plug and play solutions to the challenges of facilitating safety and independent living and to avoid or postpone nursing home admission [3]. However, there is a discrepancy between these expectations and the complex reality in which these technologies are embedded [4-6]. The integration of technologies has proven difficult, and experiences so far have shown that it is very difficult to progress from pilot projects to regular use and then to scale up to other contexts [4,7-9].

There are many studies describing the effects of technology innovations in care practices [10] that attempt to identify drivers and barriers. However, such research seldom captures what happens after the pilot phase [11]. As the knowledge base is...
rather sparse, we need a more comprehensive understanding of how technologies integrated into health care practice work [10]. Moreover, we need a greater understanding of the practice of using established and integrated technology in regular service. My paper explores this by studying the use of the social alarm, an established technology that aims to provide safety and independent living for older people living at home. Focusing on this well-integrated and widely used technology allows us to study the emergence of personal, professional, and organizational issues that are little seen in new technology innovations. This is done by examining how people involved in using this technology co-produce safety and independent living within care practices and how they interact with the technology involved.

To address the research gap in understanding the complex work of established technologies in care practices, this paper positions itself within the newer public service innovation tradition that offers ways of understanding how public services are always co-produced by the actors involved in the service organization as an inevitable part of the service [12,13]. There has been little focus on the different actors' role, interaction, and co-production in a microcontext within the service innovation literature [13], and this paper contributes theoretically by suggesting a framework for exploring co-production in a microcontext, using constructs from science and technology studies (STS). In addition, it provides tools to unpack the process of co-production and address how this contributes to safety and independent living for older people with the social alarm.

The Social Alarm

Despite the major focus on technology innovations in care practices, social alarms still form the bulk of technologies in use in care practices and are widely in use in western societies [4,14]. The aim of a social alarm is to contribute to safety and independent living for frail older people. Even though well established and used since the late 70s, a previous review of social alarms illuminates diverse experiences and issues related to their use [15].

A social alarm consists of a unit placed centrally in the home and a pendant or wrist-worn device the end user can press when in need, as shown in Figure 1, to summon help from a dedicated responder.

Many actors are involved in the use of the alarm. The typical end user is an older dependent person living alone. Relatives, neighbors, care workers, and technology facilitators are all actors with different expectations, experiences, roles, and relationships with each other and the alarm [15,16].

Homecare workers usually offer the service needed when the social alarm is activated. As it is impossible to predict when it will be activated, the care worker might be anywhere in the homecare district at the time. The response time, therefore, varies from immediate response to several hours, depending on the number of care workers, their geographical location, and whether they are assisting other patients at the time.

The daily care practice is hard to plan, as care is unpredictable and emergent activities within a network of actors forming complex interactions. This demands flexibility and the ability to adjust plans, prioritizing some work and deprioritizing other work [17].

Figure 1. Illustration of the social alarm.
Theoretical Framework

This paper will draw on aspects of service innovation studies and STS to provide a fruitful contribution by exploring how the different actors involved co-produce safety and independent living for the end user of the social alarm. Innovation studies, including service innovation studies, and STS are two major adjacent fields inspired by many of the same theories. Both are concerned with technology innovations, social context, and the use of knowledge. Although thematically related, they are distinct research areas with limited interaction between them [18-21]. I will use the notion of script, domestication, and heuristics from STS as tools for framing, exploring, and understanding the co-production between actors involved. I will thereby add more pieces to the puzzle of understanding the complexity of technology innovation by articulating a framework for exploring the co-production between the actors and by grounding this framework empirically.

The concept of co-production is used in different ways, and its many definitions have been criticized for being rather blurred and lacking an empirical evidence base [22]. Co-production describes the relationships between different actors, and public service innovation literature states that services are always co-produced [23]. A service organization can suggest a service, but it is in the interaction between the service provider and the service user that the actual service is co-produced. Using the concept of co-production changes the traditional way of understanding a service as provided by the care service and received by the users of the service.

People are relational entities and co-produce care through “a relational, situated and embodied achievement in which people explore the right thing to do for themselves and their relationships” [24].

A co-production of practice (eg, a practice of using a technology) can provide different value for the different actors involved, such as safety and independence for the end user. However, the co-production might also lead to destruction of value [25,26] and in the worst case, failure of the technology integration.

Care research has shown that technology in use is always intertwined in complex networks of care practices that contribute to changing, shaping, and revealing new meanings of care in unforeseen ways [3-5,10,27,28].

Accommodating an integration of technology and co-producing care for the users implies a change in the care practices. This involves new interactions and changing roles and practices, redefining how actors live, work, and even identify their lives [10,28]. Responsibility is delegated to care workers and users [29,30], redefining their role from passive recipients to active participants and requiring them to become competent users of the technology [28]. This co-production involving changes in roles and responsibilities has been largely disregarded in previous research in the field [15] and will be addressed in this paper.

The co-production is a way of empowering as well as exploiting actors [31]. The experience of value is highly contextual and directly influenced by the expectations toward a service [25]. What goes on in the process of co-production is a complex and indistinct process that we need theoretical tools to explore.

Since a user’s perception is affected by both expectations and experience with the service, the moment these two collide is the moment of truth. This moment is, in fact, a continuum, a process from expectations to experience [12,25].

The notion of script and domestication offers us tools for exploring and analyzing the practical work of co-production of care and underlines how using a social alarm can lead to values such as safety and independence for the end user.

The script metaphor describes technologists’ vision of a technology’s function, the expectations of how the users will relate to the technology and vice versa [32-35]. Social alarms can be scripted in different dimensions: as technological devices, as integrated services, and how values come into play for the actors involved [36].

From the domestication process, a more or less stable relationship is established between the actors and the technology. Pols [10] describes this as taming and unleashing in care practices where 4 heuristics emerge. Following these relationships enables us to explore the interactions and co-production in depth.

There are examples where human-technology interaction works exactly as planned/scripted. Furthermore, sometimes the actors reject the technology altogether—there is no domestication, which causes the failure of technology projects. However, this paper focuses on technology in use. Technology in use in this context means that the technology is integrated and adopted into a care practice.

As technology innovations become an established part of practice, the focus fades and the integration process becomes more tacit [39]. You might say that the technology tends to move off the radar as it becomes domesticated. However, even if domesticated, a technology is never completely fixed. The technology as an artifact opens up for different interpretations of how to use it, what to think of it, and what feelings it inspires, etc. [40,41].

The practice of describing and domestication described above often involve small ad hoc innovations called bricolages. These are simple, unplanned solutions using resources at hand as an answer to a problem [4,42]. Table 1, an expanded version of Pols [10], illustrates different heuristics that play out in practice involving technology in use and how this might lead to bricolage. Thus, Table 1 provides an illustration of how both the technology and human actors are active parts of the co-production of care practices involving technology.
Table 1. Describing heuristics of taming and unleashing technology and actors. An expanded version of Pols (2017).

<table>
<thead>
<tr>
<th>Heuristics</th>
<th>Description of the heuristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>The technology is used in accordance with the scripts</td>
<td>Actors adopt, integrate, and domesticate the technology in accordance with expectations, and the technology is part of co-producing care practices.</td>
</tr>
<tr>
<td>Taming the users</td>
<td>Technologies sometimes tame users by making them dependent on the technology and making them adjust their lives according to the technology.</td>
</tr>
<tr>
<td>Unleashing the users</td>
<td>Technologies can unleash users, making them request new services from the technology. Here the script and intention of the technology are not meeting the demands and expectations from the actors involved, thus leading to bricolage or dissatisfaction with the technology.</td>
</tr>
<tr>
<td>Taming the technology and unleashing practices</td>
<td>Actors tame the technologies by using them to pursue their goals, either by exploiting only some possibilities the technology offers or by finding new ways of use, often through bricolages, often in other ways than scripted and intended by designers and vendors. Sometimes the technologies unleash unexpected and completely new areas of use.</td>
</tr>
<tr>
<td>Nonuse</td>
<td>The users reject the technology altogether; domestication does not occur.</td>
</tr>
</tbody>
</table>

Acts of bricolage can add up to significant changes in routines or use of technology but they are often hidden and unarticulated in the co-production of daily practices [43]. Nurses often perform bricolage in care work to solve problems on the spot [44].

According to Star and Strauss [45] and Allen [17], care work largely incorporates this way of working where actors need to adjust the practice or the technology [4,17]. Bricolage often allows users and family members to take the initiative in co-producing care by finding better solutions [46]. By collecting bricolages and bringing them to the attention of colleagues and management, it is possible to turn them into useful innovations to improve the quality of the service [42].

**Framing Co-Production of Technology in Use**

Bridging the different constructs described in an integrated framework contributes theoretically by offering ways of exploring how the co-production practice in care work involving technology might be explored, as presented in Figure 2.

This constitutes a continuum of tools for exploring and understanding the complex reality of co-produced care practices with technology in use. The model’s linearity is for analytical purposes, as the lived reality is dynamic, with processes going back and forth.

This framework provides tools for understanding the use of established technologies in care practices by adding STS concepts to explore the co-production that always takes place between the different actors involved. Later in the paper, this will be related to the data from the empirical material related to the social alarm.

The aim of the paper was to explore and interpret different actors’ experience with an established technology innovation in care practices and discover how actors use and interact with social alarms and what strategies they apply when co-producing safety and independent living. The study focuses on the experience of safety and independence, as these are expressed aims for the social alarm.

The research question examined: How do older people pursue, maintain, and negotiate independence and safety in everyday life by using social alarms?

![Figure 2. Integrated framework.](http://www.jmir.org/2018/10/e10054/)
Methods

Context, Settings, and Sample

The study was conducted within a homecare service in Norway in the period from August 2014 to December 2015, combining 1-week full-time participant observation in 2 municipalities and in-depth interviews (n=22) with actors involved in the use of social alarms. This provided a comprehensive picture of the respondents’ experiences with social alarms, promoting an in-depth understanding of this technology in use.

In Norway, all inhabitants are entitled to care services at home if required [2,47,48]. Two municipalities were strategically chosen for maximum diversity, representing both typical and diverse local communities in Norway as displayed in Table 2.

One municipal homecare manager in each municipality recruited participants for interviews. Older people, relatives, and care workers were selected to be interviewed according to the inclusion criteria described in Table 3.

A strategic participant selection was conducted aiming for maximum diversity. A description of included respondents is presented in Multimedia Appendix 1. The end users lived either in their own home or in care flats. The latter are small flats, often organized in proximity to a nursing home. The fieldwork involved participant observation in homecare services in both municipalities in the various cultural contexts. This entailed accompanying care personnel responsible for receiving alarm calls on their shifts while visiting end users.

The interviews were conducted with people possessing a social alarm (n=11), relatives of people possessing the alarm (n=4), care workers with different backgrounds and responsibilities (n=6), and key workers and managers (n=3). Some respondents had several roles. The 22 interviews were conducted in the respondents’ homes or at home care service facilities and lasted between 30 minutes and 2 hours.

In this study, the respondents told hundreds of stories, providing extensive material including the narratives presented later. All interviews were audio recorded and fully transcribed verbatim. NVIVO 11 (QSR International) software for data analysis was used as a tool when organizing, analyzing, and finding insights into the material.

Interview Design

Critical incidence technique (CIT) methodology was applied, and the respondents were asked to describe incidents related to the social alarm. CIT is a practically oriented, commonly used explorative approach that facilitates insights into the complexities of an event and the interactions between actors involved [49,50]. This provided rich stories of critical incidents balanced with normal use descriptions. The method is attentive to the way practice is lived, generates rich material, and uncovers tacit understandings of an incident, including affective, cognitive, and behavioral elements [51,52]. Critical incidents can never be seen as isolated but rather as integrated into contexts. Narratives of lived experiences thereby emerged as presented in the results section. CIT is used within different research traditions, and this study is aligned with a phenomenological-interpretivist tradition as developed by Elizabeth Chell. Incidents are described as something emerging from the practice, embedded in the actor’s perspective [50,51,53].

Ethics Approval and Consent to Participate

The Data Protection Official for Research in Norway granted approval for the project (project number 38605). All interview participants gave informed written consent. The municipal health care management gave written consent to collect data within the homecare services. All health care professionals received written and verbal information about the study and data collection and were informed that they could decline to be observed or interviewed. Prior to the observational study, the health care workers informed patients about the study and asked if researchers could observe the encounter.

Table 2. Characteristics of the municipalities included in the study.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Municipality 1</th>
<th>Municipality 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inhabitants</td>
<td>30,000</td>
<td>2600</td>
</tr>
<tr>
<td>Geography</td>
<td>Midsize city; inland</td>
<td>Rural district; northern coastal area</td>
</tr>
<tr>
<td>Responders</td>
<td>Homecare personnel</td>
<td>Call center that contacts homecare personnel when necessary</td>
</tr>
</tbody>
</table>

Table 3. Recruiting criteria for the interviews.

<table>
<thead>
<tr>
<th>Respondents</th>
<th>Recruiting criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>End users</td>
<td>• Possessed a social alarm for more than 1 year</td>
</tr>
<tr>
<td></td>
<td>• Varying experiences with the alarm</td>
</tr>
<tr>
<td></td>
<td>• Both sexes, a variety of ages, living conditions, and dependency</td>
</tr>
<tr>
<td>Next of kin</td>
<td>• Difference in relationships and living distance from the end user</td>
</tr>
<tr>
<td>Care workers</td>
<td>• Experience with responding to the social alarm</td>
</tr>
<tr>
<td></td>
<td>• Varying professions and responsibility related to the alarm</td>
</tr>
</tbody>
</table>
Analysis

Detailed observational field notes and transcriptions from the interviews were analyzed thematically using a stepwise deductive-inductive analysis described by Tjora [54], who was inspired by Strauss and Corbin [55,56]. The analytical focus was on participants’ perspectives and experiences in accordance with CIT [49].

The analysis started with an empirically close coding of the transcripts resulting in 68 codes focusing on participants’ perspectives. This inductive coding related to the actor’s experiences and co-production with the social alarm. This was further analyzed and grouped into 11 categories based on the actors’ voices [54]. Three themes of relevance to this paper formed the empirical-analytical basis: attaching to the alarm, interacting with others, and tinkering and bricolage. These themes embody how the different actors involved co-produce safety and independent living for the end users. The themes apply to all respondents in the study in various ways.

By going back and forth between the theory and the themes, 3 narratives emerged from this analysis, using Figure 2 as a sensitizing tool. Purposeful sampling provided a way of studying these rich cases in depth [57], as the narratives are suited for illustrating the themes from different perspectives and provide rich descriptions of different user styles. This illustrates how the social alarm opens up for different co-production practices and contributes to different experiences of safety and independent living when integrated into daily lives.

Results

Co-Producing Safety and Independent Living With the Social Alarm as a Life Saver

The 3 anonymized narratives presented reflect different unique lived experiences related to the social alarm and how safety and independent living are co-produced between the different actors and the social alarm. This illuminates different aspects of the empirical material corresponding to the 3 themes that emerged from the analysis.

The respondents recounted dramatic and possibly life-threatening events. Even so, this first narrative particularly stood out as “Anna,” her daughter “Turid,” and several of the care workers related it unsolicitedly.

Anna is a 96-year-old widow. She lives alone in her house in a depopulated rural area. She and one other person still live in the hamlet. She got the social alarm 16 years ago after suffering a stroke. She describes a strong attachment to the alarm and says that she feels safe, trusting that she can get help if needed. She has 5 adult children, all living far away. However, they visit from the care worker for weekly medication. She appears is deteriorating, but she still manages to live in her house, with a disease that has partly restricted her to a wheelchair. His health

Turid describes a fragile dependent mother as borderline in terms of whether she is able to live alone with the social alarm and collaborate with the care worker made her feel safe and attended to.

When Anna talked about her attachment to the alarm, she said, “The most precious thing I have is the social alarm.” She described how the alarm was crucial for her ability to feel safe and to be able to stay at home. She was not afraid for herself, she said. However, she did not want her children to worry.

Her daughter Turid said that she felt her mother was fairly safe, as long as she had the social alarm, as they had experienced that she got help when in need. When asked what the alarm means for her as next of kin she answered:

Very much. It really does. We do talk on the phone every day, but she has had a stroke you know. She is paralyzed on her right side. She cannot grip things with her right hand. And her right foot, she sways a bit, and overbalances easily. We are a bit insecure regarding her staying at home. She is clear-headed and wants to continue living at home. And as she says: I do have the alarm. Yes, but as I say, she has been lucky when falling, not falling on her left side. Then she would not be able to use the alarm. The last time she fell, I started to wonder how ethically right it is, we all feel that way.

Turid describes a fragile dependent mother as borderline in terms of whether she is able to live alone with the social alarm as a safety net—they are managing, but only just.

Depending on the Social Alarm When Co-Producing Independence

Although many of the stories told in this study were dramatic, some are about undramatic but still decisive experiences. Some end users had never activated the social alarm due to emergencies; one of them is “Jon.”

Jon is a man in his early sixties with a progressive neurological disease that has partly restricted him to a wheelchair. His health is deteriorating, but he still manages to live in his house, with visits from the care worker for weekly medication. He appears emotional regarding his attachment to the social alarm and repeatedly praises it for making living at home possible.

...the possibility of having one of these [enthusiastically waves the pendant], especially when

I was going outside with a bag of old newspapers. Then I fell on the ice. Broke my hip. I was lying there completely immobilized. I was wearing the alarm at the time; otherwise, I would not be here today. It was a quarter to ten in the morning when I fell, and they would not have started looking for me before six o’clock in the afternoon. However, I had the alarm, so I pressed the pendant and got help from the homecare nurse and ambulance in just a few minutes. I was conscious the whole time; the nurse came immediately because she was nearby. She went inside for a pillow and a blanket, which she laid under me until the ambulance came and took me to the hospital. The alarm saved my life that time, that’s for sure. And many other times as well, as things are. I would be dead by now for sure if I didn’t have the alarm.

Interacting with others was central for Anna’s use of the social alarm, and the collaboration with the care worker made her feel safe and attended to.

Jon is a man in his early sixties with a progressive neurological disease that has partly restricted him to a wheelchair. His health is deteriorating, but he still manages to live in his house, with visits from the care worker for weekly medication. He appears emotional regarding his attachment to the social alarm and repeatedly praises it for making living at home possible.

...the possibility of having one of these [enthusiastically waves the pendant], especially when
you live alone and are still going down to the basement for firewood. Then it’s crucial, the social alarm, because it actually works... Hurray for the alarm!

Jon has had a social alarm for some years now. He always has it in the pocket of a leather waistcoat with his mobile phone in the other pocket.

Jon describes himself as a very engaged, active man with a positive attitude. When Jon talks about his attachment to the alarm, he describes how it makes him feel safe and allows him to keep doing things without worrying about falling and not getting help. At the same time, he adds that he didn’t care for the alarm in the beginning. He regarded it as an indicator of his declining health and felt that by accepting the alarm, he was accepting deterioration. He needed time to get used to it before accepting it. This aligns with other studies describing how end users chose to use the alarm but did not care for it [36,58,59].

Jon had a brother with the same disease as himself. The two of them had different approaches to life with a disability, Jon said. While he really wants to manage on his own and stay active, his brother in contrast accepted his decline sooner and became more passive. One example is that Jon only uses his wheelchair when necessary, while his brother embraced the wheelchair and never got up again once he sat down.

Jon described how important it is for him to decide for himself and to be in a dialogue, interacting with the care service. He described meetings where care workers suggested that he moved to a care flat, but he wants to stay in his house. He also gets positive feedback from the care workers regarding his independence and humor and how he likes to make jokes.

Jon had never needed to activate the alarm due to an emergency, and he talked about how he sometimes felt insecure about whether it really worked and that he sometimes activates it just to check.

I succumbed to the temptation a few times and pressed the pendant. “Hello, this is me. If you are nearby, could you please come by? I have not been to the grocery store and need some warm food.” Then I started rattling out anything I could think I needed. They gradually started laughing. They know me, they’ve been here before and knew I’m hopeless that way. Black humor, you could say...

It was important for Jon to be valued as independent and with a sense of humor. The quote describes how he managed to maintain his humorous attitude toward the care personnel while at the same time co-producing safety by testing the social alarm. Moreover, the care personnel allowed him to do so. The alarm has automatic functional testing so manual testing could be regarded as unnecessary. However, this co-production made him feel safe and confirmed that he could trust the alarm. He was dependent on the alarm to be safe enough to live independently, even though he had never needed to activate it.

Creative Co-Production With the Social Alarm

The last narrative is about “Peter” and “Marie.” Their daughter “Kari” told the story. Peter and Marie were an old married couple living in a care flat. People living there are usually dependent and frail, as were Peter and Marie, who moved from their house when their health was deteriorating. Peter tended to fall and he sometimes passed out due to a drop in blood pressure. Then his fingers got numb and he could not manage to press the pendant. Marie was the one wearing the alarm. She was physically vigorous, even though she had had a stroke some years back and suffered from dementia. Marie did not understand how she should call for help when her husband got ill, and Peter was too heavy for Marie to manage. Kari describes how her parents had a combined attachment to the social alarm.

When he experienced falls in blood pressure, he passed out for a while. Sometimes she pressed the pendant, sometimes not. She got confused when these things happened, but then he woke up and said, “Press the button!”

After they moved to the care flat, he fell several times. Sometimes he passed out, but not always. Then he told her to press the pendant. This could be early in the morning, or if he needed to get up to pee at night, ... and then she pressed the pendant. I don’t think she did it before he told her to. No, but then they got help, and I believe that if they hadn’t had the alarm, then he might have been lying there for 2-3 hours, maybe more. There are many examples like this.

Marie managed to press the alarm pendant when Peter instructed her. Together they managed to co-produce what neither of them managed alone by tinkering with the use of the alarm. Kari could not tell how this arrangement came about, but she thought it was done in collaboration between Peter, Marie, and the care workers.

Then Peter died. Marie still has the social alarm, but Kari does not believe her mother is capable of activating it when in need, as she has never activated it since her husband died. She is very dependent, and her dementia is progressing.

Discussion

Principal Findings

The key objectives of this paper were to explore and interpret how through interaction with the social alarm different actors co-produce safety and independent living for older people with the alarm. A further aim was to provide a framework for exploring co-production in care practices when technology is integrated.

The framework illustrated in Figure 2 provides theoretical tools to explore and interpret the co-production. This entails using the social alarm to pursue, maintain, and negotiate independence and safety for end users. Examples from the narratives presented in the paper illustrate different user styles and work and interaction with the social alarm in use as further presented.

Attaching to the Alarm

Figure 2 presents scripting and domestication as tools for exploring the co-production of expectations and experiences with technology in use. It further illustrates how a technology in use can be scripted in dimensions related to the artifact, service, and values that come into play. When using Figure 2
as a sensitizing concept, the analysis revealed that the respondents in this study co-produce attachment to the alarm. This relates to expectations described in the scripting and experiences through the domestication process. The advocated scripting of the social alarm describes a technology that enables safe and independent living. Most respondents in this study agreed enthusiastically with this script. Jon’s story differentiates this attachment, as he did not care for the alarm at first, struggling with the less articulated script of it being suited for dependent and frail people. He interpreted it as a declaration of his deterioration. He gradually came to accept the alarm, now describing himself as dependent on the technology to stay independent. This illustrates the multiple scripting of the technology and how the relationship with the alarm might change over time through domestication. Exploring scripts and domestications provided insights into the co-production of expectations toward the social alarm and allowed us to articulate and explore the co-production of safety and independence in depth.

Interacting With Others

Service innovation literature states that a service is always co-produced, as illustrated in Figure 2. So, what does this imply for the actors in their everyday practice?

The social alarm only works through co-production between the actors, including the technology as an actor. It is tenable and fragile and needs a collective, mutual persuasion in order to work and make sense. The person possessing the alarm needs to wear the pendant and activate the alarm to get help. The care worker has to answer the alarm calls and effect proper response. The active participation requirement largely means that responsibility for the safety of end users is delegated to the end users themselves, care workers, and the technology. This demonstrates how the social alarm is not “strong” in the sense of a powerful stand-alone technology. It also illustrates how the social alarm changes the dynamics between actors and technology and rearranges care practices.

Table 1 provided us with examples of different heuristics that arise in the interaction between human actors and technology. If we integrate examples from the narratives into Table 1, we find that these represent different heuristics, as described in Table 4.

Using Figure 2 enables us to focus on the script and domestication and how humans and technologies co-produce safety and independence in different ways, as illustrated in Table 4. Interpretative flexibility and contextual factors contribute to these different heuristics, and different practices emerge as we follow the suggestion of Pols [10] to study technologies in the context and network they are integrated into.

Co-Production by Tinkering and Bricolage

The last column in Figure 2 provides us with a focus on how care is co-produced through the integration with the technology. Sometimes the technology does not quite fit the users’ needs or even their ability to handle the technology, and there is a need to work around this, creating bricolages. Bricolage comes into play in the co-production between end users and other actors as described in Table 4.

Bricolage appears when technology fails or does not meet the needs of the user, as when Jon activates the alarm to check whether it works. Bricolages also occur when the users do not meet the demands of the technology as illustrated by the example of Peter and Marie and their co-production of activating the alarm.

Table 4. Different practices illustrated by examples from the narrative.

<table>
<thead>
<tr>
<th>Heuristics</th>
<th>Examples from the narratives of the co-production between technology, actors, and care service to meet the actors' needs.</th>
<th>How actors involved co-produce care practices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use in accordance with expectations</td>
<td>Anna and her family co-produce the interaction with the technology in accordance with the script, securing help when in need.</td>
<td>Co-producing safety and independence as expected by advocates of the social alarm and described in the scripts.</td>
</tr>
<tr>
<td>Taming the users</td>
<td>All narratives provide examples of how the end users are dependent on the technology but in very different ways. They are dependent on the social alarm to be able to live independently.</td>
<td>The users are able to co-produce the value of staying at home and feeling safe by interacting with the technology and other actors in the service.</td>
</tr>
<tr>
<td>Unleashing the users</td>
<td>Jon and the care workers co-produce a new service by allowing him to activate the alarm to check whether it works, even though testing is done automatically.</td>
<td>Using the alarm in an unpredictable way through bricolage. Co-producing safety and independence.</td>
</tr>
<tr>
<td>Taming the technology and unleashing practices</td>
<td>Peter and Marie are co-producing a way of taming the technology by co-producing ways of using the alarm. Both Marie and Peter’s collaboration and Jon’s workabouts are good examples of how the technology can unleash unexpected practices.</td>
<td>Co-production of independence and safety. By this, the time frame of use of the social alarm is extended through bricolage. If the municipality focuses on these unexpected co-production practices, they can use them for quality improvement and potential innovations in the service.</td>
</tr>
<tr>
<td>Nonuse</td>
<td>This was not relevant in this study as the research focused on the technology in use.</td>
<td>There is an important distinction between not activating the social alarm and not using the alarm, as we can see with Jon, who is dependent on the alarm although he has never activated it in an emergency.</td>
</tr>
</tbody>
</table>
Technology in care practices often has a time frame when it is possible for the users to use the technology, especially when the end users’ health is deteriorating as is often the case with elderly and chronically ill people [36]. The co-production between Marie and Peter made it possible to prolong the period of use. Neither of them was able to use the social alarm individually, but in collaboration, they were able to co-produce safety.

It is evident that vulnerability and even luck are involved in the success of the social alarm in use. Anna’s daughter describes how Anna is fortunate to have fallen on her right side. If she had fallen on her left side, she would not have been able to press the pendant due to paralysis. Luckily, the care worker was nearby when Anna broke her hip. If Peter had remained unconscious one day, Marie might not have been able to activate the alarm. It seems that sometimes there are narrow margins for the alarm to provide safety. This aligns with the argument of Procter and Greenhalgh [1] that although customization or bricolages might have advantages in the form of usability, they may also endanger patient safety.

Today these technologies are advocated as plug and play and one-size-fits-all user technology. This is an illusion. We should instead study the bricolage that emerges, as the stories illustrate, and make sure that quality is improved in a safe way for the end users. We would then be able to use more of the technology systematically in the long term and develop possible service innovations. One simple example is to copy Jon’s use by encouraging end users to press the pendant occasionally, giving them experience in activating the alarm and reassurance that it works. To ensure quality in care practices, we need to ground the integration of the technology and other parts of the care practices in the end users’ lived experience [1].

Social alarms have been around for more than 30 years, and there are still ongoing processes of bricolage and co-production between actors to make them work. The technology is well established and thereby tends to be viewed as normalized and closed. However, when taking the actors and context in which the practice takes place into account, we find ongoing co-production processes where the users redefine and renegotiate the purpose and practical use of the alarm. According to Oudshoorn and Pinch [60], users will always find new ways of using familiar technologies. This bricolage can be seen as a kind of continuous service innovation, which seems to be a precondition for the integration of technology in everyday life.

Conclusions
This paper focuses on the co-production of established technology in use. Using concepts from STS in the framework as presented in Figure 2 facilitated a comprehensive approach to studying technology integrated into care practices. The framework provided a tool to unpack and articulate the process of co-producing safety and independent living, which are the aims of social alarms. The study shows how practice involving an established simple technology may actually comprise complex practices that we need to thoroughly explore to understand. This would provide us with a more comprehensive picture of the interaction between them and the complexity at hand. The framework proved relevant for exploring technology innovations in care practices empirically.

Even with successful practices where the care and use of technology are grounded in the end users’ experience, bricolages are still seen. They should be regarded as possibilities for quality improvement in addition to tinkering with technology that does not work. Care work mainly consists of co-production between different actors in networks, with technologies as integrated components. Therefore, technology in use must be viewed as a collaborative activity.

This paper also reveals how the experience of the technology, as well as the possibility to use it, changes over time. Technology integrated into care practices can, therefore, not just be implemented and left alone to function; it must be adjusted and followed up as technology in use, constituting an everlasting process.

This study suggests a framework for exploring co-production when using technologies in care practices. However, this research is limited to social alarms, and several areas should be investigated further. This study focuses on examples where the technology mainly works and is successful. Empirical exploration of more complicated technologies going forward could promote better analytical clarity and contribute to the validation of the framework. Furthermore, studies of the changes in the different actors’ roles in the co-production of care practices would provide valuable insights.
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Abstract

Background: Most displays of laboratory test results include a standard reference range. For some patients (eg, those with chronic conditions), however, getting a result within the standard range may be unachievable, inappropriate, or even harmful.

Objective: The objective of our study was to test the impact of including clinically appropriate goal ranges outside the standard range in the visual displays of laboratory test results.

Methods: Participants (N=6776) from a demographically diverse Web-based panel viewed hypothetical glycated hemoglobin (HbA1c) test results (HbA1c either 6.2% or 8.2%) as part of a type 2 diabetes management scenario. Test result visual displays included either a standard range (4.5%-5.7%) only, a goal range (6.5%-7.5%) added to the standard range, or the goal range only. The results were displayed in 1 of the following 3 display formats: (1) a table; (2) a simple, two-colored number line (simple line); or (3) a number line with diagnostic categories indicated via colored blocks (block line). Primary outcome measures were comprehension of and negative reactions to test results.

Results: While goal range information did not influence the understanding of HbA1c=8.2% results, the goal range only display produced higher levels of comprehension and decreased negative reactions to HbA1c=6.2% test results compared with the no goal range and goal range added conditions. Goal range information was less helpful in the block line condition versus the other formats.

Conclusions: Replacing the standard range with a clinically appropriate goal range could help patients better understand how their test results relate to their personal targets.

(J Med Internet Res 2018;20(10):e11027) doi:10.2196/11027
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Introduction

In an effort to facilitate greater patient involvement in the management of their health, hospitals and health care systems have increasingly provided patients with access to their electronic health records (EHRs) [1]. However, simply providing health information, such as laboratory test results, is often insufficient in enabling patients to understand, much less utilize, this information. Test results are commonly presented in a table format, which leaves a sizable minority of people having difficulty with the seemingly simple task of identifying whether their test result falls within the standard range [2]. Furthermore, even when people can correctly identify the location of their test result in reference to the standard range, they tend to view the risk associated with their test value in a dichotomous fashion—with results within the standard range being viewed as “good” and results outside of the standard range as “bad”—without sensitivity to the fact that risk usually changes in a linear or exponential fashion [2].

Individuals who manage chronic conditions face an additional barrier to understanding and effectively using their test results: inappropriate reference ranges. The standard range commonly presented as part of test result communications represents the distribution of values commonly observed in a healthy population [3-5]. In some chronic disease situations, however, the practical target range that the patient and clinician are trying to reach may be substantially different from the standard range. For example, the standard range for glycated hemoglobin (HbA\textsubscript{1c}) is generally 4.5%–5.7%, but a common recommendation for patients with type 2 diabetes is to aim to have their HbA\textsubscript{1c} values below 7%. Furthermore, there is evidence that aggressively managing type 2 diabetes (HbA\textsubscript{1c} goal: <6.0%) in older individuals results in increased mortality compared with standard therapy (HbA\textsubscript{1c} goal: 7.0%-7.9%) [6-9], suggesting that at least some patients (eg, those experiencing frequent hypoglycemia) may need to be told that their HbA\textsubscript{1c} values are lower than advisable. Even in situations where the patient may not be physically harmed by trying to reach the standard range, if the standard range is not realistically achievable, patients may feel justifiably frustrated and discouraged. This could lead to decreased motivation for self-management or the pursuit of alternative therapies in an effort to achieve the unachievable. In an attempt to avoid these potential harms, health care providers frequently discuss goal ranges with their patients that may be more realistic for a person with their condition. Goal ranges may also change with new evidence or changing life circumstances; thus, it may be important to have new ways to communicate these goal ranges via the patient portal.

In addition to the use of clinically appropriate goal ranges, use of visual displays could help increase patient sensitivity to variations among out-of-range results. In a previous study by our research group, we tested the impact of presenting laboratory test results via 3 number line formats versus a standard table format on participants’ sense of urgency and desire to contact their health provider [10]. Compared with participants in the table condition, participants in the 3 number line displays had reduced perceived urgency and desire to contact their health provider for test result values outside of, but near, the standard range. Furthermore, the use of visual displays did not affect participants’ perceived urgency and desire to contact their health provider about more extreme test values.

These issues raise the question of how can test results be communicated to patients in ways that help them better understand how their result compares to the target range most relevant to their self-management and treatment decision making. To the best of our knowledge, there has been no research examining whether and how individual- or disease-specific goal range information should be incorporated into the returned laboratory test results for patients such as these. Inclusion or exclusion of different combinations of these reference standards might improve patients’ comprehension of the test value and reduce unnecessary negative reactions, such as discouragement or urgency to contact their health care provider when urgency is unnecessary.

We conducted a Web-based experiment in which respondents imagined receiving HbA\textsubscript{1c} test results through an EHR patient portal as part of the ongoing management of their type 2 diabetes. This study was designed to answer four key questions:

- Does the inclusion of goal range information improve comprehension of the test results?
- Does the inclusion of goal range information reduce unnecessary negative reactions to test results that are outside of the standard range, but near their goal range?
- Is it better to include the goal range information in addition to, or in place of, the standard range?
- Does the display format (eg, table vs visual number line) change the impact (if any) of including goal range information in the test result display?

Utilizing the principle “less is more,” which has been shown to apply in health communication [11-14], we hypothesized that the goal information would have the largest improvements in comprehension and reducing unnecessary negative reactions when the goal range was the only reference category (ie, conditions where the standard range and any other risk categories are absent). We also hypothesized that the impact of goal information would be most effective for values nearer to, but still outside of, the standard range because higher test values would be comparatively easier to interpret without additional information.

Methods

Setting

Data were collected through Qualtrics survey software (Qualtrics; Provo, UT) from a nationwide sample of US adults through Survey Sampling International (SSI). Participants were recruited over a 2-month period from August to October 2015.

Sample

Participant eligibility was determined through SSI using a probability-weighted random process based on sample requirements. We established quotas on respondent age (33% aged 21-39 years, 33% aged 40-49 years, and 33% aged ≥60 years), gender (50% females), and race or ethnicity (14%...
African American, 14% Hispanic, and 4% Asian American people) to approximate the distribution of these characteristics in the US population. However, we oversampled individuals with diabetes to ensure that we did not have an overly healthy sample and to evaluate whether experience managing diabetes moderated the impact of the goal presentation format. SSI participants were routed to the survey via the sampling algorithm until all quotas were achieved.

Design and Procedure
Participants were asked to imagine that they had recently visited their doctor’s office to discuss the management of their type 2 diabetes, during which their doctor had highlighted that people with type 2 diabetes should try to have HbA1c values within a target or goal range of 6.5%-7.5%. Participants were then asked to imagine that in the intervening 3 months, they did their best to follow their doctor’s recommendations (eg, exercising regularly and eating healthy). Then, 3 months prior to their next appointment, the patients underwent some blood tests and viewed the results of these tests a day later via a Web-based EHR portal.

We tested 3 between-subjects factors (varied independently) to examine the impact of including goal range information across different presentation formats on patient reactions to their test results. Figure 1 shows examples of different levels of each factor. The first factor was goal presentation. Approximately one-third of participants were randomly presented with a test result display with no goal range (standard range only condition), although the goal range information was described in the scenario text. The remaining participants received visual displays with the goal range included, either in addition to the standard range (goal range added condition) or with the goal range presented instead of the standard range (goal range only condition). The goal range was chosen in consultation with clinicians on our research team who care for patients with type 2 diabetes to represent a realistic and clinically appropriate target range for most individuals with type 2 diabetes.

The second factor was HbA1c test value. Participants were randomly presented with an HbA1c test value of 6.2%, which fell between the standard range and the goal range, or a value of 8.2%, which was higher than both the standard and goal ranges. The third factor was the display format. The HbA1c test result was randomly presented via 1 of the 3 formats. The table format presented information via text in a table, the format typically used in EHRs. The simple line format was a gray number line, except for a green range labeled “standard range.” The block line format was a number line divided into differently colored diagnostic ranges. The cutoffs for the diagnostic categories were determined in consultation with clinician team members and differed for the “goal range only” condition compared with the “standard range only” and “goal range added” conditions to reflect the differences in hypoglycemia risk for individuals with type 2 diabetes compared with the general population. We reviewed our designs in color vision difference simulators to ensure that the different colors were distinguishable for people with color vision differences. For the “block line” plus “goal range only” combinations, the “Borderline Low” label was represented differently (dropped down, with dotted line connection) as a result of the label being greater in length than the range on the number line.

Measures
Comprehension
We included 2 measures to assess how well participants understood their test result in relation to their goal range. For the relative location measure, we asked, “Where was your test result compared to your goal range?” with “higher than the goal range,” “within the goal range,” “below the goal range,” and “I don’t know” as response options. For the future location measure, we asked, “At your next test, what do you think your next test result should be, as compared to this test result?” using a 9-point Likert scale response option with “A lot lower” and “A lot higher” as the anchor labels and “About the same” as the midpoint label. “I don’t know” was also included as an additional response option.

Reactions to Test Result
We included 2 measures to assess participant reactions to their test result: one measuring how discouraged they would be by their test result and one assessing whether and when they would contact their doctor about their test result. For the discouraged measure, we asked, “How discouraged or encouraged do you feel about this test result?” using a 6-point Likert scale response option with “Very discouraged” and “Very encouraged” as the anchor labels with an additional “I don’t know” response option. For the urgency measure, we asked, “How soon do you need to speak to your doctor regarding these results?” with “Immediately,” “Within a few weeks,” “At your next appointment in 3 months,” and “I don’t need to speak to my doctor about these results” as response options.

Demographics
We asked participants about their age, gender, race and ethnicity, education, and whether they have diabetes, and if so, what type.

Data Management
All data were collected anonymously so that the researchers had no way to learn the identity of the participants. A unique identification number provided by SSI was contained in the redirected URL, which identified participants and prevented them from completing the study multiple times. This study was deemed exempt by the University of Michigan Health Sciences and Behavioral Sciences Institutional Review Board.
Figure 1. Goal presentation and display formats for 6.2% glycated hemoglobin (hemoglobin A1c) test value; labels indicate the display format and goal presentation.
Data Analysis

Recoding of Measures

Responses to the relative location measure were recoded as “1” to indicate a correct response if participants responded “below the goal range” in the 6.2% HbA1c test result condition or “higher than the goal range” in the 8.2% HbA1c test result condition. All other responses were recoded as “0” to indicate a failure to know where their test value was in relation to the goal range. To assess whether participants had the gist of where their next test value should be, future location responses were recoded as “1” if they were above the midpoint of the scale in the 6.2% HbA1c test result condition and below the midpoint in the 8.2% condition. All other responses were recoded as “0.” The results are substantially the same, if not stronger (ie, larger effect sizes), if “about the same” is coded as “1.” The one exception is that having diabetes is associated with an increased comprehension of the future location for the goal presentation and display format logistic regression analysis. Responses to the discouraged and urgency measures were reverse coded, such that higher scores indicated greater discouragement and urgency, respectively. We recoded gender (0=male, 1=female), race (0=white, 1=nonwhite), and diabetes status (0=no diabetes, 1=diabetes).

Effects of Goal Presentation

We report percentages for the relative and future location measures and descriptive measures for the discouraged and urgency measures across the different factors. We used chi-square analyses to test for differences in percentages and independent sample t tests and one-way analyses of variance (ANOVA) with post hoc comparisons using Bonferroni corrections for multiple comparisons to compare means. We also report the logistic regression results for the relative and future location measures and ordered logistic regression results for the discouraged and urgency measures, with age, gender, race, education, and diabetes as covariates to test whether including relevant covariates substantially changed the results from the chi-square test, t test, and ANOVA. All analyses were performed using Stata 14, and all tests of significance were 2-sided and used alpha=.05.

Results

Sample Description

Of all the participants who initiated the study, 83.09% (6781/8161) completed it. In addition, 14 responses were dropped due to a reported age <18 years old, and 1 response was dropped due to a reported age of 586. Table 1 presents sample demographic characteristics among the remaining 6766 participants.

Impact of Goal Presentation on Interpretation of Tables

In univariate analyses of participants receiving HbA1c=8.2% in table form, neither goal presentation nor display factors significantly affected any of the outcomes (all P values>.07, see Figure 2).

Among participants who received tabular displays of HbA1c=6.2% results (which fell between the standard and goal ranges), however, goal presentation format had a significant impact on comprehension. As shown in Figure 2, receiving explicit goal information (in either form) significantly increased the percentage of participants recognizing that their HbA1c=6.2% value was below the goal range (χ²=126.9, P<.001) and stating that their next result should be higher (χ²=36.0, P<.001). Furthermore, the effect was larger among participants who viewed a table with the goal range only versus when the goal range was added to the standard range (relative location, goal range only: 51.28%, 201/1130, vs goal range added: 44.16%, 155/1130; χ²=3.8, P=.05; future location, goal range only: 46.97%, 186/1137, vs goal range added: 37.39%, 132/1137; χ²=7.0, P=.01). Similarly, providing goal information (either format) in table displays reduced discouragement (F₁,1071=19.38, P<.001) and urgency (F₁,1131=3.09, P=.046) compared with no goal displays, although there was no significant difference between the goal range added versus goal only conditions.

The logistic regression analyses of participants receiving test results in table format (Table 2) confirmed significant main effects for HbA1c test value and goal presentation for all 4 outcome measures (all P values<.001) with the exception of goal presentation for urgency, which became nonsignificant when controlling for the covariates (χ²=5.5, P=.06). Consistent with the pattern seen in Figure 2, there were significant interactions between HbA1c test value and goal presentation for relative location (χ²=62.8, P<.001), future location (χ²=11.4, P=.003), and discouragement (χ²=7.2, P=.03), but not for urgency (χ²=1.2, P=.54). In addition, individuals with diabetes had not only a lower likelihood of identifying the relative location but also lower discouragement relative to individuals without diabetes. Being older and female were associated with an increased likelihood of identifying the relative location, but decreased urgency. Additionally, being older was associated with increased discouragement while identifying as female was associated with an increased likelihood of correctly identifying where their next test result should be. Identifying as a person of color (nonwhite) was associated with a decreased likelihood of identifying the relative location. Higher education was associated with not only an improved comprehension of the relative location but also increased urgency.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value^{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>49.1 (15.8)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3299 (48.88)</td>
</tr>
<tr>
<td>Female</td>
<td>3435 (50.90)</td>
</tr>
<tr>
<td>Transgender or other</td>
<td>15 (0.22)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Hispanic (any race)</td>
<td>892 (13.26)</td>
</tr>
<tr>
<td>Race^{b}, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>5294 (78.24)</td>
</tr>
<tr>
<td>African American</td>
<td>1002 (14.81)</td>
</tr>
<tr>
<td>All other</td>
<td>654 (9.67)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;High school</td>
<td>135 (2.00)</td>
</tr>
<tr>
<td>High school only</td>
<td>1065 (15.78)</td>
</tr>
<tr>
<td>Some college or trade</td>
<td>2458 (36.41)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>2005 (29.70)</td>
</tr>
<tr>
<td>&gt;Bachelor's degree</td>
<td>1087 (16.10)</td>
</tr>
<tr>
<td>Diabetes status, n (%)</td>
<td></td>
</tr>
<tr>
<td>No diabetes</td>
<td>3620 (53.79)</td>
</tr>
<tr>
<td>Type 1 diabetes</td>
<td>497 (7.38)</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>2613 (38.83)</td>
</tr>
<tr>
<td>Goal presentation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Standard range only</td>
<td>2253 (33.30)</td>
</tr>
<tr>
<td>Goal range added</td>
<td>2219 (32.80)</td>
</tr>
<tr>
<td>Goal range only</td>
<td>2294 (33.90)</td>
</tr>
<tr>
<td>Glycated hemoglobin test result value, n (%)</td>
<td></td>
</tr>
<tr>
<td>6.2%</td>
<td>3390 (50.10)</td>
</tr>
<tr>
<td>8.2%</td>
<td>3376 (49.90)</td>
</tr>
<tr>
<td>Display format, n (%)</td>
<td></td>
</tr>
<tr>
<td>Table</td>
<td>2251 (33.27)</td>
</tr>
<tr>
<td>Simple line</td>
<td>2224 (32.87)</td>
</tr>
<tr>
<td>Block line</td>
<td>2291 (33.86)</td>
</tr>
</tbody>
</table>

^{a}Results reported only for those respondents who completed each question or measure.

^{b}Respondents could mark more than one race.
Figure 2. Effect of providing goal range information in table format, by goal presentation type and glycated hemoglobin (HbA1c) test result; asterisks indicate statistically significant differences between the 2 bars. Std range: standard range.
Impact of Display Format on Goal Presentation: Glycated Hemoglobin 6.2% Condition Only

Given that providing goal information to participants receiving test results via tables only influenced outcomes among those viewing HbA1c=6.2% results, we focused only on these conditions when comparing optimal formats (ie, table vs simple line vs blocks line) for presenting goal information. As shown in Figure 3, the overall pattern of goal presentation on the understanding and interpretation of HbA1c=6.2% results in the simple line and block line conditions mirrored the pattern discussed above for the table format: providing goal information (in any format) increased the percentage of participants recognizing that their HbA1c value was below the goal range, wanting their next result to be higher and experiencing less discouragement; however, there were minor differences with the block line design. Compared with the table and simple line designs where the goal range was added, participants in the block line condition exhibited less comprehension of their goal location ($\chi^2=13.9, P<.001$) and where their next test result should be ($\chi^2=19.4, P<.001$) as well as exhibited a greater discouragement ($\chi^2=11.4, P<.001$).

The logistic regression analyses (Table 3) revealed the main effects of goal presentation (all $P$ values $\leq.002$), with participants in the goal range added and goal range only conditions having higher comprehension and less discouragement and urgency than participants in the no goal condition and display type (all $P$ values $\leq.002$ for relative location, future location, and discouragement measures). More interestingly, there were also significant interactions between goal presentation and display format for relative location ($\chi^2=11.6, P=.02$) and future location ($\chi^2=22.2, P<.001$), but not for discouragement ($\chi^2=8.0, P=.09$) or urgency ($\chi^2=3.2, P=.53$). As noted earlier, the block line design seemed to interfere with the efficacy of including goal information when the standard range was also present (Figure 3).

### Table 2. Logistic regression and ordered logistic regression results showing predictors of outcome measures, table condition only.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Relative location</th>
<th>Future location</th>
<th>Discouraged</th>
<th>Urgency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Goal presentation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard range only</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Goal range added</td>
<td>4.98 (3.46-7.17)</td>
<td>&lt;.001</td>
<td>1.69 (1.23-2.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Goal range only</td>
<td>6.83 (4.77-9.76)</td>
<td>&lt;.001</td>
<td>2.52 (1.86-3.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Glycated hemoglobin (HbA1c) test result value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2%</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Goal range added</td>
<td>0.25 (0.15-0.40)</td>
<td>&lt;.001</td>
<td>0.57 (0.37-0.87)</td>
<td>.01</td>
</tr>
<tr>
<td>Goal range only</td>
<td>0.15 (0.09-0.24)</td>
<td>&lt;.001</td>
<td>0.49 (0.32-0.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Goal x HbA1c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.2%</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Goal range added $\times$ 8.2%</td>
<td>0.25 (0.15-0.40)</td>
<td>&lt;.001</td>
<td>0.57 (0.37-0.87)</td>
<td>.01</td>
</tr>
<tr>
<td>Goal range only $\times$ 8.2%</td>
<td>0.15 (0.09-0.24)</td>
<td>&lt;.001</td>
<td>0.49 (0.32-0.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes$^b$</td>
<td>0.64 (0.52-0.77)</td>
<td>&lt;.001</td>
<td>1.03 (0.87-1.23)</td>
<td>.72</td>
</tr>
<tr>
<td>Age$^c$</td>
<td>1.02 (1.01-1.03)</td>
<td>&lt;.001</td>
<td>1.00 (0.99-1.00)</td>
<td>.54</td>
</tr>
<tr>
<td>Gender$^d$(female)</td>
<td>1.74 (1.44-2.11)</td>
<td>&lt;.001</td>
<td>1.03 (1.03-1.47)</td>
<td>.02</td>
</tr>
<tr>
<td>Race$^e$</td>
<td>0.70 (0.56-0.87)</td>
<td>.002</td>
<td>1.00 (0.81-1.24)</td>
<td>.99</td>
</tr>
<tr>
<td>Education$^c$</td>
<td>1.11 (1.05-1.17)</td>
<td>&lt;.001</td>
<td>1.03 (0.98-1.08)</td>
<td>.24</td>
</tr>
<tr>
<td>Constant</td>
<td>0.03 (0.02-0.05)</td>
<td>&lt;.001</td>
<td>0.28 (0.16-0.47)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$OR: odds ratio.
$^b$Diabetes (0=no, 1=yes).
$^c$Age and education treated as continuous variables.
$^d$Gender (0=male, 1=female).
$^e$Race (0=white, 1=nonwhite).
$^f$N/A: not applicable.
Figure 3. Effects of presenting goal information to patients viewing glycated hemoglobin 6.2% test result: goal presentation and display format; asterisks indicate statistically significant differences between the 2 bars. Std Range: standard range.
Table 3. Logistic regression results showing goal presentation, presentation format, and demographics as predictors of outcome measures, 6.2% glycated hemoglobin test value condition only.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Relative location</th>
<th>Future location</th>
<th>Discouraged</th>
<th>Urgency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard range only</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Goal range added</td>
<td>4.85 (3.38-6.96)</td>
<td>.001</td>
<td>1.73 (1.25-2.39)</td>
<td>.001</td>
</tr>
<tr>
<td>Goal range only</td>
<td>6.6 (4.65-9.44)</td>
<td>.001</td>
<td>2.65 (1.94-3.63)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Presentation format</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Simple line</td>
<td>1.02 (0.68-1.54)</td>
<td>.92</td>
<td>1.01 (0.73-1.42)</td>
<td>.93</td>
</tr>
<tr>
<td>Block line</td>
<td>0.61 (0.39-0.97)</td>
<td>.04</td>
<td>0.60 (0.41-0.86)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Goal × presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goal range added × simple line</td>
<td>1.17 (0.70-1.95)</td>
<td>.54</td>
<td>1.17 (0.73-1.85)</td>
<td>.51</td>
</tr>
<tr>
<td>Goal range added × block line</td>
<td>1.07 (0.62-1.86)</td>
<td>.82</td>
<td>1.02 (0.63-1.67)</td>
<td>.93</td>
</tr>
<tr>
<td>Goal range only × simple line</td>
<td>0.99 (0.60-1.64)</td>
<td>.97</td>
<td>1.19 (0.76-1.86)</td>
<td>.45</td>
</tr>
<tr>
<td>Goal range only × block line</td>
<td>1.74 (1.01-2.99)</td>
<td>.045</td>
<td>2.32 (1.45-3.71)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.64 (0.55-0.75)</td>
<td>&lt;.001</td>
<td>0.77 (0.66-0.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.01 (1.01-1.02)</td>
<td>&lt;.001</td>
<td>0.97 (0.96-0.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female gender&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.56 (1.33-1.82)</td>
<td>&lt;.001</td>
<td>0.90 (0.77-1.05)</td>
<td>.19</td>
</tr>
<tr>
<td>Race&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.76 (0.63-0.92)</td>
<td>.01</td>
<td>1.02 (0.85-1.22)</td>
<td>.85</td>
</tr>
<tr>
<td>Education&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.11 (1.06-1.16)</td>
<td>&lt;.001</td>
<td>1.04 (1.00-1.09)</td>
<td>.07</td>
</tr>
<tr>
<td>Constant</td>
<td>0.04 (0.03-0.07)</td>
<td>&lt;.001</td>
<td>1.38 (0.87-2.19)</td>
<td>.17</td>
</tr>
</tbody>
</table>

<sup>a</sup>OR: odds ratio.<br /><sup>b</sup>Diabetes (0=no, 1=yes).<br /><sup>c</sup>Age and education treated as continuous variables.<br /><sup>d</sup>Gender (0=male, 1=female)<br /><sup>e</sup>Race (0=white, 1=nonwhite)<br /><sup>f</sup>N/A: not applicable.

Demographic covariates remained significant predictors across the 4 outcome measures (see Table 3). People with diabetes were less likely to identify the relative location of their result, but they also had less discouragement and urgency compared with individuals without diabetes. Age produced inconsistent effects, with a high comprehension of relative location but low comprehension of future location along with lower discouragement and urgency. Identifying as female or white were both associated with an increased comprehension of relative location and with decreased urgency. Education was associated with increased comprehension of relative location.

**Interaction Analysis of the Impact of Diabetes Status: Glycated Hemoglobin 6.2% Condition Only**

The regression results presented in Table 3 showed consistent main effects on comparing participants who have diabetes in real life versus those who did not. To explore whether diabetes status might interact with optimal display formats, we performed additional regression analyses including interaction terms based on diabetes status. These additional logistic regression and ordered logistic regression results revealed a significant interaction between diabetes status and goal presentation for comprehension of the relative and future locations (all \( P \) values <.001), but not for discouragement and urgency (all \( P \) values >.15; Multimedia Appendix 1). For comprehension of relative location, the overall relationship between the effect of goal presentation did not change based on whether someone had diabetes (no goal: 80/552, 14.49% vs goal range added: 171/476, 35.92% and goal range only: 219/504, 43.45%; \( P<.001 \)) or not (no goal: 65/578, 11.25% vs goal range added: 278/595, 46.72% and goal range only: 385/646, 59.60%; \( P<.001 \)); the effects were just more exaggerated for people without diabetes. For comprehension of the future location, there were significant differences between all 3 goal presentation conditions.
conditions for participants without diabetes (no goal: 132/579, 22.80% vs goal range added: 243/604, 40.23% and goal range only: 364/649, 56.09%; \( P < .001 \)). However, for people with diabetes, comprehension was significantly higher in the goal only condition (225/506, 44.47%) than in no goal (129/555, 23.24%; \( P < .001 \)) and goal range added (127/477, 26.62%; \( P < .001 \)) conditions, while there were no significant differences between the no goal and goal range added condition (\( P = .70 \)).

**Discussion**

Our data suggest that providing people with test results displays (tabular or visual) that include goal range information can alter their perceptions of their test results in important ways. While perceptions were generally unaffected by format when the result was above both the standard and goal ranges, perceptions were sensitive to format when the result was above the standard range but below the goal range. Comprehension of the below-target nature of this result was higher when goal information was explicitly included in participants’ test result tables or visual displays. Furthermore, inclusion of goal information in the display reduced perceived discouragement about the presented results.

Our data also show that removing the standard range and substituting it with a single goal reference range seems superior to simply adding goal range information along with the standard range values. Comprehension was highest and discouragement and urgency were lowest when the goal range information was presented in lieu of the standard range information. This suggests that it is difficult for people to put aside information about the standard range—which is normed based on the total, mostly healthy, population—even when more personalized goal information is easily available. As a result, the inclusion of these standard reference points (which are less relevant in this particular situation) may undermine patients’ ability to manage their chronic conditions and may expose them to harm when aggressively trying to achieve test results within the standard range [6-9].

Fundamental principles of both visual design and information evaluability suggest that the dominance of the goal only substitution condition is due to the fact that the inclusion of more than 1 reference range produces confusion about which comparator is most relevant to understanding where the patient’s test value should be [15,16]. This argument is bolstered by the fact that among the conditions where goal information was presented in addition to the standard range, comprehension was lowest and discouragement was highest when participants received block design visuals. This design already includes multiple color-coded sections and categorical labels indicating levels of risk, and adding yet another reference range for patients to interpret at the same time was clearly too much for many to handle.

One limitation of our study is the use of a hypothetical scenario. While participants did not receive actual test results, approximately half of our sample had the medical condition described in the scenario (diabetes) and would likely have experience receiving HbA\(_1c\) test results. While we found the same pattern of results for participants with and without diabetes, participants with diabetes who received HbA\(_1c\)=6.2% results were less likely to report that their values were too low, but these participants also exhibited decreased discouragement and urgency. One possible explanation for this finding is that their experience with repeatedly being told that their HbA\(_1c\) goal should be below 7.0% has led them to adopt the standard range as the norm that they should be striving to attain, even when an alternative goal range has been provided. Another possibility is that participants with diabetes were relying on their real-life goal ranges, which may have been different from the one provided in the scenario, or that they recognize that not all persons with type 2 diabetes will experience adverse outcomes with an HbA\(_1c\) of 6.2%. This explanation may account for the overall smaller percentage of participants with diabetes who were discouraged about their test result or felt a need to contact their health care provider immediately.

As more and more patients receive their test results via Web-based patient portals, it is becoming increasingly important that patients should be able to find their results meaningful and that we do not cause unnecessary distress or discouragement to patients. Current approaches to presenting laboratory test results to patients appear to be particularly problematic for many patients, such as those with chronic conditions, who may have personal target goals that differ from those relevant to healthy adults. For these patients, the standard range commonly shown is not necessarily where we want patient results to be. Providing goal range information in place of the standard range may be one step toward reducing these problems with EHR systems; however, challenging discussions would need to occur regarding the pros and cons of who should determine the goal range information (ie, health systems, EHR or portal vendors, expert panels, individual physicians, and/or patients) or what the goal ranges should represent (eg, broader goals for people with a chronic condition vs individualized goals). More research is needed to determine additional features that may further improve the interpretability of laboratory test results.
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Abstract

Background: Reductions in health insurance enrollment outreach could have negative effects on the individual health insurance market. Specifically, consumers may not be informed about the availability of coverage, and if some healthier consumers fail to enroll, there could be a worse risk pool for insurers. Kentucky created its own Marketplace, known as kynect, and adopted Medicaid expansion under the Affordable Care Act, which yielded the largest decline in adult uninsured rate in the United States from 2013 to 2016. The state sponsored an award-winning media campaign, yet after the election of a new governor in 2015, it declined to renew the television advertising contract for kynect and canceled all pending television ads with over a month remaining in the 2016 open enrollment period.

Objective: The objective of this study is to examine the stark variation in television advertising across multiple open enrollment periods in Kentucky and use this variation to estimate the dose-response effect of state-sponsored television advertising on consumer engagement with the Marketplace. In addition, we assess to what extent private insurers can potentially help fill the void when governments reduce or eliminate television advertising.

Methods: We obtained television advertising (Kantar Media/Campaign Media Analysis Group) and Marketplace data (Kentucky Health Benefit Exchange) for the period of October 1, 2013, through January 31, 2016, for Kentucky. Advertising data at the spot level were collapsed to state-week counts by sponsor type. Similarly, a state-week series of Marketplace engagement and enrollment measures were derived from state reports to Centers for Medicare and Medicaid Services. We used linear regression models to estimate associations between health insurance television advertising volume and measures of information-seeking (calls to call center; page views, visits, and unique visitors to the website) and enrollment (Web-based and total applications, Marketplace enrollment).

Results: We found significant dose-response effects of weekly state-sponsored television advertising volume during open enrollment on information-seeking behavior (marginal effects of an additional ad airing per week for website page views: 7973, visits: 390, and unique visitors: 388) and enrollment activity (applications, Web-based: 61 and total: 56).

Conclusions: State-sponsored television advertising was associated with nearly 40% of unique visitors and Web-based applications. Insurance company television advertising was not a significant driver of engagement, an important consideration if cuts to government-sponsored advertising persist.

(J Med Internet Res 2018;20(10):e10872) doi:10.2196/10872

http://www.jmir.org/2018/10/e10872/
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Introduction

In late August 2017, the Trump administration announced plans to cut federal funding for Marketplace advertising by 90% for the 2018 open enrollment period, including the elimination of all television advertising [1]. This was the latest upheaval for the Affordable Care Act (ACA) in a tumultuous first year of the Trump presidency, which included an executive order to “minimize[e] the economic burden” of the law, unplanned advertising reductions at the end of the 2017 open enrollment period, failed legislative efforts to repeal and replace, shortening of the open enrollment period, cuts to enrollment assistance, discontinuation of cost-sharing reduction payments, and a repeal of the individual mandate included in the tax bill signed into law in December [2-6]. The Marketplace, as the combination of state-based and federally run health insurance exchanges created by the ACA is known, provides consumers with the opportunity to compare plans, determine eligibility for financial assistance and Medicaid, and enroll in coverage. The ACA relied on the new Marketplace, the expansion of the Medicaid program (among states that chose to do so) to low-income childless adults, and extending insurance coverage eligibility for youth up to age 26 on their parents’ plans as the main mechanisms to expand access to health insurance in the United States to approximately 20 million people [7].

Thus far, limited evidence on the impact of Marketplace advertising on enrollment and related outcomes suggests that advertising works, though this evidence is not causal. Higher exposure to advertising has been associated with improved perceptions of and knowledge about the ACA. Among a sample of low-income adults in Arkansas, Kentucky, and Texas, those reporting greater exposure to positive advertising about the law were significantly more likely to say that the “ACA helped me” [8]. In a nationally representative sample, those with higher volumes of insurance-related advertising in their media market were significantly more likely to report feeling informed about the ACA and have more positive views of the law [9]. The two published studies to date that have examined the relationship between the dose of Marketplace advertising and enrollment-related outcomes have found that counties with more advertising saw larger decreases in their uninsured rate and a greater likelihood of shopping for and enrolling in a Marketplace plan during the 2014 open enrollment period [10,11]. California has credited aggressive marketing with higher take-up of coverage and lower risk scores, providing a substantial return on investment in terms of lower premiums [12]. As of yet, however, no published research has examined how changes in advertising volume from multiple sponsors over time and within open enrollment periods correspond with consumer engagement with the Marketplace.

Kentucky is an important case for examining these marketing and consumer engagement dynamics. Kentucky created its own Marketplace, known as kynect, and adopted Medicaid expansion under the ACA, which yielded the largest decline in adult uninsured rate in the country from 2013 to 2016 [13]. The state sponsored an award-winning media campaign and also received national recognition for its implementation of the information technology infrastructure for kynect [14,15]. Yet, after the election of a new governor in 2015, state politics led to changes in kynect messaging and promotion that foreshadowed what was to come at the federal level. Specifically, the Bevin administration declined to renew the advertising contract for kynect and canceled all pending television ads with over a month remaining in the 2016 open enrollment period [16]. The objective of this study is to examine the stark variation in advertising across multiple open enrollment periods in Kentucky and use this variation to estimate the dose-response effect of state-sponsored advertising on consumer engagement with the Marketplace. In addition, we assess to what extent private insurers can potentially help fill the void when governments reduce or eliminate television advertising.

Methods

Data

We used data from Kantar Media/Campaign Media Analysis Group (CMAG) to measure the volume of local broadcast and national cable television advertising for health insurance and from the Office of the Kentucky Health Benefit Exchange (KHBE) to describe consumer engagement with kynect. The Kantar Media/CMAG data—obtained through collaboration with the Wesleyan Media Project—track airings of individual televised advertisements, including date, time, sponsor, station, and media market, for the period of October 1, 2013, through January 31, 2016, spanning the 2014 to 2016 open enrollment periods. We obtained these data for all 10 media markets in Kentucky, including border markets that reach across state lines (only 2 markets are fully contained within the state). We categorized airings into one of 6 sponsor types: (1) kynect; (2) healthcare.gov; (3) insurance companies (eg, Aetna and Cigna); (4) insurance agencies (eg, Healthmarkets Insurance Agency); (5) nonprofits; and (6) other state governments (to capture ads from neighboring states aired in Kentucky). Multimeda Appendix 1 provides a list of ad sponsors and their assigned sponsor type. We identified healthcare.gov advertising through health insurance ads paid for by the US Department of Health and Human Services. A small percentage (565/10,089, 5.6%) of these ads were not specific to healthcare.gov, but nearly all either mentioned the “health care law” or explicitly tagged healthcare.gov. Only 0.5% (46/10,089) of these airings had no mention of the ACA at all (ads for Medicare open enrollment). We collapsed the data by sponsor type and week (Sunday to Saturday) in each media market and then calculated a population-weighted average across media markets using media market population estimates from Polidata to provide a state-level estimate of ads aired per week for each sponsor type [17].

The KHBE analytic data were derived from a set of reports from the state to the Center for Consumer Information and Insurance Oversight at Centers for Medicare and Medicaid Services that
were obtained through state public records request. Of the 122 weeks between October 1, 2013, and January 31, 2016, there was only a single week (February 9-15, 2014) for which a report was not available and 2 other reporting periods (December 13-19, 2015, and June 30-July 28, 2015) for which one of the outcomes that we used in our analysis (calls) was not reported. We used linear interpolation to impute those missing values. The time periods for each report varied and were often longer outside of open enrollment (eg, every 4 weeks compared with every week within the open enrollment period). To maintain consistent measures, we converted data from the longer reporting periods back to a weekly frequency by averaging the incremental activity over the appropriate number of weeks. For example, if there were an incremental gain of 1000 unique visitors over a 4-week reporting period, we converted this back to 4 individual weeks with 250 unique visitors each week. There were a few reporting periods that had a length other than 7 days (eg, 5, 6, and 8) that we could not standardize (eg, the first week in the data, October 1-5, 2013). We addressed this by including the number of days in the reporting period as a covariate in all regression models.

**Outcomes**

The process of shopping for and enrolling in coverage generally involves visiting the Marketplace website to view plans and pricing with the ability to learn about subsidy eligibility (based on family structure and household income) and then select a plan in which to enroll. For this reason, we focused on both parts of the process. First, we assessed how well television advertising does at driving consumers to visit the kynect website. We could not explicitly examine conversion of those website visits into enrollment, but we assessed how television advertising is associated with application submissions and plan enrollment. We used 7 measures as outcomes to represent 2 domains of consumer engagement with kynect—information-seeking behavior and enrollment activity. Our measures of information-seeking behavior were (1) calls to the kynect call center; (2) page views (number of individual pages viewed); (3) visits (including repeats from the same internet protocol address); and (4) unique visitors (excluding repeats) for the kynect website. Our measures of enrollment activity were (5) number of applications completed through Web; (6) total number of applications completed; and (7) number of individuals enrolled in qualified health plans (net of plan terminations). All outcomes were defined as incremental state-week totals (as described in Data above). The advertising data (reported at the weekly level) were then merged with these outcome data at matching time periods.

**Statistical Analysis**

We used linear regression models to identify variation in each outcome that was associated with variation in the television advertising volume, with the unit of analysis as a state-week. This approach has been used to analyze consumer engagement with health education campaigns, including the *Tips From Former Smokers* campaign by the Centers for Disease Control and Prevention [18,19]. Each model included the number of ads aired for each of the 6 sponsor types, an indicator for open enrollment periods, and their interaction to allow us to identify the differential effect of advertising during open enrollment. We used a single indicator for all open enrollment periods rather than period-specific indicators (ie, indicators for the 2014, 2015, and 2016 open enrollment periods separately) owing to our limited sample size (122 state-weeks). As such, there may be differential effects related to specific open enrollment periods that we are averaging over. In addition, we included indicators for the weeks of Thanksgiving and Christmas and indicators for the 2 weeks preceding open enrollment (to capture any early plan shopping behavior), the first 2 weeks of open enrollment (to capture early enrollees), and the last 2 weeks of open enrollment (to capture later enrollees). Moreover, we controlled for the number of days in the reporting period as noted above. Average marginal effects were calculated to describe the incremental effect of an additional advertisement per week for each sponsor type. Next, we estimated the share of consumer engagement that was attributable to advertising. To do so, we used linear predictions from each model with the observed advertising during the first 2 open enrollment periods compared with the counterfactual—the absence of kynect or insurance company advertising. This involves using the coefficient estimates from the regression models fitted to the observed data to predict what the outcomes would have been if we set either kynect or insurance company advertising to zero during open enrollment and then comparing those results to the predictions from the model using the actual observed data. All models were estimated with robust standard errors, and $P<.05$ was used as the threshold for statistical significance. Multimedia Appendix 2 shows a correlation matrix for our independent variables. All analyses were conducted in Stata 14.2 [20].

**Results**

Weekly advertising volume varied widely between and within sponsor types during the study period (October 1, 2013, through January 31, 2016; Figure 1). Insurance companies aired the majority of all advertisements over the 3 open enrollment periods with an average of 169 ad airings per week compared with 61 and 46 airings per week for healthcare.gov and kynect, respectively. Insurance companies aired considerably more ads per week during the 2015 (231 airings) and 2016 (180 airings) open enrollment periods than during 2014 (132 airings). Kynect advertising fell slightly from 2014 (59 airings) to 2015 (52 airings) before a substantial decline for the 2016 open enrollment period (13 airings). In the 2016 open enrollment period, kynect advertising fell from an average of 19 airings per week during the first 9 weeks to none during the final 4 weeks. Furthermore, healthcare.gov advertising fell from a high of 92 airings during the 2014 open enrollment period to only 37 and 23 airings per week during the 2015 and 2016 open enrollment periods, respectively, although these were primarily aired in border markets (Nashville, Cincinnati, Knoxville, and Harrisburg) and likely were not targeting Kentucky specifically. Insurance agencies (20 airings), other state governments (19 airings), and nonprofits (6 airings) each averaged 20 or fewer airings per week over the 3 open enrollment periods.
Table 1 presents weekly averages for each information-seeking and enrollment outcome during and outside of open enrollment. Figure 2 shows the weekly trends for calls, unique visitors to the kynect website, total applications, and enrollment. Qualified life events that trigger a special enrollment period (marriage, birth of a child, change in job, change in income, etc) outside of open enrollment provide a baseline level of activity. Calls to the kynect call center were approximately 60% higher during open enrollment, and Web traffic outcomes more than doubled. Similarly, application activity more than doubled through Web and slightly less than doubled in total during open enrollment. Weekly net enrollment in qualified health plans was generally negative outside of open enrollment periods, indicating that disenrollment due to changes in job-related or spousal coverage and nonpayment of premiums outweighed new enrollments outside of open enrollment.

Multimedia Appendix 3 contains linear regression results for our 4 information-seeking behavior outcomes—calls to the kynect call center and page views, visits, and unique visitors for the kynect website. The key measure of dose-response is the marginal effect of advertising volume during open enrollment, which is the sum of the coefficients for the relevant main effect (sponsor type weekly ad volume) and the differential effect (sponsor type weekly ad volume × open enrollment indicator) for each outcome. The marginal effects of kynect advertising during open enrollment are positive and significant for page views, visits, and unique visitors. Specifically, each additional kynect ad airing per week during open enrollment was associated with approximately 8000 additional page views (7972.9, \( P=.001 \)), 400 additional visits (390.2, \( P=.003 \)), and 400 additional unique visitors (387.5, \( P<.001 \)) to the kynect website. There is no evidence of a dose-response effect for advertising by healthcare.gov, insurance companies, and insurance agencies for these outcomes (all marginal effects are not statistically significant for these sponsor types). In contrast, advertising by nonprofits seemed to drive traffic away from kynect resources (calls: -197.6, \( P=.02 \); page views: -30,061.5, \( P=.03 \)). Advertising by other state governments was associated with increased calls (215.9, \( P<.001 \)) to kynect but no change in Web traffic. Also, we found that the week of Thanksgiving was strongly associated with lower information-seeking activity across all outcomes (calls: -9058.8, \( P=.002 \); page views: -774,472.7, \( P<.001 \); visits: -39,814.8, \( P<.001 \); unique visitors: -23,955.8, \( P<.001 \)) and that the week of Christmas was associated with lower call volume (−8375.9, \( P=.003 \)).

The dose-response effect of kynect advertising on these outcomes was robust to dropping the first week of open enrollment for 2014 (not shown), when the number of unique visitors was at its highest point in the data. The relationship between the kynect advertising volume during open enrollment and calls remained not significant. The relationship (marginal effect) between the kynect advertising volume during open enrollment and page views (7374.7, \( P=.001 \)), visits (347.9, \( P=.005 \)), and unique visitors (357.7, \( P<.001 \)) remained stable and highly significant. We also assessed whether dropping the 2014 open enrollment period altogether (not shown) substantially changed our findings over concerns about the 2014 period being different and driving our overall findings with the Marketplace being new (and, thus, advertising offering novel information). The relationship between kynect advertising volume during open enrollment and calls again was not statistically significant. The relationships (marginal effects) between kynect advertising volume during open enrollment and page views (8705.4, \( P=.02 \)), visits (378.1, \( P<.001 \)), and unique visitors (259.8, \( P<.001 \)) were again similar.
Table 1. Weekly averages for information-seeking and enrollment outcomes by open enrollment, Kentucky, October 1, 2013-January 31, 2016.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>During open enrollment, mean (range)</th>
<th>Outside of open enrollment, mean (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information-seeking behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calls</td>
<td>21,348 (7724 to 35,905)</td>
<td>13,045 (8470 to 26,634)</td>
</tr>
<tr>
<td>Page views</td>
<td>1,791,512 (471,996 to 3,140,745)</td>
<td>715,252 (473,532 to 1,244,794)</td>
</tr>
<tr>
<td>Visits</td>
<td>94,990 (28,312 to 234,711)</td>
<td>42,477 (27,158 to 62,759)</td>
</tr>
<tr>
<td>Unique visitors</td>
<td>54,525 (13,881 to 162,774)</td>
<td>21,147 (12,621 to 31,888)</td>
</tr>
<tr>
<td><strong>Enrollment activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based applications</td>
<td>8032 (400 to 23,378)</td>
<td>3290 (148 to 12,707)</td>
</tr>
<tr>
<td>Total applications</td>
<td>10,095 (775 to 24,075)</td>
<td>5179 (949 to 12,792)</td>
</tr>
<tr>
<td>Enrollment</td>
<td>5160 (562 to 73,729)</td>
<td>−430 (−6489 to 2600)</td>
</tr>
</tbody>
</table>

Figure 2. Weekly information-seeking and enrollment outcomes, Kentucky, October 1, 2013-January 31, 2016.

Multimedia Appendix 4 contains linear regression results for our 3 enrollment activity outcomes—number of applications completed through Web, total number of applications completed, and net enrollment in qualified health plans. Again, calculating the marginal effects, we found that each additional kynect ad airing per week during open enrollment was associated with approximately 60 additional applications for coverage completed through Web (61.4, \(P = .03\)) and more than 55 additional total applications completed (55.9, \(P = .03\)). Each additional ad per week by insurance agencies during open enrollment was associated with increased Web-based applications (111.4, \(P = .02\)). Each additional ad per week by other state governments during open enrollment was associated with fewer Web-based applications (−122.8, \(P = .001\)) and in total (−82.1, \(P = .01\)). All other marginal effects were not statistically significant.

The week of Thanksgiving was associated with a lower volume of applications completed—both Web based (−3434.1, \(P = .03\)) and in total (−4523.4, \(P < .001\)—mirroring what we observed for information-seeking behavior. The percentage of variation in these outcomes explained by our models was considerably lower—ranging from 56% to 58%—than for the information-seeking outcomes (75% to 81%). This is not surprising given that we would not expect advertising to immediately result in enrollment in the same way that we would for information-seeking behavior. Submitting an application for enrollment requires the consumer to provide tax or income information and selecting a Marketplace plan, if initially deemed not to be Medicaid eligible; this decision may require consideration of various plan options over a longer time period and consultation with a spouse.

We again assessed whether the dose-response effect of kynect advertising on these outcomes was robust to dropping the first week of open enrollment for 2014 or the 2014 open enrollment altogether (not shown). For the former, the relationship (marginal effect) of kynect advertising volume during open enrollment with applications completed through Web (57.3, \(P = .04\)) and total applications (50.8, \(P = .04\)) was slightly lower in magnitude but similar. We again found no relationship between kynect advertising volume and net enrollment in qualified health plans.
Our study is the first to use weekly variation in television advertising to explain consumer engagement with the Marketplace. Specifically, we found significant dose-response effects of the weekly state-sponsored advertising volume during open enrollment on information-seeking behavior (page views, visits, and unique visitors) and enrollment activity (applications). This research offers new evidence of the importance of health insurance advertising in the context of the ACA. Our findings differ from other research on health insurance marketing, which generally find small effects. For example, a recent analysis of the Medicare Advantage market, where television advertising for a large national insurer was found to have a limited effect on encouraging switching from traditional Medicare to Medicare Advantage [22]. This is in contrast to analyses of the first open enrollment period for the ACA in which significant positive effects of television advertising were found [10,11].

However, the study is not without limitations. The lack of outcome data at the county or media market level necessitated the construction of statewide population-weighted averages of advertising volume, which reduced variation in our explanatory variables of interest. This is a particular issue owing to border markets where federal and other state advertising spillover into the state are averaged into the statewide advertising measures. Weekly counts of advertising are a cruder measure of exposure than the more desirable gross rating points (which we do not have), which incorporates the ratings for the program during which an ad was aired to provide a more detailed description of the potential reach [18,19]. It is also important to note that Medicaid enrollment is not reflected in our enrollment outcome. Kentucky saw a 6.4 percentage point increase in Medicaid enrollment from 2012 to 2015 compared with only a 0.9 percentage point increase in individual nongroup coverage over the same period [24]. The state had approximately half a million enrollees in its Medicaid expansion versus just over 100,000 Marketplace enrollees at its peak in 2015 [24,25]. Although we

For the latter, the relationship (marginal effect) between the kynect advertising volume during open enrollment and all 3 enrollment outcomes was not statistically significant. This is not surprising given the weaker relationship that we observed in our main results for the enrollment outcomes compared with the information-seeking outcomes, particularly in light of the potential for automatic re-enrollment driving activity when the 2014 open enrollment period is excluded from the analysis.

Table 2 contains estimates of information-seeking and enrollment activity attributable to kynect and insurance company advertising, using our models to predict the average weekly activity given observed advertising and 2 counterfactuals (no kynect advertising, no insurance company advertising). With the substantial drop and eventual elimination of kynect advertising during the 2016 open enrollment period, we used the 2014 and 2015 open enrollment periods as the setting for this portion of the analysis, given the relative stability in state-sponsored advertising and political support for kynect (base scenario). Based on our estimates, kynect advertising was associated with approximately 23% of page views, 22% of visits, and 37% of unique visitors to the kynect website compared with only single digits (6%, 3%, and 6%, respectively) for insurance company advertising. Approximately 38% of Web-based and 28% of total applications were associated with kynect advertising. Insurance company advertising was estimated to be a negative contributor to applications (~30% of Web-based and ~11% of total applications), likely because it drove consumers to carriers to enroll in off-exchange plan offerings rather than directing them to the Marketplace [21].

Discussion

Table 2. Weekly activity attributable to kynect and insurance company advertising, Kentucky, 2014 and 2015 open enrollment periods.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Actual, n</th>
<th>Model-based predictions</th>
<th>Change attributable to kynect advertising, n (%)</th>
<th>Counterfactual (no insurance company advertising), n</th>
<th>Change attributable to insurance company advertising, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prediction (with observed advertising), n</td>
<td>Counterfactual (no kynect advertising), n</td>
<td>Change attributable to kynect advertising, n (%)</td>
<td>Counterfactual (no insurance company advertising), n</td>
</tr>
<tr>
<td>Page views</td>
<td>1,978,749</td>
<td>1,925,863</td>
<td>1,474,730</td>
<td>451,133 (23)</td>
<td>1,804,879</td>
</tr>
<tr>
<td>Visits</td>
<td>105,618</td>
<td>101,616</td>
<td>79,538</td>
<td>22,078 (22)</td>
<td>98,061</td>
</tr>
<tr>
<td>Unique visitors</td>
<td>61,838</td>
<td>58,964</td>
<td>37,037</td>
<td>21,927 (37)</td>
<td>55,242</td>
</tr>
<tr>
<td>Web-based applications</td>
<td>9643</td>
<td>9050</td>
<td>5576</td>
<td>3474 (38)</td>
<td>11,759</td>
</tr>
<tr>
<td>Total applications</td>
<td>11,832</td>
<td>11,232</td>
<td>8072</td>
<td>3160 (28)</td>
<td>12,516</td>
</tr>
</tbody>
</table>

aRepresent model-based predictions (using the model results shown in Multimedia Appendix 3 and Multimedia Appendix 4) of the weekly outcomes. These comparisons use the 2014 and 2015 open enrollment periods to estimate how much activity was attributable to advertising. Calls and Marketplace enrollment are not included because neither kynect nor insurance company advertising during open enrollment had a significant effect on these outcomes.

bDifference (%) between "Prediction (with observed advertising)" and "Counterfactual (no kynect advertising)".

cDifference (%) between "Prediction (with observed advertising)" and "Counterfactual (no insurance company advertising)".
found no relationship between state-sponsored advertising and enrollment in Marketplace plans, we likely would have observed one if our enrollment measure was more broad (Marketplace plus Medicaid) as it was for the application outcomes that do capture those consumers who may ultimately enroll in Medicaid. Indeed, in a national county-level analysis, a strong relationship was observed between the volume of state-sponsored advertising and Medicaid enrollment [10]. There is no obvious control group because all state-based Marketplaces carry distinct branding and operate in varying political and health insurance market contexts, so we used an interrupted time series approach as the next best option to counteract this weakness to the extent possible, using the time periods outside of open enrollment to establish a baseline level of activity to compare with the open enrollment periods. While dose-response evidence helps us come closer to understanding this relationship, it is not definitive causal evidence. We are measuring two contemporaneous phenomena as including lagged and year-specific effects stretched beyond the limitations of what our data would allow. However, despite these limitations, we were still able to detect strong relationships between the volume of television advertising and our outcomes, reinforcing the role advertising plays in increasing consumer engagement and maximizing potential enrollment. Kentucky ran a highly successful and well-designed campaign in the context of a state-based Marketplace. Therefore, the strength of the dose-response relationship may not generalize to other state-based Marketplaces or those that are federally run due to variation in messaging strategy, demographics of the Marketplace eligible population, Medicaid expansion status, and other factors. This study does not specifically address the message content and tagging (ie, phone numbers, URLs) of health insurance advertising by various ad sponsors, which may be related to differences in their effectiveness in driving Marketplace activity.

Finally, we only assessed television advertising, which took place in the context of larger media campaigns by some (but not all) sponsors. Television is still the dominant news source and advertising medium, despite the growth of digital advertising in recent years [26,27]. It is not feasible from a data availability standpoint to control for all potential advertising channels (eg, radio, digital, print, and out-of-home); however, to the extent that the patterns and targeting of advertising in other channels did not substantially diverge over time from that of the television advertising, this is not an issue for our analysis.

The decision to eliminate television advertising and cut funding for advertising by 90% overall in the federally run Marketplace for the 2018 open enrollment period was justified by administration representatives citing the “diminishing returns” to advertising demonstrated during previous years [1]. However, this has been disputed by members of the Obama administration [28]. The reported shift to a heavier focus on digital advertising may allow for reaching a sizable population at a fraction of the cost but should not be expected to provide the same impact as a television campaign, as TV still garners a majority of viewing time [29]. This conclusion is supported not only by this study but also by evidence from an ongoing national health education campaign [30]. In addition, our results indicate that we should not expect insurance company advertising to help fill the void in terms of generating consumer engagement with the Marketplace without modification of their ad content (eg, explicitly directing consumers to healthcare.gov rather than their own websites). Finally, our findings also speak to another decision related to the fifth open enrollment period under the Trump administration. The large drops in activity that we observed during the week of Thanksgiving suggest that shortening the open enrollment period from 90 to 45 days (from November 1 to December 15) could have further negative consequences, as the Thanksgiving week represents a substantial proportion of the shortened enrollment period.

Approaching the recently completed fifth open enrollment period, 4 in 10 uninsured Americans were still unaware of the Marketplace and a majority of prior Marketplace enrollees were uncertain about the timing of open enrollment [31,32]. Our findings from Kentucky indicate that state-sponsored advertising appears to be highly correlated with traffic to the Marketplace website and applications for coverage—with the kyheat television campaign associated with nearly 40% of unique visitors and Web-based applications. This resonates with prior research, albeit limited, that finds a strong link between exposure to Marketplace advertising with perceptions and knowledge about the ACA, improved (lower) risk pools, and reductions in the uninsured rate [8-12]. Insurance company advertising seemed to play a limited role in driving consumers to engage with the Marketplace, likely because their advertising was more geared toward creating brand preference and gaining market share among enrollees (in the Marketplace, but also in employer-sponsored plans) rather than serving as a call to action. These findings raise questions about what role government—as a social institution, rather than a legislative and administrative body—should play in promoting its programs to Americans, particularly for an issue as important and politically charged as health care.
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Abstract

Background: Telerehabilitation is an emerging technology through which medical rehabilitation care can be provided from a distance.

Objective: This systematic review and meta-analysis aims to investigate the efficacy of telerehabilitation in poststroke patients.

Methods: Eligible randomized controlled trials (RCTs) were identified by searching MEDLINE, Cochrane Central, and Web of Science databases. Continuous data were extracted for relevant outcomes and analyzed using the RevMan software as the standardized mean difference (SMD) and 95% CI in a fixed-effect meta-analysis model.

Results: We included 15 studies (1339 patients) in our systematic review, while only 12 were included in the pooled analysis. The combined effect estimate showed no significant differences between the telerehabilitation and control groups in terms of the Barthel Index (SMD –0.05, 95% CI –0.18 to 0.08), Berg Balance Scale (SMD –0.04, 95% CI –0.34 to 0.26), Fugl-Meyer Upper Extremity (SMD 0.50, 95% CI –0.09 to 1.09), and Stroke Impact Scale (mobility subscale; SMD 0.18, 95% CI –0.13 to 0.48]) scores. Moreover, the majority of included studies showed that both groups were comparable in terms of health-related quality of life (of stroke survivors), Caregiver Strain Index, and patients’ satisfaction with care. One study showed that the cost of telerehabilitation was lower than usual care by US $867.

Conclusions: Telerehabilitation can be a suitable alternative to usual rehabilitation care in poststroke patients, especially in remote or underserved areas. Larger studies are needed to evaluate the health-related quality of life and cost-effectiveness with the ongoing improvements in telerehabilitation networks.

(J Med Internet Res 2018;20(10):e10867) doi:10.2196/10867
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Introduction

Telemedicine is the exchange of medical information from one location to another using electronic communication to achieve clinical health care from a distance [1]. These technologies allow communication between medical staff and patients, as well as the transmission of imaging and other health information data from one place to another [2]. It can be used to accelerate medical emergency services in conditions with narrow therapeutic windows, such as stroke [3] and myocardial infarction [4], and facilitate access to medical services that would not often be available in rural communities [2].

Stroke rehabilitation therapy aims to improve the patients’ motor function, health-related quality of life (HRQoL), and psychological well-being [5]. Successful rehabilitation depends on stroke severity, rehabilitation team skills, and the cooperation of patients and their families [6]. However, many patients have reduced access to care because of limited regional and logistic resources; these patient groups could benefit from a system that allows a health professional to provide rehabilitation services from a remote location [7]. A physical medicine or rehabilitation specialist at a hospital can observe patients as they execute movements and monitor their improvement. Quantitative data, such as range of motion and physical force, can be recorded and transported through the network to the hospital for review [8].

Over the past decade, a number of randomized controlled trials (RCTs) have investigated the benefits of telerehabilitation in poststroke patients in comparison to usual rehabilitation methods. These studies showed that telerehabilitation was either equal [9,10] or superior [11,12] to usual rehabilitation in terms of improvements in the activities of daily living and psychological status of patients and their caregivers. This study aims to investigate the benefits of telemedicine in poststroke rehabilitation in a meta-analysis framework.

Methods

This study was performed and reported following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses checklist for systematic reviews of intervention (Multimedia Appendix 1).

Literature Search and Study Selection

On January 14, 2018, we performed a comprehensive search of the following databases: MEDLINE (via PubMed), Cochrane Central, and Web of Science. The following keywords were used with different combinations: “Telemedicine,” “Telestroke,” “Telerehabilitation,” “Stroke,” and “Brain infarction” with no filters applied (either by language or period of publication). Multimedia Appendix 2 provides the search strategies of the 3 used databases. In addition, we searched the clinical trial register “ClinicalTrials.gov” for any unpublished or ongoing studies. Furthermore, a manual screening of the bibliography of included studies was performed for any studies we missed during the electronic search.

Studies were considered eligible for inclusion if they fulfilled the following criteria: (1) assessed the efficacy of different telerehabilitation models in poststroke patients and (2) employed an RCT design. We excluded studies that had a nonrandomized or single-arm design or that examined the technical components of the telerehabilitation systems. Two reviewers screened the search results using the criteria mentioned above in 2 subsequent steps: title and abstract screening, followed by full-text screening. When the judgments of both reviewers were not similar, another reviewer solved the discrepancy.

Data Extraction and Outcomes

Two independent reviewers used a preformatted Excel sheet to extract data for the prespecified outcomes, including (1) activities of daily living: Barthel Index and Berg Balance Scale; (2) motor function: Action Research Arm Test (ARAT), Fugl-Meyer Upper Extremity (FM-UE), and Stroke Impact Scale (mobility subscale); (3) HRQoL outcomes and satisfaction with care; and (4) cost-effectiveness. Data were extracted as the mean (SD) of change before and after treatment and then was compared between groups. When these values were not given in the included studies, they were calculated using the equations in the Cochrane Handbook for Systematic reviews of intervention [13]. When numerical data were not available for these outcomes or could not be reliably extracted, they were analyzed in a qualitative approach.

During the extraction, we also evaluated the risk of different forms of bias in the included studies. We used the Cochrane risk of bias tool [13], which deals with the following sources of bias: (1) selection bias (random sequence generation and allocation concealment); (2) performance bias (blinding of participants and outcome assessors); (3) attrition bias (incomplete outcome data); (4) reporting bias (selective reporting); and (5) other sources of bias.

Statistical Analysis and Outcome Interpretation

We used the RevMan software (Version 5.3; Cochrane Collaboration, Oxford, England) to perform all statistical analyses in this study. Based on the nature of extracted data (continuous), they were pooled as the standardized mean difference (SMD) with 95% CI, using the inverse variance meta-analysis method. \( P < .05 \) was considered significant for the effect estimate. The analysis was done first under the fixed-effect model for assuming homogeneity; in case of heterogeneity, we shifted to the random-effects model. Heterogeneity was assessed using the chi-square test (\( P < .10 \) was considered significant for between-study heterogeneity), and its extent was measured using the \( I^2 \) test.

Results

Results of Literature Search

Our literature search retrieved 245 unique records, which were reduced to 52 records after the title and abstract screening. After a meticulous full-text screening, 15 studies (1339 patients) were identified as eligible for our systematic review [9-12,14-24], while only 12 [9-11,16-24] were included in our meta-analysis (1246 patients). Figure 1 shows the details of our screening process.
Characteristics of Included Studies
The included RCTs had a sample size ranging between 9 and 536 patients. They compared different models of telerehabilitation to standard rehabilitation care or a home-based exercise program. The follow-up period in these studies ranged between 4 and 24 weeks. Multimedia Appendix 3 summarizes the design of included studies, components of the used telerehabilitation systems, and the baseline characteristics of enrolled patients.

Risk of Bias Assessment Results
All included studies reported adequately on their methods of random sequence generation, blinding of outcome assessors, and reducing the risk of attrition bias, except for 3 trials in each domain. Owing to the nature of the intervention, blinding participants was not possible in all included trials. Only 9 studies reported adequately on their methods of allocation concealment [9-12,14,17,19-21]. Figure 2 summarizes the risk of bias assessment results, with red, green, and yellow colors indicating high, low, and unclear risk of bias, respectively.
Figure 2. Risk of bias assessment summary according to the Cochrane risk of bias tool: Red, green, and yellow colours indicates high, low, and unclear risk of bias, respectively.
Results of Outcome Assessment

Activities of Daily Living and Balance Function

Barthel Index
Under the fixed-effect model, pooling data from 6 trials [9-11,17,20,23] showed no significant difference between the telerehabilitation and control groups in terms of the Barthel Index score (SMD –0.05, 95% CI –0.18 to 0.08, *P*=.47, 909 patients). Pooled studies were homogenous (*P*=.51, *I*²=0%; Figure 3).

Berg Balance Scale
Under the fixed-effect model, the pooled analysis of data from 4 studies [10,11,17,19] showed no significant difference between the telerehabilitation and control groups in terms of the Berg Balance Scale (SMD –0.04, 95% CI –0.34 to 0.26, *P*=.78, 171 patients). Pooled studies were homogenous (*P*=.51, *I*²=0%; Figure 3).

Motor Function
In this study, different scales were used to assess this outcome.

Fugl-Meyer Upper Extremity
Two homogenous studies (*P*=.43, *I*²=0%) reported data on the mean FM-UE score in both groups [21,22]. Under the fixed-effect model, the pooled effect estimate showed no significant difference (SMD 0.50, 95% CI –0.09 to 1.09, *P*=.10, 46 patients) between the telerehabilitation and control groups with regard to FM-UE (Figure 4).

Action Research Arm Test
Two homogenous studies (*P*=.93, *I*²=0%) provided data on the mean ARAT score in both groups [16,24]; therefore, the analysis was conducted under the fixed-effect model. No significant difference was noted between both groups in terms of the ARAT score between the telerehabilitation and control groups (SMD –0.06, 95% CI –0.46 to 0.33, *P*=.75, 98 patients; Figure 4).

Stroke Impact Scale—Mobility Subscale
Under the fixed-effect model, the pooled effect estimate of 2 studies [11,18] showed no significant difference (SMD 0.18, 95% CI –0.13 to 0.48, *P*=.26, 162 patients) between the telerehabilitation and control groups in terms of the Stroke Impact Scale-mobility subscale score. Pooled studies were homogenous (*P*=.87, *I*²=0%; Figure 4).

Patients’ Quality of Life
Six studies reported on the HRQoL of poststroke patients. Boter reported that telerehabilitation patients achieved better scores on the Short-Form (SF-36) emotional role limitation (mean difference=7.9, 95% CI 0.1 to 15.7) than the control group [9]. However, Forducey et al and Mayo et al showed no significant differences (*P*>.05) between both groups with regard to the SF-12 and the physical component score of the SF-36, respectively [15,20].

**Figure 3.** The pooled standardized mean difference between the telerehabilitation and control groups in terms of Barthel Index and Berg Balance Scale scores.

**Barthel Index**

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Telerehabilitation</th>
<th>Control</th>
<th>Std. Mean Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Total</td>
</tr>
<tr>
<td>Boter et al. 2014</td>
<td>19.3</td>
<td>2.2</td>
<td>236</td>
</tr>
<tr>
<td>Chen et al. 2017</td>
<td>11.7</td>
<td>17.7</td>
<td>27</td>
</tr>
<tr>
<td>Lin et al. 2014</td>
<td>57.9</td>
<td>3.1</td>
<td>12</td>
</tr>
<tr>
<td>Mayo et al. 2008</td>
<td>91.4</td>
<td>20.6</td>
<td>96</td>
</tr>
<tr>
<td>Redzuan et al. 2012</td>
<td>78.8</td>
<td>20.2</td>
<td>44</td>
</tr>
<tr>
<td>van der Berg et al. 2016</td>
<td>22</td>
<td>24.9</td>
<td>31</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>446</td>
<td>463</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

*Heterogeneity: Chisq = 4.29, df = 5 (P = 0.51), I² = 0%*
*Test for overall effect: Z = 0.72 (P = 0.47)*

**Berg Balance Scale**

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Telerehabilitation</th>
<th>Control</th>
<th>Std. Mean Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Total</td>
</tr>
<tr>
<td>Chen et al. 2017</td>
<td>7.35</td>
<td>5.7</td>
<td>27</td>
</tr>
<tr>
<td>Lin et al. 2014</td>
<td>24.6</td>
<td>5.3</td>
<td>12</td>
</tr>
<tr>
<td>Linnen et al. 2014</td>
<td>51.2</td>
<td>2.1</td>
<td>15</td>
</tr>
<tr>
<td>van der Berg et al. 2016</td>
<td>21.2</td>
<td>21.6</td>
<td>31</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>85</td>
<td>86</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

*Heterogeneity: Chisq = 1.11, df = 3 (P = 0.77), I² = 0%*
*Test for overall effect: Z = 0.29 (P = 0.78)*
Figure 4. The pooled standardized mean difference between the telerehabilitation and control groups in terms of Fugl-Meyer Upper Extremity, Action Research Arm Test, and Stroke Impact Scale (mobility) scores.

Two studies used 2 different versions of the Functional Independence Measure—self-administered and telephone versions. Both studies recorded no differences between the telerehabilitation and control groups [14,15]. Interestingly, Smith et al compared the effects of both treatments on the outcomes of mastery, self-esteem, and social support and reported no significant effects of either treatment on these outcomes [12].

In addition, 4 of 6 studies assessed the treatment effects on depression. Two studies by Linder et al and Smith et al recorded no differences between both rehabilitation methods (telerehabilitation and usual rehabilitation) on the Center for Epidemiological Studies-Depression scale in poststroke patients [12,18]. Similarly, Boter et al and Mayo et al reported no significant difference between both groups on the Hospital Depression Scale and the Geriatric Depression Scale [9,20]. Only one study by Redzuan et al reported comparable rates of poststroke complications in these groups but did not specify the nature of these complications [23].

Caregivers’ Quality of Life

Five included studies reported on the quality of life in caregivers of poststroke patients. Of these, 4 studies showed no significant difference (P<.05) between the 2 rehabilitation modalities (telerehabilitation and usual rehabilitation) in terms of the Caregiver Strain Index [9-11,23]. On the other hand, Smith et al reported that caregivers in the telerehabilitation group had lower depression scores than those in the usual care group [12].

Satisfaction With Care

Three studies reported on the patient satisfaction with care in both groups. Of these, 2 these studies showed no significant difference between the telerehabilitation and usual care groups in terms of patient satisfaction scores [9,17]. While Piron et al randomized 10 patients into a virtual reality virtual reality-telerehabilitation group and virtual reality hospital-based intervention. Using a modified satisfaction questionnaire, they reported that tele-virtual reality patients achieved equal or higher scores to hospital-based virtual reality patients in almost all points; however, a significant difference in motor performance was only noted in the tele-virtual reality group [22].

Cost-Effectiveness

Only one study of high methodological quality (according to the Cochrane risk of bias tool) by Loréns et al reported data on the cost-effectiveness outcome. They calculated that for 1
participant, the cost of telerehabilitation was lower than that of usual care by about US $654 (US $1490.23 and US $853.61 for in-clinic and home rehabilitation programs, respectively) [19]. Although setting the virtual reality system at home required US $800, the telerehabilitation arm required fewer work hours by physical therapists and it eliminated the cost of round trips to the clinic with every session.

Discussion

This systematic review showed that patients on telerehabilitation achieve comparable restoration of daily of life activities and HRQoL to those on usual care rehabilitation. Moreover, caregivers of stroke survivors in both groups had a comparable quality of life (as assessed by the Caregiver Strain Index), and one study [12] reported lower rates of depression in the telerehabilitation group. Satisfaction with care remains a problem in poststroke rehabilitation as most included studies showed that telerehabilitation failed to improve the patients’ satisfaction with care.

The comparable improvement in motor performance in the telerehabilitation and usual care groups was evident on all motor assessment scales; this adds to the reliability of our findings that telerehabilitation can produce significant motor improvements. Moreover, a previous meta-analysis showed that when telemedicine is used to deliver thrombolytic therapy for stroke patients, it produced comparable rates of favorable clinical outcomes at 90 days as those produced by in-hospital thrombolysis [3]. Therefore, telemedicine can assist with improving the motor function from the onset of stroke, not only during rehabilitation. The improved motor performance would further translate into improved activities of daily living and HRQoL.

Another interesting finding of our review is that telerehabilitation produced comparable improvement of the patients’ HRQoL to usual rehabilitation; this extended beyond stroke survivors to include their caregivers as well. This is essential because several studies have shown high rates of depression and quality of life impairment among caregivers of stroke survivors, which negatively influences their supportive functions [25,26]. However, research on the caregiver’s quality of life and interventions to improve their performance is not adequate. Therefore, confirming the value of telemedicine in this regard should be a focus of future studies.

Compared with usual rehabilitation, telerehabilitation offers several advantages, including easier access, mentoring for disabled stroke patients, and the ability of patients to self-record on their pain, mood, and activity [27]. Unfortunately, several barriers limit the spreading of telerehabilitation; these barriers include administrative licensing, medicolegal ambiguity, and financial sustainability [28]. Another barrier, especially in low-income countries (where telerehabilitation would be most needed), is the lack of technological infrastructure. A cross-sectional study (on 100 stroke survivors) in a Ghanaian outpatient neurology clinic demonstrated that 80%–93% of patients had a positive attitude toward telerehabilitation interventions; however, only 35% of them had smartphones [29]. Further development of telerehabilitation networks is essential to overcome these barriers [30].

The included studies used different models of telerehabilitation. For example, some studies used only telephone calls, while others used videoconferencing, educational videos, Web-based chats, and virtual reality systems (as illustrated in Multimedia Appendix 3). Moreover, the duration of rehabilitation programs and frequency of follow-up visits or contact with medical staff differed from a study to another. So far, there are no adequate data in the literature about which model or telerehabilitation tool is optimal for these patients and thus future head-to-head comparative studies are advised.

Regarding the cost-effectiveness, the included study by Llorens et al showed lower cost (by US $654) for the telerehabilitation program than the in-clinic program with similar efficacy. This is in agreement with several previous studies in other patient populations that showed that telerehabilitation could reduce the cost of disease management and patient rehabilitation. The reduction in cost is mostly due to avoiding travel (especially from remote areas where telemedicine is most useful) [31,32]. However, the evidence is conflicting on this outcome, and further studies are needed to confirm it [33,34].

Our systematic review has some strengths. We performed a comprehensive literature search and reported our methodology according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses checklist and the Cochrane Handbook for Systematic Reviews of Interventions. Compared with a former systematic review of 10 studies by Laver et al [35], we investigated the effects of telemedicine on several outcomes—activities of daily living, motor performance, HRQoL, satisfaction with care, and cost-effectiveness. Moreover, we evaluated the benefits of telemedicine not only on stroke survivors but also on the caregiver’s quality of life.

However, our meta-analysis has some limitations. First, the relatively small sample size in included studies restricts the generalizability of our findings. Second, some outcomes could not be analyzed quantitatively because of the heterogeneity of data in the included studies (different scales of measurements or data formats). Moreover, we could not assess the risk of publication bias because according to Egger et al, funnel plot-based methods are not accurate for <10 included studies per outcome [36].

Hence, larger RCTs are required to confirm the current evidence and provide more data on outcomes such as HRQoL and cost-effectiveness. Data reporting should be performed in a clear standardized format to enable reliable extraction for future meta-analysis studies. Our search of clinicaltrials.gov registry retrieved 19 ongoing studies that are active or still recruiting participants such as NCT02665052, NCT02360488, and NCT01157195. The results of these studies are eagerly awaited. Moreover, it would be interesting for clinicians to investigate the benefits of using telerehabilitation to supplement the usual care. Of note, these trials should not necessarily show that telerehabilitation achieves high outcomes, but confirmation of comparable outcomes is needed.
In conclusion, telerehabilitation can be a suitable alternative to usual rehabilitation care in poststroke patients. This may have potential implications for patients, especially in remote or underserved areas. Nevertheless, larger studies are needed to evaluate the quality of life and cost-effectiveness with the ongoing advances in telerehabilitation systems.
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Abstract

Background: Health consumers are often targeted for their involvement in health research including randomized controlled trials, focus groups, interviews, and surveys. However, as reported by many studies, recruitment and engagement of consumers in academic research remains challenging. In addition, there is scarce literature describing what consumers look for and want to achieve by participating in research.

Objective: Understanding and responding to the needs of consumers is crucial to the success of health research projects. In this study, we aim to understand consumers’ needs and investigate the opportunities for addressing these needs with Web-based technologies, particularly in the use of Web-based research registers and social networking sites (SNSs).

Methods: We undertook a qualitative approach, interviewing both consumer and medical researchers in this study. With the help from an Australian-based organization supporting people with musculoskeletal conditions, we successfully interviewed 23 consumers and 10 researchers. All interviews were transcribed and analyzed with thematic analysis methodology. Data collection was stopped after the data themes reached saturation.

Results: We found that consumers perceive research as a learning opportunity and, therefore, expect high research transparency and regular updates. They also consider the sources of the information about research projects, the trust between consumers and researchers, and the mobility of consumers before participating in any research. Researchers need to be aware of such needs when designing a campaign for recruitment for their studies. On the other hand, researchers have attempted to establish a rapport with consumer participants, design research for consumers’ needs, and use technologies to reach out to consumers. A systematic approach to integrating a variety of technologies is needed.

Conclusions: On the basis of the feedback from both consumers and researchers, we propose 3 future directions to use Web-based technologies for addressing consumers’ needs and engaging with consumers in health research: (1) researchers can make use of consumer registers and Web-based research portals, (2) SNSs and new media should be frequently used as an aid, and (3) new technologies should be adopted to remotely collect data and reduce administrative work for obtaining consumers’ consent.

(J Med Internet Res 2018;20(10):e12094) doi:10.2196/12094
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Introduction

Background

Health consumers, who are users or potential users of health care services (eg, patients, families, carers, and other support people) [1], play a valuable role in health research [2,3]. They are not simply research participants these days; they are involved in research in various ways, including providing input into research design, joining advisory committees, raising public awareness, and disseminating research information [4,5]. Recruitment and engagement of consumers have been ongoing critical but challenging tasks for researchers [6-10]. A patient-centered approach has recently been advocated so that consumers can make informed decisions about whether they should participate in research [11]. However, it is often not easy to identify suitable tools to reach out to health consumers and to convey the research goals.

Recently, researchers have turned to Web-based technologies such as Web-based patient registers and social networking sites (SNSs) to recruit research participants [9,12]. Research suggests that these technologies have numerous advantages for conducting research studies, such as maintaining a list of enthusiastic potential participants [13-15], reducing recruitment cost [12,16], and providing the ability to identify hard-to-reach participants [14,17]. However, there is limited work investigating the engagement of research participants. In fact, it has been reported that there is a need to discover more clear and effective approaches for improving participant’s engagement in health research [18,19]. In addition, it is unclear whether or specifically how Web-based technologies can help with recruitment, participation, and engagement. As such, more research is needed to identify the appropriate use of Web-based technologies for these purposes.

Our review of the literature has shown that understanding and meeting the needs of health consumers can improve their experience and engagement in digital health applications [20-22] and thereby result in positive outcomes [23-25]. It is important to investigate why and how the consumers make decisions and subsequently respond to their requirements [26]. We have also identified that researchers may not fully leverage always-on Web environment and human online interactions to engage end users [27]. Given this background, we aim to investigate consumers’ needs for participating in health research and to identify opportunities to engage participants using relevant technologies.

In this study, we used a qualitative approach and obtained insights from both consumers and researchers in the area of musculoskeletal (MSK) research. We chose MSK research as our focus because many projects in this research area heavily involve consumer participants for improving their quality of life [28-31]. Therefore, this cohort can give us rich feedback about their motivations and experience about participating in research. Although our data were collected from a limited group, we expect that the insights obtained will not only be applicable to the MSK research community but also more generally to health researchers who require significant consumer involvement.

We carried out this research with the help of an Australian MSK-supporting nonprofit organization because such organizations are often considered to be an effective contact point with health consumers [32]. Through their connections, we interviewed consumers with MSK conditions for their thoughts and feedback about participating in health research as well as researchers who have conducted MSK research to understand their current practices for engaging with participants. On the basis of the interview data, we identified gaps in the current practice and proposed new directions for using technologies to improve consumer participation and engagement. We expect our study to bring a different perspective to the adoption of Web-based technologies in conducting health research, with the understanding of consumers and their needs in mind. In addition, we hope to open up a discussion about applying similar strategies to health research in other areas.

Aims

The following 3 main research questions (RQ) comprise the aims of this study:

RQ1: What do consumers need and expect to gain from participating in health research projects?

RQ2: What current practice is used by researchers in engaging with consumers for their research projects, and what are the challenges?

RQ3: How can Web-based technologies be employed to improve engagement of research participants?

The study involves both health consumers and researchers to answer these questions. For consumers, we seek to systematically investigate their motivations for and decision-making processes about taking part in research to guide researchers to consider participants’ needs in their research design and to enhance the experience of people getting involved in academic research. On the other hand, we suggest that this study provides an opportunity for researchers to reflect on their research processes and the difficulties in engaging consumers in their studies. By comparing the needs of consumers and the current practices of researchers, we identify the strategies and opportunities to align research with participants’ expectations through the adoption of appropriate technologies.

Methods

Methodology

This study adopts a qualitative approach to collect and analyze data. Semistructured interviews were conducted with both consumers and researchers. In-person interviews were preferred, but phone interviews were also arranged for people who could not come on-site because of time and mobility issues. All interview sessions were conducted in the presence of authors PP and OC. This research was approved by the human research ethics committee of the University of Melbourne (Approval ID: 1648346.1).

All interviews were recorded and transcribed for data analysis. Transcripts were processed using the thematic analysis approach [33,34]. The data analysis involved reading the transcripts, mapping key ideas into codes with the open coding process,
and summarizing codes into themes iteratively [35]. In the process, the number of participants connected to each theme was tracked for verifying the generality of themes. After generalizing themes, the list of themes was verified by another person in our department to assure consistency, accuracy, and quality [36].

**Recruitment**

For this study, consumer participants were recruited through Musculoskeletal Australia, which is an Australian nongovernmental organization that supports people with MSK conditions nationwide. For the recruitment of other researchers in this study, we sent out invitations to their contact lists and the university’s mailing list and then reached out to the ones who responded and had previously conducted research in the area of MSK conditions. The recruitment of both consumers and researchers continued until we reached data saturation [37,38], that is, there were no new themes emerging from the collected data. Interviewees did not receive any incentives for participating in our study.

**Interview Design**

For the consumer interviews, we structured our questions around their motivations, information needs, and experience of participating in research projects. In addition, the interviews focused on their views on researchers and expectations of getting involved in future research. Table 1 outlines the interview questions used in our study.

In the interviews of researchers, we started with a number of general questions to understand what research directions they were pursuing. Then, we asked about different aspects of their research projects, ranging from recruitment, research methods, and difficulties, to costs and incentives. In addition, we investigated the channels and the types of media used for promoting their research. Table 2 shows the interview questions for researchers.

**Participants**

Representing consumers, we completed interviews with 23 people having MSK conditions. The mean age of the participants was 51 years (SD 15.7 years, range 15-72 years). About half of our participants (48%, 11/23) reported that they had previously taken part in academic research. Table 3 summarizes the demographics of our participants.

<table>
<thead>
<tr>
<th>Category</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic</td>
<td>Age, gender, remoteness, work status, and conditions</td>
</tr>
<tr>
<td>Motivation</td>
<td>What makes you want to find out more about academic research?</td>
</tr>
<tr>
<td></td>
<td>Why is a research project of interest to you?</td>
</tr>
<tr>
<td></td>
<td>What do you expect to gain from participating in a research project?</td>
</tr>
<tr>
<td>Opportunities to get involved in research</td>
<td>Where do you get information about particular research projects?</td>
</tr>
<tr>
<td></td>
<td>How do you find research that is relevant to you?</td>
</tr>
<tr>
<td></td>
<td>What websites or tools do you use to find research?</td>
</tr>
<tr>
<td></td>
<td>What are your search criteria?</td>
</tr>
<tr>
<td>Experience</td>
<td>What is your overall experience with getting involved in a research study?</td>
</tr>
<tr>
<td></td>
<td>What are the difficulties and challenges?</td>
</tr>
<tr>
<td></td>
<td>How do you think technologies can improve your participation?</td>
</tr>
</tbody>
</table>

**Table 2.** The list of interview questions for researchers.

<table>
<thead>
<tr>
<th>Category</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>General information</td>
<td>What kinds of studies do you normally carry out?</td>
</tr>
<tr>
<td></td>
<td>Will the participants need to be involved for a long term?</td>
</tr>
<tr>
<td></td>
<td>What is the typical time commitment required from them?</td>
</tr>
<tr>
<td>Recruitment</td>
<td>What are the difficulties you face when recruiting participants for your research?</td>
</tr>
<tr>
<td></td>
<td>What are the factors that lead to a successful recruitment?</td>
</tr>
<tr>
<td></td>
<td>What information do you provide to recruit potential participants?</td>
</tr>
<tr>
<td></td>
<td>How do you screen relevant or appropriate participants?</td>
</tr>
<tr>
<td></td>
<td>How much time do you spend on recruitment?</td>
</tr>
<tr>
<td></td>
<td>What incentives do you give to your participants?</td>
</tr>
<tr>
<td></td>
<td>How much cost do you spend on marketing?</td>
</tr>
<tr>
<td>Channels</td>
<td>What channel do you currently use to recruit?</td>
</tr>
<tr>
<td></td>
<td>How do you think that technologies can help to improve the participant recruitment and engagement in health research?</td>
</tr>
<tr>
<td></td>
<td>Would you able to use materials such as images, photos, or videos to recruit participants? Why or why not?</td>
</tr>
<tr>
<td></td>
<td>Have you considered using a consumer register or a potential participant database for recruitment?</td>
</tr>
</tbody>
</table>
Table 3. Demographics of consumer participants in our study (n=23).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5 (22)</td>
</tr>
<tr>
<td>Female</td>
<td>18 (78)</td>
</tr>
<tr>
<td>Living area</td>
<td></td>
</tr>
<tr>
<td>Metro</td>
<td>14 (61)</td>
</tr>
<tr>
<td>Rural</td>
<td>9 (39)</td>
</tr>
<tr>
<td>Work status</td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>6 (26)</td>
</tr>
<tr>
<td>Part-time</td>
<td>5 (22)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>12 (52)</td>
</tr>
</tbody>
</table>

Representing researchers, we interviewed 10 researchers who study various aspects related to MSK conditions. These included clinical research in back pain and spinal pain, the quality of life with osteoarthritis, observational studies after surgery, as well as epidemiology research. All researchers were based in Australia and possessed a minimum academic level B (Lecturer; equivalent to Assistant Professor in the US system) position. They played the role of chief investigator of academic research projects and directly led ongoing or past studies in the MSK research area.

Results

Overview

This section presents the data collected from the interviews with both consumers and researchers. We further organize the results into 2 subsections: consumer needs and researcher strategies.

Consumer Needs

This section reports on the consumers’ needs (consumer needs, CN), which can be further broken down into 4 subthemes: research as learning opportunities (CN1), research transparency and updates (CN2), trustworthiness (CN3), and mobility (CN4). The corresponding consumer identifier is listed after each quote.

CN1: Research as Learning

Many of our consumer participants, particularly those with less access to information sources, viewed researchers as being on the frontier of science, and, therefore, they hoped to learn something from research. Participants reported that they were enthusiastic about taking part in research because they would have a chance to enquire about the latest remedies and treatments that might be useful to them. In addition, research was a learning opportunity for them to obtain new knowledge about their conditions:

For me it is the possibility of new information on effective treatments becoming available to me and I do a lot of my own looking around but—or just trying to keep on top of new developments I guess. [C4]

Research is one of the things that people want to know about because it gives them a sense as a set of hope[s] that things might be different for them in the future. [C5]

CN2: Research Transparency and Updates

Consumers indicated that receiving more clear information about the purpose, the scope, and the protocols of a research project is essential for them to get involved. As people with MSK conditions sometimes found participating in research activities difficult in terms of access or mentally demanding, they tended to choose carefully beforehand and only invested in research that was relevant and beneficial to them:

[Researchers need to] be explicit about what they expect from participants. Because, as I said, there’s a lot of anxiety with a lot of people with chronic illness about how much they have to give to anything energy wise... [C5]

On the other hand, consumers wanted to receive feedback regarding the progress of the study as well as the final results. Furthermore, they were disappointed when they did not receive any communication regarding research that they had participated in. As noted by our interviewees, this appears to be a very common issue:

In the end, I didn’t ever get to hear any results back. I’ve got obviously, thanked for my participation, but it was disappointing that I never heard anything back. [C21]

CN3: Information Sources and Trustworthiness

A large portion of our consumers suggested that they would not proactively search for relevant research to participate in. Instead, it is essential for someone to inform them about eligible studies. Many of our participants highlighted the importance of health professionals such as general practitioners, rheumatologists, and physiotherapists for introducing or actively referring them to research projects. One participant said, “I probably don’t go about looking for something until I hear about something” (C1).

In addition, the participants reported that the trustworthiness of information sources was critical for them to consider regarding whether the research is worthwhile to participate in. Some people emphasized that they would not take part in any pharmaceutical or marketing research. They also had concerns...
about how to find genuine research on the internet, for example, from Google. In this case, community services, support groups, and health professionals played an important role to provide information to potential research participants:

I’d probably go by word of mouth and ask other people or other clinicians or something like that rather than just go randomly onto Google. [C3]
I’d rather someone I trust to tell me where to go [for research]... [C7]

CN4: Mobility and Rural Locations
In the consultations with our participants, we understood that people with MSK conditions needed extra considerations for their conditions and special needs in the research design. For instance, some older participants suggested that they preferred physical contact and building a social connection with the researchers. They tended to talk more and to have more interactions in the progress. These factors need to be considered before adopting the use of technologies:

I think for some of the older-older people prefer to have a face to face conversation. They like to talk to people, they like that option of being able to have a chat. [C4]

Besides, a significant ratio of the consumers had low mobility, which limited their ability to travel for academic studies. This was a particular problem for people living in rural areas and made them feel isolated. As a result, technology aids were suggested to address these limitations and to make research more accessible. One participant expressed, “I’ve got to weigh up the time and the effort involved physically and how much pain it would cost me... the online stuff is fine” (C8).

Researcher Strategies
This section presents the strategies used by researchers (researcher strategies, RS) to assist with recruitment and to maintain consumers’ engagement for their research. Overall, 4 main strategies have been identified: establishing rapport with consumers (RS1), handling changes in research (RS2), using technologies (RS3), and designing research for the participants (RS4). The corresponding researcher identifier is shown after each selective quote.

RS1: Establishing Rapport With Consumers
Researchers pointed out the importance of establishing a connection with consumers at the beginning of the recruitment to engage them with the research project. Although many MSK research projects recruited through clinicians and health professionals, their interaction with the potential participants was crucial:

If that person [the clinician] who has sort of clinical responsibility for the patient is into it and is sort of an advocate for the research, then I think that’s what—in some ways the recruitment lives or dies by that. That person is really sort of going into bat for your study... [R8]

It was also helpful to involve consumers in the very early stages of the research, even in the design of the trial, so that they could be informed about the purpose of the research and the benefits to them. It was worthwhile for consumers to learn more about the research and the rationale behind it:

[The] number one is just engaging the consumer right at the beginning, so that we understand that we’re answering and addressing the question that’s of real importance to consumers, even in the design of the trial...trying to work out how to explain to consumers why it’s so important and it is a good investment of their time. [R5]

Some researchers found that the time spent by research team members to talk and build up a relationship with the potential participants was a good investment in some studies:

That person [the staff member] will take the time to have a chat with them about the project, and I think when you establish the rapport like that...I think if you had that connection they are more likely to consent to being part of the study. [R2]

Conversely, poor communication would endanger the recruitment. This also highlights the needs of researchers and facilitators to manage the relationship with consumers:

We have had circumstances where the communication between the research assistant and the participant wasn’t great, and so then participants, they get disappointed and they decided to drop the study...The studies that we’ve been most successful in keeping patients in the study, are studies where we actually have someone actually spending time talking to patients and that particular person is someone who develops a relationship with the participants. [R1]

With these challenges in recruiting participants by the researchers themselves, they used patient groups or consumer organizations to help with the recruitment. These organizations had direct connections to the consumers. As a researcher suggested, “Going through a consumer organization or a professional body is probably a better way to go” (R2).

RS2: Handling Changes in Research
Changes are inevitable in research. Researchers found that it was a challenge to go back to the participants to request more information or to obtain consent when there were changes in their research:

If you just list one very specific question, then if you’re going to re-analyze that data with different questions, or if you need to go back to the twins [the participants of that study] and re-interview them, then you need to go back [sic] and ask for permission again. [R1]

Some researchers reported on their experience of obtaining multilevel consent, which allowed consumers to choose the level of involvement such that they were comfortable throughout the research. In this way, the experience of the participants was enhanced, and the administrative burdens of obtaining additional consents were lowered:

I suppose we’re talking about really, the consent process here. So in a way, what would be best practice
would be multi-level consent. So, you could have the tick all box, which is, “I’m happy to be contacted by anybody about anything at any point,” and everything backwards from there, up to, “Don’t contact me about anything, I’ll contact you,” and everything in between. And, in a way, I suppose offering that spectrum is the most appropriate thing to do and, in some ways, supporting people to make an informed decision about where they want to sit on that spectrum. [R1]

RS3: The Use of Technologies
Researchers agreed that media such as images and videos were more powerful. As such, they started to use SNSs such as Facebook and YouTube to help promote their research. Text information can carry a large amount of precise information, but often it is not sufficiently engaging. In contrast, short videos could help to deliver the basic message and the background of the research. However, researchers also mentioned that they did not know where to obtain appropriate images or how to modify the images for the best results on SNSs. For videos, there were also reports on having difficulties with editing videos and producing satisfactory output quality:

We’re very much happy with technology that still involves images, for example, so Skype and tele-rehabilitation is a good example, patients and participants tend to be quite happy with that. Technologies that don’t involve images, or such as just text and email, and that sort of thing. I think, they tend to be a problem. [R1]

One of my concerns with it that there is so little (video and audio)—it’s all written information. Like there’s no other way of receiving that information. And video and audio and all that sort of stuff is so useful. [R3]

Well, why don’t we start a three-minute video placed on YouTube, explaining what it is...And, in under 12 months, we’ve had about 26,000 views of that video. [R6]

The first of these things are videos, like, YouTube videos, to express things you are researching, using a language that is more easy to understand and provide a bit of background about the condition or the things you are working on. [R2]

RS4: Designing Research for the Participants
Time commitment was one of the issues identified by MSK researchers in their research. The time of the participants was precious, and the researchers tried to minimize the time required to travel for data collection. Some researchers used Web-based recruitment tools and survey platforms. However, for electronic data collection, it was important that surveys be kept to a reasonable length to avoid participants dropping out in the middle of a lengthy session. Such details in the research design directly affected the dropout rate of participants:

So, in terms of collecting the data, we try to keep this data collection session as quick as we can, anything over one hour becomes a problem...if it’s a survey, an electronic survey, it needs to be much less than that, it needs to be no longer than 20 minutes, otherwise it becomes a major issue, the participants tend to drop out of the study. [R1]

In addition to time commitment, travel distance was reported as another issue that affected participation. People living in remote areas had more difficulties gaining access to studies. Researchers described the use of Web-based tools to help these people to participate in research and to collect data:

We had a lot of rural and even remote people that we had. We did virtual focus groups, so an online focus group, and we had the face to face ones with people living in metro. [R2]

Another challenge pointed out by our interviewees was that arranging meetings and focus groups for participants was difficult. Participants had different schedules and might not have a common time to meet. This was particularly true for focus group research because it required a minimum number of people to be present:

In order to hold a focus group, you have to have between six to eight minimum participants who can come on the same day at the same location at the same time. So, it was a process of asking people if they could give me [sic] of their availability and then trying to match a general availability with a specific case didn’t always work out. Yeah, so getting participants with similar availability was the main complication for focus group research. [R7]

Discussion
Principal Findings
Through the interviews, we have gained insight into the motivations and the needs of consumers who participate in research projects. We have also learned that researchers have already identified some of the key issues and are adopting strategies to keep consumers engaged. For example, the following points were noted:

- Researchers establish a good rapport with participants, which further fosters more learning opportunities for research participants (RS1→CN1).
- Researchers invest the effort to build an ongoing relationship with consumers from the beginning of the recruitment, which helps to create trust and confidence in consumers’ hearts (RS1→CN3).
- Researchers visit and request new consent again when there are changes in their research, which allows greater transparency and updates relevant to participants (RS2→CN2).
- Researchers have taken up new technologies to help consumers who live in rural locations or have low mobility participate in the research (RS3→CN4).
- Researchers have started to design their research to be better tailored for the potential participants, such as using online focus groups, splitting meetings, and reducing the time required for taking a session (RS4→CN4).
Figure 1. Key consumer needs and researcher strategies identified through the research.

<table>
<thead>
<tr>
<th>Consumer needs</th>
<th>Researcher strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN1: Research as learning</td>
<td>RS1: Establishing rapport with consumers</td>
</tr>
<tr>
<td>CN2: Research transparency and updates</td>
<td>RS2: Handling changes in research</td>
</tr>
<tr>
<td>CN3: Information sources and trustworthiness</td>
<td>RS3: The use of technologies</td>
</tr>
<tr>
<td>CN4: Mobility and rural locations</td>
<td>RS4: Designing research for the participants</td>
</tr>
</tbody>
</table>

Figure 2. Opportunities for supporting consumer needs with Web-based technologies.

Opportunity 1: Research Portal
Past research has shown that patient registers can effectively recruit participants [9,10,13,39,40]. Taking a step further, we propose that such registers can be augmented with streamlined research portals that further address different consumer needs. A consumer-facing research portal can provide multiple functions, including promoting research opportunities, allowing electronic participant recruitment, and sending notifications and updates to relevant users through the Web.

As suggested by our results, consumers tend to have passive information-seeking behavior [41,42] for acquiring information about health research. In other words, people do not realize the
needs of getting information and instead rely on other people to trigger them to start seeking information. As a result, they do not notice that research opportunities actually exist unless they get informed. In this case, a research portal can store contact information of consumers and enable researchers to notify them of new studies. This will ignite their interest to learn more about the new research and consider participation (CN1).

In addition, a research portal can show a list of research projects and present the current status, updates, and even recent publishable results of such projects. This approach can improve research transparency and provide timely updates to consumers (CN2). This can fulfill their needs for getting news and updates at their convenience and eventually help them to learn more about the study. A research portal can be seen as another credible resource for consumers, which allows them to understand and acquire the latest knowledge about their conditions and thereby addresses the learning needs (CN1).

On the other hand, consumer organizations can help with engaging participants in health research [43]. First, consumer groups can help to advocate the use of patient registers and research portals as well as to disseminate the research information. Also told by researchers (RS1), working with consumer groups is helpful for their research, which results in establishing rapport and trust with consumers (CN3). Besides, the information on consumer-faced health portals often requires a higher level of literacy [44,45] as there are disparities in the literacy and the knowledge levels between authors (such as researchers and clinicians) and consumers. We anticipate that research portals might have similar issues. In this case, consumer organizations can play an intermediate role to review research material and interpret the content in an easy-to-understand manner for consumers. This will facilitate the learning, understanding, and involvement in health research (CN1).

Furthermore, a research portal can act as a credible information source, which helps to mitigate the issues of confidence and trustworthiness (CN3). A Web-based research portal can make the identity of the project owners and the administrators more transparent so that visitors can know of the nature and the ownership of the portal (eg, is it noncommercial? or is it supported by a pharmaceutical company?). The branding of the portals can also help to build up the confidence and eventually improve consumer satisfaction [46]. Finally, a centralized-managed research portal can be easier managed and secured by information and technology professionals who have the expertise in the operational and cybersecurity perspectives that health researchers do not normally have.

**Opportunity 2: Social Networking Sites and New Media**

As reported by researchers (RS3), SNSs are being used to carry out recruitment, which is consistent with other literature [47-49]. Despite the wide use of SNSs, it remains a challenge to recruit research participants properly through these sources. It is reported that extra consideration of recruitment design as well as technical work are needed to prevent repeated attempts from the same person and biased samples when research is advertised on these social networking platforms [48,49]. Additionally, SNS users are not evenly distributed across different age levels and ethnicity background [50]. Therefore, we suggest that the use of SNSs should be only a part of the whole recruitment, unless the targeted cohort is specifically people who use SNSs heavily.

The recent trend of using multimedia content on SNSs brings new opportunities to researchers. Researchers understand that using images and video clips has advantages over the classical text-based material. Recent papers have pointed out that posts with rich content (eg, images and videos) capture more attention on SNSs [51-53], which researchers can leverage to promote their research more effectively. On the other hand, videos often provide a shorter and clearer presentation of information and can employ visual aids to help watchers to learn and understand the research context (CN1). The use of human faces in videos helps to build a relationship with the audience (RS1). This gives a starting point to establish the trust (CN3) and the rapport (RS1) with the potential participants.

However, the use of new media on SNSs creates new technical burdens for researchers. As highlighted in the results (RS3), researchers found it difficult to use or manipulate multimedia on SNSs. This aligns with previous literature that using SNSs for health research is resource-demanding [12,54]. To overcome the issue, we suggest a social media kit can be designed for researchers to provide sources of properly licensed (eg, licensed under Creative Commons that allows the reuse of materials) images and videos that are technically usable on SNSs. In addition, more instructions and tutorials can be offered for effectively editing and using new media on SNSs. Universities and institutions can consider setting up a team of social media specialists for helping researchers to broadcast their research on the internet with low overheads and matching the audience with a propensity for relevant research topics.

**Opportunity 3: Teleresearch**

With the growing momentum of faster internet networks and mobile and wearable technologies, researchers can consider using the latest development of teleresearch technologies to collect data and conduct research activities. For example, mobile apps can be used to log user activities and could be an alternative to conducting diary studies; videoconferencing software (eg, Skype and Zoom) can be used as a channel for group interviews and focus groups. Recent work about wearable gadgets such as smart socks [55] allows researchers to collect body measurements remotely. These technologies provide participant-friendly solutions for diverse needs of time, place, and mobility (CN4).

Additionally, technologies can assist with the change in the research process (RS2). The latest research suggests that using dynamic consent to collect consent digitally can help consumers to make decisions for their participation in research and reduce the administrative burden of researchers [56,57]. For instance, dynamic consent can split the entire consent of a study into a few consent items, and users will only be prompted to give consent on the fly when relevant experiments are performed. As such, the system can notify the participants to provide additional permissions online without the need to contact them by physical means. This simplifies the complexity on the researcher side handling changes in the research. In addition, participants can choose to transfer their digital consent to third...
parties, which enables easier collaborations and data reuse across research teams. Recent trials have started to explore the deployment of digital consent and its efficacy in various settings [58].

**Limitations**

We acknowledge several limitations of our study. Both the samples of consumers and researchers may not represent the entire population because of the relatively small number of subjects. For consumers, the sample was biased in favor of women and older cohorts. However, this can be explained by the fact that more women and older people suffer from MSK problems [59]. In addition, the recruitment of this research was conducted through a single consumer organization, which might affect the diversity of the sample. Finally, the adoption of technologies may impact the participant cohort with lower digital and health literacy. More research in the future should investigate the impact on this cohort.

**Conclusions**

On the basis of the interviews with consumers and researchers, we summarize 4 major types of consumer needs as well as 4 strategies used by researchers for engaging participants. On the basis of these findings, we argue that 3 areas of Web-based technologies can be employed to assist in addressing consumer needs and engaging with research participants: research portals, SNSSs, and teleresearch. Additionally, our research outcomes lead to a better understanding of human participants and offer an opportunity to reflect on the research design. The analysis presented in this paper is not just relevant to a single discipline but is also applicable to other types of health research.
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Abstract

Background: In the United States, people with relapsing-remitting multiple sclerosis (RRMS) can face difficulty accessing disease-modifying therapies (DMTs) because of insurance, pharmacy, or provider policies. These barriers have been associated with poor adherence and negative health outcomes.

Objective: The goals of this study were to describe the overall occurrence of difficulties and delays associated with gaining access to DMTs among people with RRMS, to assess DMT adherence during periods of reduced access, and to contextualize the patients’ journey from receipt of a prescription for DMT to obtaining and taking their medication when faced with access barriers.

Methods: We recruited US-based adults self-reporting RRMS from a Web-based health data-sharing social network, PatientsLikeMe. Individuals were invited to complete a Web-based survey if they reported a diagnosis of RRMS and were prescribed a DMT for MS. Follow-up phone interviews were conducted with 10 respondents who reported experiencing an MS-related relapse during the time they had experienced challenges accessing DMTs.

Results: Among 507 survey completers, nearly half were either currently experiencing an issue related to DMT assess or had difficulty accessing a DMT in the past (233/507, 46.0%). The most frequently reported reasons for access difficulty were authorization requirements by insurance companies (past issues: 78/182, 42.9%; current issues: 9/42, 21%) and high out-of-pocket costs (past issues: 54/182, 29.7%; current issues: 13/42, 31%). About half (20/39, 51%) of participants with current access issues and over a third (68/165, 41.2%) of those with past issues went without their medication until they could access their prescribed DMT. Relapses were reported during periods of reduced DMT access for almost half (56/118, 47.5%) of those with past issues and nearly half (22/45, 49%) of those with current issues. Resolving access issues involved multiple stakeholder agents often coordinated in a patient-led effort. Among those who had resolved issues, about half (57/119, 47.9%) reported that doctors or office staff were involved, under half (48/119, 40.3%) were involved themselves, and about a third (39/119, 32.8%) reported the drug manufacturer was involved in resolving the issue. Follow-up interviews revealed that the financial burden associated with obtaining a prescribed DMT led to nonadherence. Additionally, participants felt that DMT treatment delays and stress associated with obtaining the DMT triggered relapses or worsened their MS.

Conclusions: This study expands current research by using a patient-centered, mixed-methods approach to describe barriers to MS treatment, the process to resolve barriers, and the perceived impact of treatment barriers on outcomes. Issues related to DMT access occur frequently, with individuals often serving as their own agents when navigating access difficulties to obtain their medication(s). Support for resolution of DMT access is needed to prevent undue stress and nonadherence.

(J Med Internet Res 2018;20(10):e11168) doi:10.2196/11168
cost sharing; insurance; mixed methods; multiple sclerosis; out-of-pocket costs; patient adherence; pharmaceutical services; self-report; surveys and questionnaires

Introduction

Multiple sclerosis (MS) is a chronic autoimmune disease of the central nervous system affecting an estimated 450,000-550,000 people in the United States [1,2]. The financial burden accompanying MS is a central component of the disease experience, ranking second among all chronic conditions in direct costs behind congestive heart failure [3]. In addition to the impact of decreased productivity and unemployment [4-6], patients often shoulder the burden of high out-of-pocket costs for medications, tests, magnetic resonance imaging (MRI), medical equipment, and inpatient or outpatient visits [3,7,8]. Disease-modifying therapies (DMTs) slow the disease progression and related disability and are the prevailing treatment for people with MS [9]. Responding to rising costs of DMTs [10,11], insurers have adopted strategies to optimize the utilization of specialty medications through management, including requiring prior authorization, step therapy (where a patient must fail a preferred medication first), or tiered formularies that increase cost sharing for patients [12,13]. Falling into the “specialty drug” tier of most benefits plans, DMTs are subject to higher out-of-pocket costs (ie, tiers that require high coinsurance or copayment) than nonspecialty drugs [14]. Due to the clinical benefits of specialty drugs like DMTs, their use remains relatively insensitive to such cost-sharing programs [14,15]. For people with MS, high out-of-pocket costs for DMTs have been associated with lower adherence and inappropriate disease management, which leaves patients at increased risk of relapse and payers vulnerable to increased associated resource use [16,17].

A growing body of research has explored the impact of current insurance coverage and related barriers to DMT access on people with MS. An estimated 25% of people with MS taking DMTs receive these drugs at little to no cost through pharmaceutical company financial aid programs, and such programs have been shown to increase the adherence [18,19]. Discounted drug programs can be essential in mitigating prohibitive financial barriers for patients; however, regulations may prevent those with government-based insurance coverage from using these programs [20], so they may not be an ideal solution for all patients.

One understudied aspect of access to MS DMTs is the patient experience in navigating the treatment acquisition landscape. Although prior research has focused on the number of people receiving DMTs, how they paid for their treatment, and insurance-related access barriers [19], it is not yet clear how people with MS perceive and navigate the current health care system to obtain their medication and how they perceive this impacts their health outcomes and self-reported quality of life.

The goals of this study are to describe the overall occurrence of difficulties and delays associated with gaining access to DMTs among people with MS, to assess the impact of access barriers on DMT medication adherence and MS outcomes, and to contextualize the experience of obtaining a DMT after the receipt of a prescription.

Methods

Study Design

This mixed-methods study included a population of people with MS who were members of PatientsLikeMe as of February 2016. PatientsLikeMe is a real-time, data-sharing, and research platform of patient communities devoted to a variety of life-changing health conditions. As of July 1, 2018, PatientsLikeMe had >600,000 members with >2800 different health conditions, including 59,853 members with MS, and among those reporting their variant of MS, most (32,732/50,868, 64.35%) reported having relapsing-remitting MS (RRMS). Of note, participants were not compensated. This study was exempted from review by the New England Independent Review Board on February 26, 2016 (study #16-082).

The study was designed into 2 distinct phases, consisting of a Web-based survey and qualitative interviews following the survey completion with a subset of survey participants who had experienced a relapse during their access issue.

Phase 1: Web-Based Survey

A sample of people with RRMS from the PatientsLikeMe community participated in a cross-sectional, Web-based questionnaire fielded by PatientsLikeMe [21]. A closed design was used, meaning only members of PatientsLikeMe who were invited to take part and who had logged in with their password could see the survey. An informed consent document was displayed prior to starting the survey, and a waiver of documentation of informed consent was obtained from the New England Independent Review Board. The survey was administered electronically for 4 weeks in February and March 2016.

Survey Development

The survey included demographics and a series of questions concerning experiences with access to DMTs. We used 3 mutually exclusive branching options to segment respondents who (1) were currently experiencing a DMT access barrier, (2) had past (but not current) barrier accessing DMTs, and (3) never experienced an access barrier to their DMTs. Preliminary survey items were derived from targeted literature review and consultation with MS experts; a PatientsLikeMe patient member (DM) provided feedback on items, survey length, and participant interpretability. Prior to fielding the survey, it went through a series of reviews among investigators and was electronically pretested for design elements, question ordering, and flow; see Multimedia Appendix 1 for survey questions.

Survey Population

Eligible participants were aged ≥18 years, who self-reported residence within the United States, reported a physician diagnosis of RRMS, and had a recent (90-day) activity on the
PatientsLikeMe website. Eligible participants were sent a private survey invitation through the PatientsLikeMe website. Notably, participants were screened out if they did not confirm the above eligibility criteria or reported never being prescribed a DMT for RRMS.

**Measures**

**DMT access barriers** included any of the following: lack of insurance; insurance not covering the DMT; prior authorization documentation requirement; high out-of-pocket costs; requirement to take another DMT before the prescribed DMT (ie, step through); inability to obtain the DMT at their desired pharmacy or infusion center; or other difficulties.

**Adherence** was measured by asking participants how often they take their medication as prescribed. Responses could be given in 10% increments from 0% (none of the time) to 100% (always).

**Health literacy** was measured using respondents’ level of confidence filling out medical forms by themselves [22,23]. In addition, a dichotomous variable was created to classify those who were “quite a bit” or “extremely” confident as having high health literacy; those who responded “somewhat,” “a little,” or “not at all” as having low health literacy.

**Stress** was measured on a 10-point numeric scale. Respondents who had experienced an access barrier were asked how stressful their most recent DMT access issue was from 0 (not at all) to 10 (greatly). Those who had not experienced an access issue were instead asked about their stress level in the last 7 days.

In addition to survey responses, most recent Patient-Determined Disease Steps (PDDS) score [24-27] was obtained from participants’ PatientsLikeMe profiles. PDDS is measured on a 9-point scale from 0 (Normal) to 8 (Bedridden).

**Analyses**

In this study, subgroups (current, past, or never had DMT issue) were defined by the following 2 questions: “Which option best describes your experience with accessing or receiving your DMT medication for MS?” (current DMT access difficulty, a past difficulty, or never had a difficulty) and “Have you ever had any of the following difficulties accessing or receiving DMT medications for MS?” (a select-all-that-apply list including items such as covered by insurance plan and it required authorizing documentation).

During analysis, it was discovered that some participants reported they had never experienced a DMT access issue; however, when queried about specific access issues, they selected a specific DMT access barrier (eg, authorizing documentation, high out-of-pocket costs, medications not covered by insurance). For clarification, a 2-question follow-up survey was fielded in June and July 2016 to 108 respondents who fell into this category.

The first question was closed-ended: “Were any of the following situations burdensome enough to delay or prevent you from getting your DMT medication? (check all that apply).” Answer options included (1) having to fill out paperwork or get other documentation for DMT access or (2) DMT out-of-pocket costs too high. The second question was open-ended: “Please tell us a little bit more about this difficulty and the effect it had on you (if any).” Variables with closed-ended response options were analyzed using descriptive and summary statistics. We used Wilcoxon rank-sum tests to compare groups with nonnormally distributed values; t tests were used to compare groups with normally distributed values. An alpha value of ≤.05 was considered significant. Statistical analyses were performed using SAS software, version 9.4 (Cary, NC, USA). Open-ended questions were coded for themes using conventional content analysis in ATLAS.ti software (ATLAS.ti Scientific Software Development GmbH, Berlin, Germany, version 5.0) [28,29].

**Data Exclusion**

A validated sample of survey respondents excluded 121 respondents from the analyzed sample who gave conflicting responses to the survey branches. The total number of respondents in the “never” category reduced from the full sample of 507 respondents to 386.

**Phase 2: Qualitative Interviews**

Interview methods are described using the consolidated criteria for reporting qualitative research [30]. During the second phase of this study, 10 respondents who completed the questionnaire were selected to participate in a single, 60-minute follow-up interview between April and June 2016. Interviews were conducted at the participants’ convenience via phone or videoconference by researchers (KFS and BJK). The interviewers had no prior relationship with interviewees. Interviews were audiorecorded and transcribed. Participants were not given transcripts or findings for review.

**Interview Sample Population**

Participants were selected for interviews based on their survey response, reporting either a current or past issue with DMT access, at least one MS relapse during the period of their DMT access difficulty, and consent to a follow-up interview in the first survey.

**Interview Guide Development**

The goal of the interview was to supplement information collected in the questionnaire, among participants who had experienced DMT access barriers and a negative health event (eg, MS relapse) during the assess issue, using qualitative data (see Multimedia Appendix 2 for the Interview Guide). The following 4 research questions directed the interview guide: (1) How did people resolve their DMT access issues? (2) What are the clinical consequences of DMT access barriers? (3) What are the impacts of DMT access issues on quality of life? and (4) Who are the agents involved in helping people access their DMT?

**Analyses**

Interviews were analyzed for themes by researchers using a constant comparative method [31,32]. To represent interactions between study participants and the agents or organizations involved in resolving their access to DMTs, an aggregate egocentric social network map was created based on the
interviews [33,34]. To create the map, an iterative process was used to draw connections between each interviewee and others involved in DMT access resolution. Each subsequent interviewee was compared with the previous ones until all connections mentioned in the interviews were placed on the generalized map, with the “ego” (study participant) in the center.

Results

Survey Results

Survey Sample

Of 5239 people invited to the survey, 947 viewed the invitation and 584 participated in the survey, for a participation rate of 61.6%. A total of 507 participants completed the survey, for a completion rate of 86.8% (507/584). A subset of 40 participants (out of 108 who were invited) completed the follow-up survey, for a participation rate of 85%). Among survey completers, 78.3% (397/507) were females, 89.6% (441/507) were white, and participants were, on average, 49 years old (Table 1). Of the survey completers, 66% (234/350) had high health literacy; however, the percentage of those with high health literacy was lowest among those currently experiencing access issues (25/45, 56%), of those with a current issue vs 138/188, 73.4%, of those with a past issue and 127/153, 83.0%, of those who never had issues had high health literacy). This difference was statistically significant ($\chi^2_{19}=14.6, P<.001$). Median PDDS score was 4 (range, 1-8; interquartile range [IQR], 3.0), indicating some gait disability. Of those in the validated sample, 60.4% (233/386) had experienced difficulty accessing a DMT in the past (188/386, 48.7%) or were currently experiencing an issue related to DMTs access (45/386, 11.7%). Average time to receive the originally prescribed DMT after experiencing an access barrier was 8.3 (SD 16.5) weeks.

Reasons for Disease-Modifying Therapy Access Difficulties

The most frequently reported reasons for DMT-related access difficulties were “insurance required authorizing documentation” (9/42, 21.4%, current issue and 78/182, 42.9%, past issue) and “high out-of-pocket costs” (13/42, 31.0%, current issue and 54/182, 29.7%, past issue; Table 2). Other reasons included administrative coordination problems among insurance companies, pharmacies, and clinician’s offices.

Among the 40 follow-up respondents, 60% (24/40) clarified that the DMT access barrier delayed or prevented them from getting their DMT medication. The reasons for access problems mirrored the results obtained from the full survey, with about half of those who had experienced barriers attributing them to “authorizing documentation” (58%, 14/24), a third to “high out-of-pocket costs” (33%, 8/24), and several to “not covered by insurance” (8%, 2/24). Furthermore, a slight majority of the 40 follow-up respondents (66%, 16/24) confirmed that their access difficulty did not delay or prevent them from getting their DMT.

Adherence to Prescribed Disease-Modifying Therapies During Periods of Decreased Access

Respondents frequently went without any RRMS medication until they could obtain their prescribed DMT. Nearly half (68/165, 41.2%) of respondents who had experienced a past access issue reported going without their medication(s) until they could access their prescribed DMT. 4.8% (8/165) switched to a different DMT, 1.8% (3/165) continued their old medication, and 1.2% (2/165) received a different DMT until receiving the originally prescribed DMT. Among respondents currently experiencing a DMT access issue, about half (20/39, 51%) responded they were not currently taking any medications for their MS, 23% (13/39) continued their old medication, 13% (5/39) took a newly prescribed DMT, and 3% (1/39) reported they were instead taking a newly prescribed non-DMT medication for MS (Table 3).

Self-reported adherence to DMT medication during an access barrier (mean 8.97 [SD 2.47]) was significantly lower than self-reported typical DMT adherence (mean 9.61 [SD 1.01]). A paired t test showed that this difference was statistically significant ($t_{10}=-2.48, P<.02$).

Outcomes During Periods of Decreased Disease-Modifying Therapy Access: Stress and Multiple Sclerosis Relapse

Among respondents who experienced a DMT access barrier, 49% (22/45) of those with a current access issue reported at least one MS relapse during the time of the barrier; 29.8% (56/188) self-reported at least one MS relapse during a past DMT access issue. The Wilcoxon rank-sum tests showed significantly higher stress levels among those who experienced at least one MS relapse during a past access issue (n=48; median, 8.5; IQR, 7.0-10.0) than among those who did not experience relapse (n=113; median, 7.0; IQR, 6.0-9.0); this effect did not reach significance for those with a current issue (n=19; median, 10.0; IQR, 7.0-10.0 vs n=20; median 7.0; IQR, 4.3-8.8; Z=−1.835, P=.08).

Stakeholder Agents Involved in Disease-Modifying Therapy Access

Among respondents who experienced past difficulties gaining access to DMTs, 47.9% (57/119) involved doctors or office staff to help resolve the DMT access issue and 40.3% (48/119) said they were at least partially responsible for resolving the issue themselves. The remaining agents involved in resolving the issue were the drug manufacturers (39/119, 32.8%), pharmacy or specialty pharmacy (31/119, 26.1%), insurance companies (26/119, 21.8%), and infusion centers (6/119, 5.0%). Few caregivers were involved in resolving the access barriers (2/119, 1.7%).
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total completed (N=507)</th>
<th>Validated sample&lt;sup&gt;a&lt;/sup&gt; (n=386)</th>
<th>Current issue (n=45)</th>
<th>Past issue (n=188)</th>
<th>Never had issue (n=153)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.1 (10.4)</td>
<td>49.7 (10.2)</td>
<td>50.2 (9.7)</td>
<td>48.9 (10.8)</td>
<td>50.5 (9.7)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>397 (78.3)</td>
<td>308 (79.8)</td>
<td>39 (86.7)</td>
<td>154 (81.9)</td>
<td>115 (75.2)</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>441 (89.6)</td>
<td>335 (89.8)</td>
<td>40 (90.9)</td>
<td>161 (88.5)</td>
<td>134 (91.2)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td>462 (94.7)</td>
<td>357 (95.7)</td>
<td>41 (93.2)</td>
<td>173 (95.6)</td>
<td>143 (96.6)</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>143 (96.6)</td>
<td>173 (95.6)</td>
<td>41 (93.2)</td>
<td>173 (95.6)</td>
<td>143 (96.6)</td>
</tr>
<tr>
<td>Number of comorbidities, median (range, IQR&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>1 (1-27, 1.0)</td>
<td>1 (1-27, 2.0)</td>
<td>1 (1-21, 3.0)</td>
<td>1 (1-27, 1.0)</td>
<td>1 (1-15, 1.0)</td>
</tr>
<tr>
<td>Education&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>53 (12.7)</td>
<td>39 (12.2)</td>
<td>6 (16.2)</td>
<td>21 (13.6)</td>
<td>12 (9.4)</td>
</tr>
<tr>
<td>Some college</td>
<td>165 (39.6)</td>
<td>126 (39.4)</td>
<td>18 (48.6)</td>
<td>56 (36.1)</td>
<td>52 (40.6)</td>
</tr>
<tr>
<td>College degree</td>
<td>131 (31.4)</td>
<td>107 (33.4)</td>
<td>5 (13.5)</td>
<td>57 (36.8)</td>
<td>45 (35.2)</td>
</tr>
<tr>
<td>Postgraduate work</td>
<td>68 (16.3)</td>
<td>48 (15.0)</td>
<td>8 (21.6)</td>
<td>21 (13.6)</td>
<td>19 (14.8)</td>
</tr>
<tr>
<td>High Health Literacy&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quite a bit or extremely</td>
<td>234 (66.1)</td>
<td>182 (65.5)</td>
<td>25 (55.5)</td>
<td>138 (73.4)</td>
<td>127 (83.0)</td>
</tr>
<tr>
<td>Health Insurance Status&lt;sup&gt;e&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employer based</td>
<td>209 (47.5)</td>
<td>162 (47)</td>
<td>18 (43.9)</td>
<td>76 (45.5)</td>
<td>68 (49.6)</td>
</tr>
<tr>
<td>Direct</td>
<td>34 (7.7)</td>
<td>26 (7.5)</td>
<td>2 (4.9)</td>
<td>14 (8.4)</td>
<td>10 (7.3)</td>
</tr>
<tr>
<td>Medicare</td>
<td>131 (29.8)</td>
<td>103 (29.9)</td>
<td>10 (24.4)</td>
<td>56 (33.5)</td>
<td>37 (27.0)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>38 (8.6)</td>
<td>32 (9.3)</td>
<td>8 (19.5)</td>
<td>11 (6.6)</td>
<td>13 (9.5)</td>
</tr>
<tr>
<td>Military</td>
<td>7 (1.6)</td>
<td>7 (2.0)</td>
<td>1 (2.4)</td>
<td>3 (1.8)</td>
<td>3 (2.2)</td>
</tr>
<tr>
<td>Veterans Affairs</td>
<td>9 (2.1)</td>
<td>8 (2.3)</td>
<td>1 (2.4)</td>
<td>2 (1.2)</td>
<td>5 (3.6)</td>
</tr>
<tr>
<td>None</td>
<td>8 (1.8)</td>
<td>4 (1.2)</td>
<td>1 (2.4)</td>
<td>3 (1.8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (0.8)</td>
<td>3 (0.8)</td>
<td>0 (0)</td>
<td>2 (1.2)</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>PDDS&lt;sup&gt;f&lt;/sup&gt; score, median (range, IQR)</td>
<td>4 (1-8, 3.0)</td>
<td>4 (1-8, 3.0)</td>
<td>4 (1-8, 3.0)</td>
<td>4 (1-8, 3.0)</td>
<td>4 (1-8, 3.0)</td>
</tr>
<tr>
<td>Had relapse during access issue (self-reported), n (%)</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
<td>N/A</td>
<td>22 (48.9)</td>
<td>56 (29.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Average delay in weeks&lt;sup&gt;h,i&lt;/sup&gt;, mean (SD)</td>
<td>N/A</td>
<td>N/A</td>
<td>8 (16.5)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Subgroups (current, past, or never had a disease-modifying therapy [DMT] issue) were drawn from a validated sample based on the questions: “Which option best describes your experience with accessing or receiving your DMT medication for MS?” “Never” includes only those who selected none of the DMT access issues and “never” to “Which option best describes your experience with accessing or receiving your DMT medication for MS?”

<sup>b</sup>IQR: interquartile range.

<sup>c</sup>Validated sample, n=320

<sup>d</sup>Validated sample, n=278

<sup>e</sup>Validated sample, n=345

<sup>f</sup>PDDS: Patient Determined Disease Steps.

<sup>g</sup>N/A: not applicable.

<sup>h</sup>Asked only of those who eventually received the originally prescribed DMT.

<sup>i</sup>Past issue, n=64.
Table 2. Reported reasons for the disease-modifying therapy (DMT) access issue.

<table>
<thead>
<tr>
<th>Source of access issuea</th>
<th>Past issueb, n (%)</th>
<th>Current issuec, n (%)</th>
<th>Follow-upd, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insurance required authorizing documentation</td>
<td>78 (42.9)</td>
<td>9 (21.4)</td>
<td>14 (58.3)</td>
</tr>
<tr>
<td>High out-of-pocket costs</td>
<td>54 (29.7)</td>
<td>13 (31.0)</td>
<td>8 (33.3)</td>
</tr>
<tr>
<td>Not covered by my insurance plan</td>
<td>20 (11.0)</td>
<td>8 (19.0)</td>
<td>2 (8.3)</td>
</tr>
<tr>
<td>I do not have insurance</td>
<td>17 (9.3)</td>
<td>3 (7.1)</td>
<td>N/A²</td>
</tr>
<tr>
<td>Not at my desired pharmacy or infusion</td>
<td>14 (7.7)</td>
<td>2 (4.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Required to take one additional DMT</td>
<td>9 (4.9)</td>
<td>6 (14.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Otherdf</td>
<td>37 (20.3)</td>
<td>8 (19.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>I don’t know</td>
<td>12 (6.6)</td>
<td>6 (14.3)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aAmong a validated sample of those with past or current difficulties, access reasons were only asked of those who received a DMT prescription from their doctor. Question text for current issue was: “What difficulties are you having accessing or retrieving your DMT medication? Check all that apply”; question text for past access issue was: “Thinking about your most recent MS DMT access issue, what difficulties did you have accessing or receiving your DMT medication? Check all that apply.”
bPast issue, n=182.
cCurrent issue, n=42.
dFollow-up, n=24.
eN/A: not applicable.
fOther past reasons included administrative problems (n=9), provider changed or could not authorize (n=5), insurance or pharmacy denied drug or changed policies (n=5), insurance status change (n=4), appointment or prescription delay by the provider (n=4), paperwork issue (n=2), and other (n=5).
fOther current reasons included insurance policy changes or coverage loss (n=2), doctor or hospital problems (n=2), administrative problems (n=1), and switched drug (n=1).

Table 3. Medication status during past and current access issue.

<table>
<thead>
<tr>
<th>Medication statusa</th>
<th>Past issueb, n (%)</th>
<th>Current issuec, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not taking any medication or went without medication</td>
<td>68 (41.2)</td>
<td>20 (51.3)</td>
</tr>
<tr>
<td>I received my disease-modifying therapy (DMT) medication within a reasonable amount of time,</td>
<td>56 (33.9)</td>
<td>N/A²</td>
</tr>
<tr>
<td>I was prescribed a new DMT instead</td>
<td>8 (4.8)</td>
<td>5 (12.8)</td>
</tr>
<tr>
<td>I continued taking my old medication</td>
<td>3 (1.8)</td>
<td>13 (33.4)</td>
</tr>
<tr>
<td>Received another DMT before receiving my prescribed DMT</td>
<td>2 (1.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>I am taking a newly prescribed other non-DMT medication</td>
<td>N/A</td>
<td>1 (2.6)</td>
</tr>
<tr>
<td>Other</td>
<td>28 (17.0)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aAsked of respondents who had insurance or did not answer that difficulty obtaining DMT at a pharmacy or infusion center was their primary DMT access reason. Question text for current access status was: “What other MS medication(s) are you taking while your DMT medication access issue is being resolved?”; question text for past access issue was “Pick the option that best describes how your most recent MS DMT access issue was resolved:”
bPast issue, n=165.
cCurrent issue, n=39.
dN/A: not applicable.

Qualitative Interviews

Interview Sample

Qualitative interviews were conducted among 10 survey respondents who experienced at least one MS relapse during a past or current period of decreased access to DMTs. Participants were predominantly females (9/10, 90%) with the mean age of 54 (range, 42-64) years; of them, 5 reported being on Medicaid or Medicare, 3 on employer-sponsored insurance, 1 did not specify insurance type, and 1 had no insurance. The median duration of MS was 9.5 (range, 2-15) years.

Themes From Qualitative Interviews

We identified several themes in the interviews; detailed examples are shown in Table 4.

Theme 1: Financial Burden Begins Prior to the Disease-Modifying Therapy Access Barrier and Can Impact Adherence to the Therapy

Many participants reported that prior to being prescribed a DMT, they had been in financial distress due to MS diagnostic costs and/or loss of income due to inability to work because of their symptoms (Table 4). For example, one participant said she had spent “all our savings” (Female, age 58 years) on medical costs.
related to her MS diagnosis, such as MRI tests. Another filed for bankruptcy because of bills stemming from his initial MS diagnosis. Most interviewees had stopped or reduced paid work because of MS symptoms, and over half (6/10, 60%) sought or received disability pay or subsisted on a fixed monthly income lower than the amount of their monthly copayment for their DMT medication. Most interviewees (8/10, 80%) went without DMT medication during their access barrier; the remaining 2 took a DMT they had been prescribed in the past until the access barrier was resolved.

**Theme 2: Disease-Modifying Therapy Access Barriers are Associated With Stress and Relapses**

Many participants felt delays in DMT treatment, and the stress associated with the process of obtaining the DMT triggered relapses or worsened their MS. As one participant who experienced a combination of billing errors and finding her DMT out of stock at her infusion center asked, “Why do I have to deal with this crap? You know how they say that stress makes it worse?” (Female, age 56 years). Several participants experienced worsening fatigue and cognitive problems related to MS and the lack of DMT, making efforts to resolve their access issue more difficult.

**Theme 3: Disease-Modifying Therapy Access Issues Affect Quality of Life**

Access difficulties impacted multiple facets of participants’ lives; emotional and interpersonal impacts were commonly mentioned. Emotional impacts included situational problems like “frayed nerves” (female, age 58 years) and exacerbation of pre-existing mental health comorbidities, such as depression. In addition to the time and effort spent on trying to access a DMT, several participants reported that the uncertainty of having unstable health because of going without a DMT made it difficult to schedule social events in advance.

**Theme 4: Personal Resources Enable Access to Overcome Disease-Modifying Therapy Access Barriers**

Several participants who succeeded in obtaining their DMT reported that they leveraged knowledge and skills from working in medical billing and other health care areas to expedite the process. This high level of health care literacy obtained through work experience facilitated their ability to document the issue and reach the appropriate agents who could help resolve the problem quickly.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Financial burden begins prior access issue and impacts the disease-modifying therapy (DMT) adherence</strong></td>
<td>I had to declare bankruptcy because of my first doctor’s bill. We accumulated US $15,000 in debt through the MRIs because they only cover half of one MRI per year and I had 6 that first year… I went from making US $6500 a month to US $1400 a month [on disability] with two kids and a vehicle. I get a little part time job that’s 12 hours a week, US $30 an hour. That pays for my drugs. [Male, age 42 years] Patients are not getting help. We cannot afford insurance. My discretionary income is US $10, that’s why I needed a physician who accepted cash. With co-pay, deductible and premium I could not afford that. [Female, age 45 years] I couldn’t afford the co pay and just quit taking the DMM [disease modifying medication]. I also quit taking other medications I could not afford to purchase. [Female, age 64 years]</td>
</tr>
<tr>
<td><strong>DMT access problems and related stress leads to multiple sclerosis relapses</strong></td>
<td>I’ve had a series of bad attacks when the prescription lapsed and when the insurance lapsed. I have some severe damage where it comes to process from the printed page and to spit it back out again. That ability is gone unless it’s in context… I had lesions confirmed. The area with the vocabulary. I’m also a bit slow on the processing. There are things I don’t do so well. It takes me that little extra moment, so there’s this pause in my conversation… Those are the two areas of the brain affected. [Female, age 58 years] You spend 45 min fighting on the phone it’s like working 8 hours. I have to take 2-3 hours of the day for a nap to get my energy back…I’ve done nothing but fight with [my insurance company]. [Female, age 51 years] I had a relapse while waiting to get on [DMT]. My left arm is numb and tingling constantly. [Female, age 54 years]</td>
</tr>
<tr>
<td><strong>DMT access issues affect the quality of life</strong></td>
<td>When I didn’t have the medication, I have depression, and that’s not a surprise when you have MS, and it affected me really bad, especially without the [DMT] and I can’t afford it. I kept thinking I don’t know what’s happening inside of me and are things happening to me that I won’t be able to come back from? Not having the medication really affected me emotionally as well.” [Female, age 59 years, on Medicare with too high co-pay] My husband has to work 10 hour days and he’s stressed because of me. I worry about him. If I couldn’t get coverage on HC.gov, I could have gotten on my husband’s plan but that would have been more money, more money out of his paycheck. I went for the lesser of two evils but it’s still US $352 per month. There’s gotta be an in-between. I look for miracles. Someone that doesn’t qualify for disability there has to be some safety net. [Female, age 51 years]</td>
</tr>
<tr>
<td><strong>Personal resources enable access to overcome DMT barrier</strong></td>
<td>I had a 2-month delay to get the authorization. The prescription took over 30 days. First, they sent it to a retail pharmacy and it was rejected. Then it was sent to the wrong specialty pharmacy, and they denied it. Finally, after a month, I got the prescription. I used to do billing for Medicare, so I was familiar with pharmacy denials. Someone else would be lost, they would have had to do without their medicine. The fact that I got the prior authorization, I knew I didn’t have to pay full-price. I knew it should be covered under my plan. [Female, age 64 years]</td>
</tr>
</tbody>
</table>

Table 4. Themes arising from participant interviews.

---
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Egocentric Social Network of Disease-Modifying Therapy Access

Participants contacted numerous stakeholders during the process of obtaining a DMT. The complexity and intensity of work involved in resolving the problem placed a high burden on them. As one participant described, “I do all of the legwork” (Female, age 58 years). All interviewees contacted their insurance company, physicians, and specialty pharmacy while trying to obtain their DMT. Additional agents contacted included advocacy groups, pharmaceutical companies, government agencies, and hospitals. Figure 1 depicts a conceptual network visualization of these agents as a social network diagram.

Insurance-related access problems were attributed to changes in plans (eg, from an employer-sponsored plan to Medicare), formulary changes by insurance companies’ pharmacy benefit manager, or copayment payment policies. For example, a change to the pharmacy benefit manager contracted with one woman’s insurance company left her with different coverages, new step therapy requirements, and without access to her DMT for months at a time. In addition, insurance changes led to uncertainty about future access; for example, one participant could not find information about whether the Medicaid plan he would enter later in the year would cover his DMT. Finally, some participants could not afford to meet insurance requirements to pay the full price of DMT upfront and wait to be reimbursed later for the portion covered by the insurer.

Providers facilitated the documentation of proof of the medical need for advocacy groups or pharmaceutical company programs offering copayment assistance. For some, physician documentation was easily accomplished, while for others, it was a frustrating impediment that required additional calls or visits, and in some cases, delayed treatment access.

Barriers at pharmacies centered around finding a specialty pharmacy to work with their insurance and/or copayment assistance program. Resolving these issues could involve weeks of phone calls and research into plan coverages at specific pharmacies. Several participants reported that insurance companies were unable to provide accurate information about alternative pharmacies that might cover their DMT, forcing them to independently seek this information on the internet or elsewhere.

Nearly all interview participants had sought financial assistance from an advocacy group or a pharmaceutical company; this process was marked by complexity and logistical challenges requiring substantial investment of time and effort to prove need and coordinate stakeholders. Participants reported a range of experiences with patient advocacy groups, from helpful to challenging. Some reported no problems with obtaining copayment assistance from advocacy groups but experienced problems elsewhere in the access process. Most described the advocacy group funding assistance as a “grant” distributed for a certain total amount of money, after which point they would need to reapply. However, these organizations sometimes lacked sufficient funds to (re-)distribute. Others described spending dozens of hours on calls and paperwork to prove eligibility, with one woman reporting her income was deemed US $100 too high for assistance, despite living in an expensive area with a relatively modest income.

Pharmaceutical companies provided participants with copayment assistance or direct access to a DMT. Some participants had difficulty navigating the administrative paperwork necessary to access their copayment assistance programs, which could require original signatures that some found difficult to obtain.

Figure 1. The aggregate egocentric social network of disease-modifying therapy access resolution based on 10 people with multiple sclerosis who experienced a relapse during their access issue.
Others reported that pharmaceutical companies’ copayment assistance programs were helpful facilitators, coordinating copayment assistance among patients, providers, and pharmacies or in one instance directly sending medication to a patient when the insurance company and the pharmacy failed to work with the pharmaceutical company’s copayment assistance program. Two interviewees contacted government agencies to enforce the insurance coverage of DMTs that were not being followed; this required additional effort and knowledge to access services to enforce coverage of DMTs.

Finally, participants reported that their families provided emotional and financial support, working to provide insurance and encouraging them to keep trying until they obtained their DMT. However, several reported they felt they were a burden to their spouse or other family members.

Discussion

Principal Findings

In the United States, people with MS can face difficulty accessing DMTs because of insurance, pharmacy, or provider policies. This study demonstrated that issues related to DMT access occur frequently, commonly because of the need for authorizing the documentation, high out-of-pocket costs, and agency or provider coordination problems. Furthermore, participants reported that the effort to overcome barriers could be exceptionally time consuming, complex, and stressful for people with RMRS. This effort required contacting multiple stakeholders in their care administration, including providers, insurers, patient advocacy groups, and others. Furthermore, owing to the lack of DMT, people may navigate this complex process while experiencing disease progression and worsening symptoms. Some participants reported experiencing negative health outcomes during this lack of access, including relapse.

This work represents one of the few studies to both detail the frequency of DMT access issues as well as highlights the patient perspective throughout the DMT acquisition process and the impact this may have on their health outcomes. Furthermore, this study uses a novel approach, blending quantitative and qualitative methods to illuminate the patient experience with DMT access barriers from their own perspective. This approach offers depth and real-world insight that cannot be observed from administrative sources such as claims databases.

Comparison With Prior Work

These findings confirm previous research showing that insurance-related access barriers can be associated with adverse outcomes, such as suboptimal adherence, which is associated with higher medical costs [35-41]. Similar to other studies with people with MS, participants in this study reported that before the DMT issue, many had to reduce or stop working because of functional cognitive decline related to MS [4-6,42,43]. Noting the burden of cost, paperwork, and benefit changes on people with MS trying to obtain DMT, medication advocacy organizations and provider groups have called for system-wide transparency, lower drug prices for DMTs, and policy reforms to assist people with MS with the cost burden of their care [8,44,45].

While the Affordable Care Act of 2010 was implemented to benefit patients by improving the overall health insurance access [46], many patients still lack access to DMTs because of their high cost and specialty status [14]. Cost-sharing efforts on the part of payers have forced many patients to seek financial assistance to defray the costs of DMTs [19,47]. This study showed that even when these programs are available, the logistics of taking part are complex, burdensome, and sometimes unsuccessful, leading to elevated stress levels and, potentially, relapse.

Limitations

There are several limitations of our study which deserve mention. The generalizability of PatientsLikeMe patient population may not reflect the general population of people with MS as users of health-based internet sites are more likely to be female, younger, and more educated than those sampled from a clinic [48]. Results from interviews are not representative of all people with MS on PatientsLikeMe, nor those who completed the survey, as they were selected to include only those who experienced difficulty obtaining a DMT. Patient-reported explanations for DMT access difficulties are subject to errors in recall and errors in the reconstruction of events, especially among participants who reported MS relapse during the access issue. Finally, as the interview sample size was likely not sufficient to achieve concept saturation, resultant themes should be interpreted with caution.

Conclusions

This study stresses the need for future research to incorporate the patient perspective to better understand barriers to MS treatment access. The evaluation of the long-term impact of DMT access barriers on patient and disease outcomes are needed. Formulary decision makers must consider the patient experience when making DMT coverage decisions. Clinicians should be aware of how patients experience DMT access difficulties and help deliver solutions to them when feasible. The MS patient experience with DMT access will continue to evolve with ongoing policy and payer landscape changes. Hence, frequent feedback from people with MS and stakeholders will be of paramount importance to ensure access to DMTs and to measure the associated impact on outcomes.
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Abstract
Background: The internet revolution of the 21st century has made sexual content available and accessible on a scale that has never existed before. Many studies have indicated that the use of pornography was associated with more permissive sexual attitudes and tended to be linked with stronger gender-stereotypical sexual beliefs. It also seemed to be associated with other risky behaviors and sexual promiscuity. Pornography exposure in conservative societies leads to conflicts with religious and cultural taboos.

Objective: The aim of this study was to characterize the barriers and difficulties that prevent sexual discourse in the Arab society and enable pornography viewing according to the perceptions of adolescents and mothers.

Methods: This study involved qualitative research methods and in-depth interviews with 40 participants. This study included 20 Arab adolescents, sampled by 2 age groups (14-16 years and 16-18 years), and 20 mothers of adolescents from both sexes.

Results: The findings indicate that mothers “turn a blind eye” to porn viewing and sexual activity by boys; however, they show a sweeping prohibition and denial of such behavior by girls. Boys reported viewing porn routinely, whereas girls denied doing so, but admitted that their female friends watched porn. The study also found that boys experienced guilt during and after viewing porn as a result of the clash between modernity and traditional values. The mothers and adolescents emphasized the need for an open sexual discourse to reduce violent behaviors such as Web-based sexual harassment, including sending videos and pictures of naked girls, often accompanied by threats and blackmail.

Conclusions: It is necessary to find a way to encourage a significant sexual discourse to prevent the violent consequences of its absence in the Arab society. A controlled, transparent, and critical sexual discourse could help youth make more informed decisions concerning the search for sexual content, porn viewing, and sexual behavior.

(J Med Internet Res 2018;20(10):e11667) doi:10.2196/11667
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Introduction

Sexual Discourse in the Arab Community: Between Tradition and Modernization

In the Arab Community, Sexual Discourse is Considered Taboo

Among Islamic religious individuals, explicit sexual discourse is not encouraged. The reason is that according to the religion and rules of the Quran, only married people are permitted to engage in sexual relations, and therefore, sexual discourse with adolescents is considered to potentially encourage premarital sex [1]. However, as Roudi-Fahimi [2] indicated in their systematic review, despite the religious prohibition, there is in fact sexual contact between young people. Therefore, awareness has grown in some of the Arab countries that the population should be given access to information about contraceptives and about sexually transmitted diseases (STDs) resulting from multiple partners [2]. However, in contrast with the recognition of the sexual activity of youth by health authorities in Arab countries, there is still a social taboo and denial by parents that Arab youth have premarital sex, and therefore, sexual discourse in the public and domestic spheres is nonexistent [3].

In reality today, Arab youth experience sexual contact, porn viewing, and premarital sex [3-6]. The main reasons are that in the last decade, Arab communities have undergone immense transformations, largely related to the infiltration of Western elements into the society, technological means that narrowed the gap between Arab and Western society, and global social and economic changes [7,8]. The process of modernization where women education increases, fertility decreases, and marital timing is postponed occurs mainly in Arab communities living in advanced democratic countries. Furthermore, Arab youth are more exposed than the older generation to the effects of the technologies that arrived with the new media revolution. Arab youth are currently living in a dual reality where on the other hand, they are attracted and yearning for the liberal technological Western culture, while at the same time, they want to maintain their allegiance to their ancestors’ traditional isolationist culture [8-10].

Studies have shown that the nature of sexual discourse, its culture, and the way it is managed have a predictive correlation with the actual behavior of adolescents and adults [11,12]. The absence of overt sexual discourse also leads to ignorance [13], fears, and anxiety in Arab adolescent boys and girls. For instance, many Arab girls reported that the appearance of signs of menstruation came to them as a complete surprise [13,14].

Sexual Double Standard and the Status of Women in Arab Society

The sexual double standard is the widespread belief that sexual behaviors are judged differently depending on the gender of the sexual actor [15]. The sexual double standard is policed and controlled through “the-male-in-the-head” [16]. This concept refers to male power under heterosexuality, which leads to the unequal relationship between femininity and masculinity, and relates to the control of both female and male sexuality. A characteristic of the-male-in-the-head is the silencing of sexual female voices and the simultaneous noise of male-dominated conversations in this area. Boys and men are thought to receive praise and positive attributions from others for nonmarital sexual contacts, whereas girls and women are believed to be derogated and stigmatized for similar behaviors. In other words, men are rewarded for sexual activity, whereas women are derogated for the same activity [17,18]. The sexual double standard is related to standard gender stereotypes: sex and desire are not feminine, whereas they are expected from men. Heterosexuality is constructed under a male gaze [19] so that men are in the position of power and they have access to discourses of sex and desire, whereas women’s desire is silenced. Women are supposed to hide their desire and make it invisible [19], whereas heterosexual men can express it openly. Furthermore, sex is seen as a greater risk for women because they can become pregnant, and although men can easily walk away from this situation, women have to shoulder the responsibility [18].

The sexual double standard intensifies in patriarchal societies such as the Arab society. In the Arab society, the woman is considered property of the man. Not only is her status unequal, but the desires of the man dictate her behavior. Women’s expression of sexual wishes or desires that contradict those of the man are often considered an offense against the man’s honor and the family honor [20].

Thus, men, given their superior position and their perception of women as their property, often rape women. It is important to emphasize that the very concept of rape does not exist in many Arab countries and that the act that is punishable is extramarital sex (a man is definitely allowed to rape his wife) [21,22]. According to the laws in these countries, 4 witnesses are often required to make a charge of rape. In the absence of 4 witnesses, the most important evidence to support a charge of rape or, alternately, extramarital sex is the woman’s pregnancy as a result of the rape. The woman is accused and punished for being raped, whereas the man is not accused at all. The situation clearly discriminates against women and places a double punishment on the victim [23]. In some Arab countries, to “ease” the woman’s plight, she is not punished but rather ordered to raise the child without a father (of course abortion is not permitted, even in cases of rape) [24]. Another issue associated with double standards toward women is murder on the background of so-called family honor, which is also familiar in the Arab society in Israel. Although men are not judged for having sex before or outside of marriage, women are judged by the society and even murdered for what is defined as “improper sexual behavior” [25].

The Internet as a Source of Sexual Information and Consumption

Internet-enabled devices have enabled people of all ages to consume sexual information at an availability and speed that have impacted and changed the sexual habits and knowledge of adolescents [26,27].

The internet is considered a more highly sexualized environment than other media [28], and research has shown that the number of youth who intentionally or accidentally encounter pornographic material online has risen significantly [29,30].
The internet occupies a prominent and prioritized place in the lives of many youth [29,31,32]. For example, a survey by the World Internet Report of people aged 12 to 14 years from 13 different countries found that 100% of British, 98% of Israeli, 96% of Czech, and 95% of Canadian youth reported using the internet regularly [33].

The internet can serve youth as a source for the acquisition of skills, the development of high literacy, and entertainment [34]. However, at the same time, for users with certain sociodemographic characteristics, it can be a source of risk behaviors, such as pornography viewing and addiction [35,36].

**Pornography and Youth**

The legal status of pornography in the world varies widely from one country to another [37], but attempts to restrict access to online pornographic contents in different countries have usually failed due to the ease of access [38]. Systematic studies and reviews have indicated that youth view porn from 10 years to 18 years, although prevalence rates between studies varied greatly [39].

Young adults can also be exposed to pornographic contents “by chance” when they do not intend to [40-42]. Exposure to sexually explicit material in adolescence has a unique impact because in adolescence, youth feel high uncertainty about their identity and sexual boundaries [43]. Furthermore, exposure to porn from a young age impacts the way youth think about sexuality as well as their actual sexual behavior. According to a large survey of American college students, 51% of males and 32% of females admitted to viewing pornography for the first time before they were 13 years old [44]. For teenagers exposed to pornography within a family setting, pornography causes stress and increases the risk for developing negative attitudes about the nature and purpose of human sexuality.

For adolescents who view pornography, their attitudes toward their own and others’ sexuality change, and their sexual expectations and behavior are shaped accordingly [43-45]. A study of 2343 adolescents found that sexually explicit internet material significantly increased their uncertainties about sexuality [43].

Age groups of 14–16 years and 16-18 years are sensitive ages for porn viewing because from age 14 years, adolescents face growing social pressure from their peer group to have romantic partners [46,47]. Relations with partners at these ages are influenced by what they viewed and learned from porn.

Due to the pervasiveness of online porn in the cultural and social environment of adolescents, a systematic survey was held in 2016 [48], which found (despite the differences in the methodologies of the different studies) that pornography use was associated with more permissive sexual attitudes and tended to be linked with stronger gender-stereotypical sexual beliefs. It also appeared to be related to the occurrence of sexual intercourse, greater experience with casual sexual behavior, and more sexual aggression, both in terms of perpetration and victimization.

Porn viewing often leads to adolescents’ lower levels of sexual self-esteem [49], more liberal sexual positions, and a higher belief that peers are sexually active, raising the likelihood of younger sexual initiation [26].

Adolescents who are exposed to sexual behaviors outside of cultural norms may develop a distorted perception of sex as unrelated to love and intimacy and a desire for sexual engagement without emotional commitment [50]. The combination of peer pressure, porn viewing, and patriarchal values leads to risky behavior [51].

Studies have indicated that mostly boys but also girls tend to engage in more “sexting” (exchanging sexual text messages) when they view porn. Sexting by youth often leads to sexual contempt and online sexual violence. Studies indicate that when sexting is accompanied by alcohol drinking, it leads youth to a loss of control and potential sexual violence [52,53]. Moreover, adolescents who are exposed to pornography may develop positions that support the “rape myth,” which ascribes responsibility for sexual assault to the female victim [26,54].

There are few studies on the viewing habits of sexual contents and use of pornography in Arab countries among young adults in general and adolescents in particular. Studies that have examined the subject have found that the internet exposes Arab youth to contents that contradict religious and cultural taboos. The studies found that because of the proscription and supervision in Arab countries, youth acquire information and view pornography clandestinely [55].

Arab youth living in conservative communities watch porn secretly not only out of the psychological fear of the reactions of their parents and other authority figures in their lives [43] but also because of the religious proscription that does not exist for secular youth living in liberal societies [56].

It was found that because Arab adolescents live in a conservative world with a culture of silencing, their level of emotional readiness and tools to filter sexual contents are much lower than that of Western youth [13,57]. For instance, in a study of young adult students in Lebanon, it was found that a considerable number of them used the internet to view pornography and gamble [58].

Many studies are conducted around the world on pornography consumption. However, as stated in the systematic survey by Owens et al [59], it is necessary to continue studying this phenomenon by encouraging global studies. Few studies have been conducted on Arab youth concerning sexual discourse on the social networks and the use of technological means. Most of the studies in the literature are quantitative studies that indicate the frequency of porn viewing and/or the attitudes and perceptions of youth about specific issues on which they were asked in closed questionnaires. There are very few qualitative research studies, namely, in-depth “face-to-face” interviews that take a deep look at the features of the sexual discourse between Arab youth and their parents as well as the gaps and conflicts that arise from them.

In light of the sparsity of data specifically concerning this population, this study will contribute to understanding the impact of social, cultural, and religious patterns on the perceptions of online sexual discourse of Arab youth and mothers in Israel. Moreover, the study can provide a basis for the formulation of
recommendations that put an emphasis on risk communication on the internet with the purpose of promoting a policy of effective and accommodated sexual discourse for the needs of Arab youth and their parents.

**Objectives**
The objective of this study was to characterize the barriers and difficulties that prevent sexual discourse in the Arab society and enable pornography viewing according to the perceptions of adolescents and mothers.

**Methods**

**Study Design and Analysis**
This study employs qualitative research, which allows the in-depth observation of a phenomenon through the prism of the study participants. The purpose of the phenomenological qualitative research method is to understand the studied phenomenon by analyzing the experiences of a certain population, with an emphasis on selecting an informative group that authentically represents it [60].

**Research Population**
A total of 40 respondents were interviewed for this study. This study comprised 20 Arab adolescents (Table 1) in 2 age groups, who, according to the literature, are in different developmental stages: 14-16 years and 16-18 years [61]. In addition, 20 mothers (Table 2) of adolescents of both sexes were interviewed. Only mothers were chosen and not fathers on the assumption that men in the Arab society would refuse to have a conversation on sexuality in general, and especially the fathers of daughters.

**Recruitment and Interview Process**
An application was submitted to the Faculty of Social Welfare and Health Sciences Ethics Committee for research with human subjects at Haifa University, and full ethical approval (no.439/17) was granted. Participants were recruited through purpose sampling of Arab schools in Nazareth, Kafr Sullam, Reina, Kafr Nin, and Ein Mahel. These schools were chosen to achieve a heterogenic profile of the youth population. The researchers approached different schools in Nazareth and its surroundings to sample youth from different ethnicities—Muslims and Christians. It is important to note that the youth in Nazareth live in a mixed urban environment including Jews. This environment is fundamentally different from the isolation of the purely Arab population such as in the villages of Kafr Sullam, Reina, Kafr Nin, and Ein Mahel.

The mothers of boys and girls were approached through class WhatsApp groups. The approach laid out the research goal and provided the contact information of 1 of the researchers and an invitation to contact her. The researcher asked the mothers for permission to interview their children. Following the mothers’ approval, the researcher contacted the adolescents and asked for their consent to participate in the study. In addition, mothers were approached separately. It should be noted that it was decided not to interview the adolescents whose mothers agreed to be interviewed to allow interviewees to speak freely. The interviews with the adolescents were conducted wherever the interviewees felt comfortable, usually in their homes or in parks.

### Table 1. Adolescent interviewees: sociodemographic data.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Female</td>
<td>9 (45)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD); range</strong></td>
<td>16.1 (1.1); 14.0-18.0</td>
</tr>
<tr>
<td><strong>School level (grade), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2 (10)</td>
</tr>
<tr>
<td>9</td>
<td>3 (15)</td>
</tr>
<tr>
<td>10</td>
<td>2 (10)</td>
</tr>
<tr>
<td>11</td>
<td>10 (50)</td>
</tr>
<tr>
<td>12</td>
<td>2 (15)</td>
</tr>
<tr>
<td><strong>Religion, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Muslim</td>
<td>19 (95)</td>
</tr>
<tr>
<td>Christian</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Place of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Nazareth</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Kafr Sullam</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Reina</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Kafr Nin</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>
Table 2. Sociodemographic data of mother interviewees.\(^a\)

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); range</td>
<td>41.1 (3.7); 35.0-47.0</td>
</tr>
<tr>
<td>Education (years), mean (SD); range</td>
<td>13.6 (2.3), 11.0-20.0</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Income tax</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Teacher</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Housewife</td>
<td>8 (40)</td>
</tr>
<tr>
<td>Nurse</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Cashier</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Clerk</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Secretary</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Doctor</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Place of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Ein Mahel</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Nazareth</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Daburiyya</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Yafia</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Level of religiousness, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Secular</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Traditional</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Religious</td>
<td>7 (35)</td>
</tr>
<tr>
<td><strong>Income level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Medium</td>
<td>12 (60)</td>
</tr>
<tr>
<td>High</td>
<td>5 (25)</td>
</tr>
<tr>
<td><strong>Number of children, mean (SD); range</strong></td>
<td>3.6 (1.6); 1-6</td>
</tr>
</tbody>
</table>

\(^a\)All mother interviewees were born in Israel and they are Muslim by religion.

The interviews with the mothers were conducted in their homes. The interviews lasted between 45 min and 1 hour and were conducted by 1 of the researchers who was trained to conduct qualitative interviews. The interviews were recorded and transcribed.

**Research Tools**

The choice of personal interviews rather than focus groups was made to give the interviewees the confidence to speak freely about a sensitive subject. Semistructured protocols were prepared for the interviews, adjusted to the research subpopulations. The interviews were held in Arabic, the participants’ mother tongue. Moreover, 2 protocols were designed for this study: for the adolescents and the mothers. The protocols for the Arab adolescents included questions on the perception of sexual discourse with peers and parents, information searching about sex and sexuality, and pornography viewing. The protocols for the interviews with the mothers included questions about their relationships with their adolescent children, sexual discourse at home, sources of information about their children’s sexuality, and sex education.

**Data Analysis**

The findings were analyzed by the content analysis approach [62] using the following process: in the first stage, themes were analyzed and coded for each population, adolescents and mothers, separately, while identifying main themes and subthemes. In the second stage, themes that arose among the 3 research groups—adolescents aged 14-16 years, adolescents aged 16-18 years, and mothers—were analyzed and coded. In the third stage, each subgroup was integrated separately; all of the interviews of the adolescents in each age group and of the mothers were integrated separately. In the final stage, integrated super-categories were constructed for all of the research populations.

**Validity and Reliability**

Interviews were recorded, transcribed, and logged in a field diary. This enabled examination of the reliability of the data received from the participants and control of the analysis of the findings by the researchers [63].
The field diary included notes of the time and the place of the interview, the dynamics during the meeting, resistance by interviewees to questions in the interview, and nonverbal reactions (such as body gestures or facial expressions) that cannot be surmised from the transcript of the interview. Given the sensitivity of the subject of sexuality both for the youth and the mothers, the researchers’ documentation and reflection on the process was a tool for correcting and improving the discourse with the interviewees as well as providing a holistic and deeper picture of the data.

The interview protocols were designed in Hebrew and translated into Arabic, the mother tongue of the research population, and then translated back from Arabic into Hebrew to check the wording. The interviews were transcribed in Arabic by 1 of the researchers who is fluent in both Arabic and Hebrew. Likewise, a number of stages of data collection and analysis were performed: a pilot to test protocols with 2 mothers and 2 adolescents, joint meetings of the researchers during the data collection process, reading of transcripts by the 2 researchers separately, and decision of categories and subthemes through an agreement between the researchers. Moreover, study participants represented different subpopulations (adolescents by age groups and mothers), which can strengthen the credibility and validity of the findings in relation to the studied phenomenon [62].

Results

Main Findings

The main findings that arose from the interviews with the youth and the mothers indicate 4 central themes. The first theme is the absence of sexual discourse between adolescents and their parents. The technological internet revolution has led to the availability and accessibility of sexual contents but did not advance the discourse between youth and their parents, and sexual discourse is still a social taboo. The second theme included barriers that prevent sexual discourse: normative, religious, cultural, and psychological (see details below). The third theme is that the internet realm presents a unique conflict for Arab youth from a conservative society between attraction to pornography and traditional norms. The fourth theme is the consequences of porn viewing—sexual aggression.

Absence of Sexual Discourse Between Adolescents and Their Parents

All the adolescents (n=20), without exception, stressed that sex and sexuality are taboo and there is no sexual discourse between them and their parents. For instance, 1 of the boys said:

In our society parents do not talk about sex. They perceive the subject as sensitive and forbidden, and therefore we as teenagers look for another way to understand the world of sex...

Similarly, Arab mothers (n=20) also stressed the fact that the subject of sexuality and sexual discourse is a social taboo and that is one of the reasons for the absence of sexual discourse with their children. For instance, 1 of the mothers said:

I don’t know any parents who have a sexual discourse with their teenaged children. In our society it is forbidden to talk about it. You leave it until they get married and then they learn everything by themselves... Our society does not talk about such things.

Most of the mothers in the study (n=18) had instrumental sexual discourse with their daughters, which was limited to physiological development, but they did not discuss physiological changes with their sons. One of the mothers said she explains the physiological changes to her daughters and lets her husband talk to their sons:

Yes, we do discuss issues related to adolescence, the changes that occur in your body, I discuss “periods” with my daughters more than with my sons. I don’t talk to them, it’s hard for me! When it comes to boys, I leave it to their father, even though most of the time he does not show any interest.

The interviews in the study found that some mothers (n=14) emphasized that the conversation with the boys focused only on STDs to warn and scare them about the consequences of having sex “before marriage.” For example, 1 of the mothers of sons said:

The most important thing for me is to talk about STDs like AIDS. I keep on scaring him that it is an incurable disease. Whoever gets AIDS has a slow death, is rejected by our society. A person who has that disease is perceived as disgusting, perverted, and having had “forbidden” sex. I use the intimidation mechanism to make sure he doesn’t have sex.

Table 3 presents the barriers raised by interviewees concerning the absence of sexual discourse with their children.

Conflict: Attraction to Pornography Against Traditional Norms

The adolescents said that curiosity and the absence of discourse at home led most of them to seek information on the internet and especially to watch porn. All the boys in the interviews (n=10) reported that they watch pornographic movies. For example, 1 of the boys said:

My friends at school go into those sites... Porn sites. They watch everything that has to do with sex. Intercourse and so on. Because they want to get to know that world.

As for girls, a more complex picture arose from the interviews. On one hand, most of the girls (n=6) denied viewing porn, but on the other hand, all the girls stated that their female friends did. It can be assumed that not all the girls indeed watch porn, but because of embarrassment to admit to it directly, they prefer to state that their female friends do it. In addition, the girls state their attraction and repulsion over dealing with sexuality.
Table 3. Barriers that prevent sexual discourse.

<table>
<thead>
<tr>
<th>Barrier and subheadings</th>
<th>Selected response</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The normative barrier</strong></td>
<td></td>
</tr>
<tr>
<td>Conducting sexual discourse is forbidden</td>
<td>“Our society is very conservative. They see this kind of subject as something wrong.”</td>
</tr>
<tr>
<td>Issues and dilemmas could not be raised in the public domain and social networks</td>
<td>“I don’t know, if the media talks about such subjects I think it is done very superficially because otherwise they would get unbearable criticism.”</td>
</tr>
<tr>
<td><strong>The religious barrier</strong></td>
<td></td>
</tr>
<tr>
<td>Sex is “forbidden in Islam”</td>
<td>“No, of course not. It is a very sensitive subject. Thank God me and my daughters are religious. We don’t think about sex or sexuality.”</td>
</tr>
<tr>
<td>Effect of religion on the absence of discourse</td>
<td>“Religion is also a main factor. The Islamic religion does not allow us and our parents to talk about sex. We know that it is wrong to view those movies because even viewing is adultery according to Islam. It is called ‘visual adultery’ but we still do it.”</td>
</tr>
<tr>
<td><strong>The cultural barrier</strong></td>
<td></td>
</tr>
<tr>
<td>Absence of discourse is passed through generation</td>
<td>“Because we got used to it. Our parents did not talk to me about anything to do with sex. So I don’t talk either.”</td>
</tr>
<tr>
<td>Awareness among adolescents of the history of absence</td>
<td>“Our parents don’t talk, they are afraid of such subjects, because they got used to it. Their parents didn’t talk either. So they feel that such a conversation is wrong.”</td>
</tr>
<tr>
<td><strong>Discourse as a psychological barrier</strong></td>
<td></td>
</tr>
<tr>
<td>Shyness and unacceptability of sexual discourse</td>
<td>“Sexual discourse is not acceptable in our society like other subjects. It comes from the culture of shyness we grew up in. We are the parents, mothers and fathers, so how could we transmit or talk about such a sensitive subject with our children if we don’t have the right education ourselves? We learned about this from our personal experience.”</td>
</tr>
<tr>
<td>Embarrassment over touching sexual subjects among adolescents</td>
<td>“There are lots of boys who are embarrassed to ask their parents and there are some who are afraid of punishment.”</td>
</tr>
<tr>
<td><strong>Giving legitimacy to sexual activity</strong></td>
<td></td>
</tr>
<tr>
<td>Concerns and fears of encouraging unacceptable sexual behaviors</td>
<td>“No, I did not talk about safe sex, like using a condom, because that would encourage them. As a result, I prefer not to talk about safe sex. If I am talking about a condom then he won’t listen to me when I talk about sex being forbidden and STDs(^a). If I talk about a condom then he will rely on it and won’t mind having sex.”</td>
</tr>
<tr>
<td><strong>The age barrier</strong></td>
<td></td>
</tr>
<tr>
<td>Children aren’t mature enough to talk with them about sex (age group 14-16)</td>
<td>“No, my husband and I do not talk about sex. I think there is time for that. But I saw my son watch sexual movies! Yes, I punished him. Because he is still too young for such things. They’re pretty young, 9, 14. I think it doesn’t make sense to talk about sex. I’m sure they can’t process it. Why confuse them?”</td>
</tr>
<tr>
<td><strong>Fear of their husbands’ reactions to having sexual discourse at home</strong></td>
<td></td>
</tr>
<tr>
<td>Said sexual conversations at home are not at all acceptable to husbands</td>
<td>“No way, of course not!! My husband would kill me if he heard such a thing at home. He would start shouting right away, breaking everything he saw, that's why I prefer not to talk about such things. We got used to not talking with the children about things like love and sexuality.”</td>
</tr>
</tbody>
</table>

\(^a\)STDs: sexually transmitted diseases.

For example, I interviewee said:

\[
\text{I always thought that pregnancy occurred the moment a man and a woman kiss. Or when a woman drinks water from the man’s glass. They explained to me that my information was wrong. They told me the truth. I didn’t like the conversation and as a result I left the conversation/the group.}
\]

The interviews indicate that most of the adolescents expressed an inner conflict between their attraction to viewing porn and traditional values. Most of the boys (n=9) reported feeling guilty because of the conservative education they received from their society and parents. For example, I of the boys stressed:

\[
\text{On the one hand we know it is forbidden, on the other hand we want it and need it. And you feel guilty every time you watch.}
\]

Similarly, another boy shared that:

\[
\text{There is an internal conflict and problem of conscience, because on the one hand the boys want to watch movies and know everything, to experience the experience and feelings, and on the other hand they know it is wrong and forbidden by the religion, our parents don’t accept it.}
\]
There were boys (n=7) who reported that they do not feel guilty while watching porn, but they do feel guilty only after they finish watching it:

While watching there is no conflict because we are focused on the movie. The inner conflict, the guilt, between knowing that it is forbidden and consuming porn, appears after the movie is over.

As aforesaid, the girls said that their friends watch but they do not. They mentioned the guilt that goes with watching porn. One interviewee said:

I think they feel guilty, because they know this is all against our culture and values. I'm sure the conflict is much worse for the girls, because our society puts an emphasis and is afraid of anything that happens to a girl. You know and probably heard about cases of girls being murdered, therefore girls do it secretly and experience greater conflict.

The interviews with the mothers indicated that the boys’ mothers know that they watch porn, whereas the girls’ mothers tended to deny that their girls did so. One mother said there is a difference between what the patriarchal Arab society allows boys and girls:

We as mothers are aware that our boys watch porn and talk about what they watched with each other, but we ignore it and move on! But in Arab society that is not the case for girls. We impose all of the housework on them, in addition to schoolwork, so that they don’t have time to think about ‘sexual desire’. Some prefer to marry them off young to maintain family honor.

It emerged among the adolescents that despite risky behaviors such as drinking alcohol and viewing porn, premarital sex is still a significant barrier for them. Boys (n=9) noted that they oppose premarital sex because it disrupts the correct order of relations:

Of course, I’m against premarital sex because if we do it before marriage, the desire for marriage goes down, and in the end most of the youth will not get married.

Some of the youth (n=18) and the mothers (n=20) explained that they opposed premarital sex because of the Islamic religion, which proscribes sexual relations without religious sanction before marriage. One mother said:

I’m against premarital sex. First of all it’s forbidden by our religion. Secondly it’s unacceptable in our society. Thirdly I think it violates the trust between the girl and her parents.

Family honor is also 1 of the main barriers that prevent youth from having premarital sex. One of the boys described it as follows:

Our society does not accept it. It is “merciless” and if they find someone who had sex the result is “suicide” or banishing from a certain area.

Moreover, 1 of the boys said that if a girl had premarital sex she would be portrayed as “used goods”:

Men are allowed to do everything, even premarital sex. On the other hand, girls are not allowed to have premarital sex because otherwise they are perceived as secondhand.

Likewise, girls said that if a girl becomes pregnant before marriage, she has no future. For instance:

Our parents taught us that a girl who has sex before marriage will never get married. Because no man will accept that.

As for getting pregnant before marriage, all the mothers, especially mothers of girls (n=17), emphasized the sensitivity of the subject and said such an event could have a heavy price.

The adolescents emphasized that a girl who gets pregnant before marriage does not go to her parents to find a solution to her problem. Some of the boys (n=8) declared that the girl would ask for help from her boyfriend. For instance:

I think she would go to whoever she had sex with and they would think together about how to get an abortion. If the boy denies or evades then I think she would go either to her girlfriend or sister. Or she would hide and conceal the pregnancy and abort it without anyone knowing.

Other adolescents, especially girls (n=9), thought the girl would not go to anyone for help because nobody could help her. For instance:

That’s a very difficult situation. I don’t know if she would talk, nobody could help her; I think she would find a solution by herself.

However, some of the girls emphasized that despite fear of their parents, they would be the only people who could help the girl:

How hard it is also depends on her age. If she were 18 it would be less complicated than if she were 16 or 17. I think she would go to her parents because in such a situation only her parents would be able to help.

The Consequences of Porn Viewing—Blackmail and Sexual Abuse

Although the mothers of boys turned a blind eye, most of the mothers (n=16) expressed fears and concerns about the movies their sons watched and their consequences for their children’s sex education:

You need to understand that life isn’t like a movie. Both the sex and the way they have sex are presented in a really disgusting way, and as a result they look at sex completely differently than in life. I don’t think the movies they watch have fair information. Viewing causes addiction and divorce. I know about a lot of cases when a husband and wife broke up because he asked her to do things like what he watched. This will cause conflict and end with divorce.

According to adolescents, unchecked exposure to pornographic movies and sexual contents also leads to blackmail, sexual harassment, and sexual abuse. For instance, most of the
adolescents (n=18) mentioned online sexual harassment by sending videos and pictures of naked girls. One of the boys said:

Sexual abuse is not only rape, today there are many cases of boys and girls threatening and blackmailing each other, such as with pornographic pictures and films. Today there is a phenomenon of girls sending pictures of themselves naked.

One mother discussed how the absence of sexual discourse leads to sexual exploitation and abuse in the Arab society:

Frequently we do not allow the girls to know about sex, and on the other hand we are aware that all of the boys watch and look for sexual information online. I’m talking about pornographic sites. Most of the information they get is wrong. It is reflected by the rate of sexual harassment and cases of rape, which we hear about every day on the news.

Most of the mothers of girls (n=16) emphasized the vital importance of warning their daughters against online sexual abuse because of the availability and accessibility of apps that help rapidly distribute all of those illicit pictures and videos:

I told her we are not allowed to take pictures of ourselves and send to WhatsApp groups because there are a lot of people who take advantage of those pictures and change them.

Boys (n=9) and girls (n=7) stressed that the absence of sex education at school leads them to look for information from other sources and that sex education in the framework of the school could potentially help youths:

It is very important to talk in school because our society does not talk and does not let us talk about sex or sex education. There is no awareness of these sensitive issues. We as teenagers go and look in the wrong places. With sex education you could raise a whole generation with a better outlook on sex.

Another advantage of sex education that was mentioned by a considerable number of boys (n=10) has to do with reducing sexual abuse and other risky sexual behaviors. For instance:

I think it is very important because we as boys and girls don’t know where to get this information. Our parents don’t talk and they don’t talk in school either. There needs to be at least one source to aim us in the right direction. And there is a good chance that lectures about sex education would reduce the cases of sexual abuse, rape and so on.

Discussion

Principal Findings

In spite of many changes occurring in Arab societies as a result of their connection with the West, the subject of sexuality is still a taboo [64]. The taboo was reflected in this study as well. The adolescents and the mothers in this study mentioned the religious, cultural, and psychological barriers that make it difficult for them to discuss sexuality in the family setting. The discourse of sexuality in adolescence is limited only to certain physiological aspects such as girls getting their periods. The main perception is that sexuality must not be discussed, that premarital sexual contact is forbidden by religion, and that sexual discourse can legitimize premarital sex. The literature indicates that despite the religious and cultural proscriptions, Arab youth do have premarital sex [4,64]. The interviews with adolescents and mothers in this study also found that the actual reality is different from the conservative perception. On the surface, the mothers note that the proscription of sexual activity by adolescents is proscribed, but mothers’ warnings to their boys to be careful of sexual relations because of the fear of contracting STDs indicate that they take into account that adolescent boys will have premarital sex. The findings of this study strongly indicate the prevailing patriarchal worldview [22,65].

The findings of this study indicate the phenomenon of “sexual double standard,” meaning the widespread belief that sexual behaviors are judged differently depending on the gender of the sexual actor [15]. Boys and men are thought to receive praise and positive attributions from others for nonmarital sexual contacts, whereas girls and women are believed to be derogated and stigmatized for similar behaviors. In other words, men are rewarded for sexual activity, whereas women are derogated for the same activity [17,18]. Similarly, in this study, boys and girls said that the girl is the one who would pay the highest price. It is the girl who would be condemned familially and socially; moreover, her life could be in danger, as a result of compromising family honor. The findings presented in this study are compatible with the research literature that shows that men in the Arab society have much more sexual freedom to act without harming family relations, as opposed to women who must subdue to many dictates to maintain domestic peace and family honor [65]. It is important to note that the patriarchy of the Arab society is also reflected by its reported online pornography consumption [66]. The boys in this study reported that they viewed porn, as opposed to the girls, who denied doing so but admitted to doing so indirectly by reporting that their female friends did.

These findings indicate the internalization of the gender stereotype by the youth, that is, sex and desire are not feminine; however, they are expected from men. Heterosexuality is constructed under a male gaze [19]. Thus, men are in the position of power and they have access to discourses of sex and desire, whereas women’s desire is silenced. In addition, the findings of the study indicate the internalization of the sexual double standard by the mothers in this research. As Milhausen and Herold [15] point out, men are not the only ones who internalize double standards—in many cases, women do so as well.

Mothers in this study tended to ignore the fact that their sons viewed porn; however, they denied that their daughters might behave the same way. Supposedly, there is a sweeping prohibition against sexual contact and porn watching both for boys and girls, but mothers’ lenient attitude toward the behavior of male adolescents emphasizes the prevailing objectification of adolescent girls. It is precisely the mothers, female adults, who are the ones who internalize the patriarchal view. They maintain that it is mainly women who are under the imperative to avoid becoming “bad” girls who have sexual desire and...
engage in sex with whomever they please [19]. They maintain that women should be judged more harshly than men for sexual activity and that women should “respect” themselves more [67].

Moreover, some of the mothers in this study reported that they avoid talking with their children because they are afraid of the wrath of the father in the family who would not tolerate such conversation. In addition, what arises from this study is the overt and covert discourse that interacts with other risky behaviors in the Arab society, namely, the sweeping prohibition versus what actually happens. For example, the prohibition in Islam on drinking alcohol versus the secret drinking by Muslim youths while parents turn a blind eye [68].

The findings of this study also indicate the ambivalence and internal conflict youth feel about viewing porn. Adolescents feel guilty during and after viewing. They say these feelings arise because of the moral conflict between modernity and traditional values. The fierce internal conflict they feel corresponds with the studies that indicate the duality in which Arab adolescents experience the clash between modernization and traditional values [10]. This clash is reinforced by the new media revolution, which made sexually explicit contents accessible in a way that no other media had ever done before. Furthermore, viewing porn influences the way youth discuss sex among themselves and the way they actually behave. Adolescents reported sexual abuse that occurs in their social realm following porn viewing. Unchecked exposure to pornographic movies and sexual contents leads, according to the interviewed adolescents, also to blackmail, sexual harassment, and sexual abuse. These behaviors have also been found in other studies of youth throughout the world [12,59,69] and in the Arab society in particular.

**Limitations**

The limitations of this study are that it is a qualitative study, and therefore, it cannot represent the whole population. However, only qualitative research could make it possible to conduct an in-depth conversation about sexuality, an issue which is a social taboo. Given the extreme sensitivity of the subject, interviews could not be held with fathers.

Follow-up studies might also manage to include interviews with fathers to shed light on the issues of sexual discourse and porn viewing. It is very important to try to conduct follow-up studies on the way the sexual discourse is conducted and how it influences sexual behavior and domestic violence. Follow-up studies might design a quantitative measure assessing risky behaviors in the different teen groups.

**Conclusions**

It is evident in light of the studies that this struggle between the conservative and modern cultures, which plays out within the psyches of the adolescents; the absence of sex education; adolescents’ need to search for information; and their unchecked exposure to online porn all highlight the need to change the discourse and provide effective tools to deal with this conflictual situation. The conclusion and recommendation that arises from the study is that it is not enough to transmit information and factual data as has been done so far by the school system. It is necessary to find a way to encourage a meaningful conversation to prevent the violent consequences of its absence. Introducing a sexual discourse and managing it in a controlled, transparent, and critical manner could help youth make more informed decisions concerning the search for sexual contents, porn viewing, and sexual behavior.
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Abstract

Background: The use of personal health care management (PHM) is increasing rapidly within the United States because of implementation of health technology across the health care continuum and increased regulatory requirements for health care providers and organizations promoting the use of PHM, particularly the use of text messaging (short message service), Web-based scheduling, and Web-based requests for prescription renewals. Limited research has been conducted comparing PHM use across groups based on chronic conditions.

Objective: This study aimed to describe the overall utilization of PHM and compare individual characteristics associated with PHM in groups with no reported chronic conditions, with 1 chronic condition, and with 2 or more such conditions.

Methods: Datasets drawn from the National Health Interview Survey were analyzed using multiple logistic regression to determine the level of PHM use in relation to demographic, socioeconomic, or health-related factors. Data from 47,814 individuals were analyzed using logistic regression.

Results: Approximately 12.19% (5737/47,814) of respondents reported using PHM, but higher rates of use were reported by individuals with higher levels of education and income. The overall rate of PHM remained stable between 2009 and 2014, despite increased focus on the promotion of patient engagement initiatives. Demographic factors predictive of PHM use included people who were younger, non-Hispanic, and who lived in the western region of the United States. There were also differences in PHM use based on socioeconomic factors. Respondents with college-level education were over 2.5 times more likely to use PHM than respondents without college-level education. Health-related factors were also predictive of PHM use. Individuals with health insurance and a usual place for health care were more likely to use PHM than individuals with no health insurance and no usual place for health care. Individuals reporting a single chronic condition or multiple chronic conditions reported slightly higher levels of PHM use than individuals reporting no chronic conditions. Individuals with no chronic conditions who did not experience barriers to accessing health care were more likely to use PHM than individuals with 1 or more chronic conditions.

Conclusions: The findings of this study illustrated the disparities in PHM use based on the number of chronic conditions and that multiple factors influence the use of PHM, including economics and education. These findings provide evidence of the challenge associated with engaging patients using electronic health information as the health care industry continues to evolve.

(J Med Internet Res 2018;20(10):e276) doi:10.2196/jmir.8784
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Introduction

Background

Patient access to their electronic health information has been identified as a key priority for improving care quality and efficiency [1,2]. Individual access to and personal use of health information is a cornerstone of recent national health care efforts. As quoted in a study, “With access to their electronic health information, individuals can serve as intermediaries of information exchange among providers and use innovative applications to better manage their health” [3]. The Centers for Medicare and Medicaid Services (CMS) has incorporated electronic access to health information within the electronic health record (EHR) Incentive Program, which requires eligible professionals and hospitals to demonstrate meaningful use of EHR systems. Patient and family engagement is 1 of the 4 primary goals of the EHR Incentive Program, and the program includes multiple measures of patient and family engagement through the use of health information technology. These include sending and receiving secure messages between patients and providers; providing Web-based access to view, download, and transmit health information; and identifying and providing patient-specific educational resources based on clinically relevant information housed within the certified EHR system [1]. The CMS accountable care organization also promotes patient engagement and care coordination in an effort to restrain costs, improve patient experience of care, improve self-management, and facilitate communication between patients and providers [4].

These federal programs require measures of patient and family engagement because of the impact of the individual use of health information on care quality. Multiple studies have identified an association between personal use of health information and improvements in chronic disease management [5-9]. Studies have also shown an association between personal use of health information and improvements in clinical quality outcomes, patient satisfaction, and overall perceptions regarding the efficacy of communication between patients and health care stakeholders [10-15].

In an effort to meet the program goals of the EHR Incentive Program and accountable care organizations, US health care organizations have started implementing EHRs, patient portals, and personal health records at an unprecedented rate. The number of US nonfederal acute care hospitals with the capability of offering patients the ability to electronically view, download, and transmit their health information increased from 10% in 2012 to 69% in 2015. Over 95% of US hospitals provide patients the ability to view their health information electronically [16]. Similarly, between 2013 and 2014, the number of individuals who were offered access to their Web-based medical records increased from 28% to 38%. Over half of the individuals who were offered access to their Web-based medical record in 2014 accessed it [17].

The focus on electronic access to patient health information is not limited to the United States. There are international efforts to provide access to Web-based health information to address issues of access, affordability, and quality. Research on adoption and use of these systems has been conducted in Denmark, Canada, Australia, and Estonia, among others [18-21].

Despite the rapid increase in the capability to view, download, and transmit personal health information, there are disparities regarding individual access and use of their health information. According to one estimate, approximately 4 of 10 US adults used some type of health information technology in 2013, but individuals with less education, lower incomes, or those who lived in rural areas were less likely to email health care providers (HCPs), view laboratory results on the Web, and access health-related information with mobile phones [3]. Similar research has demonstrated disparities in access and use of electronic health information [22-24]. Use of technology for managing personal health information is associated with age [23-27], race [7,24,25,28,29], ethnicity [23-25], and gender [7,23,25]. The socioeconomic factors of income and education level are also related to an individual’s use of technology in accessing and using health information [3,7,24,25,28].

Individuals who report having chronic conditions are more likely to electronically access and use personal health information and are also more likely to access personal health information repeatedly [24,28,30,31]. Nearly half of the US population suffers from at least 1 chronic condition, and nearly 12% of the US population reports having 3 or more chronic conditions [32]. The advantage of using technologies to electronically access health information is more effective management and coordination of care [33]. Individuals managing 1 or more chronic conditions, likely across numerous HCPs and institutions, have the potential to benefit by accessing their information electronically, downloading the information, and sharing it with other members of the care team.

Objectives

Although individuals with chronic health conditions appear to access electronic health information more frequently than others, there has been little research conducted regarding the relationship between the number of chronic conditions and participation in electronic personal health care management (PHM). In this project, we are interested in how demographic, socioeconomic, and health-related variables affect PHM. PHM, as defined here, refers to the individual use of internet-based technology to access personal health information or communicate with HCPs regarding patient health information. PHM is considered active participation with a health care entity through the use of technology, and PHM refers to use of technology-mediated apps by an individual to assist in meeting her or his health care–related needs. The purpose of this research was to describe the overall utilization of PHM and compare individual characteristics associated with PHM among groups with no reported chronic conditions, with 1 chronic condition, and with 2 or more such conditions.

http://www.jmir.org/2018/10/e276/
Methods

Sample
Data from the US National Health Interview Survey (NHIS) aggregated by the Integrated Health Interview Series (IHIS) were used for this analysis. The IHIS has collected and harmonized 52 years of NHIS data for the purpose of research and analysis [33]. The Centers for Disease Control and Prevention annually conducts the NHIS “to secure accurate and current statistical information on the amount, distribution, and effects of illness and disability in the United States and the services rendered for or because of such conditions.” The NHIS sample is representative of the US population drawn from each US state and the District of Columbia and includes approximately 35,000 households and 87,500 persons annually. It has an average response rate of approximately 90%, and it has been conducted annually since 1957 [34]. Multiple publications have detailed the use of the NHIS [35,36]. For the purpose of this project, an SAS text file was downloaded from the IHIS portal and imported into the R statistical software package for analysis (R Foundation for Statistical Computing).

NHIS survey data regarding adults older than 18 years from 2009, 2011, 2012, 2013, to 2014 were combined for this study. The 2010 survey was excluded because it did not collect the information regarding PHM required for this analysis. Between 2009 and 2014, there were 605,001 individuals interviewed. The data used in this study were limited to adults who were asked and responded “Yes” or “No” to specific questions regarding PHM and were further limited to only individuals with complete data for the variables included in the analysis, resulting in a study sample size of 50,062 individuals.

Variable Selection
The NHIS includes items related to a variety of health care–related characteristics, demographics, health conditions, and behaviors. A dichotomous variable labeled PHM was calculated based on the questionnaire items related to text messaging (short message service) HCPs, refilling of prescriptions on the Web, and scheduling of health care appointments on the Web. PHM indicates use of electronic health information management. The levels of responses for each question were “Yes,” “No,” “Refused,” “Not Ascertained,” or “Don’t Know.” A response of “Yes” to any of the 3 questions resulted in a “Yes” PHM response, otherwise a “No” was assigned. For the purpose of the analysis, “No” was coded as 0 and “Yes” was coded as 1. Any response of “Refused,” “Don’t Know,” or “Not Ascertained” to any of the 3 questions resulted in the removal of that respondent from the analysis. Individual use of PHM was the dependent variable. The entire list of predictor variables and their assignable value sets are listed in the Results section.

Statistical Analysis
The R statistical software package, version 3.2.3, was used for all statistical analyses. The survey package allows the analysis to account for complexity of the NHIS sample. To account for combining multiple years of NHIS data, the sample weight was divided by the number of years (5 years) of data included in the analysis [37]. Multiple logistic regression was used to identify predictors of PHM among multiple independent samples based on chronic condition status.

Moreover, 3 different models of PHM were created to characterize and compare the 3 subgroups of respondents. The first model included only respondents who did not report any of the 5 chronic conditions (diabetes, hypertension, asthma, heart condition, or arthritis) and represented the ability to predict PHM for individuals without chronic conditions. The second model included only individuals reported as having 1 of the 5 chronic conditions (one chronic condition). The third model included all observations where respondents reported having 2 or more of the 5 chronic conditions included in this study (multiple chronic conditions).

Descriptive statistics for each group and each predictor variable were also calculated. A 2-sample test for equality of proportions was used to compare PHM use.

Protection of Human and Animal Subjects
Analysis of the NHIS data was deemed exempt from review by the University of Minnesota Institutional Review Board.

Results

Respondent Characteristics
The total NHIS sample for this study after exclusions was 50,061 individuals—the number of total responses without controlling for missing values was 75,305 with 8082 positive PHM responses (10.73%, 8082/75,305). The NHIS sample was separated into 3 mutually exclusive subgroups based on the number of reported chronic conditions. The sizes of the samples were as follows: 22,965 (no chronic condition), 13,325 (1 chronic condition), and 13,771 (multiple chronic conditions).

Overall Personal Health Care Management Use
The overall proportion of US adults who reported PHM use between 2009 and 2014 was 12.19%, and the use of PHM has increased slightly over that period; Figure 1 provides a breakdown by group and by year. Overall, there was an increase in reported PHM use from 11.24% to 13.27% between 2012 and 2013.

PHM use for each subgroup characterized by demographic, socioeconomic, and health-related characteristics are listed in Tables 1-3.

The overall level of use of PHM varied slightly by group. The highest overall rates of PHM use were among individuals reporting 1 chronic condition. The results show that 14.97% (1996/13,325) individuals with a single chronic condition reported PHM use, followed by 14.73% (2029/13,771) with multiple chronic conditions and 11.5% (2632/22,965) with no chronic conditions. The proportion of PHM use was significantly higher for individuals reporting either a single chronic condition or multiple chronic conditions than those with no chronic conditions ($P<.001$). There was no difference between the proportion of PHM use between those who reported a single chronic condition or multiple chronic conditions ($P=.84$).
Figure 1. Proportion of US adults using personal health management (PHM) by year by chronic condition group. CC: chronic condition.

Table 1. Demographic characteristics of respondents who reported personal health management (PHM) use by number of chronic conditions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Without chronic condition (N=22,965)</th>
<th>One chronic condition (N=13,325)</th>
<th>Multiple chronic conditions (N=13,771)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All, n (%)</td>
<td>PHM, n (%)</td>
<td>All, n (%)</td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-40</td>
<td>13,687 (59.60)</td>
<td>1644 (12.01)</td>
<td>4476 (33.59)</td>
</tr>
<tr>
<td>41-60</td>
<td>7233 (31.50)</td>
<td>816 (11.28)</td>
<td>5213 (39.12)</td>
</tr>
<tr>
<td>60+</td>
<td>2045 (8.90)</td>
<td>172 (8.41)</td>
<td>3636 (27.29)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10,830 (47.16)</td>
<td>919 (8.49)</td>
<td>6065 (45.52)</td>
</tr>
<tr>
<td>Female</td>
<td>12,135 (52.84)</td>
<td>1713 (14.12)</td>
<td>7260 (54.48)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>17,427 (75.89)</td>
<td>2049 (11.76)</td>
<td>10,271 (77.08)</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>5538 (24.11)</td>
<td>583 (10.53)</td>
<td>3054 (22.92)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>17,863 (77.78)</td>
<td>2268 (12.70)</td>
<td>11,442 (85.87)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>5102 (22.22)</td>
<td>364 (7.13)</td>
<td>1883 (14.13)</td>
</tr>
<tr>
<td><strong>Born in United States</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17,272 (75.21)</td>
<td>2147 (12.43)</td>
<td>11,297 (84.78)</td>
</tr>
<tr>
<td>No</td>
<td>5693 (24.79)</td>
<td>485 (8.52)</td>
<td>2028 (15.22)</td>
</tr>
<tr>
<td><strong>Geography</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>4864 (21.18)</td>
<td>538 (11.06)</td>
<td>2894 (21.72)</td>
</tr>
<tr>
<td>Northeast</td>
<td>3553 (15.47)</td>
<td>369 (10.39)</td>
<td>2165 (16.25)</td>
</tr>
<tr>
<td>South</td>
<td>8032 (34.97)</td>
<td>829 (10.32)</td>
<td>4800 (36.02)</td>
</tr>
<tr>
<td>West</td>
<td>6516 (28.37)</td>
<td>896 (13.75)</td>
<td>3466 (26.01)</td>
</tr>
</tbody>
</table>
Table 2. Socioeconomic characteristics of respondents who reported personal health management (PHM) use by number of chronic conditions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Without chronic condition (N=22,965)</th>
<th>One chronic condition (N=13,325)</th>
<th>Multiple chronic conditions (N=13,771)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All, n (%)</td>
<td>PHM, n (%)</td>
<td>All, n (%)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No college</td>
<td>8443 (36.76)</td>
<td>318 (3.77)</td>
<td>5133 (38.52)</td>
</tr>
<tr>
<td>College</td>
<td>14,522 (63.24)</td>
<td>2314 (15.93)</td>
<td>8192 (61.48)</td>
</tr>
<tr>
<td>Family income (US $)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50,000</td>
<td>12,023 (52.35)</td>
<td>844 (7.02)</td>
<td>7053 (52.93)</td>
</tr>
<tr>
<td>50,000+</td>
<td>10,942 (47.65)</td>
<td>1788 (16.34)</td>
<td>6272 (47.07)</td>
</tr>
<tr>
<td>Poverty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4210 (18.33)</td>
<td>224 (5.32)</td>
<td>2218 (16.65)</td>
</tr>
<tr>
<td>No</td>
<td>18,755 (81.67)</td>
<td>2408 (12.84)</td>
<td>11,107 (83.35)</td>
</tr>
<tr>
<td>Number of employees</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50</td>
<td>15,302 (66.63)</td>
<td>1421 (9.29)</td>
<td>8467 (63.54)</td>
</tr>
<tr>
<td>51+</td>
<td>7663 (33.37)</td>
<td>1211 (15.80)</td>
<td>4858 (36.46)</td>
</tr>
<tr>
<td>Employed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>16,634 (72.43)</td>
<td>2139 (12.86)</td>
<td>8063 (60.51)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>6331 (27.57)</td>
<td>493 (7.79)</td>
<td>5262 (39.49)</td>
</tr>
<tr>
<td>Insurance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17,888 (77.89)</td>
<td>2462 (13.76)</td>
<td>11,308 (84.86)</td>
</tr>
<tr>
<td>No</td>
<td>5077 (22.11)</td>
<td>170 (3.35)</td>
<td>2017 (15.14)</td>
</tr>
<tr>
<td>Housing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>12,024 (52.36)</td>
<td>1533 (12.75)</td>
<td>8231 (61.77)</td>
</tr>
<tr>
<td>Do not own</td>
<td>10,941 (47.64)</td>
<td>1099 (10.04)</td>
<td>5094 (38.23)</td>
</tr>
<tr>
<td>Food security</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insecure</td>
<td>1291 (5.62)</td>
<td>84 (6.51)</td>
<td>991 (7.44)</td>
</tr>
<tr>
<td>Secure</td>
<td>21,674 (94.38)</td>
<td>2548 (11.76)</td>
<td>12,334 (92.56)</td>
</tr>
<tr>
<td>Cost barriers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3811 (16.59)</td>
<td>355 (9.32)</td>
<td>2672 (20.05)</td>
</tr>
<tr>
<td>No</td>
<td>19,154 (83.41)</td>
<td>2277 (11.89)</td>
<td>10,653 (79.95)</td>
</tr>
<tr>
<td>Other barriers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1825 (7.95)</td>
<td>356 (19.51)</td>
<td>1528 (11.47)</td>
</tr>
<tr>
<td>No</td>
<td>21,140 (92.05)</td>
<td>2276 (10.77)</td>
<td>11,797 (88.53)</td>
</tr>
</tbody>
</table>
Table 3. Health-related characteristics of respondents who reported personal health management (PHM) use by number of chronic conditions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Without chronic condition (N=22,965)</th>
<th>One chronic condition (N=13,325)</th>
<th>Multiple chronic conditions (N=13,771)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All, n (%)</td>
<td>PHM, n (%)</td>
<td>All, n (%)</td>
</tr>
<tr>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair or poor</td>
<td>1050 (4.57)</td>
<td>59 (5.62)</td>
<td>1727 (12.96)</td>
</tr>
<tr>
<td>Good or excellent</td>
<td>21,915 (95.43)</td>
<td>2573 (11.74)</td>
<td>11,598 (87.04)</td>
</tr>
<tr>
<td>Usual place of care</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17,647 (76.84)</td>
<td>2365 (13.40)</td>
<td>11,736 (88.08)</td>
</tr>
<tr>
<td>No</td>
<td>5318 (23.16)</td>
<td>267 (5.02)</td>
<td>1589 (11.92)</td>
</tr>
<tr>
<td>Alcohol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non or former</td>
<td>7142 (31.10.)</td>
<td>527 (7.38)</td>
<td>4372 (32.81)</td>
</tr>
<tr>
<td>Current light</td>
<td>14,500 (63.14)</td>
<td>1928 (13.30)</td>
<td>8143 (61.11)</td>
</tr>
<tr>
<td>Current heavy</td>
<td>1323 (5.76)</td>
<td>177 (13.38)</td>
<td>810 (6.08)</td>
</tr>
<tr>
<td>Smoking</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>15,308 (66.66)</td>
<td>1876 (12.26)</td>
<td>7500 (56.29)</td>
</tr>
<tr>
<td>Former</td>
<td>3478 (15.14)</td>
<td>465 (13.37)</td>
<td>3042 (22.83)</td>
</tr>
<tr>
<td>Current</td>
<td>4179 (18.20)</td>
<td>291 (6.96)</td>
<td>2783 (20.89)</td>
</tr>
<tr>
<td>Limits from chronic conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1168 (5.09)</td>
<td>115 (9.85)</td>
<td>2160 (16.21)</td>
</tr>
<tr>
<td>No</td>
<td>21,797 (94.91)</td>
<td>2517 (11.55)</td>
<td>11,165 (83.79)</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>15,110 (65.80)</td>
<td>1510 (9.99)</td>
<td>7725 (57.97)</td>
</tr>
<tr>
<td>Few times per year</td>
<td>5312 (23.13)</td>
<td>778 (14.65)</td>
<td>3497 (26.24)</td>
</tr>
<tr>
<td>Monthly</td>
<td>1202 (5.23)</td>
<td>185 (15.39)</td>
<td>843 (6.33)</td>
</tr>
<tr>
<td>Weekly</td>
<td>826 (3.60)</td>
<td>105 (12.71)</td>
<td>688 (5.16)</td>
</tr>
<tr>
<td>Daily</td>
<td>515 (2.24)</td>
<td>54 (10.49)</td>
<td>572 (4.29)</td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>10,306 (44.88)</td>
<td>809 (7.85)</td>
<td>5305 (39.81)</td>
</tr>
<tr>
<td>Few times per year</td>
<td>6919 (30.13)</td>
<td>897 (12.96)</td>
<td>3999 (30.01)</td>
</tr>
<tr>
<td>Monthly</td>
<td>2175 (9.47)</td>
<td>387 (17.79)</td>
<td>1297 (9.73)</td>
</tr>
<tr>
<td>Weekly</td>
<td>2104 (9.16)</td>
<td>356 (16.92)</td>
<td>1465 (10.99)</td>
</tr>
<tr>
<td>Daily</td>
<td>1461 (6.36)</td>
<td>183 (12.53)</td>
<td>1259 (9.45)</td>
</tr>
<tr>
<td>Moderate physical activity level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>10,258 (44.67)</td>
<td>1557 (15.18)</td>
<td>5737 (43.05)</td>
</tr>
<tr>
<td>Monthly</td>
<td>605 (2.63)</td>
<td>78 (12.89)</td>
<td>361 (2.71)</td>
</tr>
<tr>
<td>Annually</td>
<td>131 (0.57)</td>
<td>20 (15.27)</td>
<td>77 (0.58)</td>
</tr>
<tr>
<td>Never</td>
<td>8538 (37.18)</td>
<td>554 (6.49)</td>
<td>5172 (38.81)</td>
</tr>
</tbody>
</table>
Figure 2. No chronic condition (CC) forest plot—multivariate logistic regression odds ratios (ORs) and 95% CIs for all predictor variables ordered by magnitude. Significant ORs are bolded. Reference categories for each predictor are on the right side of the colon.

Personal Health Care Management Use Among Different Groups and Factors That Predict It

Figures 2-4 show the results of the logistic regression analyses, where PHM use was the dependent variable and demographic, socioeconomic, and health-related indicators were the predictors for the groups of respondents.

No Reported Chronic Conditions Subgroup

The lowest level of PHM use was from individuals reporting no chronic conditions. Among all factors reported in Tables 1-3, the highest proportional use of PHM was among individuals who reported monthly (17.79%, 387/2175 or weekly (16.92%, 356/2104) anxiety. Those without health insurance had the lowest proportional use of PHM (3.34%, 170/5077), followed by those without college-level education (3.76%, 318/8443) and those in poverty (5.79%, 224/4210). Educational attainment was the factor with the greatest difference in PHM use between levels. Of individuals reporting college-level education, 15.93% (2314/14522) used PHM, whereas only 3.76% (318/8443) of individuals without college-level education reported PHM use. Figure 2 displays the odds ratios (ORs) and CIs for the variables used in predicting PHM use for respondents reporting no chronic conditions. Interpretations of the ORs using the term “likelihood” or “likely” explicitly refers to a comparison of odds used to calculate the OR for each significant variable. For this group, individuals with college-level education were over 2.6 times more likely to use PHM than those without a college-level education (OR 2.58, 95% CI 2.23-3.0). Respondents with health insurance were over 2 times more likely to use PHM than those without insurance (OR 2.11, 95% CI 1.74-2.54). Those reporting a usual place of care were nearly twice as likely to report PHM use than those without a usual place of care (OR 2.58, 95% CI 2.23-3.0). Those reporting no other barriers to accessing health care were more likely to use PHM.
PHM than those reporting such barriers (OR 1.73, 95% CI 1.49-2.02).

**Figure 3.** Single chronic condition (CC) forest plot—multivariate logistic regression odds ratios (ORs) and 95% CIs for all predictor variables ordered by magnitude of no chronic condition group. Significant ORs are bolded. Reference categories for each predictor are on the right side of the colon.

Women (OR 1.67, 95% CI 1.51-1.83) and individuals reporting higher family incomes (OR 1.56, 95% CI 1.37-1.77) were also more likely to use PHM. PHM use was higher for those individuals who reported having anxiety a few times per year (OR 1.28, 95% CI 1.13-1.45), having anxiety monthly (OR 1.65, 95% CI 1.39-1.96), having anxiety weekly (OR 1.58, 95% CI 1.29-1.94), and having anxiety daily (OR 1.43, 95% CI 1.12-1.84) and were more likely to use PHM than those who reported no anxiety. Individuals living in the west were more likely to use PHM than individuals in the Midwest (OR 1.52, 95% CI 1.31-1.76).

Individuals who reported engaging in moderate physical activity (PA) daily were nearly one and a half times as likely to use PHM as individuals who reported never engaging in moderate PA (OR 1.48, 95% CI 1.29-1.7). Individuals who reported working at organizations with more than 50 employees were more likely to use PHM than those working in organizations with fewer employees (OR 1.43, 95% CI 1.3-1.57), and those who reported being employed were more likely to use PHM than those who reported being unemployed (OR 1.20, 95% CI 1.03-1.38). Respondents who indicated current heavy (OR 1.56, 95% CI 1.24-1.96) or current light (OR 1.38, 95% CI 1.2-1.58) alcohol consumption were more likely to use PHM than individuals who reported not currently consuming alcohol, and individuals who reported not ever smoking were more likely to use PHM than those who reported currently smoking (OR 1.46, 95% CI 1.23-1.72).
Figure 4. Multiple chronic conditions (CCs) forest plot—multivariate logistic regression odds ratios (ORs) and 95% CIs for all predictor variables ordered by magnitude of the no chronic condition group. Significant ORs are bolded. Reference categories for each predictor are on the right side of the colon.

Single Chronic Condition Subgroup
PHM use for individuals reporting a single chronic condition was 14.97% (1996/13325). Among all factors included in the analysis (see Tables 1-3), the highest proportional use of PHM in this group was among individuals who reported incomes greater than US $50,000 per year (21.63%, 1357/6272), college-level education (21.09%, 1728/8192), and moderate PA weekly (19.66%, 1128/5737). Those without college-level education (5.22%, 268/5133), without health insurance (16.51%, 1868/11,308), and reporting being food insecure (6.96%, 69/991) had the lowest proportional use of PHM. Education level was the factor with the greatest difference in PHM use between levels. Overall, 21% of individuals reporting college-level education used PHM, whereas only 5.2% of individuals without college-level education reported PHM use.

Figure 3 illustrates the predictors of PHM use among individuals reporting a single chronic condition and is ordered by the magnitude of the no chronic condition group. Respondents with a single chronic condition who reported having a college-level education had an increased likelihood of using PHM compared with those without college-level education (OR 2.88, 95% CI 2.44-3.4). Individuals who reported having insurance (OR 1.61, 95% CI 1.26-2.06), a median family income greater than US $50 per year (OR 1.72, 95% CI 1.48-1.99), never smoking (OR 1.75, 95% CI 1.45-2.12), and having a usual place of care (OR 1.72, 95% CI 1.37-2.15) were more likely to use PHM than those who reported no health insurance, median family income of less than US $50 per year, currently smoking, and not having a usual place of health care. Adults aged 18 to 40 years were more likely to use PHM compared with adults aged 60 years and older (OR 1.59, 95% CI 1.32-1.91) and those aged 41 to
60 years (OR 1.35, 95% CI 1.18-1.54). Respondents who reported an alcohol status of current heavy (OR 1.56, 95% CI 1.32-1.84) or current light (OR 1.77, 95% CI 1.36-2.3) were more likely to use PHM than those who reported no alcohol consumption. Individuals who reported being food secure were more likely to use PHM than those who reported being food insecure (OR 1.6, 95% CI 1.16-2.0), and those respondents not in poverty were more likely to use PHM than those in poverty (OR 1.24, 95% CI 0.97-1.58). Women were more likely to use PHM compared with men (OR 1.42, 95% CI 1.25-1.62), and respondents who reported a non-Hispanic ethnicity were more likely to use PHM than those reporting a Hispanic ethnicity (OR 1.4, 95% CI 1.14-1.71). Respondents living in the western (OR 1.52, 95% CI 1.3-1.77) and southern (OR 1.27, 95% CI 1.06-1.51) regions of the United States had an increased likelihood of PHM use compared with those living in the Midwest region. Frequency of anxiety was also a predictor of PHM use.

Individuals reporting anxiety on a weekly (OR 1.46, 95% CI 1.19-1.79), monthly (OR 1.44, 95% CI 1.17-1.77), or daily (OR 1.29, 95% CI 1.01-1.65) basis were more likely to use PHM than those reporting never having anxiety. Respondents reporting daily levels of moderate PA were more likely to use PHM than those who never engage in moderate PA (OR 1.44, 95% CI 1.21-1.72), and individuals who report experiencing barriers to accessing health care were more likely to use PHM than those who reported no barriers to accessing health care (OR 1.35, 95% CI 1.14-1.59). Finally, individuals who worked at organizations with more than 50 employees (OR 1.33, 95% CI 1.19-1.49) were somewhat more likely to use PHM than those who reported working at organizations with 50 employees or less.

Multiple Chronic Conditions Subgroup

PHM use for individuals reporting multiple chronic conditions was 14.7%. Among all factors listed in Tables 1-3, the highest proportional use of PHM in this group was among individuals who reported income greater than US $50,000 per year (25.2%, 1296/5138), had a college-level education (22.58%, 1643/7276), and had current employment (21.93%, 1093/4984). Those reporting being in poverty (5.24%, 131/2500), without college-level education (5.94%, 386/6495), without health insurance (7.48%, 79/1055), and those who were born outside the United States (7.54%, 122/1616) had the lowest proportional use of PHM. Education level and income were the 2 factors with the greatest difference in PHM use between levels. There was nearly a 17-point difference in PHM use between those who earned less than US $50 per year and those who earned more than US $50 per year and those with college-level education and those without college-level education.

Figure 4 illustrates the predictors of PHM use among individuals reporting multiple chronic conditions and is ordered by the magnitude of the no chronic condition. It indicates that college-level education was the strongest predictor of PHM use among individuals with multiple chronic conditions (OR 2.85, 95% CI 2.46-3.31), and individuals who reported family incomes greater than US $50 were more likely to use PHM than those earning less (OR 1.92, 95% CI 1.65-2.23). Similarly, individuals who reported not being in poverty were more likely to use PHM than those in poverty (OR 1.60, 95% CI 1.27-2.02). Respondents with health insurance were nearly twice as likely to use PHM than those without health insurance (OR 1.82, 95% CI 1.34-2.48), and individuals with a usual place of care had an increased likelihood of PHM use compared with those without a usual place of care (OR 1.87, 95% CI 1.28-2.72). Respondents who were born in the United States were more likely to use PHM than those who were born outside the United States (OR 1.56, 95% CI 1.23-1.97). Individuals who reported living in the west were more likely to use PHM than those in the Midwest (OR 1.47, 95% CI 1.26-1.71). Non-Hispanic respondents were more likely to use PHM than respondents who were Hispanic (OR 1.42, 95% CI 1.14-1.78), and white were more likely to use PHM than non-whites (OR 1.3, 95% CI 1.11-1.52). Individuals aged 18 to 40 years were more likely to use PHM than those older than 60 years (OR 1.54, 95% CI 1.25-1.88). Anxiety was also a predictor of PHM use. Individuals reporting daily (OR 1.45, 95% CI 1.13-1.86) or weekly anxiety (OR 1.33, 95% CI 1.06-1.66) were more likely to use PHM than individuals reporting never having anxiety. Respondents who reported never smoking were more likely to use PHM than those who reported currently smoking (OR 1.39, 95% CI 1.15-1.66). Individuals reporting current light alcohol use (OR 1.46 95% CI 1.28-1.67) or current heavy alcohol use (OR 1.42, 95% CI 1.09-1.83) were more likely to use PHM than nonalcoholic consumers. Respondents who reported working at organizations with more than 50 employees were more likely to use PHM (OR 1.26, 95% CI 1.13-1.4) than those who reported working at organizations with 50 or less employees, and individuals who reported being employed were more likely to use PHM than individuals who reported being unemployed (OR 1.27, 95% CI 1.09-1.48). Individuals who reported engaging in PA daily were more likely to use PHM than those reporting never engaging in PA (OR 1.21, 95% CI 1.01-1.47).

Comparisons Across Groups

For the logistic regressions, college education consistently had the largest ORs, with analyses from all subgroups reporting respondents with a college education being nearly 3 times as likely to report PHM use. Interestingly, women reporting no chronic conditions or 1 chronic condition were more likely to use PHM than men, and only among respondents reporting multiple chronic conditions was race found to be a significant predictor. Table 4 reports the ORs and CIs for all significant factors across the no chronic condition, single chronic condition, and multiple chronic conditions groups. There were few differences in significant predictors between the 3 models. On the basis of nonoverlapping CIs, the odds of using PHM were higher for those with no chronic conditions who reported no other barriers to accessing care than those reporting the same with 1 or more chronic conditions. Similarly, based on a slight overlap in CIs (0.05), the odds of using PHM among those with higher family incomes were higher for those with multiple chronic conditions compared with those with no chronic conditions.
Table 4. Comparison of patient health management (PHM) use by significant characteristics between respondents reporting no chronic conditions, 1 chronic condition, and multiple chronic conditions. Italics indicate nonsignificant findings.

<table>
<thead>
<tr>
<th>Variable category and name</th>
<th>No chronic condition (n=22,929), OR^a (95% CI)</th>
<th>One chronic condition (n=12,415), OR (95% CI)</th>
<th>Multiple chronic conditions (n=12,470), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-40</td>
<td>1.30 (1.09-1.57)^b</td>
<td>1.58 (1.33-1.87)^b</td>
<td>1.64 (1.34-2.00)^b</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.63 (1.49-1.79)</td>
<td>1.50 (1.34-1.67)</td>
<td>1.04 (0.93-1.16)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.06 (0.94-1.19)</td>
<td>1.08 (0.94-1.25)</td>
<td>1.26 (1.11-1.46)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>1.16 (1.02-1.34)</td>
<td>1.35 (1.11-1.64)</td>
<td>1.39 (1.11-1.75)</td>
</tr>
<tr>
<td>US born</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.04 (0.92-1.17)</td>
<td>1.01 (0.85-1.20)</td>
<td>1.54 (1.23-1.94)</td>
</tr>
<tr>
<td>Geography</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>1.11 (0.98-1.25)</td>
<td>1.19 (1.03-1.38)</td>
<td>1.03 (0.89-1.20)</td>
</tr>
<tr>
<td>West</td>
<td>1.49 (1.32-1.69)</td>
<td>1.47 (1.26-1.72)</td>
<td>1.49 (1.27-1.74)</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>2.65 (2.33-3.03)</td>
<td>2.80 (2.42-3.25)</td>
<td>2.81 (2.46-3.20)</td>
</tr>
<tr>
<td>Family income</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US $50,000+</td>
<td>1.60 (1.43-1.79)</td>
<td>1.67 (1.46-1.91)</td>
<td>2.03 (1.78-2.31)</td>
</tr>
<tr>
<td>Poverty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.31 (1.11-1.55)</td>
<td>1.25 (1.01-1.55)</td>
<td>1.59 (1.28-1.99)</td>
</tr>
<tr>
<td>Number of employees</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51+</td>
<td>1.41 (1.29-1.54)</td>
<td>1.31 (1.18-1.46)</td>
<td>1.32 (1.19-1.47)</td>
</tr>
<tr>
<td>Employed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.25 (1.11-1.41)</td>
<td>1.16 (1.01-1.34)</td>
<td>1.22 (1.07-1.40)</td>
</tr>
<tr>
<td>Insurance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.13 (1.79-2.56)</td>
<td>1.74 (1.40-2.17)</td>
<td>1.78 (1.35-2.36)</td>
</tr>
<tr>
<td>Housing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not own</td>
<td>1.17 (1.05-1.29)</td>
<td>1.10 (0.96-1.25)</td>
<td>1.03 (0.90-1.18)</td>
</tr>
<tr>
<td>Food security</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secure</td>
<td>1.51 (1.15-2.02)</td>
<td>1.51 (1.15-2.02)</td>
<td>1.11 (0.89-1.39)</td>
</tr>
<tr>
<td>Other barriers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.75 (1.53-2.01)</td>
<td>1.31 (1.11-1.53)</td>
<td>1.22 (1.05-1.41)</td>
</tr>
<tr>
<td>Health-related characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair or poor</td>
<td>1.34 (1.01-1.82)</td>
<td>1.06 (0.86-1.30)</td>
<td>1.05 (0.90-1.21)</td>
</tr>
<tr>
<td>Usual place of care</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.82 (1.56-2.08)</td>
<td>1.59 (1.29-1.97)</td>
<td>1.76 (1.25-2.54)</td>
</tr>
<tr>
<td>Alcohol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current light</td>
<td>1.37 (1.23-1.53)</td>
<td>1.54 (1.35-1.76)</td>
<td>1.36 (1.21-1.54)</td>
</tr>
</tbody>
</table>
Multiple chronic conditions (n=12,470), OR (95% CI)
One chronic condition (n=12,415), OR (95% CI)
No chronic condition (n=22,929), OR (95% CI)

<table>
<thead>
<tr>
<th>Variable category and name</th>
<th>No chronic condition</th>
<th>One chronic condition</th>
<th>Multiple chronic conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current heavy Smoking</td>
<td>1.51 (1.23-1.84)</td>
<td>1.56 (1.22-1.99)</td>
<td>1.35 (1.05 -1.72)</td>
</tr>
<tr>
<td>Never Depression</td>
<td>1.38 (1.20-1.59)</td>
<td>1.60 (1.36-1.89)</td>
<td>1.36 (1.15 -1.62)</td>
</tr>
<tr>
<td>Few times per year</td>
<td>1.14 (1.02-1.27)</td>
<td>1.04 (0.90-1.19)</td>
<td>1.11 (0.96-1.28)</td>
</tr>
<tr>
<td>Daily Anxiety</td>
<td>1.50 (1.05 -2.11)</td>
<td>1.13 (0.80-1.59)</td>
<td>1.15 (0.87-1.50)</td>
</tr>
<tr>
<td>Few times per year</td>
<td>1.31 (1.17-1.47)</td>
<td>1.14 (0.99-1.31)</td>
<td>1.12 (0.97-1.30)</td>
</tr>
<tr>
<td>Monthly</td>
<td>1.69 (1.45 -1.97)</td>
<td>1.36 (1.12 -1.66)</td>
<td>1.06 (0.85-1.33)</td>
</tr>
<tr>
<td>Weekly</td>
<td>1.62 (1.37 -1.91)</td>
<td>1.43 (1.17-1.75)</td>
<td>1.29 (1.04 -1.59)</td>
</tr>
<tr>
<td>Daily</td>
<td>1.41 (1.14 -1.74)</td>
<td>1.29 (1.01 -1.65)</td>
<td>1.37 (1.09-1.73)</td>
</tr>
<tr>
<td>Moderate physical activity level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>1.45 (1.26-1.67)</td>
<td>1.42 (1.19-1.68)</td>
<td>1.25 (1.06-1.48)</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bThe age range of 18-40 years had significantly higher odds than both other age categories.

Discussion

Principal Findings

Web-based interactions between patients and health organizations related to the access of health information are becoming a focused area of attention. Between 2009 and 2014, there was an increase in the use of secure email to communicate with HCPs [38]. The impact of patient access and use of health information has been thoroughly documented in the literature [39]. However, more detailed studies have shown that individuals who engaged with PHM were more likely to report an improved experience of care, improved outcomes, and improved health literacy. Despite increased attention to engaging patients and families in health decision making by providing access to electronic health information, there has been an overall low level of use of these tools by patients for PHM. Findings from this study support that assertion in that it found only 12.2% of American adults reported PHM use between 2009 and 2014, and the percentage of PHM use among this group has remained relatively stable over this period—only increasing slightly from less than 2% points from 2009 to 2014. This slight increase may be partly explained by the adoption of EHR systems that have the ability to engage patients. For example, the rate of adoption of systems with patient engagement functionality increased from 28% to 40% between 2009 and 2012 [40].

This study demonstrated that there are differences in PHM use across demographic, socioeconomic, and health-related individual-specific factors, and the proportions of persons reporting PHM use are different across groups with no chronic conditions versus groups with 1 or multiple chronic conditions. A greater proportion of individuals with chronic health conditions reported PHM use compared with those without chronic health conditions, and this finding is consistent with prior research [41]. The use of PHM by a greater proportion of individuals suffering from chronic conditions may be partly explained by clinical need. Individuals with chronic conditions may have complex treatment plans, they seek health care more frequently, and the management of chronic conditions typically requires medication management [42]. Thus, individuals accessing and managing care more frequently may result in greater use of scheduling appointments on the Web, requesting prescription refills on the Web, or communicating with HCPs on the Web.

Demographic Factors

Demographic factors clearly influenced PHM use across all 3 groups. Individuals who were younger, non-Hispanic, and who lived in the west reported the greatest levels of PHM use. Individuals who reported being born in the United States with multiple chronic conditions were more likely to use PHM compared with the other 2 models. Previous research has shown that white [7,25,28,29] and non-Hispanic individuals are more likely to use PHM than other racial or ethnic groups [23,25]. Our findings suggest a relationship between complexity of condition and PHM use. Previous research has also demonstrated that patients who are younger and non-Hispanic are more likely to be engaged in their health care. Our results confirm this previous research as related to individuals who reported a single chronic condition. Among the no chronic condition and single chronic condition groups, women were more likely to use PHM than men, and this finding is also consistent with previous research [7,23,25].

Socioeconomic Factors

Socioeconomic factors were the most predictive of PHM use across all 3 groups. Across all the groups, those with a college-level education were more than 2.65 times as likely to use PHM. Research has shown that there is a relationship between education level and health literacy and that health literacy increases a patient’s engagement in health care decision making [28]. An individual’s level of education is also
associated with socioeconomic status. As socioeconomic status impacts an individual’s health literacy, access to routine health care services, and also access to internet and computer technology, education level is a critical determinant in whether an individual emails an HCP, schedules an appointment on the Web, or requests a prescription refill on the Web [13,25]. There are clear disparities in PHM use based on education level. This issue deserves focused attention to ensure the disparities do not continue to widen over time. Similarly, insurance coverage and family income were among the strongest predictors of PHM use across the 3 groups, and these factors have been previously shown to be associated with patient engagement [7,43,44]. These findings are consistent with prior research regarding disparities in the use of patient-centered technology to connect patients to electronic health information [3,28]. Having a lower socioeconomic status may indicate the lack of internet access that would enable an individual to connect to their electronic health information [45]. Lower socioeconomic status may also indicate lack of employment and health insurance, thus an increased likelihood of encountering barriers to accessing health care and therefore electronic health information provided by health care organizations [13,25].

**Health-Related Factors**

Another predictor of PHM is having a usual place for receiving health care. Research has shown there is variation in EHR adoption nationally [46,47]. Different rates of EHR system adoption among both inpatient and ambulatory health care organizations may be impacting the PHM use. As PHM is associated with communicating with HCPs and using technology associated with health care organizations, having a usual source for receiving health care and therefore potentially having stronger relationships with HCPs on the surface would facilitate increased use of PHM [48]. Having a usual place of care also may indicate that these individuals routinely attend the same place for their clinical encounters and potentially obtain care from the same clinicians. This routine care from the same clinic and care team indicates that having an organization that one may consider a health care home produces an environment that promotes communication between clinicians and patients through technology.

Engaging in moderate PA was also associated with increased PHM use. Research has shown that there is a relationship between health status and patient engagement, and these findings suggest that individuals who are more active and therefore potentially healthier are more likely to engage in managing their health information through technology.

Interestingly, individuals with 1 chronic condition who reported current light alcohol use and daily moderate PA were more likely to use PHM than those who reported never consuming alcohol and never engaging in moderate PA. These findings can partly be explained by the association between health status and PHM use. Individuals who reported healthier lifestyle behavior such as PA, moderate alcohol consumption, and not smoking were also more likely to use PHM. Research has shown that patients who are less physically active are more likely to be disengaged in their health care [49]. Individuals who report never participating in moderate PA are less likely to use PHM than individuals who participate in moderate PA daily, which indicates a relationship between a general health-related lifestyle or physical ability and use of technology for accessing personal health information. Research has shown that there is a relationship between social determinants of health such as access to resources and an individual’s level of PA [50].

Individuals who reported daily and weekly anxiety were more likely to use PHM than those who reported never having anxiety across all 3 subgroups. Previous research has found a relationship between anxiety and use of technology [51-53]. Research related to the Unified Theory of Acceptance and Use of Technology found that increased anxiety levels related to use of computers is negatively associated with behavioral intention to use technology [53]. Our findings suggest that there is an association between individual anxiety level and use of technology to email HCPs, schedule appointments on the Web, or request prescription refills on the Web. This may be partly explained by the relationship between chronic disease, stress, and anxiety [54]. Research has shown that health anxiety influences patient care and information-seeking behavior [55]. This finding suggests an association between individual concerns and individual behaviors surrounding electronic access and use of health information. More anxious and more depressed patients are significantly more likely to use PHM. As anxiety and depression are often related, it makes some sense that these groups are seeking some reassurance from using PHM in any of its forms. It is important to reiterate that PHM consists of texting providers, refilling prescriptions, and scheduling appointments. It is possible that these individuals are attempting to consult with a provider to address their anxiety and depressive state.

**Observations of Significant Factors Among Groups**

This study demonstrated a small number of differences between the models for respondent subgroups. The odds of using PHM were higher among those without a chronic condition and those who do not experience barriers to accessing health care. This finding suggests that those individuals who do not experience challenges to accessing care and have chronic conditions may be using PHM to complement their typical access to HCPs or assist in managing their disease. Certain demographic factors also differed across models. Women without chronic conditions were more likely to use PHM than women with either 1 or multiple chronic conditions, and this finding is consistent with previous research [7,23,25,56].

**Limitations**

There are several limitations of this study. The findings are limited by the use of existing data collected through the NHIS survey for a purpose different from this study. The study depended upon the use of the standardized items included through self-reporting in the data collection process. Self-reported survey data have the potential to be biased by social desirability, leading to providing answers that the respondent perceives as more desirable. This could have led to an overestimate of the PHM use as compared with measurement of actual use. This study also relied on combining multiple years of NHIS data and adjusting sample weights to account for pooling data across years. This also could have led to an
overestimation of PHM use based on certain factors. Our findings point to a direction for further, more sophisticated analysis of these data to further explore the findings. Another potential limitation of this study is the combined measure of PHM. The measure was constructed to reflect personal use of technology related to health care organizations, but the construction of the measure was limited to the 3 predefined items related to technology use. Furthermore, the questions asked only if the respondent had ever engaged in the activity, so responses did not reflect the intensity of use. This may lead to the underestimation of actual use, as respondents who reported engaging in the behavior based on only 1 incident are lumped with those who displayed the same behavior frequently.

We conclude that the questions related to emailing HCPs, requesting prescription refills on the Web, and scheduling appointments are aggregable into a single PHM measure because of their high rates of co-occurrence in the dataset. There may also be additional measures that also reflect PHM that were not included in the dataset such as patient review of laboratory tests or visit summaries that were not included in the survey and have been reported previously. Leaving out these frequently reported behaviors could lead to an underestimate of use. These limitations of the dataset may separately lead to either over or underestimates of PHM use. We argue that this implies that our reported results are reasonable estimates but may have wider CIs than calculated. The NHIS did not collect information related to PHM in 2010, which may impact the overall proportional use of PHM across all years, but this was addressed by excluding this year from the analytic dataset.

Conclusions

The purpose of this research was to describe the overall utilization of PHM and compare individual characteristics associated with PHM in groups with no reported chronic conditions, with 1 chronic condition, and with 2 or more such conditions. The results indicate that the overall usage of PHM is not increasing along with the increased use of EHRs in the United States, even when clinical providers and hospitals are offering PHM features to patients. The overall use of PHM has increased slightly since 2009, but individuals reporting 1 or more chronic conditions used PHM at higher rates than individuals reporting no chronic conditions. The findings of this study also illustrated the disparities in PHM use across multiple factors, including economics and education in a nationally representative sample of individuals. These findings provide further evidence of the challenge associated with engaging patients through the use of electronic health information as the health care industry continues to evolve. Although health care organizations continue to adopt electronic modes of communication to facilitate interactions between patients and health care organizations, there are significant gaps related to the use of these tools for connecting consumers to health information. For each chronic condition category analyzed, demographic and socioeconomic factors appear to be driving PHM use. Research has demonstrated that patient-centered technologies are associated with improved clinical outcomes, patient experience, and health literacy. If action is not taken to address disparities in PHM use, individuals with lower socioeconomic status are at risk of seeing gaps in health disparities widen. In the short term, it is imperative that health care organizations develop initiatives aimed at promoting adoption of these tools by all individuals, regardless of socioeconomic status. Initiatives must be sensitive to health literacy, race, ethnicity, and other social determinants of health in their design if substantial progress in PHM use is to be achieved. In the long term, technologies that support PHM use must be designed to better meet the needs of patient populations. The current rate of use reflects the general lack of adoption of these tools, which can be partly explained by the lack of interest or need to access electronic health information on the Web. If PHM use is to increase over time, there needs to be better access to health care information across the continuum of care and more integration of tools and information related to personal fitness, diet, and lifestyle into the systems that support PHM use. Attention needs to be placed on developing technology solutions that meet the needs of all individuals regardless of educational achievement.

Future studies should investigate the relationship between PHM use and clinical outcomes across different chronic conditions, as well as the relationship between PHM use and usability of systems that support PHM-related functions. An additional level of analysis is warranted in which multiple significant predictors are clustered, rather than having 22 to 25 variables analyzed separately.

Previous research has indicated a relationship between the PHM and improved patient satisfaction, care outcomes, and knowledge. This work demonstrated that even though there was an overall low level of PHM use, there were clear disparities across demographic, socioeconomic, and health-related variables. The research showed that having a chronic condition is not the characteristic that best explains PHM use.
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Abstract

Background: Emerging health technologies are increasingly being used in health care for communication, data collection, patient monitoring, education, and facilitating adherence to chronic disease management. However, there is a lack of studies on differences in the preference for using information exchange technologies between patients with chronic and nonchronic diseases and factors affecting these differences.

Objective: The purpose of this paper is to understand the preferences and use of information technology for information exchange among a nationally representative sample of adults with and without 3 chronic disease conditions (ie, cardiovascular disease [CVD], diabetes, and hypertension) and to assess whether these preferences differ according to varying demographic variables.

Methods: We utilized data from the 2012 and 2014 iteration of the Health Information National Trends Survey (N=7307). We used multiple logistic regressions, adjusting for relevant demographic covariates, to identify the independent factors associated with lower odds of using health information technology (HIT), thus, identifying targets for awareness. Analyses were weighted for the US population and adjusted for the sociodemographic variables of age, gender, race, and US census region.

Results: Of 7307 participants, 3529 reported CVD, diabetes, or hypertension. In the unadjusted models, individuals with diabetes, CVD, or hypertension were more likely to report using email to exchange medical information with their provider and less likely to not use any of the technology in health information exchange, as well as more likely to say it was not important for them to access personal medical information electronically. In the unadjusted model, additional significant odds ratio (OR) values were observed. However, after adjustment, most relationships regarding the use and interest in exchanging information with the provider were no longer significant. In the adjusted model, individuals with CVD, diabetes, or hypertension were more likely to access Web-based personal health information through a website or app. Furthermore, we assessed adjusted ORs for demographic variables. Those aged >65 years and Hispanic people were more likely to report no use of email to exchange medical information with their provider. Minorities (Hispanic, non-Hispanic black, and Asian people) were less likely to indicate they had no interest in exchanging general health tips with a provider electronically.

Conclusions: The analysis did not show any significant association among those with comorbidities and their proclivity toward health information, possibly implying that HIT-related interventions, particularly design of information technologies, should focus more on demographic factors, including race, age, and region, than on comorbidities or chronic disease status to increase the likelihood of use. Future research is needed to understand and explore more patient-friendly use and design of information technologies, which can be utilized by diverse age, race, and education or health literacy groups efficiently to further bridge the patient-provider communication gap.

(J Med Internet Res 2018;20(10):e277) doi:10.2196/jmir.9436
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chronic conditions; eHealth; health information exchange; health information technology; internet; mHealth; mobile phone

Introduction

The burden of chronic diseases continues to grow, and they remain the most common cause of death and disability worldwide [1]. More than half of the adults in the United States have at least one chronic condition (eg, hypertension, coronary heart disease, stroke, diabetes, and cancer) [2,3]. Cardiovascular disease (CVD) and diabetes are two common chronic conditions that share common risk factors including age, genetic factors, obesity, poor nutrition, impaired glucose tolerance, and physical inactivity [4]. Moreover, diabetes is a well-known risk factor for CVD as it can increase atherosclerosis and cause elevated blood pressure and cholesterol levels in many individuals [4]. In addition, hypertension is a well-established risk factor for CVD, and studies have shown a relationship between hypertension and both vascular and structural cardiac remodeling [5]. Furthermore, inflammatory mediators such as damage-associated molecular patterns have been associated with CVD, hypertension, and diabetes [6]. Immune-mediated and adaptive immune responses have been implicated in hypertension and other vascular diseases as well [7]. Death from CVD rose by >40% between 1990 and 2013 as a result of factors such as population increase, aging, and epidemiological changes in chronic diseases [8]. Thus, it is critical for the population with chronic diseases to maintain effective disease management to achieve an improved quality of life and health outcomes [9,10].

The need for continuous monitoring, long-term planning, and frequent interaction of patients with chronic diseases with their providers might be addressed with ongoing technological advancements [1]. Emerging health technologies such as remote patient monitoring systems, mobile phone intervention programs, electronic health databases, smartphone apps, instant messaging, video calling, and patient portals are increasingly being used in health care for communication, data collection, patient monitoring, education, and facilitating adherence to chronic disease management [11-28]. It has been suggested that these technologies can assist in reducing both the burden and cost of CVD around the world [29-31].

Specifically, the use of Web-based and mobile health (mHealth) intervention programs has led to a few suggestions for the technological intervention to improve health information exchange (HIE). In fact, it has been shown that information exchange via various portals and mobile intervention has led to an increased adherence to healthy lifestyle programs, treatment regimens, and disease prevention programs [11-13,15,32]. However, the literature on this topic is very general and seldom concentrates on different chronic diseases and conditions. Literature that does converge on specific diseases like diabetes and chronic kidney disease only concentrate on one type of electronic health (eHealth) technology at a time [32,33]. The evidence that concentrates on the broad use of technology in addressing CVD specifically is limited [34]. There is also a lack of studies on differences in the preference for using information exchange technologies between patients with chronic and nonchronic diseases and factors affecting these differences. From a design and intervention development perspective, it would be critical to understand user differences and their relationship with demographic factors to augment the uptake of the newly developed information technologies.

The purpose of this paper is to understand the preferences and use of technology for information exchange among a nationally representative sample of adults with and without 3 chronic disease conditions (ie, CVD, diabetes, and hypertension) and to assess whether these preferences differ according to varying demographic variables.

Methods

Sample Population

Data for this study were derived from the Health Information National Trends Survey (HINTS). HINTS is a large-scale, household interview survey of US noninstitutionalized adults aged ≥18 years. HINTS gathers information from the general population to investigate trends in the utilization of health communication systems between providers and patients, specifically pertaining to access and usage [35]. We utilized data from HINTS 4 Cycles 2 (2012) and 4 (2014), which were obtained using the single mode mailing service and the Next Birthday Method for respondent selection. To perform a consistent selection of respondents across all households, we used the Next Birthday Method; in this technique, adults who have a next birthday coming up are requested to finish the survey for every family unit.

The sampling frame came from a collection of databases used by the Marketing Systems Group to obtain a random sample of addresses. This was then grouped into 3 specific sampling strata: (1) high concentrations of minority populations; (2) low concentrations of minority populations; and (3) counties in Central Appalachia (regardless of minority populations) [35]. A total of 12,055 households received the 4-part mailed questionnaire in Cycle 2, and 13,996 households received the 4-part mailed questionnaires in Cycle 4. The response rate was 39.97% (4818/12,055) for Cycle 2 and 34.44% (4820/13,996) for Cycle 4 [36,37]. Additional information about data collection and methodologies can be found in the corresponding methodology reports for HINTS 4 Cycles 2 and 4. The sampling methodology allowed for weighting of the sample to provide population estimates [36,37]. Further details on survey design and sampling strategies of the overall HINTS mechanism were published in a previous work [38].

We identified individuals with CVD, diabetes, or hypertension through self-reported diagnosis via the questions “Has a doctor or other health professional ever told you that you have diabetes or high blood sugar?”, “Has a doctor or other health professional ever told you that you have high blood pressure or hypertension?”, and “Has a doctor or other health professional ever told you that you have a heart condition such as heart
attack, angina, or congestive heart failure?” Individuals included in the sample population answered yes to any of the diagnoses. “Missing data” or “Inapplicable” response type for these three questions was considered to be a missing value for having a chronic condition. These 2 versions of HINTS resulted in a sample of 7307 total individuals who answered relevant questions and for whom demographic data were collected, and this was the sample size used for this analysis [36,37].

Measures
The main outcome variables were questions asking about exchanging information with providers and accessing medical records. The questions that were included in the analysis and the responses dichotomized have been detailed in Multimedia Appendix 1.

We modeled negative responses using multiple logistic regressions adjusting for relevant covariates to identify independent factors associated with lower odds of using health information technology (HIT) and, therefore, identify targets for awareness. Analyses were weighted for the US population and adjusted for the sociodemographic variables of age, gender, race, and US census region. Covariates were categorized as age (18-34 years, 35-44 years, 45-64 years, and 65-110 years); gender (female, male); race (Hispanic, non-Hispanic white, non-Hispanic black or African American, non-Hispanic Asian, and non-Hispanic other [non-Hispanic American Indian or Alaska Native or non-Hispanic, Native Hawaiian or other Pacific Islander or non-Hispanic multiple races mentioned]); and region (Northeast, Midwest, South, and West).

Statistical Analysis
First, basic demographic statistics were conducted using demographic attributes: age (“18-34,” “35-44,” “45-64,” “≥65” years), gender (“Male,” “Female”), race (“Hispanic,” “non-Hispanic white,” “non-Hispanic black or African American,” “non-Hispanic Asian,” “non-Hispanic other”), and census region (“Northeast,” “Midwest,” “South,” “West”). We calculated weighted population frequencies and percentiles. Second, we analyzed each question with an unadjusted logistic regression model, followed by an adjusted logistic regression model. To model for dichotomous outcome variables, we used logit model. In a logit model, log odds of a dependent variable are modeled as a linear combination of independent variables. To implement the logit model, we used generalized linear model function and linked the binomial family to logistic regression to develop a logistic model for the analyses. Models were adjusted for age, race, gender, and region. All analyses were conducted using R statistical tool, with a P<0.05 considered statistically significant. To analyze the weighted sample, we implemented the R Survey package with type “JKn” to include the weight samples across the dataset. Furthermore, we used sample weights from the survey data to analyze weighted population estimates and replicate weights to compute SE of estimates using the jackknife replication method.

Results
In all, 7307 participants (weighted population of 230,993,888) answered the questions used in this analysis. Within this sample, 3529 participants (weighted population of 90,748,995) reported CVD, diabetes, or hypertension. In addition, 3.33% (243/7307) of observations were with missing data. Table 1 shows the demographics of the population. Of those with CVD, diabetes, or hypertension, 42.35% (1482/3529) were aged 45-64 years and 31.06% (1094/3529) were aged ≥65 years. Furthermore, non-Hispanic white people represented 60.79% (2142/3529) of the population, and the Southern region of the United States represented 39.25% (1383/3529) of the population.

Table 2 displays the unadjusted and adjusted odds ratios (ORs) for HIT use and interest in exchanging information with a provider. In the unadjusted models, individuals with diabetes, CVD, or hypertension were more likely to report using email to exchange medical information with their provider (OR 1.431; 95% CI 1.113-1.838) and less likely to not use any of the technology in HIE (OR 0.778; 95% CI 0.618-0.979). Additionally, those with diabetes, CVD, or hypertension were less likely to report that health apps never led to asking new questions of their provider (OR 0.526; 95% CI 0.331-0.838) and were also more likely to report having no interest in exchanging electronic appointment reminders (OR 1.818; 95% CI 1.388-2.380), in exchanging general health tips with health care provider electronically (OR 1.283; 95% CI 1.004-1.639), in exchanging medication reminders with health care provider electronically (OR 1.440; 95% CI 1.135-1.827), in exchanging diagnostic information with health care provider electronically (OR 1.269; 95% CI 1.011-1.592), or in exchanging symptoms with health care provider electronically (OR 1.263; 95% CI 1.004-1.588). However, after adjustment, all relationships regarding the use of and interest in exchanging information with the provider were no longer significant.

Table 3 displays the unadjusted and adjusted ORs for interest in accessing personal medical information. In the unadjusted models, individuals with CVD, diabetes, or hypertension were more likely to say that it was not important for them to access personal medical information electronically (OR 1.496; 95% CI 1.142-1.959); however, in the adjusted models, these individuals were more likely to access Web-based personal health information through a website or app (OR 1.877; 95% CI 1.210-2.912).

Because a number of relationships lost significance after adjustment for demographic covariates, Multimedia Appendix 2 displays the adjusted ORs for demographic variables included in models presented in Tables 2 and 3 that showed significant unadjusted differences by chronic disease diagnosis to determine which demographic variables explained the relationship. Models in Multimedia Appendix 2 were adjusted by demographic covariates age, gender, race or ethnicity, and census region and the primary variable (presence of diabetes, CVD, or hypertension). Individuals aged >65 years (OR 2.32; 95% CI 1.55-3.49) and Hispanic people (OR 1.95; 95% CI 1.26-3.01) were more likely to report no use of email to exchange medical information with their provider. Conversely, non-Hispanic black people were less likely to report that they never used an app that led to questions for their provider (OR 0.32; 95% CI 0.16-0.63), whereas individuals living in the Western region of the country were more likely to report never using an app that led to questions or a second opinion (OR 2.18; 95% CI
Minorities were less likely to indicate that they had no interest in exchanging general health tips with a provider electronically (Hispanic people [OR 0.55; 95% CI 0.34-0.88], non-Hispanic black people [OR 0.36; 95% CI 0.23-0.56], and Asian people [OR 0.33; 95% CI 0.16-0.70]). In addition, non-Hispanic black people were less likely to report having no interest in exchanging medication reminders with providers (OR 0.62; 95% CI 0.41-0.95). Individuals aged 45-64 and >65 years were more likely to report no interest in exchanging a variety of medical information with their providers and more likely to say that it was not important to access their own information electronically. However, individuals aged >65 years were less likely to say that they never accessed personal medical information electronically in the past 12 months (OR 0.25; 95% CI 0.13-0.47). Finally, women were more likely to report no interest in exchanging diagnostic information with their provider (OR 1.32; 95% CI 1.03-1.71).

Table 1. Weighted population demographic characteristics: sample n=7307, weighted population N=230,993,888.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Weighted population, n (%)</th>
<th>Population with diabetes, CVD or hypertension (n=3529)</th>
<th>Population without diabetes, CVD, or hypertension (n=3535)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td>.59</td>
</tr>
<tr>
<td>Male</td>
<td>1683 (47.76)</td>
<td>1672 (47.34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1845 (50.19)</td>
<td>1863 (51.53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>18-34</td>
<td>351 (9.83)</td>
<td>1512 (42.80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>458 (13.19)</td>
<td>671 (19.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>1482 (42.35)</td>
<td>996 (28.19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;65</td>
<td>1094 (31.06)</td>
<td>267 (7.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Hispanic</td>
<td>413 (11.74)</td>
<td>530 (14.98)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>2142 (60.79)</td>
<td>2177 (61.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black or African American</td>
<td>399 (11.35)</td>
<td>335 (9.48)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>92 (2.61)</td>
<td>198 (5.62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>81 (2.34)</td>
<td>70 (1.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Northeast</td>
<td>620 (17.58)</td>
<td>664 (18.86)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>780 (22.16)</td>
<td>752 (21.28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>1383 (39.25)</td>
<td>1260 (35.65)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>741 (21.00)</td>
<td>856 (24.22)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aCVD: cardiovascular disease.
bStatistically significant relationships at P<.05, with the presence of diabetes, cardiovascular disease, or hypertension being the primary indicator.
Table 2. Unadjusted and adjusted odds ratios (ORs) for the use of and interest in exchanging information with a provider among individuals with the presence of a chronic condition.

<table>
<thead>
<tr>
<th>Odds</th>
<th>Unadjusted OR (95% CI)</th>
<th>Adjusted OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Odds of reporting use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 12 months, used any of following to exchange info with health care professional?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>1.431 (1.113-1.838)\textsuperscript{b}</td>
<td>1.128 (0.865-1.470)</td>
</tr>
<tr>
<td>Short message service text message</td>
<td>1.039 (0.688-1.571)</td>
<td>0.955 (0.594-1.536)</td>
</tr>
<tr>
<td>App</td>
<td>0.983 (0.602-1.604)</td>
<td>0.734 (0.426-1.626)</td>
</tr>
<tr>
<td>Video</td>
<td>1.922 (0.560-6.599)</td>
<td>1.379 (0.310-6.134)</td>
</tr>
<tr>
<td>Social media</td>
<td>0.936 (0.499-1.756)</td>
<td>0.659 (0.325-1.337)</td>
</tr>
<tr>
<td>Fax</td>
<td>0.874 (0.553-1.379)</td>
<td>0.811 (0.503-1.308)</td>
</tr>
<tr>
<td>None</td>
<td>0.778 (0.618-0.979)\textsuperscript{b}</td>
<td>0.963 (0.753-1.233)</td>
</tr>
<tr>
<td>Odds of responding &quot;no&quot; or &quot;never&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have apps on smartphone or tablet related to health led to asking doctor new questions or getting second opinion from another doctor?</td>
<td>0.526 (0.331-0.838)\textsuperscript{b}</td>
<td>0.591 (0.341-1.022)</td>
</tr>
<tr>
<td>How interested in exchanging appointment reminders with health care provider electronically?</td>
<td>1.818 (1.388-2.380)\textsuperscript{b}</td>
<td>1.072 (0.723-1.588)</td>
</tr>
<tr>
<td>How interested in exchanging general health tips with health care provider electronically?</td>
<td>1.283 (1.004-1.639)\textsuperscript{b}</td>
<td>1.037 (0.770-1.397)</td>
</tr>
<tr>
<td>How interested in exchanging medication reminders with health care provider electronically?</td>
<td>1.440 (1.135-1.827)\textsuperscript{b}</td>
<td>0.975 (0.718-1.324)</td>
</tr>
<tr>
<td>How interested in exchanging lab or test results with health care provider electronically?</td>
<td>1.215 (0.951-1.552)</td>
<td>0.938 (0.683-1.289)</td>
</tr>
<tr>
<td>How interested in exchanging diagnostic information with health care provider electronically?</td>
<td>1.269 (1.011-1.592)\textsuperscript{b}</td>
<td>0.996 (0.757-1.312)</td>
</tr>
<tr>
<td>How interested in exchanging vital signs with health care provider electronically?</td>
<td>1.259 (0.986-1.607)</td>
<td>1.022 (0.754-1.386)</td>
</tr>
<tr>
<td>How interested in exchanging lifestyle behaviors with health care provider electronically?</td>
<td>1.187 (0.942-1.496)</td>
<td>0.882 (0.669-1.163)</td>
</tr>
<tr>
<td>How interested in exchanging symptoms with health care provider electronically?</td>
<td>1.263 (1.004-1.588)\textsuperscript{b}</td>
<td>0.832 (0.621-1.116)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The model was adjusted by demographic covariates: age, gender, race or ethnicity, and census region.
\textsuperscript{b}Statistically significant relationships at \( P < .05 \), with the presence of diabetes, cardiovascular disease, or hypertension being the primary indicator.

Table 3. Unadjusted and adjusted odds ratios (ORs) for use of and interest in accessing personal medical information among individuals with the presence of a chronic condition.

<table>
<thead>
<tr>
<th>Odds</th>
<th>Unadjusted OR (95% CI)</th>
<th>Adjusted OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Odds of responding not important or not confident or no or more times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important is it for doctors to share your medical information with each other electronically?</td>
<td>0.960 (0.680-1.355)</td>
<td>1.282 (0.790-2.080)</td>
</tr>
<tr>
<td>How important would it be for you to access personal medical information electronically?</td>
<td>1.496 (1.142-1.959)\textsuperscript{b}</td>
<td>1.089 (0.761-1.557)</td>
</tr>
<tr>
<td>How confident are you that safeguards are present to protect your medical records from being seen by people who are not permitted to view them?</td>
<td>0.817 (0.638-1.048)</td>
<td>0.902 (0.670-1.213)</td>
</tr>
<tr>
<td>Have you been offered access to personal health info through a website or app by your health care provider?</td>
<td>1.043 (0.837-1.301)</td>
<td>1.041 (0.817-1.324)</td>
</tr>
<tr>
<td>Odds of increasing number of times</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In the past 12 months, how many times did you access personal health information through a website or app?</td>
<td>1.251 (0.824-1.898)</td>
<td>1.877 (1.210-2.912)\textsuperscript{b}</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The model was adjusted by demographic covariates: age, gender, race or ethnicity, and census region.
\textsuperscript{b}Statistically significant relationships at \( P < .05 \), with the presence of diabetes, cardiovascular disease, or hypertension being the primary indicator.
Discussion

Principal Findings

In this study, we examined and compared patients’ attitudes toward the use of health information technologies for HIE between providers and patients with and without the chronic (diabetes, CVD, or hypertension) conditions. The analyses showed that while unadjusted differences existed in responses to the use of HIT based on the existence of chronic disease, the inclusion of the demographic factors of gender, race, age, and region of residence removed this statistical significance and may explain the differences. This suggests that demographic differences are more important than differences due to presence or absence of a chronic disease. This is particularly important as interventions are developed to increase the use of HIT across different population groups in the United States. Specifically, our findings suggest that future interventions should target the unique needs of the elderly and ethnic minorities regardless of their disease status.

Our findings show that older individuals, regardless of the presence of a chronic condition, indicated less interest in using HIT to communicate or exchange information with their provider. Previous studies have also reported similar findings. One study showed the rate of HIT use among those aged ≥65 years to be less than that among younger patients [39]. Another study also showed that older adults were less likely than younger adults to value the importance of Patient Health Records [33]. There might be several reasons behind these findings, and they include the following: (1) greater ease of use and comfort with technology among younger adults [40]; (2) poor usability, availability, and accessibility of HIT functions tailored to the elderly [41-43]; (3) lower health literacy in the elderly [44,45]; (4) lower educational attainment and income in the elderly [3,46]; and (5) unique challenges from having chronic diseases that are more prevalent in the elderly and that impede the use of technology (eg, arthritis, vision impairment) [47]. However, the potential of technology for better communication and disease management is clear [48]; therefore, given the burden of chronic disease in the elderly, it is imperative to develop more user-friendly interfaces to facilitate better use of HIT for this age group. In addition, the results showed that adults aged 65 years with chronic disease reported no interest in exchanging medical information through the Web with their doctors, although they stated that they accessed health info electronically in the past 12 months. This might show that this group would like to access information on the Web to get informed, but still prefer other type of communication channels to discuss with their providers, such as in person or via phone over electronic information exchange. Finally, a recent study has shown increased use of mHealth technologies by the elderly group [49]; likewise, this study also signals that if these technologies are designed to be more patient friendly and if they address cognitive load as well as understand the needs of elderly patients, we would witness increased use and more eHealth information exchange among this group too.

In addition, we found that minorities showed more interest in using HIT, particularly for general health tips and medication reminders. In addition, non-Hispanic black people were less likely to report that they never used an app that led to questions for their provider. Some previous studies have shown that minorities are less likely to seek out Web-based health information [48], but our results show that this trend may be changing given the advancement in technology and rate of possession of mobile phones among minority populations. A recent Pew Internet & American Life Project’s 2013 Health Online study has also shown that minorities (Hispanic and non-Hispanic black people) reported using their mobile phones to access health information, especially information related to pregnancy and weight, more than non-Hispanic white people [50,51]. It is also interesting to see that given the increased use of smartphone among minorities to access health information through app or Web, they are not more likely to report or exchange information with their providers. This changing trend suggests that future interventions for ethnic minorities should take greater advantage of technology, especially eHealth and mobile technology, which can also address and solve some disparity problems in the long run.

Some past studies have shown mixed results on gender differences in the eHealth use and perception of HIE [52-54]. In our study, the only question indicating a difference by gender suggests that men may be more interested in using HIT to discuss diagnostic information with their providers. Finally, individuals with chronic conditions were more likely to access Web-based personal health information through a website or app for the last 12 months. One reason for this finding might be that individuals with no chronic condition did not need or have any issue requiring them to access their health records compared with individuals with chronic conditions.

Limitations

In this analysis, we used a large, population-based sample providing generalizable results and investigated a variety of HIT options; however, there are some limitations worth noting. First, the data were cross-sectional and, therefore, cannot offer information on causality. Second, the response rate for HINTS was 21%-35%, and therefore, it may have more selection bias than other national surveys. Local or regional studies that provide more detailed data with a higher response rate should be conducted to validate these findings. Finally, there are several possible confounders that may further explain the relationships noted that were not included in the dataset.

Conclusions

This study compares the HIT use for information exchange by individuals with and without chronic conditions (diabetes, CVD, or hypertension) and potential factors that influence HIT use. The findings did not show any significant association among those with comorbidities and their proclivity toward health information. This study suggests that HIT-related interventions, particularly the design of mHealth technologies, should focus more on demographic factors, including race, age, and region, than on chronic disease status or comorbidities to increase the likelihood of use. Future research is needed to understand and explore more patient-friendly use and design of mHealth apps, which can be utilized by various age, race, and education or health literacy groups efficiently to further bridge the
communication gap between patients and their provider. A more qualitative exploration would be beneficial to identify why certain groups do and do not use HIT for HIE purposes.
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Modeling and Predicting Outcomes of eHealth Usage by European Physicians: Multidimensional Approach from a Survey of 9196 General Practitioners

Abstract

Background: The literature has noted the need to use more advanced methods and models to evaluate physicians’ outcomes in the shared health care model that electronic health (eHealth) proposes.

Objective: The goal of our study was to design and evaluate a predictive multidimensional model of the outcomes of eHealth usage by European physicians.

Methods: We used 2012-2013 survey data from a sample of 9196 European physicians (general practitioners). We proposed and tested two composite indicators of eHealth usage outcomes (internal practices and practices with patients) through 2-stage structural equation modeling. Logistic regression (odds ratios, ORs) to model the predictors of eHealth usage outcomes indicators were also calculated.

Results: European general practitioners who were female (internal practices OR 1.15, 95% CI 1.10-1.20; practices with patients OR 1.19, 95% CI 1.14-1.24) and younger—aged <35 years (internal practices OR 1.14, 95% CI 1.02-1.26; practices with patients OR 1.32, 95% CI 1.13-1.54) and aged 36-45 years (internal practices OR 1.16, 95% CI 1.06-1.28; practices with patients OR 1.21, 95% CI 1.10-1.33)—had a greater propensity toward favorable eHealth usage outcomes in internal practices and practices with patients. European general practitioners who positively valued information and communication technology (ICT) impact on their personal working processes (internal practices OR 5.30, 95% CI 4.73-5.93; practices with patients OR 4.83, 95% CI 4.32-5.40), teamwork processes (internal practices OR 4.19, 95% CI 3.78-4.65; practices with patients OR 3.38, 95% CI 3.05-3.74), and the doctor-patient relationship (internal practices OR 3.97, 95% CI 3.60-4.37; practices with patients OR 6.02, 95% CI 5.43-6.67) had a high propensity toward favorable effects of eHealth usage on internal practices and practices with patients. More favorable eHealth outcomes were also observed for self-employed European general practitioners (internal practices OR 1.33, 95% CI 1.22-1.45; practices with patients OR 1.10, 95% CI 1.03-1.28). Finally, general practitioners who reported that the number of patients treated in the last 2 years had remained constant (internal practices OR 1.08, 95% CI 1.01-1.17) or increased (practices with patients OR 1.12, 95% CI 1.03-1.22) had a higher propensity toward favorable eHealth usage outcomes.

Conclusions: We provide new evidence of predictors (sociodemographic issues, attitudes toward ICT impacts, and working conditions) that explain favorable eHealth usage outcomes. The results highlight the need to develop more specific policies for eHealth usage to address different realities.
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KEYWORDS
internet; eHealth; health care; health drivers; health barriers; health attitude; health information; health empowerment; information and communication technologies; structural equation modeling; Europe

Introduction

In recent years, advances in health information technologies (HITs), electronic health records (EHRs), personal health records (PHRs), electronic health (eHealth) and telehealth applications and devices, and health information exchange (HIE) systems have profoundly transformed professionals’ health care practice, thus, contributing to the efficiency of their activities by reducing errors, improving early diagnosis of diseases, and offering better management of chronic diseases [1-3]. In the European Union, these HIT and eHealth applications have been incorporated into hospitals and municipalities over the past 10 years, and a higher level of information integration and exchange has been achieved to the benefit of coordination and collaboration between and among health care professionals in all sectors [1,4,5]. In primary care, where 69% of general practitioners use internet-connected computers [1], EHR network usage is well established and widespread [6], whereas HIE system usage is less so [7]. In addition, growing emphasis is being placed on eHealth services as a way of enabling patients to have access to their medical information through PHRs [5,6].

The application of eHealth services to primary care is of particular interest because it is at this level of care where patients come into regular contact with health care systems. Primary care also provides the highest volume of health services [8]. Compared to current practice, however, general practitioners often consider eHealth services as being disruptive rather than supportive [7]. General practitioners are quite skeptical about the potential benefits of eHealth usage to citizens and patients [1] despite the perceived benefits [9]. Moreover, even though the data gathered by different health devices [10] and the Internet of Things [11,12] can serve as a complement to PHRs and help to identify patients’ health risks [11], the success of PHRs will be dependent on general practitioners’ attitudes and actions. Additional workload coupled with the lack of time, remuneration, information and communication technology (ICT) skills, interoperability, confidentiality, and clear rules about their liability stand out as the main barriers to eHealth usage alongside organizational issues and resistance to change [1,13-17].

While there is considerable evidence in the literature about the predictors of some particular uses of eHealth, attention has recently been drawn to the need to use more advanced methods and models to evaluate the shared health care model that eHealth proposes [18-21]. The construction of a new theoretical framework, a composite indicator of eHealth usage (by patients and health care professionals) that would allow us to understand the integrated and intersectoral workflow and dynamics of eHealth between health care professionals and patients within health care systems would be very useful. Thus, the public policies and strategic actions resulting from the research could be adapted more precisely to specific eHealth uses and the profiles of professionals or health care systems.

Earlier studies have already attempted to model and predict eHealth usage among patients in Europe [22]. The main aim of this work was to model and predict European general practitioners’ eHealth usage outcomes. We designed and tested a multidimensional model for this purpose. The results obtained provide new evidence of and have implications for the design of health organizations and public health policies.

Methods

Participants and Procedure

Data for this study were drawn from the Benchmarking Deployment of eHealth among General Practitioners Phase 2 (GPII) research project [23]. The survey was funded by the European Commission Directorate General for Communications Networks, Content and Technology. The GPII panel survey’s analysis had two main objectives: (1) measuring the level eHealth availability and usage in primary care and (2) examining what drives or hampers the overall level of eHealth adoption.

The study used survey data from a sample of 9196 European general practitioners, that is to say, physicians working in outpatient establishments in specialties such as general practice, family medicine, internal medicine, or general medicine. The sampling universe comprised 465,718 European physicians with an overall margin of error of ±1.03 in the case of maximum indetermination p=q=50%, for a confidence level of 95.5% (Multimedia Appendix 1). The sample had two essential characteristics. First, the survey selected a large sample of countries (31 in total): 27 European Union countries (Austria, Belgium, Bulgaria, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Italy, Latvia, Lithuania, Luxembourg, Malta, The Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden, and United Kingdom) plus Croatia, Iceland, Norway, and Turkey. Second, it selected an unequal-sized sample with country-specific margins of error varying between ±4.15% and +13.84%. The margins of error for most of the countries in the sample (n=20) were around ±5.0%, whereas for 6 countries they were between ±6.0% and ±7.0%, and for only 5 countries (the smaller ones), they were above ±10.0%.

The questionnaire used in the survey contained 38 questions grouped into 3 dimensions (Multimedia Appendix 2). Part A covered general practitioners’ sociodemographic circumstances, organizational settings, practice location, and description of tasks and workload (10 questions). Part B covered the deployment and usage of ICT systems and functionalities (23 questions) and represented the core of the survey. After a set of general questions (basic infrastructure, interconnection with other system players, and security items), the following 4 pillars of eHealth usage measurement were addressed in this dimension: (1) EHRs, referring to the systems that are used by health care professionals to enter, store, view, and manage patient health and administrative information and data; (2) HIEs, referring to the process of electronically transferring, sharing, or enabling
access to patient health information and data; (3) telehealth, covering the use of broadband-based technological platforms for the purpose of providing health services, medical training, and health education at a distance; and (4) PHRs, referring to the electronic systems allowing patients to have secure access to and manage their health information. Finally, Part C focuses on attitudes toward, perceived barriers to, and impacts of eHealth usage (5 questions).

The survey was answered by European general practitioners in mixed Web-based, phone (Web-CATI), and face-to-face interviews lasting for half an hour each and in a native language of each country. A study presentation paragraph was written to inform potential respondents about the confidentiality of any data provided and the academic aim of the research. European general practitioners voluntarily answered the questionnaire and did not receive any payment in cash or kind. While the questionnaire was being implemented, an expert was on hand at all times (via email) to resolve any queries that the respondents had. The respondent general practitioners were selected by means of probability sampling applied to each country universe. The net response rate was 35.5%. The fieldwork period ran from October 25, 2012 to March 6, 2013. The GPII research project followed the Checklist for Reporting Results of Internet E-Surveys criteria [24]. For a more detailed explanation, see the GPII research report [23].

Data Analysis and Models

From an empirical perspective, explanatory factors determining eHealth usage outcomes raise two particular difficulties. First, the approach to the concept requires a multidimensional basis that is not usually captured in a single variable. In fact, the most common approaches found in the literature perform partial analyses of its various dimensions. This type of analysis has the disadvantage of not taking a full snapshot of the explanatory factors, which gives rise to the second difficulty: statistical modeling. In other words, eHealth usage outcomes can be interpreted as a latent, nonobservable concept, which, therefore, calls for statistical techniques that allow variables of this type, which are not directly measurable, to be used [22].

In the empirical literature, structural equation modeling (SEM) with latent variables has been used to overcome this problem. A general SEM is a formal mathematical model. It is a set of linear equations that encompasses various types of models such as regression analysis models, simultaneous equation systems, factor analysis, and path analysis. The main advantage of this method of analysis is the incorporation of different types of variables into the SEM. Directly observable and measurable variables, and theoretical or latent variables representing concepts that are not directly observed can, therefore, be incorporated. When the variable to be explained (dependent) is latent, it must be continuous, whereas dependent observed variables can be continuous, censored, binary, ordered, categorical (ordinals), or combinations of any of these variable types [25].

This method of analysis allows us to define eHealth usage outcomes as a latent variable, thus enabling us to calculate the specific explanatory effect of the variables that it comprises. Hence, besides building an overall explanatory model of the determinants of eHealth usage, it is also possible to identify which of its explanatory dimensions are more important. In addition, SEM enables the relationships between the different observable variables included in the model (indirect effects) to be estimated. In this context, and in order to capture the factors that explain eHealth usage outcomes in a large sample of European general practitioners, we proposed and tested a two-stage SEM with latent variables and measurement errors for 2012-2013.

We applied the 2-stage empirical methodology as follows: in the first stage, we tested the relationships among 101 indicators and the 9 dimensions describing eHealth usage and eHealth usage outcomes by means of SEM and additive indicators (in those dimensions with primary data of a dichotomous nature), and in the second stage, we tested the relationships among the indicators constructed for those 9 dimensions (based on the coefficients and aggregations from the first stage). This methodology involved the design and statistical testing of 5 empirical SEM models (4 models for the first stage and 1 model for the second stage) and also 5 additive indicators in the first stage.

The 9 model dimensions and variables are as follows:

- **Dimension 1: ICT usage (ICTUS)**, captured by a set of 5 variables measuring usage frequency (Multimedia Appendix 3);
- **Dimension 2: barriers to eHealth usage (BARRIERS)**, captured by a set of 16 variables measuring the factors that general practitioners regarded as barriers when evaluating eHealth usage (Multimedia Appendix 4);
- **Dimension 3: PHR usage (PHR)**, captured by a set of 6 variables measuring their usage or nonusage (Multimedia Appendix 5);
- **Dimension 4: telehealth (THEALTH)**, captured by a set of 4 variables measuring its usage or nonusage (Multimedia Appendix 6);
- **Dimension 5: HIE**, captured by a set of 15 variables measuring their usage or nonusage (Multimedia Appendix 7);
- **Dimension 6: Electronic Health Records_Decision Support Systems (EHR_DSS)**, captured by a set of 6 variables measuring their usage or nonusage (Multimedia Appendix 8);
- **Dimension 7: Electronic Health Records_Data (EHR_DAT)** captured by a set of 19 variables measuring their usage or nonusage (Multimedia Appendix 9);
- **Dimension 8: eHealth usage outcomes in internal practices (OUTINTPRA)**, captured by a set of 14 variables measuring the outcomes that general practitioners considered when evaluating eHealth usage in their internal practices (IP; Multimedia Appendix 10);
- **Dimension 9: eHealth usage outcomes in practices with patients (OUTPRAPAT)**, captured by a set of 16 variables measuring the outcomes that general practitioners considered when evaluating eHealth usage in their practices with patients (PP; Multimedia Appendix 11).

Figure 1 shows the multidimensional model of eHealth usage dimensions and outcomes that we have tested.
Additionally, we performed logistic regression to model the predictors of 2 eHealth usage outcomes indicators using independent variables corresponding to sociodemographic circumstances, attitudes, and working conditions. For each independent variable, we calculated odds ratios (ORs) and their 95% CI. We used IBM SPSS Amos v24 (IBM Corp) for all calculations.

Results
eHealth Usage Outcomes

Multimedia Appendix 12 shows the results (standardized coefficients and measurement errors) of the first stage of estimating the explanatory factors of some dimensions of European general practitioners’ eHealth usage and of 2 dimensions of general practitioners’ eHealth usage outcomes for 2012-2013. In this first stage, we estimated the relationships among 51 indicators and 4 dimensions describing eHealth usage (ICTUS and BARRIERS) and eHealth usage outcomes (OUTINTPRA and OUTPRAPAT) using an SEM with measurement errors. First, it should be noted that all the variables specified in the model were statistically significant (99% confidence level). Second, the goodness-of-fit measurements for the 4 proposed models were highly satisfactory. Thus, the normed fit index (NFI), relative fit index (RFI), incremental fit index (IFI), Tucker-Lewis index (TLI), and comparative fit index (CFI) had very high values, approaching the optimal value of 1. The root mean square error of approximation (RMSEA) values were <0.08, thus, corroborating the validity of the estimated models.

In the ICTUS dimension, the standardized coefficient variability was 0.58. The variables with the highest explanatory power in this dimension were related to describing the medical organizations in contact with general practitioners (0.640) as well as the existence of problems of compatibility in electronically exchanging patient data (0.481). In contrast, fewer explanatory variables were related to computer usage in general practice (0.064). In the BARRIERS dimension, the standardized coefficient variability was much lower (0.15) between the explanatory variables related to the lack of time or additional workload (0.681), lack of sufficient training (0.673) or lack of
sufficient ICT skills (0.663), and increased patient expectations (0.528).

Regarding the 2 dimensions of general practitioners’ eHealth usage outcomes, the standardized coefficients obtained showed a different variability. In the case of eHealth usage outcomes related to IP, the standardized coefficient variability was 0.37. The variables with the highest explanatory power were related to the fact that eHealth was easy to use (0.801), that general practitioners found it easy to get to do what they wanted (0.769), and that it was flexible to use or interact with (0.744). The variables with the least explanatory power were related to people who influence general practitioners’ general behavior (0.442) or clinical behavior (0.435) in respect of eHealth usage. In the case of eHealth usage outcomes in PP, the standardized coefficient variability was much lower (0.15). The variables with the highest explanatory power were related to improvement in the efficiency of the whole health care system (0.797), in the quality of treatment (0.784), and in the quality of diagnosis decisions (0.783). In contrast, the variables with the least explanatory power were related to the general practitioners’ perceptions of eHealth usage increasing patient access to health care (0.647) or reducing pharmaceutical expenditure (0.649).

For the remaining 5 dimensions relating to eHealth usage, namely PHR, THEALTH, HIEs, EHR_DSS, and EHR_DAT, and as a result of the dichotomous nature of the base data, we constructed 5 additive indicators. For each of the 5 dimensions, we created a joint indicator that adds together their internal uses (indicators). Thus, the PHR indicator takes a value between 0 and 6, the THEALTH indicator between 0 and 4, the HIE indicator between 0 and 15, the EHR_DSS indicator between 0 and 6, and the EHR_DAT indicator between 0 and 19 (Multimedia Appendix 13). Some 37.58% (3456/9196) and 41.90% (3853/9196) of the general practitioners performed at least 1 of the 6 PHR practices and of the 4 THEALTH practices. However, the percentages in the HIE and EHR (DSS and DAT) dimensions were much higher. Some 87.99% (8092/9196), 70.20% (6456/9196), and 81.89% (7531/9196) of European general practitioners made at least 1 use of eHealth in the HIE and EHR (DSS and DAT) dimensions. After applying the coefficients—obtained from the first estimation stage—and the additive indicators, we constructed 7 composite indicators of eHealth usage and 2 of eHealth usage outcomes and determined their mean values (Table 1).

### eHealth Usage Outcomes in Internal Practices and in Practices With Patients

Table 2 shows the results (direct standardized coefficients and standard errors) of the second stage of modeling European general practitioners’ eHealth usage and eHealth usage outcomes for 2012-2013. In this second stage, we tested the relationships among the indicators constructed for the 7 dimensions describing eHealth usage (based on the coefficients and additive indicators from the first stage) and the 2 latent constructs of eHealth usage outcomes (based on the coefficients from the first stage) by using a 21-hypothesis SEM with standard errors (Figure 1). First, it should be noted that all the variables specified in the model were statistically significant (at least 95% confidence level). Second, the goodness-of-fit measurements for the proposed model were satisfactory. Thus, the NFI (0.966), RFI (0.914), IFI (0.967), TLI (0.915), and CFI (0.967) indices had high values, approaching the optimal value of 1. The RMSEA value was <0.08 (0.072), thus, corroborating the validity of the estimated model.

The direct standardized coefficients obtained validated the 21 formulated hypotheses and the signs of their relationships. For example, as we had hypothesized, the barriers to ICTUS determined a negative effect on ICT, HIE, and EHR_DAT usage. Regarding the relationships between different dimensions of eHealth usage, it is notable that ICTUS explained HIE (0.571) with considerable intensity that HIE had considerable explanatory power over PHR (0.398) and EHR_DSS (0.349) and that an important link was found between EHR_DSS and EHR_DAT (0.365). Concerning the indicators relating to eHealth usage outcomes, the indicator linked to IP was explained by ICT (0.132), EHR_DAT (0.215), EHR_DSS (0.050), PHR (0.112) and THEALTH (0.101) usage. In contrast, the outcomes indicator linked to PP was explained by THEALTH usage (0.027) and, primarily, by the IP outcomes indicator (0.607).

### Table 1. Descriptive statistics of eHealth usage and eHealth usage outcome dimensions, 2012-2013.

<table>
<thead>
<tr>
<th>#</th>
<th>Dimension</th>
<th>Mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Information and communication technology usage</td>
<td>1.54 (1.002)</td>
<td>0.00</td>
<td>4.54</td>
<td>0.085</td>
<td>0.738</td>
</tr>
<tr>
<td>2</td>
<td>Barriers to eHealth usage</td>
<td>9.99 (3.014)</td>
<td>0.00</td>
<td>15.34</td>
<td>−0.855</td>
<td>1.177</td>
</tr>
<tr>
<td>3</td>
<td>Personal Health Records</td>
<td>0.82 (1.320)</td>
<td>0.00</td>
<td>6.00</td>
<td>1.872</td>
<td>3.360</td>
</tr>
<tr>
<td>4</td>
<td>Telehealth</td>
<td>0.62 (0.865)</td>
<td>0.00</td>
<td>4.00</td>
<td>1.450</td>
<td>1.747</td>
</tr>
<tr>
<td>5</td>
<td>Health Information Exchanges</td>
<td>5.26 (3.962)</td>
<td>0.00</td>
<td>15.00</td>
<td>0.551</td>
<td>−0.569</td>
</tr>
<tr>
<td>6</td>
<td>Electronic Health Records_Decision Support Systems</td>
<td>2.38 (2.127)</td>
<td>0.00</td>
<td>6.00</td>
<td>0.371</td>
<td>−1.233</td>
</tr>
<tr>
<td>7</td>
<td>Electronic Health Records_Data</td>
<td>13.80 (6.015)</td>
<td>0.00</td>
<td>19.00</td>
<td>−1.428</td>
<td>0.628</td>
</tr>
<tr>
<td>8</td>
<td>eHealth usage outcomes in internal practices</td>
<td>8.86 (2.719)</td>
<td>0.00</td>
<td>13.12</td>
<td>−0.785</td>
<td>0.681</td>
</tr>
<tr>
<td>9</td>
<td>eHealth usage outcomes in practices with patients</td>
<td>11.50 (3.712)</td>
<td>0.00</td>
<td>16.88</td>
<td>−0.785</td>
<td>0.741</td>
</tr>
</tbody>
</table>
Table 2. Explanatory factors of European general practitioners’ eHealth usage and eHealth usage outcomes, 2012-2013. Goodness-of-fit indices: normed fit index: 0.966; relative fit index: 0.914; incremental fit index: 0.967; Tucker-Lewis index: 0.915; comparative fit index: 0.967; root mean square error of approximation: 0.072.

<table>
<thead>
<tr>
<th>Hypothesis (H)</th>
<th>Explained dimension</th>
<th>Explanatory dimension</th>
<th>Standardized coefficient&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value of standardized coefficients</th>
<th>SE</th>
<th>P value of SEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>ICTUS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>BARRIERS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.118</td>
<td>&lt;.001</td>
<td>0.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H2</td>
<td>HIE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>ICTUS</td>
<td>0.571</td>
<td>&lt;.001</td>
<td>0.034</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H3</td>
<td>HIE</td>
<td>BARRIERS</td>
<td>-0.035</td>
<td>&lt;.001</td>
<td>0.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H4</td>
<td>PHR</td>
<td>ICTUS</td>
<td>0.062</td>
<td>&lt;.001</td>
<td>0.015</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H5</td>
<td>PHR</td>
<td>HIEs</td>
<td>0.398</td>
<td>&lt;.001</td>
<td>0.004</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H6</td>
<td>THEALTH&lt;sup&gt;f&lt;/sup&gt;</td>
<td>ICTUS</td>
<td>0.031</td>
<td>&lt;.001</td>
<td>0.010</td>
<td>.003</td>
</tr>
<tr>
<td>H7</td>
<td>THEALTH</td>
<td>HIEs</td>
<td>0.248</td>
<td>&lt;.001</td>
<td>0.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H8</td>
<td>THEALTH</td>
<td>PHR</td>
<td>0.081</td>
<td>&lt;.001</td>
<td>0.007</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H9</td>
<td>EHR_DSS&lt;sup&gt;g&lt;/sup&gt;</td>
<td>ICTUS</td>
<td>0.191</td>
<td>&lt;.001</td>
<td>0.023</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H10</td>
<td>EHR_DSS</td>
<td>BARRIERS</td>
<td>-0.012</td>
<td>&lt;.001</td>
<td>0.006</td>
<td>.003</td>
</tr>
<tr>
<td>H11</td>
<td>EHR_DSS</td>
<td>HIEs</td>
<td>0.349</td>
<td>&lt;.001</td>
<td>0.006</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H12</td>
<td>EHR_DAT&lt;sup&gt;h&lt;/sup&gt;</td>
<td>ICTUS</td>
<td>0.190</td>
<td>&lt;.001</td>
<td>0.062</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H13</td>
<td>EHR_DAT</td>
<td>EHR_DSS</td>
<td>0.365</td>
<td>&lt;.001</td>
<td>0.027</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H14</td>
<td>EHR_DAT</td>
<td>HIEs</td>
<td>0.174</td>
<td>&lt;.001</td>
<td>0.016</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H15</td>
<td>OUTINTPRA&lt;sup&gt;i&lt;/sup&gt;</td>
<td>ICTUS</td>
<td>0.132</td>
<td>&lt;.001</td>
<td>0.030</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H16</td>
<td>OUTINTPRA</td>
<td>EHR_DAT</td>
<td>0.215</td>
<td>&lt;.001</td>
<td>0.005</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H17</td>
<td>OUTINTPRA</td>
<td>EHR_DSS</td>
<td>0.050</td>
<td>&lt;.001</td>
<td>0.015</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H18</td>
<td>OUTINTPRA</td>
<td>PHR</td>
<td>0.112</td>
<td>&lt;.001</td>
<td>0.021</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H19</td>
<td>OUTINTPRA</td>
<td>THEALTH</td>
<td>0.101</td>
<td>&lt;.001</td>
<td>0.031</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H20</td>
<td>OUTPRAPAT&lt;sup&gt;j&lt;/sup&gt;</td>
<td>THEALTH</td>
<td>0.027</td>
<td>.002</td>
<td>0.036</td>
<td>.003</td>
</tr>
<tr>
<td>H21</td>
<td>OUTPRAPAT</td>
<td>OUTINTPRA</td>
<td>0.607</td>
<td>&lt;.001</td>
<td>0.011</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Regression analysis: structural equation modeling (SEM); estimated coefficients: direct effects.

<sup>b</sup>ICTUS: information and communication technology usage.

<sup>c</sup>BARRIERS: barriers to information and communication technology usage.

<sup>d</sup>HIE: Health Information Exchange.

<sup>e</sup>PHR: Personal Health Records.

<sup>f</sup>THEALTH: telehealth.

<sup>g</sup>EHR_DSS: Electronic Health Records_Decision Support Systems.

<sup>h</sup>EHR_DAT: Electronic Health Records_Data.

<sup>i</sup>OUTINTPRA: eHealth usage outcomes in internal practices.

<sup>j</sup>OUTPRAPAT: eHealth usage outcomes in practices with patients.

**Predictors of eHealth Usage Outcomes in Internal Practices**

To capture the main predictors of European general practitioners’ eHealth usage outcomes, we performed logistic regression using independent variables for general practitioners’ sociodemographic circumstances, attitudes toward ICT impact, and working conditions. The first step in this analysis was to recode the two composite indicators of eHealth usage outcomes. The mean value the composite indicator of OUTINTPRA was 8.86 (SD 2.72; minimum to maximum range 0.0-13.12). The mean value of the composite indicator of OUTPRAPAT was 11.5 (SD 3.71; minimum to maximum range 0.0-16.88). We, therefore, constructed a dichotomous eHealth usage outcomes indicator based on the mean of the composite indicators obtained. The two dichotomous eHealth usage outcomes indicators took the value 1 when the composite indicators of eHealth usage outcomes were equal to or greater than the mean and the value 0 when less than the mean. The mean value of the dichotomous composite indicator of OUTINTPRA was 0.547 (SD 0.498; minimum to maximum range 0-1). The mean value of the dichotomous indicator of OUTPRAPAT was 0.558
(SD 0.497; minimum to maximum range 0-1). For 54.75% (5035/9196) of European general practitioners, the eHealth usage outcomes in IP were more favorable (greater than the mean). For 55.82% (5133/9196) of European general practitioners, the eHealth usage outcomes in PP were more favorable (greater than the mean).

Table 3 shows the results of the logistic regression (OR) between the dichotomous composite indicator of OUTINTPRA and the independent variables. Regarding sociodemographic circumstances, European general practitioners who were female (OR 1.15, 95% CI 1.10-1.20) and younger (aged <35 years: OR 1.14, 95% CI 1.02-1.26 and aged 36-45 years: OR 1.16, 95% CI 1.06-1.28) had a higher propensity toward favorable OUTINTPRA than male general practitioners (OR 0.89, 95% CI 0.85-0.92) or those in older age groups (aged 46-55 years: OR 0.95, 95% CI 0.87-1.03 and aged ≥56 years: OR 0.90, 95% CI 0.82-0.98). We found no significant differences between European general practitioners’ workplace location and more favorable OUTINTPRA: large cities (>100,000 inhabitants): OR 1.02, 95% CI 0.93-1.11, small-midsized cities (20,000-100,000 inhabitants): OR 0.98, 95% CI 0.89-1.07, and rural towns (<20,000 inhabitants): OR 1.00, 95% CI 0.97-1.03).

Concerning attitudes toward perceived ICT impact on IP, the results obtained showed considerable predictive power. European general practitioners who positively valued ICT impact on their personal working processes (OR 5.30, 95% CI 4.73-5.93), teamwork processes (OR 4.19, 95% CI 3.78-4.65), and the doctor-patient relationship (OR 3.97, 95% CI 3.60-4.37) had a high propensity toward favorable effects of OUTINTPRA. In contrast, European general practitioners who negatively valued the effect of ICT impact or considered that it had no effect on their personal working processes (no effect: OR 0.26, 95% CI 0.23-0.29; negatively: OR 0.12, 95% CI 0.09-0.15), teamwork processes (no effect: OR 0.31, 95% CI 0.28-0.35; negatively: OR 0.17, 95% CI 0.14-0.22), or the doctor-patient relationship (no effect: OR 0.51, 95% CI 0.47-0.56; negatively: OR 0.27, 95% CI 0.24-0.31) had a lower propensity toward favorable effects of eHealth usage. A clear link was also observed between a greater personal use of Web 2.0 (social media, blogs, etc) and more favorable OUTINTPRA. European general practitioners who had used 2.0 applications in their personal lives often (OR 1.77, 95% CI 1.60-1.97) or sometimes (OR 1.16, 95% CI 1.06-1.28) also showed a higher propensity toward favorable OUTINTPRA than those who rarely (OR 0.99, 95% CI 0.89-1.09) or never (OR 0.59, 95% CI 0.55-0.65) used 2.0 applications.

Finally, the study also found predictive power between some working conditions and favorable OUTINTPRA. Self-employed European general practitioners (OR 1.33, 95% CI 1.22-1.45) also had a greater predisposition toward favorable eHealth usage outcomes in IP than salaried European general practitioners (OR 0.82, 95% CI 0.75-0.89). For its part, the dynamic of the number of patients treated also had predictive power. In the case of favorable OUTINTPRA, the results obtained had an inverted U shape. European general practitioners who reported that the number of patients treated had remained constant in the last 2 years (OR 1.08, 95% CI 1.01-1.17) had a greater predisposition toward favorable eHealth usage outcomes in their IP. In contrast, general practitioners who reported that the number of patients treated had increased (1.03, 95% CI 0.95-1.12) or had fallen in recent years (OR 0.81, 95% CI 0.72-0.91) had less predictive power.

Predictors of eHealth Usage Outcomes in Practices With Patients

Table 4 shows the results of the logistic regression (OR) between the dichotomous composite indicator of OUTPRAPAT and the independent variables. Regarding sociodemographic circumstances, European general practitioners who were female (OR 1.19, 95% CI 1.14-1.24) and younger (aged <35 years: OR 1.32, 95% CI 1.13-1.54 and aged 36-45 years: OR 1.21, 95% CI 1.10-1.33) had a higher propensity toward favorable OUTPRAPAT than male general practitioners (OR 0.86, 95% CI 0.83-0.89) or those in older age groups (aged 46-55 years: OR 0.84, 95% CI 0.77-0.92 and aged ≥56 years: OR 0.93, 95% CI 0.85-1.01). We found no significant differences between European general practitioners’ workplace location and more favorable OUTPRAPAT: large cities (>100,000 inhabitants): OR 0.97, 95% CI 0.89-1.05; small or midsized cities (20,000-100,000 inhabitants): OR 1.00, 95% CI 0.91-1.09; and rural towns (<20,000 inhabitants): OR 1.04, 95% CI 0.95-1.13.

Concerning attitudes toward perceived ICT impact on IP, the results obtained showed considerable predictive power. European general practitioners who positively valued ICT impact on their personal working processes (OR 4.83, 95% CI 4.32-5.40), teamwork processes (OR 3.38, 95% CI 3.05-3.74), and the doctor-patient relationship (OR 6.02, 95% CI 5.43-6.67) had a high propensity toward favorable effects of eHealth usage on PP. In contrast, European general practitioners who negatively valued the effect of ICT impact or considered that it had no effect on their personal working processes (no effect: OR 0.26, 95% CI 0.23-0.30; negatively: OR 0.17, 95% CI 0.13-0.21), teamwork processes (no effect: OR 0.38, 95% CI 0.34-0.42; negatively: OR 0.20, 95% CI 0.16-0.26), and the doctor-patient relationship (no effect: OR 0.35-0.42; negatively: OR 0.26, 95% CI 0.22-0.29) had a lower propensity toward favorable effects of eHealth usage. A clear link was also observed between a greater personal use of Web 2.0 (social media, blogs, etc) and more favorable OUTPRAPAT. European general practitioners who had used 2.0 applications in their personal lives often (OR 1.94, 95% CI 1.74-2.15) or sometimes (OR 1.19, 95% CI 1.08-1.31) also showed a higher propensity toward favorable OUTPRAPAT than those who rarely (OR 1.09, 95% CI 0.98-1.20) or never (OR 0.51, 95% CI 0.47-0.56) used 2.0 applications.
Table 3. Logistic regression (odds ratio, OR) models of the dichotomous composite indicator of eHealth usage outcomes in internal practices by sociodemographic circumstances, attitudes toward information and communication technology (ICT) impact, and working conditions, 2012-2013.

<table>
<thead>
<tr>
<th>Sociodemographic factors</th>
<th>OR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.89</td>
<td>0.85-0.92</td>
</tr>
<tr>
<td>Female</td>
<td>1.15</td>
<td>1.10-1.20</td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35</td>
<td>1.14</td>
<td>1.02-1.26</td>
</tr>
<tr>
<td>36-45</td>
<td>1.16</td>
<td>1.06-1.28</td>
</tr>
<tr>
<td>46-55</td>
<td>0.95</td>
<td>0.87-1.03</td>
</tr>
<tr>
<td>&gt;56</td>
<td>0.90</td>
<td>0.82-0.98</td>
</tr>
<tr>
<td><strong>Workplace location</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large city (more than 100,000 inhabitants)</td>
<td>1.02</td>
<td>0.93-1.11</td>
</tr>
<tr>
<td>Small or midsized city (between 20,000 and 100,000 inhabitants)</td>
<td>0.98</td>
<td>0.89-1.07</td>
</tr>
<tr>
<td>Rural town (fewer than 20,000 inhabitants)</td>
<td>1.00</td>
<td>0.97-1.03</td>
</tr>
<tr>
<td><strong>ICT impact on personal working processes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>5.30</td>
<td>4.73-5.93</td>
</tr>
<tr>
<td>No change</td>
<td>0.26</td>
<td>0.23-0.29</td>
</tr>
<tr>
<td>Negative</td>
<td>0.12</td>
<td>0.09-0.15</td>
</tr>
<tr>
<td><strong>ICT impact on teamwork processes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>4.19</td>
<td>3.78-4.65</td>
</tr>
<tr>
<td>No change</td>
<td>0.31</td>
<td>0.28-0.35</td>
</tr>
<tr>
<td>Negative</td>
<td>0.17</td>
<td>0.14-0.22</td>
</tr>
<tr>
<td><strong>ICT impact on the doctor-patient relationship</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>3.97</td>
<td>3.60-4.37</td>
</tr>
<tr>
<td>No change</td>
<td>0.51</td>
<td>0.47-0.56</td>
</tr>
<tr>
<td>Negative</td>
<td>0.27</td>
<td>0.24-0.31</td>
</tr>
<tr>
<td><strong>Web 2.0 (social media, blogs, etc) usage in personal life</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>1.77</td>
<td>1.60-1.97</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1.16</td>
<td>1.06-1.28</td>
</tr>
<tr>
<td>Rarely</td>
<td>0.99</td>
<td>0.89-1.09</td>
</tr>
<tr>
<td>Never</td>
<td>0.59</td>
<td>0.55-0.65</td>
</tr>
<tr>
<td><strong>Occupational status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salaried</td>
<td>0.82</td>
<td>0.75-0.89</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1.33</td>
<td>1.22-1.45</td>
</tr>
<tr>
<td><strong>Number of patients treated in the last 2 years</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased</td>
<td>1.03</td>
<td>0.95-1.12</td>
</tr>
<tr>
<td>Remained constant</td>
<td>1.08</td>
<td>1.01-1.17</td>
</tr>
<tr>
<td>Decreased</td>
<td>0.81</td>
<td>0.72-0.91</td>
</tr>
</tbody>
</table>
Table 4. Logistic regression (odds ratio, OR) models of the dichotomous composite indicator of eHealth usage outcomes in practices with patients by sociodemographic circumstances, attitudes toward information and communication technology (ICT), and working conditions, 2012-2013.

<table>
<thead>
<tr>
<th>Sociodemographic factors</th>
<th>OR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.86</td>
<td>0.83-0.89</td>
</tr>
<tr>
<td>Female</td>
<td>1.19</td>
<td>1.14-1.24</td>
</tr>
<tr>
<td>Age range (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35</td>
<td>1.32</td>
<td>1.13-1.54</td>
</tr>
<tr>
<td>36-45</td>
<td>1.21</td>
<td>1.10-1.33</td>
</tr>
<tr>
<td>46-55</td>
<td>0.84</td>
<td>0.77-0.92</td>
</tr>
<tr>
<td>&gt;56</td>
<td>0.93</td>
<td>0.85-1.01</td>
</tr>
<tr>
<td>Workplace location</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large city (&gt;100,000 inhabitants)</td>
<td>0.97</td>
<td>0.89-1.05</td>
</tr>
<tr>
<td>Small or midsized city (20,000-100,000 inhabitants)</td>
<td>1.00</td>
<td>0.91-1.09</td>
</tr>
<tr>
<td>Rural town (&lt;20,000 inhabitants)</td>
<td>1.04</td>
<td>0.95-1.13</td>
</tr>
<tr>
<td>ICT impact on personal working processes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>4.83</td>
<td>4.32-5.40</td>
</tr>
<tr>
<td>No change</td>
<td>0.26</td>
<td>0.23-0.30</td>
</tr>
<tr>
<td>Negative</td>
<td>0.17</td>
<td>0.13-0.21</td>
</tr>
<tr>
<td>ICT impact on teamwork processes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>3.38</td>
<td>3.05-3.74</td>
</tr>
<tr>
<td>No change</td>
<td>0.38</td>
<td>0.34-0.42</td>
</tr>
<tr>
<td>Negative</td>
<td>0.20</td>
<td>0.16-0.26</td>
</tr>
<tr>
<td>ICT impact on the doctor-patient relationship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>6.02</td>
<td>5.43-6.67</td>
</tr>
<tr>
<td>No change</td>
<td>0.38</td>
<td>0.35-0.42</td>
</tr>
<tr>
<td>Negative</td>
<td>0.26</td>
<td>0.22-0.29</td>
</tr>
<tr>
<td>Web 2.0 (social media, blogs, etc) usage in personal life</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>1.94</td>
<td>1.74-2.15</td>
</tr>
<tr>
<td>Sometimes</td>
<td>1.19</td>
<td>1.08-1.31</td>
</tr>
<tr>
<td>Rarely</td>
<td>1.09</td>
<td>0.98-1.20</td>
</tr>
<tr>
<td>Never</td>
<td>0.51</td>
<td>0.47-0.56</td>
</tr>
<tr>
<td>Occupational status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salaried</td>
<td>1.02</td>
<td>0.93-1.11</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1.10</td>
<td>1.03-1.28</td>
</tr>
<tr>
<td>Number of patients treated in the last 2 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased</td>
<td>1.12</td>
<td>1.03-1.22</td>
</tr>
<tr>
<td>Remained constant</td>
<td>0.93</td>
<td>0.85-1.01</td>
</tr>
<tr>
<td>Decreased</td>
<td>0.91</td>
<td>0.81-1.03</td>
</tr>
</tbody>
</table>

Finally, the study also found predictive power between some working conditions and favorable OUTPRAPAT. Self-employed European general practitioners (OR 1.10, 95% CI 1.03-1.28) also had a greater predisposition toward favorable OUTPRAPAT than salaried European general practitioners (OR 1.02, 95% CI 0.93-1.11). For its part, the dynamic of the number of patients treated also had predictive power. In the case of favorable OUTPRAPAT, the results obtained had a growing evolution. European general practitioners who reported that the number of patients treated had remained constant in the last 2 years (OR 1.12, 95% CI 1.03-1.22) had a greater predisposition toward favorable OUTPRAPAT. In contrast, general practitioners who
reported that the number of patients treated had remained constant (OR 0.93, 95% CI 0.85-1.01) or had fallen (OR 0.91, 95% CI 0.81-1.03) did not have predictive power.

Discussion

Principal Findings

The goal of our study was to design and evaluate a predictive multidimensional model of general practitioners’ eHealth usage outcomes in IP and in PP, comprising 9 dimensions and 101 indicators. To that end, we used a broad population sample of 9196 European general practitioners. The results obtained are very useful for two reasons. First, obtaining new evidence centered solely on general practitioners allowed us to focus the analysis better, particularly with regard to the eHealth usage dimensions (ICTUS, BARRIERS, PHRs, HIEs, THEALTH, and EHRs) that determine favorable eHealth usage outcomes. Second, the predictors we obtained (sociodemographic circumstances, attitudes toward ICT impact, and working conditions) provided evidence that complements studies that have taken partial approaches.

eHealth Usage Outcomes Indicators

In our study, we constructed 2 composite indicators using a 2-stage SEM methodology, and the results obtained are consistent with this evidence: they showed that in 2012-2013: (1) for 54.75% (5035/9196) of European general practitioners, the eHealth usage outcomes in IP were more favorable (greater than the mean) and (2) for 55.82% (5133/9196) of European general practitioners, the eHealth usage outcomes in PP were more favorable (greater than the mean).

The outcomes indicator linked to IP were explained by ICTUS, EHR_DAT, EHR_DSS, PHRs, and THEALTH. In contrast, the outcomes indicator linked to PP were explained by THEALTH usage and, primarily, by the IP outcomes indicator. General practitioners’ eHealth usage outcomes had a 2-fold interrelated dynamic. Firstly, the set of eHealth uses had explanatory power over IP outcomes. And secondly, the IP outcomes, together with THEALTH usage, determined eHealth usage outcomes in PP. In the explanation of general practitioners’ eHealth usage, it, therefore, seems that a certain “experience effect” occurs. eHealth usage takes place initially in IP and is then transferred to PP. In addition, the results of this study revealed the key role that telemedicine would play in the sense that, through training programs, upskilling, and learning, it would enable eHealth usage to be transferred from IP to PP [26].

Our study confirms that the perception of eHealth being easy to use, of general practitioners finding it easy to get it to do want they want, and of it being flexible to use or interact with are explanatory factors that have a bigger effect on eHealth usage in IP. The statistical significance of these determining factors refers back to the importance of perceived usefulness and ease of use when the use of a technology needs to be explained. General practitioners’ surgeries are characterized by the high number of patients cared for. Patients have various health problems, some of which are clinically complex. As a result, general practitioners have to handle several aspects at the same time, which may lead to doubts in their daily clinical practice [27]. That is why they need systems that are easy and flexible to use as well as being useful [28]. Hence the addition of “flexibility” to these two terms. The need to optimize time within a context of cutbacks in health care provision and spending may explain the significance of these determinants relating to general practitioners’ internal activities. Thus, if technology is adapted to the local context, does not entail any added complexity [29], and facilitates real-time access to data that is both reliable and fast, it will have an influence on its acceptance and adoption [28].

Regarding eHealth usage outcomes in PP, the variables with the highest explanatory power were related to improvement in the efficiency of the whole health care system, in the quality of treatment (0.784) and in the quality of diagnosis decisions. In this respect, eHealth is perceived as a technology that serves to reduce costs and increase the quality of health care provision [30-33]. General practitioners’ positive attitudes toward ICTUS explained and increased HIE usage. HIE had important explanatory power over PHR and EHR_DSS, and an important link between EHR_DSS and EHR_DAT was also found. Experiences that draw on the advantages of HIE and telemedicine to improve communication between general practitioners and their colleagues or specialists have been shown to be beneficial in terms of efficiency, cost-effectiveness, and improved medical care, with a high degree of satisfaction [32,34,35]. General practitioners’ adoption of EHR_DAT is crucial to compiling information across the entire health care system because they are the first point of contact in the provision of integrated health care supported by the potential of eHealth [36,37]. In addition, PHRs enable them to deal with all the patient’s self-reported information within the limited amount of time allocated to a clinical visit [38].

The variables with less explanatory power were related to general practitioners’ perceptions of whether or not eHealth usage increases patient access to health care or reduces pharmaceutical expenditure. Again, the variables with less explanatory power were related to the belief that electronic systems would disrupt health care provision[30,39]. It is important to ensure that the potential benefits of new technologies are clear to see within the organization through mechanisms of continuing evaluation and feedback [40].

Predictors of eHealth Usage Outcomes (Internal Practices and Practices With Patients)

General practitioner’s eHealth usage in IP and in PP has been shown to have significant relationships with the individual characteristics of general practitioners, such as gender and age. It has been described in the literature that demographic factors such as age, education, gender, nationality, and clinical experience can have an influence on health care professionals’ predisposition toward eHealth systems [8,41,42].

Concerning attitudes toward the perceived ICT impact on internal and external practices, our analysis revealed that European general practitioners who positively valued ICT impact on their personal working processes, teamwork processes, and the doctor-patient relationship (IP OR 3.97, 95% CI 3.60-4.37) had a high propensity toward favorable OUTINTPRA. A clear link was also observed between a greater
personal use of Web 2.0 (social media, blogs, etc) and more favorable OUTINTPRA. Various studies have described organizational and individual barriers to the implementation of eHealth services. Recognizing and understanding what the barriers and facilitators are is ideal for devising strategies and interventions to improve the effective eHealth usage and to address the barriers to implementation [43].

Regarding occupational status, our study has also revealed that self-employed European general practitioners had a greater predisposition toward favorable OUTINTPRA and OUTPRAPAT than salaried European general practitioners. Specifically, self-employed general practitioners attached importance to the potential of eHealth to reduce costs [30,32], despite the fact that practices with a single general practitioner might come up against higher barriers (eg, the costs of buying and maintaining technology) and face difficulties in terms of securing access to other essential resources for the implementation and continued use of eHealth services (eg, information technology support and training time) [44,45].

Last, from the perspective of demand pressures on health care practices, European general practitioners who reported that the number of patients treated had remained constant in the last 2 years had a greater predisposition toward favorable eHealth usage outcomes in their IP. In contrast, general practitioners who reported that the number of patients treated had increased or had fallen had less predictive power. This would, therefore, confirm the available evidence, which associates the implementation of digital technologies in the health care field with specific organizational circumstances, in particular with workflow pressures that are not too heavy [39,46,47].

In contrast—and this is the only result that clearly distinguishes between eHealth usage for IP and that for PP—demand pressures would have predictive power over positive eHealth outcomes. European general practitioners who reported that the number of patients treated had remained constant in the last 2 years had a greater predisposition toward favorable OUTPRAPAT [30,33,47]. While positive eHealth usage in IP was associated with demand that remained constant, in PP it would be associated with growing demand. Once again, it seems that the training effect prevails in the sense that eHealth usage is tested initially in IP, without the pressure of greater attention, and is then transferred to health care PP that are more pressurized.

Limitations
Our study has several limitations. First, there was a time lag between the years the data were obtained (2012-2013) and the year we wrote the paper. However, we felt that the availability of a population database of 9196 European general practitioners deserved an analysis despite the time lag. In future research, and as they become available, we will use newer data and introduce dynamic comparisons. Second, the study provides information only from the perspective of physicians. In the future, we intend to address the issue of eHealth usage by health professionals and health users. By doing so, we will be able to improve our multidimensional approach and obtain mixing results and conclusions for all actors involved in eHealth usage and eHealth usage outcomes. Third, the empirical methodology could also be improved by looking at the intensity of eHealth usage (not simply usage or mean usage) and at a higher number of predictors.

Conclusions
The results obtained highlight the need for more in-depth research to be conducted into the link between eHealth usage, eHealth outcomes and predictors, and the different health care systems in Europe. By doing so, it will be possible to increase the resolution of our results and to establish whether the intensity of eHealth usage and eHealth outcomes varies depending on the health care systems or the extent to which health care systems determine the prediction of eHealth usage or eHealth outcomes. Similarly, strategic and public policy actions resulting from the research could be adapted more precisely to each health care system. Finally, the study results could be supplemented by the construction of a composite indicator of eHealth usage by health care professionals and health care users. The design, validation, and prediction of composite indicators of eHealth usage and eHealth outcomes that take into consideration the perspectives of both users (ie, patients) and professionals in the different European health care systems would provide us with a very comprehensive view of the issue and would allow us to round off our multidimensional approach. We shall focus our efforts on all of these approaches in the near future.

Again, appropriate innovations are needed to promote eHealth usage. European, national and regional authorities should take the results of these studies into account to develop suitable policies for greater integration of HIT among European health care professionals. This setting poses significant challenges for the formulation of public policies and strategies by states where decisions about eHealth should not be overlooked.
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<tr>
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</tr>
<tr>
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<tr>
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</tr>
<tr>
<td>EHR:</td>
<td>electronic health record</td>
</tr>
<tr>
<td>EHR_DSS:</td>
<td>electronic health records_decision support system</td>
</tr>
<tr>
<td>EHR_DAT:</td>
<td>electronic health records_data</td>
</tr>
<tr>
<td>GPHI:</td>
<td>Benchmarking Deployment of eHealth among General Practitioners Phase 2</td>
</tr>
<tr>
<td>HIE:</td>
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</tr>
<tr>
<td>HIT:</td>
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</tr>
<tr>
<td>ICT:</td>
<td>information and communication technology</td>
</tr>
<tr>
<td>ICTUS:</td>
<td>information and communication technology usage</td>
</tr>
<tr>
<td>IFI:</td>
<td>incremental fit index</td>
</tr>
<tr>
<td>IP:</td>
<td>internal practices</td>
</tr>
<tr>
<td>NFI:</td>
<td>normed fit index</td>
</tr>
<tr>
<td>OR:</td>
<td>odds ratio</td>
</tr>
<tr>
<td>OUTINTPRA:</td>
<td>eHealth usage outcomes in internal practices</td>
</tr>
<tr>
<td>OUTPRAPAT:</td>
<td>eHealth usage outcomes in practices with patients</td>
</tr>
<tr>
<td>PHR:</td>
<td>personal health record</td>
</tr>
<tr>
<td>PP:</td>
<td>practices with patients</td>
</tr>
<tr>
<td>RFE:</td>
<td>relative fit index</td>
</tr>
<tr>
<td>RMSEA:</td>
<td>root mean square error of approximation</td>
</tr>
<tr>
<td>SEM:</td>
<td>structural equation modeling</td>
</tr>
<tr>
<td>THEALTH:</td>
<td>telehealth</td>
</tr>
<tr>
<td>TLI:</td>
<td>Tucker-Lewis index</td>
</tr>
</tbody>
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Abstract

Background: Information and communication technologies (ICTs) in oncology can revolutionize the medical care of cancer patients. ICTs can promote patients’ empowerment and real-time disease monitoring. There is limited information about the impact of ICTs in cancer patients or their level of interest in using these tools for greater management of their condition.

Objective: This study aimed to understand the ICT usage profile in hematology-oncology patients to identify their needs and determine their level of interest in these technologies as a means of managing their disease.

Methods: A 28-item questionnaire was drawn up by a multidisciplinary team including pharmacists and oncologists. The questions were organized into 3 blocks, which were as follows: block A—sociodemographic characteristics; block B—use of ICTs when searching for health-related information; and block C—usage preferences for health apps. Hematology-oncology patients receiving treatment between May and July 2017 were included. A paper copy of the questionnaire was handed over to patients in either the day hospital or the pharmaceutical care consultancy in pharmacy services.

Results: A total of 650 questionnaires were handed out, with a participation of 94.0% (611/650). Patient sociodemographic characteristics were as follows: mean age was 57.8 years (age range: 19-91). Of 611 participants, 40.7% (249/611) had a university education, and 45.1% (276/611) of participants reported their overall state of health to be good. Results from use of ICTs when searching for health-related information were as follows: 87.1% (532/611) of participants were interested in being informed about health-related matters. Of all participants, 75.5% (532/611) sought information from health professionals and 61.3% (375/611) on the internet. Before going to their doctor’s appointment, 21.8% (133/611) of patients looked up information about their disease or treatment on the internet. This access to the internet rose to 50.9% (311/611) after their first medical appointment with their oncologist. Usage preferences for health apps were as follows: 82.7% (505/611) had a smartphone, whereas 20.3% (124/611) had a health app installed. Overall, 81.5% (498/611) would use an app if their health professional recommended it to them, but 39.6% (242/611) were not willing to pay for it.

Conclusions: The hematology-oncology patients showed a great deal of interest in searching for health-related information by means of ICTs, especially using smartphones and apps. The issues that drew the most interest in terms of apps were appointment management, advice on disease management, and communication with health professionals. Free access to these features and the recommendation by a health professional are important factors when it comes to their use. Therefore, the health care provider is a key element in the recommendation of ICTs, providing their knowledge and experience concerning their correct usage.

(J Med Internet Res 2018;20(10):e11006) doi:10.2196/11006
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Introduction

Population aging, improvements in public health care, and therapeutic advances have given rise to an epidemiological pattern that is mainly represented by chronic diseases. This new patient profile introduces additional requirements in terms of patient care (as it corresponds to more detailed health information) and greater opportunities for communication and even novel telecare services. In this regard, information and communication technologies (ICTs) are bringing about a revolution in the management of chronic patients, acting as a source of information on one hand, while providing real-time monitoring for health professionals and two-way communication between both parties on the other [1-3]. The report Los Ciudadanos ante la e-Sanidad (Public Opinion on eHealth Care) by the Spanish National Observatory of Telecommunications and Information Society (ONTSI) estimated that 70.4% of the Spanish population owns a smartphone, and 74.4% of internet users refer to the internet for health-related information [4].

The introduction of mobile health has meant the classic features of ICTs (content, chats, and contacts) could be focused toward providing services for patients. The use of wireless and portable devices (smartphones, tablets, wearables, and smartwatches) facilitates the collection, processing, and transmission of health information of patient through mobile phone apps and remote monitoring devices. All these features can present several advantages such as developing the active role of patients in their own health care and affording health professionals’ real-time access to patient clinical information [5-8].

Oncology is one of the medical fields that could benefit the most from these new tools [3,6]. Although cancer is associated with a high rate of morbidity and mortality, ongoing advances are producing higher survival rates, converting some of these diseases from fatal to chronic conditions [9]. In addition, patients are increasingly resorting to apps in search of information given the complexity of treatment and the numerous unknowns they must confront [3,10,11].

Currently, a wide range of health apps are available, particularly ones designed especially for oncology patients [3,12]. These apps have several features and functions, from the simplest intended for accessing information, to the more complex apps that can help guide the diagnosis or perform patient follow-up [3]. However, many of the apps are developed without taking into account preferences and/or needs of a patient [10]. In fact, only 40% of those available are considered to have any value for addressing health issues, and just 2% provide two-way communication between the patient and health professional [12]. Many of these apps also suffer from a lack of scientific validity and reliability. A review conducted in November 2014 found that only 48.8% of apps designed for cancer patients had been developed by health professionals [3]. As these tools are not being regulated by the relevant institutions, the main onus falls on health professionals to ensure the validity of the apps they recommend or prescribe to their patients [2,3,10]. The first step when prescribing a quality ICT is awareness of the true impact these technologies are having on lives of patients.

Therefore, our aim was to understand the usage profile of information and communication technologies in oncology patients to identify their needs and determine their degree of interest in these technologies as a means of managing their disease.

Methods

A 28-item questionnaire was designed by a multidisciplinary team, including pharmacists and oncologists, with experience of ICTs applied to the field of oncology. The questions were organized into the following 3 blocks: block A—sociodemographic characteristics of a patient (questions 1-9), block B—use of ICTs when searching for health-related information (questions 10-21), and block C—usage preferences for health apps (questions 22-28). The design of the questionnaire considered the model form created by ONTSI [4] and incorporated advice from a management consultancy firm specializing in process design, implementation, and improvement. With respect to the types of questions, the questionnaire comprised dichotomous (questions 2, 3, 6, 12, 18, 20, 22, and 27) with true or false response options or polytomous (questions 4-5, 7-10, 11, 13-17, 19, 21, and 23-26) categorical variables. A total of 10 patients completed a draft paper questionnaire to validate the fact that it was well understood.

Hematology-oncology patients in antineoplastic therapy (chemotherapy, immunotherapy, oral targeted therapies, and hormone therapy) and/or support therapy were included. Patients younger than 18 years and those who would have had trouble understanding the questions because of language or cultural barriers were excluded. Participation was voluntary and anonymous. The inclusion period ran from May to July 2017. A paper copy of the questionnaire was handed over to every patient in the day hospital (administration or waiting rooms) or the pharmaceutical care consultancy in the outpatient pharmacy services area. Alternatively, patients could take the questionnaire home and return it filled out at their next appointment.

The questionnaire was approved by the clinical research ethics committee of the hospital, project code EHPHD02017, and conducted in accordance with the ethical principles laid down by the Declaration of Helsinki. It did not include any information about the personal data of patients to ensure data confidentiality.

Data were analyzed using the software SPSS version 21.0 (IBM Corp) for Windows. The variables were analyzed using descriptive statistics. Normality was analyzed by means of the Kolmogorov-Smirnov test. Numeric variables were compared with Student t test or the Mann-Whitney test. The association between qualitative variables was studied using Pearson chi-square test or Fisher exact test. Missing data were handled with simple imputation method. The corresponding measures of association and risk were calculated along with their CIs. Results with a value of $P<.05$ were considered statistically significant.
Results

Patients’ Sociodemographic Characteristics

A total of 650 questionnaires were handed out, with a participation of 94% (we finally analyzed 611 questionnaires). Sociodemographic characteristics of patients are shown in Table 1. The mean age of patients was 57.8 years (range: 19-91). Of all participants, 61.9% (378/611) were women, 89.5% (547/611) lived with other people, and 40.7% (249/611) had a university education. Overall, 29.2% (179/611) of cases corresponded to hematologic tumors. Among nonhematologic tumors, the most frequent were breast (124/611, 20.3%), colorectal (113/611, 18.5%), and lung (60/611, 9.8%). Over half of the patients considered their state of health was either good (45.1%, 276/611) or very good (7.8%, 48/611).

Use of Information and Communication Technologies When Searching for Health-Related Information

Figure 1 shows the frequency with which patients used different ICTs to search for information on the internet. With regard to health-related information, 87.1% (532/611) of patients were interested in staying informed about health issues. Of all subjects, 75.5% (462/611) sought information from health professionals and 61.3% (375/611) on the internet. Of these, 71.2% (436/611) searched through Google and 21.9% (134/611) by means of social networks (YouTube, Twitter, and Facebook, among others), 20.3% (124/611) used medical societies, and 20.1% (123/611) sought information via patient-advocacy groups.

In response to the question concerning the reasons why patients looked for health information, 49.2% (301/611) replied they wanted to obtain information about disease prevention, healthy lifestyles, and health care, and 47.2% (289/611) were seeking information about the treatment their doctor had prescribed for them. We observed statistically significant differences depending on the level of education, age, sex, and tumor type. First, patients with secondary or university education and younger patients searched for more information on health (P<.001). Women sought more information regarding alternative medicines (P<.001) and how to get in touch with other people with similar health problems (P=.04). Patients with breast cancer were more likely to seek information about their treatment (P=.03) and alternative medicines (P<.001) than those with other types of tumor.

As for the question regarding whether the information they found on the internet was easy to understand, 10.8% (66/611) of patients replied “always.” A higher proportion of young patients and those with secondary or university education responded “always” than those in other demographic groups (P<.001). For the question as to whether participants trusted the information they found on the internet, overall 21.1% (129/611) responded “no,” but this was a statistically more frequent reply among older patients (P<.001).

Before going to their doctor’s appointment, 21.8% (133/611) of patients turned to the internet for information about their disease and/or treatment, an action that was more common in younger patients (P<.001). After their appointment, 50.9% (311/611) of participants referred to the internet, again this was more typical among younger patients, as well as those with secondary or university education (P<.001). The rest of the responses to questions covering the use of ICTs when looking for information on health issues are detailed in Table 2.

Usage Preferences for Health Apps

Table 3 shows the results for preferences regarding the use of health apps. Of all participants surveyed, 82.7% (505/611) had a smartphone and 20.3% (124/611) had a health app. With respect to mobile phone use, 56.7% (347/611) of participants used theirs to access the internet and 42.8% (262/611) to use apps, among other functions. Of the variables analyzed here, we found that younger patients used apps to obtain information about their illness and its treatment (P=.01) and to manage their appointments with the health care center or health professional (P=.01) with a greater frequency than the other sociodemographic groups. Furthermore, patients with secondary or university education were more likely to use apps for disease prevention, health problems, and improving their lifestyle (P=.004), as well as for managing their appointments with the health care center or health professional (P=.03) than patients with different levels of education.

Figure 2 presents the reasons why our patients used health apps and their usage preferences. We observed that patients with secondary and/or university education were statistically more inclined than other the patient groups to use apps to manage medical appointments (P<.01), record and monitor their medication (P<.01), get in contact with health professionals (P<.01), and facilitate their remote monitoring (P=.02).
Table 1. Sociodemographic characteristics of patients (N=611).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>233 (38.1)</td>
</tr>
<tr>
<td>Female</td>
<td>378 (61.9)</td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;55</td>
<td>256 (41.9)</td>
</tr>
<tr>
<td>56-65</td>
<td>179 (29.3)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>176 (28.8)</td>
</tr>
<tr>
<td><strong>Lives alone?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>61 (10.0)</td>
</tr>
<tr>
<td>No</td>
<td>547 (89.5)</td>
</tr>
<tr>
<td>No response</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td><strong>Makes use of a telehomecare system (social nature service that facilitates daily life activities of dependents using technology)?</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>576 (94.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>35 (5.7)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
</tr>
<tr>
<td>No education or incomplete primary education</td>
<td>32 (5.2)</td>
</tr>
<tr>
<td>Primary education</td>
<td>110 (18.0)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>220 (35.9)</td>
</tr>
<tr>
<td>University education</td>
<td>249 (40.7)</td>
</tr>
<tr>
<td><strong>Some degree of dependence?</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>528 (86.4)</td>
</tr>
<tr>
<td>Needs help once a day</td>
<td>29 (4.7)</td>
</tr>
<tr>
<td>Needs help several times a day</td>
<td>39 (6.4)</td>
</tr>
<tr>
<td>Totally dependent</td>
<td>14 (2.3)</td>
</tr>
<tr>
<td>No response</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Type of cancer</strong></td>
<td></td>
</tr>
<tr>
<td>Bladder</td>
<td>9 (1.5)</td>
</tr>
<tr>
<td>Breast</td>
<td>124 (20.3)</td>
</tr>
<tr>
<td>Cervical</td>
<td>8 (1.3)</td>
</tr>
<tr>
<td>Colorectal</td>
<td>113 (18.5)</td>
</tr>
<tr>
<td>Esophageal</td>
<td>13 (2.1)</td>
</tr>
<tr>
<td>Head and neck</td>
<td>16 (2.6)</td>
</tr>
<tr>
<td>Hematological</td>
<td>179 (29.2)</td>
</tr>
<tr>
<td>Kidney</td>
<td>16 (2.6)</td>
</tr>
<tr>
<td>Lung</td>
<td>60 (9.8)</td>
</tr>
<tr>
<td>Ovarian</td>
<td>31 (5.1)</td>
</tr>
<tr>
<td>Pancreatic</td>
<td>28 (4.6)</td>
</tr>
<tr>
<td>Prostate</td>
<td>12 (2.0)</td>
</tr>
<tr>
<td>Sarcoma</td>
<td>16 (2.6)</td>
</tr>
<tr>
<td>Skin or melanoma</td>
<td>8 (1.3)</td>
</tr>
<tr>
<td>Stomach</td>
<td>11 (1.8)</td>
</tr>
<tr>
<td>Testicular</td>
<td>6 (1.0)</td>
</tr>
</tbody>
</table>
### Demographic characteristics

<table>
<thead>
<tr>
<th>How would you rate your overall health?</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very good</td>
<td>48 (7.9)</td>
</tr>
<tr>
<td>Good</td>
<td>276 (45.2)</td>
</tr>
<tr>
<td>Average</td>
<td>226 (37.0)</td>
</tr>
<tr>
<td>Poor</td>
<td>50 (8.2)</td>
</tr>
<tr>
<td>Very poor</td>
<td>8 (1.3)</td>
</tr>
<tr>
<td>No response</td>
<td>3 (0.2)</td>
</tr>
</tbody>
</table>

**Figure 1.** Frequency with which patients used different information and communication technologies to search for information on the internet.
Table 2. Frequency of using new technologies to consult internet for oncohematological patients (N=611).

<table>
<thead>
<tr>
<th>Use of information and communication technologies</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Which of the following terms have you heard before? (multiple answers are allowed)</strong></td>
<td></td>
</tr>
<tr>
<td>Mobile app</td>
<td>413 (67.5)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>404 (66.0)</td>
</tr>
<tr>
<td>information and communication technologies</td>
<td>179 (29.2)</td>
</tr>
<tr>
<td>I have not heard any of these terms before</td>
<td>142 (23.2)</td>
</tr>
<tr>
<td>eHealth</td>
<td>88 (14.4)</td>
</tr>
<tr>
<td>Mobile health or mHealth</td>
<td>66 (10.8)</td>
</tr>
<tr>
<td>Wearable</td>
<td>51 (8.3)</td>
</tr>
<tr>
<td><strong>Which devices do you use to look for information on the internet? (multiple answers are allowed)</strong></td>
<td></td>
</tr>
<tr>
<td>Mobile phone</td>
<td>445 (72.7)</td>
</tr>
<tr>
<td>Desktop and/or laptop computer</td>
<td>416 (68.0)</td>
</tr>
<tr>
<td>Tablet</td>
<td>274 (44.8)</td>
</tr>
<tr>
<td>Television with internet (SmartTV)</td>
<td>58 (9.5)</td>
</tr>
<tr>
<td>Smartwatch</td>
<td>15 (2.5)</td>
</tr>
<tr>
<td>Others</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td>I do not look for information on the internet</td>
<td>84 (13.7)</td>
</tr>
<tr>
<td><strong>Are you interested in staying informed about health-related matters?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>532 (87.1)</td>
</tr>
<tr>
<td>No</td>
<td>60 (9.8)</td>
</tr>
<tr>
<td>No response</td>
<td>19 (3.1)</td>
</tr>
<tr>
<td><strong>Where do you search for information on health? (multiple answers are allowed)</strong></td>
<td></td>
</tr>
<tr>
<td>Health professionals</td>
<td>462 (75.5)</td>
</tr>
<tr>
<td>Internet</td>
<td>375 (61.3)</td>
</tr>
<tr>
<td>People close to me (friends, relatives, and workmates)</td>
<td>160 (26.1)</td>
</tr>
<tr>
<td>Newspapers, magazines, and pamphlets</td>
<td>151 (24.7)</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>62 (10.1)</td>
</tr>
<tr>
<td>Others</td>
<td>23 (3.8)</td>
</tr>
<tr>
<td><strong>If you use the internet to search for health information, which types of website do you use? (multiple answers are allowed)</strong></td>
<td></td>
</tr>
<tr>
<td>Google</td>
<td>436 (71.2)</td>
</tr>
<tr>
<td>I do not search for medical information on the internet</td>
<td>129 (21.1)</td>
</tr>
<tr>
<td>Medical societies</td>
<td>124 (20.3)</td>
</tr>
<tr>
<td>Patient associations</td>
<td>123 (20.1)</td>
</tr>
<tr>
<td>YouTube</td>
<td>68 (11.1)</td>
</tr>
<tr>
<td>Facebook</td>
<td>45 (7.4)</td>
</tr>
<tr>
<td>Blogs</td>
<td>43 (7.0)</td>
</tr>
<tr>
<td>Others</td>
<td>21 (3.4)</td>
</tr>
<tr>
<td>Other social networks</td>
<td>11 (1.8)</td>
</tr>
<tr>
<td>Twitter</td>
<td>10 (1.6)</td>
</tr>
<tr>
<td><strong>For what purposes do you search for health information? (multiple answers are allowed)</strong></td>
<td></td>
</tr>
<tr>
<td>Disease prevention, healthy lifestyles, and health care</td>
<td>301 (49.2)</td>
</tr>
<tr>
<td>To find information about the treatment prescribed by my doctor</td>
<td>289 (47.2)</td>
</tr>
<tr>
<td>To find symptoms and learn about potential diseases</td>
<td>145 (23.7)</td>
</tr>
<tr>
<td>Use of information and communication technologies</td>
<td>Patients, n (%)</td>
</tr>
<tr>
<td>--------------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>To find information about medical centers or health professionals</td>
<td>139 (22.7)</td>
</tr>
<tr>
<td>To find information about alternative or complementary medicines (herbal products and acupuncture)</td>
<td>107 (17.5)</td>
</tr>
<tr>
<td>To get in contact with other people with health problems such as mine</td>
<td>71 (11.6)</td>
</tr>
<tr>
<td>Others</td>
<td>69 (11.3)</td>
</tr>
</tbody>
</table>

**Is it easy to understand the health information you find on the internet?**

<table>
<thead>
<tr>
<th>Response</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usually</td>
<td>269 (44.0)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>148 (24.2)</td>
</tr>
<tr>
<td>No response</td>
<td>77 (12.6)</td>
</tr>
<tr>
<td>Always</td>
<td>66 (10.8)</td>
</tr>
<tr>
<td>Never</td>
<td>51 (8.3)</td>
</tr>
</tbody>
</table>

**Do you trust the health information you find on the internet?**

<table>
<thead>
<tr>
<th>Response</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>84 (13.7)</td>
</tr>
<tr>
<td>No</td>
<td>129 (21.1)</td>
</tr>
<tr>
<td>Depends on the website</td>
<td>336 (55.0)</td>
</tr>
<tr>
<td>No response</td>
<td>62 (10.1)</td>
</tr>
</tbody>
</table>

**Do you look up information on the internet about your disease and/or treatment before going to your doctor’s appointment?**

<table>
<thead>
<tr>
<th>Response</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>451 (73.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>133 (21.8)</td>
</tr>
<tr>
<td>No response</td>
<td>27 (4.4)</td>
</tr>
</tbody>
</table>

**Do you look up information on the internet about your disease and/or treatment after going to your doctor’s appointment?**

<table>
<thead>
<tr>
<th>Response</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>143 (23.4)</td>
</tr>
<tr>
<td>Only if I have still got doubts about something</td>
<td>168 (27.5)</td>
</tr>
<tr>
<td>No</td>
<td>270 (44.2)</td>
</tr>
<tr>
<td>No response</td>
<td>30 (4.9)</td>
</tr>
</tbody>
</table>
Table 3. Usage preferences for health apps (N=611).

<table>
<thead>
<tr>
<th>Usage preferences for health apps</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Is your mobile phone a smartphone?</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>93 (15.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>505 (82.7)</td>
</tr>
<tr>
<td>No response</td>
<td>13 (2.1)</td>
</tr>
<tr>
<td><strong>Do you have health-related apps installed?</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>478 (78.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>124 (20.3)</td>
</tr>
<tr>
<td>No response</td>
<td>9 (1.5)</td>
</tr>
<tr>
<td><strong>What do you use your mobile phone for? (multiple answers are allowed)</strong></td>
<td></td>
</tr>
<tr>
<td>Normal phone use (calls, messages, and photos or videos)</td>
<td>591 (96.6)</td>
</tr>
<tr>
<td>To access the internet</td>
<td>347 (56.7)</td>
</tr>
<tr>
<td>Schedule planner and alarms</td>
<td>305 (49.8)</td>
</tr>
<tr>
<td>To use apps</td>
<td>262 (42.8)</td>
</tr>
<tr>
<td>Social networks</td>
<td>233 (38.1)</td>
</tr>
<tr>
<td><strong>How would you like to communicate with your health professional? (multiple answers are allowed)</strong></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>470 (76.8)</td>
</tr>
<tr>
<td>Email</td>
<td>270 (44.1)</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>250 (40.8)</td>
</tr>
<tr>
<td>Videoconference</td>
<td>116 (19.0)</td>
</tr>
<tr>
<td>Website</td>
<td>51 (8.3)</td>
</tr>
<tr>
<td>Blogs</td>
<td>20 (3.3)</td>
</tr>
<tr>
<td>Social networks</td>
<td>18 (2.9)</td>
</tr>
<tr>
<td><strong>Would you use an app if your health professional recommended it?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>498 (81.5)</td>
</tr>
<tr>
<td>No</td>
<td>82 (13.4)</td>
</tr>
<tr>
<td>No response</td>
<td>31 (5.1)</td>
</tr>
<tr>
<td><strong>Would you download a health-related app if you had to pay approximately €2.15? (considered the average price of the app aimed at patients with cancer)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>242 (39.6)</td>
</tr>
<tr>
<td>Probably</td>
<td>199 (32.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>102 (16.7)</td>
</tr>
<tr>
<td>No response</td>
<td>68 (11.1)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings and Comparison With Prior Work

To our knowledge, this is the first survey aimed to identify the needs and interests of hematology-oncology patients in the ICT as a means of managing their disease. In this survey conducted in 611 patients, we observed that most of the patients (505/611, 82.7%) owned a smartphone. Furthermore, almost half of patients use their mobile, which was the most popular device among the different options, to perform internet searches every day.

Use of Information and Communication Technologies When Searching for Health-Related Information

We have seen that health is a cause for concern for 86.9% (531/611) of our patients. Traditionally, patients have tried to physically obtain medical information from ordinary health professionals (doctors, pharmacists, and nurses) [2,4,13]. However, the expansion and generalization of the use of ICTs has implied a radical change in how we obtain information about health and manage diseases [3,4,5,12,14]. Despite the fact that professional health care is still the main resource to obtain information on the pathology, 61.3% (375/611) of our patients turn to the internet to perform a query; similar data were reported by LC et al [15]. In addition, in this study, we have noted that 21.8% (133/611) of patients look up facts about their disease before visiting the doctor, a figure that can rise to 50% after their appointment. These data are akin to those reported by ONTSI [4]. This highlights the growing interest shown by patients and could represent a problem because of the heterogeneous nature of the data. The internet, without the necessary knowledge, is not the most reliable source of health-related information [10,13]. Of all participants in our survey, 71.2% (436/611) used search engines such as Google, and 10.1% (62/611) employed apps to look for information. However, only 10.8% (66/611) always found the information easy to understand. In this regard, the health professional must assume a proactive role when recommending the most reliable websites or apps and adapt them to the understanding of a patient [3]. According to the ONTSI, 38.9% of patients would like their doctor to recommend devices or apps to help them manage their health [4], yet only 10% to 20% of health professionals recommend websites, devices, or apps to their patients [4,16].

Usage Preferences for Health Apps

If we analyze interests of our patients, more than 40% (244/611) would like to be able to communicate with their health professional by means of an app or via email, a figure close to the 37.3% detailed in the ONTSI report published in April 2016 [4]. At this time, only 20.3% (124/611) of patients have a health-related app although 81.5% (498/611) would use them if recommended by their health care provider. There must be a certain guarantee about the accuracy and quality of the information on the apps, so this does not become a barrier for their own prescription. In a review of apps focused on cancer patients, it was found that only 48.8% were developed with the participation of a health care organization, only half of the apps had been updated in the last year, while 30% had not been updated for over 2 years [3].

Despite the interest these new technologies generate, the cost is a key factor governing their use. Considering the average price of apps designed for cancer patients is €2.15 [3], half of all patients would not download them if they had to pay this amount. Probably, this is because there is a culture among Spanish patients and relatives that everything provided by hospitals is paid for by the social security system and they have never had to pay for anything.

Finally, it is worth highlighting that although the world of apps is evolving considerably, they do not actually cover all our patients’ needs [17,18]. Obtaining information about a disease or its treatment would interest 50% of our patients, which is...
more than the 28.1% reported by Soler et al [19]; however, less than 20% used apps for this purpose. Moreover, remote monitoring by health professionals is currently one of the least used functions, although it has the greatest potential for use [20-23], as 1 in 3 patients would like to have an app with this feature. Providing a new means of communication through ICTs could offer patients the opportunity to get involved in their disease and assume more responsibility with regard to monitoring their health, thus promoting patient empowerment [5,6,10,24,25]. That is why an easy-to-use app would prove to be a complete tool for this type of patient [3,5,6,13]. To date, existing apps for cancer patients concentrate solely on isolated problems—they do not cover all the needs associated with hematology-oncology patients [3,21-24].

Limitations
The survey is a type of quantitative research to obtain a large amount of information that objectively can be extrapolated. However, there are other qualitative techniques such as interviews or discussion groups that allow us to know in-depth the perceptions of patients. This type of technique can complete the surveys so that the analysis of the results is much more complete. The results of this survey are being taken into account in a larger project that we are carrying out. The aim of this project was to improve the integral circuit of oncohematological patient care. The semistructured interview methodology with groups of patients is being used. Another limitation of the survey was the number of questions, which could complicate its degree of fulfillment. The questionnaire was therefore handed out at the oncology day hospital so that patients could complete it while they received chemotherapy. Participants could also take the questionnaire home with them and return it completed at their next appointment that resulted in a very low percentage of dropouts. On the other hand, as the survey included new terms that were unfamiliar to some participants, they may not have understood some of the questions while completing the questionnaire. To overcome this limitation, the survey was mainly conducted in the oncology day hospital or outpatient clinic where collaborating researchers were available to help resolve any doubts patients may have had. The questionnaire also included a telephone number patients could call to clear up any doubts or questions that may arise while completing it at home. Finally, questions were completed by patients in Spain in the day hospital or the pharmaceutical care consultancy at pharmacy services. Thus, part of the results may not be representative of other cancer patients in different health systems. However, because we have described exhaustively the working methodology and the complete survey has been published, this work could be reproduced at any center.

Conclusions
The results of the survey show that hematology-oncology patients are very interested in finding health-related information via ICTs, especially using smartphones and apps. These apps, which are presented as tools that cover these needs, are used as both a source of information and as a new communication channel between patients and health professionals. Free access to apps is still an important factor when it comes to promoting their use and reaching a greater number of users. The app features that draw the most interest are appointment management, advice on disease management, and personalized communication with health professionals. However, many of the apps available have not been validated or updated and do not offer any alternatives to medical care. Therefore, the health professional plays an essential role in recommending and validating these tools to ensure they are of high quality standards.
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Abstract

Background: State-of-the-art classifiers based on convolutional neural networks (CNNs) were shown to classify images of skin cancer on par with dermatologists and could enable lifesaving and fast diagnoses, even outside the hospital via installation of apps on mobile devices. To our knowledge, at present there is no review of the current work in this research area.

Objective: This study presents the first systematic review of the state-of-the-art research on classifying skin lesions with CNNs. We limit our review to skin lesion classifiers. In particular, methods that apply a CNN only for segmentation or for the classification of dermoscopic patterns are not considered here. Furthermore, this study discusses why the comparability of the presented procedures is very difficult and which challenges must be addressed in the future.

Methods: We searched the Google Scholar, PubMed, Medline, ScienceDirect, and Web of Science databases for systematic reviews and original research articles published in English. Only papers that reported sufficient scientific proceedings are included in this review.

Results: We found 13 papers that classified skin lesions using CNNs. In principle, classification methods can be differentiated according to three principles. Approaches that use a CNN already trained by means of another large dataset and then optimize its parameters to the classification of skin lesions are the most common ones used and they display the best performance with the currently available limited datasets.

Conclusions: CNNs display a high performance as state-of-the-art skin lesion classifiers. Unfortunately, it is difficult to compare different classification methods because some approaches use nonpublic datasets for training and/or testing, thereby making reproducibility difficult. Future publications should use publicly available benchmarks and fully disclose methods used for training to allow comparability.

(J Med Internet Res 2018;20(10):e11936) doi:10.2196/11936
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Introduction

In the past 10-year period, from 2008 to 2018, the annual number of melanoma cases has increased by 53%, partly due to increased UV exposure [1,2]. Although melanoma is one of the most lethal types of skin cancer, a fast diagnosis can lead to a very high chance of survival.

The first step in the diagnosis of a malignant lesion by a dermatologist is visual examination of the suspicious skin area. A correct diagnosis is important because of the similarities of some lesion types; moreover, the diagnostic accuracy correlates strongly with the professional experience of the physician [3]. Without additional technical support, dermatologists have a 65%-80% accuracy rate in melanoma diagnosis [4]. In suspicious cases, the visual inspection is supplemented with dermoscopic images taken with a special high-resolution and magnifying camera. During the recording, the lighting is controlled and a filter is used to reduce reflections on the skin, thereby making deeper skin layers visible. With this technical support, the accuracy of skin lesion diagnosis can be increased by a further 49% [5]. The combination of visual inspection and dermoscopic images ultimately results in an absolute melanoma detection accuracy of 75%-84% by dermatologists [6,7].

For some time, the problem of classifying skin lesions has also moved into the focus of the machine learning community. Automated lesion classification can both support physicians in their daily clinical routine and enable fast and cheap access to lifesaving diagnoses, even outside the hospital, through installation of apps on mobile devices [8,9]. Before 2016, research mostly followed the classical workflow of machine learning: preprocessing, segmentation, feature extraction, and classification [9-11]. However, a high level of application-specific expertise is required, particularly for feature extraction, and the selection of adequate features is very time-consuming. In addition, errors and the loss of information in the first processing steps have a very strong influence on the classification quality. For example, a poor segmentation result often leads to poor results in feature extraction and, consequently, low classification accuracy.

In 2016, a change occurred regarding the research of lesion classification techniques. An indication of this change can be found in the methods submitted to the 2016 International Symposium on Biomedical Imaging (ISBI) [12]. The 25 participating teams did not apply traditional standard machine learning methods; instead, they all employed a deep learning technique: convolutional neural networks (CNNs) [13].

This paper presents the first systematic review of the state-of-the-art research on classifying skin lesions using CNNs. The presented methods are categorized by whether a CNN is used exclusively as a feature extractor or whether it is applied for end-to-end-learning. The conclusion of this paper discusses why the comparability of the presented techniques is very difficult and which challenges must be addressed in the future.

Methods

Search Strategy

The Google Scholar, PubMed, Medline, ScienceDirect, and Web of Science databases were searched for systematic reviews and original research articles published in English. The search terms convolutional neural networks, deep learning, skin cancer, lesions, melanoma, and carcinoma were combined. Only papers that showed sufficient scientific proceedings are included in this review.

Study Selection

We limited our review to skin lesion classification methods. In particular, methods that apply a CNN only for lesion segmentation or for the classification of dermoscopic patterns as in Demyanov et al [14] are not considered in this paper. Furthermore, only papers that show a sufficient scientific proceeding are included in this review. This latter criterion includes presenting the approaches in an understandable manner and discussing the results sufficiently. Works in which the origin of the performance was not plausible are not considered in this work, for example, in Carcagni et al [15] or Dorj et al [16].

Convolutional Neural Networks

CNNs are neural networks with a specific architecture that have been shown to be very powerful in areas such as image recognition and classification [17]. CNNs have been demonstrated to identify faces, objects, and traffic signs better than humans and therefore can be found in robots and self-driving cars.

CNNs are a supervised learning method and are therefore trained using data labeled with the respective classes. Essentially, CNNs learn the relationship between the input objects and the class labels and comprise two components: the hidden layers in which the features are extracted and, at the end of the processing, the fully connected layers that are used for the actual classification task. Unlike regular neural networks, the hidden layers of a CNN have a specific architecture. In regular neural networks, each layer is formed by a set of neurons and one neuron of a layer is connected to each neuron of the preceding layer. The architecture of hidden layers in a CNN is slightly different. The neurons in a layer are not connected to all neurons of the preceding layer; rather, they are connected to only a small number of neurons. This restriction to local connections and additional pooling layers summarizing local neuron outputs into one value results in translation-invariant features. This results in a simpler training procedure and a lower model complexity.

Current Classifiers for Skin Lesions Based on Convolutional Neural Networks

In this section, the individual CNN methods used to classify skin lesions are presented. CNNs can be used to classify skin lesions in two fundamentally different ways. On the one hand, a CNN pretrained on another large dataset, such as ImageNet [18], can be applied as a feature extractor. In this case, classification is performed by another classifier, such as k-nearest neighbors, support vector machines, or artificial neural networks. On the other hand, a CNN can directly learn the
relationship between the raw pixel data and the class labels through end-to-end learning. In contrast with the classical workflow typically applied in machine learning, feature extraction becomes an integral part of classification and is no longer considered as a separate, independent processing step. If the CNN is trained by end-to-end learning, the research can be additionally divided into two different approaches: learning the model from scratch or transfer learning. An overview of the presented methods is shown in Figure 1.

A basic requirement for the successful training of deep CNN models is that sufficient training data labeled with the classes are available. Otherwise, there is a risk of overfitting the neural network and, as a consequence, an inadequate generalization property of the network for unknown input data. There is a very limited amount of data publicly available for the classification of skin lesions. Almost all published methods use datasets that contain far less than 1000 training data points per training class. In comparison, well-known CNN models for image classification, such as AlexNet [18], VGG [19], GoogLeNet [20], or ResNet [21], are trained via the large image database ImageNet and have over 1000 training images for each training class.

However, through the use of a specific training procedure called transfer learning, powerful CNN models with several million free parameters can also be employed for classification, even if only a small amount of data are available for training. In this case, the CNN is pretrained using a very large dataset, such as ImageNet; it is then used as an initialization of the CNN for the respective task. In particular, the last fully connected layer of the pretrained CNN model is modified according to the number of training classes in the actual classification task. There are then two options for the weights of the pretrained CNN: to fine-tune all layers of the CNN or to freeze some of the front layers because of overfitting problems and to fine-tune only some back layers of the network. The idea behind this technique is that the front layers of a CNN contain more generic features (e.g., edge or color-blob detectors) that are useful for many tasks, but the back layers of the CNN become increasingly specific to the details of the classes contained in the original dataset.

In the following discussion, statistical quantities to evaluate different classifiers are introduced. Next, methods that utilize the CNN as a feature extractor are presented. The last subsection provides an overview of the methods involved when using CNN for end-to-end-learning.

Performance Metrics for Classifiers

A classifier assigns each object to a class. This assignment is generally not perfect and objects may be assigned to the wrong class. To evaluate a classifier, the actual class of the objects must be known. To evaluate the classification quality, the class assigned by the classifier is compared with the actual class. This allows the objects to be divided into the following four subsets:

1. True positive (TP): the classifier correctly predicts the positive class.
2. True negative (TN): the classifier correctly predicts the negative class.
3. False positive (FP): the classifier incorrectly predicts the positive class.
4. False negative (FN): the classifier incorrectly predicts the negative class.

Based on the cardinality of these subsets, statistical quantities for the classifier can now be calculated. A common and widely used quantity is accuracy, which is only a reasonable measure if the different classes in the dataset are approximately equally distributed. Accuracy is calculated by \((\text{TP} + \text{TN})/\text{(TP} + \text{TN} + \text{FP} + \text{FN})\). It specifies the percentage of objects that have been correctly classified.

Two other important metrics are sensitivity and specificity, which can be applied even if the different classes are not equally distributed. Sensitivity indicates the ratio of objects correctly classified as positive out of the total number of positive objects contained in the dataset and is calculated by \(\text{TP}/(\text{TP} + \text{FN})\).

Figure 1. An overview of the presented convolutional neural networks (CNNs) methods and the corresponding categorization.
Specificity indicates the ratio of negative objects correctly classified as negative out of the total number of negative objects contained in the available dataset and is calculated by \( \frac{TN}{TN + FP} \).

The output of a binary classifier is interpreted as a probability distribution over the classes. Normally, objects with an output value greater than .5 are assigned to the positive class in a binary classifier and objects with an output value less than .5 are assigned to the negative class. An alternative approach is used based on the receiver operating characteristic (ROC). The threshold used for classification systematically varies between 0 and 1, and the sensitivity and specificity are determined for each selected threshold. The ROC curve is calculated by plotting the sensitivity against 1-specificity and can be used to evaluate the classifier. The further the ROC curve deviates from the diagonal, the better the classifier. A suitable overall measure for the curve is the area under the curve (AUC).

### Results

**Classifier That Utilizes the Convolutional Neural Network as a Feature Extractor**

A CNN can be included in classification by removing the fully connected layers of a CNN that were pretrained with a large dataset. In skin lesion classification, pretraining is performed using ImageNet. Despite the nonmedical image domain, the learned features have sufficient quality for lesion classification [22].

Pomponiu et al [23] used only 399 images from a standard camera for the classification of melanomas versus benign nevi. First, data augmentation and preprocessing were performed. Subsequently, a pretrained AlexNet was applied for the extraction of representational features. The lesions were then classified with a k-nearest-neighbor classifier using cosine distance metrics. The algorithm was not tested with an independent test dataset, only a cross-validation was performed. The algorithm achieved a sensitivity of 92.1%, a specificity of 95.18%, and an accuracy of 93.64%. In addition to the nonexistent independent test dataset, it is also critical to note that the region of interest for each skin lesion must be manually annotated.

An AlexNet model for feature extraction was also applied by Codella et al [24]. In contrast to Gutman et al [12], however, a total of 2624 dermatoscopic images from the publicly available International Skin Imaging Collaboration (ISIC) database were used for the classification of melanoma versus nonmelanoma lesions or melanoma versus atypical nevi. In addition to the modified AlexNet outputs, the authors also used low-level handcrafted features and features from sparse coding, a deep residual network, and a convolutional U-network. Classification based on all of these features was then performed using a support vector machine. The authors reported an accuracy of 93.1%, a sensitivity of 94.9%, and a specificity of 92.8% for classifying melanoma versus nonmelanoma. In the more difficult discrimination between melanomas and atypical nevi, an accuracy of 73.9%, a sensitivity of 73.8%, and a specificity of 74.3% were reported. The authors also showed that the use of deep features results in a better performance compared to classifiers that only used low-level handcrafted features.

Kawahara et al [25] used a linear classifier to classify 10 different skin lesions. Feature extraction was also performed using an AlexNet whose last fully connected layer was replaced with a convolutional layer. This slightly modified AlexNet was tested using the public Dermofit Image Library, which contains 1300 clinical images of 10 skin lesions. An accuracy of 81.8% was achieved based on the entire dataset of 10 different types of skin lesions.

### Skin Lesion Classifier Using End-to-End Learning

**Convolutional Neural Network Model Training With Transfer Learning**

Because publicly available datasets are limited, a common method of skin lesion classification involves transfer learning. Therefore, all such works pretrain a CNN via the ImageNet dataset; next, the weighting parameters of the CNN are fine-tuned to the actual classification problem.

Esteva et al [26] presented a landmark publication. For the first time, a CNN model was trained with a large amount of data, specifically 129,450 images, of which 3374 were obtained from dermatoscopic devices and represented 2032 different skin lesions. Two binary classification problems were considered: keratinocyte carcinomas versus benign seborrheic keratosis and malignant melanomas versus benign nevi. The last classification differentiation was performed for both clinical and dermoscopic images. The authors used a GoogLeNet Inception v3 model for the classification, which was pretrained with the large image database ImageNet. The CNN model was then fine-tuned to classify skin lesions using transfer learning. A special property of this approach is the use of a novel tree-structured disease taxonomy in which the individual diseases form the leaves of the tree. The inner nodes group together individual diseases that are visually and clinically similar. The CNN does not have a two-dimensional vector as the output; instead, it reports a probability distribution with over 757 training classes. To determine the probabilities of a coarser lesion class (ie, an inner node at a higher level in the tree), the probabilities of the child nodes of this coarser lesion class are summed together. The authors show within the evaluation that a CNN that has been trained for finer classes has a better performance than a CNN that has been trained for the distinct classes that are of interest for the problem. The trained CNN was tested with test data that were fully biopsy-proofed and achieved an ROC AUC of .96 for carcinomas, an ROC AUC of .96 for melanomas, and an ROC AUC of .94 for melanomas classified exclusively with dermatoscopic images.

Haenssle et al [3] presented a very similar approach to Esteva et al [26]. A GoogLeNet Inception v3 model was adapted for skin lesion classification with transfer learning, whereby the weights were fine-tuned in all layers. The analysis was limited to dermoscopic images of melanoma versus benign nevi and the AUC ROC achieved for this task was .86 (Esteva et al [26]: .94). The exact number of training data points was not provided and not all data had been proofed by a biopsy. However, the publication included the largest number of dermatologists to...
date (n=58) and was the first to indicate that additional clinical information improves both; sensitivity and specificity of dermatologists.

Han et al [27] are particularly noteworthy for their scientific transparency since they have made their computer algorithm publicly available for external testing. The team presented a classifier for 12 different skin diseases based on clinical images. They developed a ResNet model that was fine-tuned with 19,398 training images. With the publicly available Asan dataset, the CNN model achieved ROC AUCs for the diagnoses of basal cell carcinoma, squamous cell carcinoma, intraepithelial carcinoma, and melanoma of .96, .83, .82, and .96, respectively. An ensemble of CNNs for the classification of melanomas versus nevi or lentigines is presented by Marchetti et al [13]. They implemented five methods to fuse all automated predictions from the 25 participating teams in the ISBI 2016 Challenge into a single classification result. For this purpose, they tested two nonlearning approaches and three machine learning methods. The fusion algorithms were trained with 279 dermatoscopic images from the ISBI 2016 Challenge dataset and were tested with 100 other dermatoscopic images from the same dataset. Based on average precision, greedy fusion was the best-performing ensemble method with a sensitivity of 58% and a specificity of 88%.

Another type of CNN ensemble was presented by Bi et al [28]. They considered the classification of melanomas versus seborrheic keratosis versus nevi using dermatoscopic images. They did not train multiple CNNs for the same classification problem; instead, three ResNets for different problems were trained: one for the original three-class problem and two binary classifiers (ie, melanoma versus other lesion classes or seborrheic carcinoma versus other lesion classes) by fine-tuning a pretrained CNN. The test utilized 150 dermatoscopic images and resulted in an ROC AUC of .854 for melanomas, an ROC AUC of .976 for seborrheic carcinomas, and an average ROC AUC over all classes of .915.

A special architecture of a CNN ensemble is presented by Kawahara et al [29]. The CNN was composed of multiple parts in which each part considers the same image at a different resolution. Next, an end layer combines the outputs from multiple resolutions into a single layer. The CNN identifies interactions across different image resolutions and the weighting parameters are completely optimized by end-to-end learning. The algorithm achieved an average classification accuracy of 79.5% in the public Dermofit Image Library.

Similar to Esteva et al [26], Sun et al [30] introduced a classifier that used 198 very finely defined training classes. In total, 6584 clinical images of the publicly available image archive DermQuest were used for training and testing and the performance of the CNN models CaffeNet and VGGNet were evaluated for this classification problem. The best average accuracy of 50.27% over all 198 classes was obtained using a pretrained VGGNet, which was optimized by fine-tuning the weighting parameters.

A modified VGGNet was also utilized by Lopez et al [31], where the classification of melanoma versus nevi or lentigines was addressed using dermatoscopic images. The authors compared the classification accuracy of a CNN trained from scratch, a pretrained CNN with transfer learning and frozen layers, and a pretrained CNN with transfer learning and fine-tuning of the weighting parameters. All three configurations were tested with 379 images from the ISBI 2016 Challenge dataset, and the last-mentioned configuration achieved the highest accuracy of 81.33%.

Convolutional Neural Network Model Training From Scratch

The previously introduced two-step approach by Bi et al [28] also falls under the category “learning from scratch” due to the method of training of the the ResNet model for the three-class classification of melanoma versus seborrheic keratosis versus nevus. Bi et al [28] used approximately 3600 dermatoscopic images from the ISBI 2017 Challenge dataset and additional images from the ISIC Archive to achieve the results reported. In Nasr-Esfahani et al [32], a two-layer CNN was trained from scratch for the distinction of melanoma versus benign nevi based on clinical images. Only 136 images were used to train the model and the test dataset contained only 34 images. The images were all from the public image archive of the Department of Dermatology of the University Medical Center Groningen. The method achieved a sensitivity of 81%, a specificity of 80%, and an accuracy of 81%. However, the result should be viewed critically because the test dataset was very limited.

Discussion

Principal Findings

One issue with the comparison of skin lesion classification methods is that the considered problem formulations of the individual works differ, sometimes only slightly. This occurs not only for the considered training classes and the used data, but also for the presented statistical quantities. In addition, some works use nonpublic archives of skin clinics in addition to publicly accessible data archives [3,26]. This makes it even more difficult to reproduce the results. Since 2016, the ISIC Melanoma Project has attempted to improve this aspect by establishing a publicly accessible archive of dermatoscopic skin lesion images as a benchmark for education and research [12]. In addition, they announced an annual challenge in which a clearly defined problem must be addressed. It would be desirable if more work would compare itself with this benchmark to achieve a better ranking of the procedures in the state of research.

Another important challenge in this research area is the development of large public image archives with images as representative of the world population as possible [33]. The existing image archives mainly contain skin lesions from light-skinned people. The images in the ISIC database, for example, come mainly from the United States, Europe, and Australia. To achieve an accurate classification for dark-skinned people as well, the CNN must learn to abstract from the skin color. However, this can only occur if it observes enough pictures of dark-skinned people during the training.
An improvement in classification quality could be achieved by adding clinical data (eg, age, gender, race, skin type, and anatomic location) as inputs for the classifiers. This additional information is advantageous for the decision making of dermatologists, as Haenssle et al [3] show. Future work should take these aspects into account.

Conclusions
Unfortunately, it is difficult and in many times impossible to compare the performance of published classification results since many authors use nonpublic datasets for training and/or testing. Future publications should use publicly available benchmarks and fully disclose methods used for training to allow comparability.
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Abstract

Background: In recent literature, patient portals are considered as important tools for the delivery of patient-centered care. To date, it is not clear how patients would conceptualize a patient portal and which health information needs they have when doing so.

Objective: This study aimed (1) to investigate health information needs, expectations, and attitudes toward a patient portal and (2) to assess whether determinants, such as patient characteristics, health literacy, and empowerment status, can predict two different variables, namely the importance people attribute to obtaining health information when using a patient portal and the expectations concerning personal health care when using a patient portal.

Methods: We conducted a cross-sectional survey of the Flemish population on what patients prefer to know about their digital health data and their expectations and attitudes toward using a patient portal to access their electronic health record. People were invited to participate in the survey through newsletters, social media, and magazines. We used a questionnaire including demographics, health characteristics, health literacy, patient empowerment, and patient portal characteristics.

Results: We received 433 completed surveys. The health information needs included features such as being notified when one’s health changes (371/396, 93.7%), being notified when physical parameters increase to dangerous levels (370/395, 93.7%), observing connections between one’s symptoms or diseases or biological parameters (339/398, 85.2%), viewing the evolution of one’s health in function of time (333/394, 84.5%), and viewing information about the expected effect of treatment (349/395, 88.4%). Almost 90% (369/412) of respondents were interested in using a patient portal. Determinants of patients’ attachment for obtaining health information on a patient portal were (1) age between 45 and 54 years ($P=0.05$); (2) neutral ($P=0.03$) or interested ($P=0.008$) attitude toward shared decision making; and (3) commitment to question physicians’ decisions ($P=0.04$, $R^2=0.122$). Determinants of patients’ expectations on improved health care by accessing a patient portal were (1) lower education level ($P=0.04$); (2) neutral ($P=0.03$) or interested attitude ($P=0.008$) toward shared decision making; and (3) problems in understanding health information ($P=0.04$; $R^2=0.106$).

Conclusions: The interest in using a patient portal is considerable in Flanders. People would like to receive alerts or some form of communication from a patient portal in case they need to act to manage their health. Determinants such as education, attached importance to shared decision making, difficulties in finding relevant health information, and the attached importance in questioning the decisions of physicians need to be considered in the design of a patient portal.
Introduction

The expression “no decision about me, without me,” as formulated by the British National Health Service, emphasizes the importance of patient-centered care and shared decision making [1]. Patient-centered care, which is an important feature of high-quality health care, is defined as “providing care that is respectful of and responsive to individual patient preferences, needs, and values, and ensuring that patient values guide all clinical decisions” [2]. The Institute of Medicine considers patient-centered care as one of the 6 objectives to be achieved to improve the quality of US health care [2]. It can be promoted with the help of patient-centered health information technologies [3], such as a patient portal.

A patient portal is known to improve the quality of and access to health care [4]. In addition, a patient portal exerts a positive influence on health care utilization [5]. A patient portal can be defined as “An electronic application through which individuals can access, manage and share their health information, and that of others for whom they are authorized, in a private, secure, and confidential environment” [6,7]. More specifically, a patient portal can be described as an application that is linked (tethered) to the electronic health record of the doctor [8,9]. The functions of a patient portal often include a medication list, test results, a list of allergies, a problem list, social history, major illness, lifestyle, family history, and links to personalized information [7,9].

Although patient portals are considered important tools for the development of patient-centered care, the current use is not optimal, and portals are still less patient-centered than they could be [10-12]. Known barriers to the use of portals for patients and providers include security and privacy issues, the negative impact on the workflow and limited user-friendliness [4,13]. Benefits associated with the use of a patient portal are increased convenience and satisfaction for patients [14,15].

Patient safety could be improved by identifying errors in medication lists [16,17]. Moreover, providing Web access could lower the threshold for the patient-clinician contact [13]. In addition, the quality of care can be improved by the sustained use of some features of a patient portal. For example, Web-based prescription refills and secure messaging have an impact on some physiological measures important for the management of type 2 diabetes [18].

Patients’ interest and ability to use a patient portal are influenced by age, health literacy, and level of education. Patients are more likely to adopt a patient portal if its features align with their information needs and with the functionalities they require [19].

To date, however, it remains unclear what patients’ information needs and functionality requirements exactly are. In addition, participants in this study had no prior experience with patient portals as they do not exist in Belgium. The survey intro was the first exposure people had to the concept of a patient portal. Therefore, this study aimed to investigate patients’ information needs with regard to the concept of a patient portal and its presumed use to access their health data. Furthermore, this study aims to assess patients’ expectations and attitudes regarding a patient portal and its use to access electronic health records in primary care. Finally, we investigate whether patients’ information needs, expectations, and attitudes regarding a patient portal correlate with patient-related determinants such as personal characteristics, health literacy, and empowerment status.

Methods

Study Design

We conducted a cross-sectional survey on the digital health information needs of patients and their expectations and attitudes toward using a patient portal to access their electronic health record in primary care among inhabitants of the Dutch-speaking part of Belgium (Flanders).

Study Population and Sample Size

The study population included inhabitants of the Flemish part of Belgium. For precise estimation of our results, we calculated the sample size using the free Web-based software Raosoft [20]. For a population size of 6,471,996, with a 5% margin of error and a 50% response distribution, we needed 385 completed surveys.

Design and Domains of the Survey

Our open and voluntary survey was a convenience sample and consisted of 2 parts (Multimedia Appendix 1 for the English version and Multimedia Appendix 2 for the Dutch Version).

The first part was based on the Health Information Technology Evaluation Collaborative (HITeC) Consumer Health Information Technology Survey as designed by Patel et al [21]. The second part was based on findings from previous qualitative research. The first page of the survey contained the informed consent and a mandatory checkbox for participants to acknowledge that they have read and agree with the informed consent. The final page of the survey contained a mandatory checkbox for participants to acknowledge what they read and agree with the informed consent. The final page of the survey contained a mandatory checkbox for participants to acknowledge what they read and agree with the informed consent. The final page of the survey contained a mandatory checkbox for participants to acknowledge what they read and agree with the informed consent.

Part 1 of the Survey

The HITeC Consumer Survey, developed in the United States, aimed to characterize consumer attitudes toward personal health records and included questions on potential personal health record use, preferences, and attitudes toward personal health records, the use of computers and the internet, experience with health care, health characteristics, and demographics [21].
One researcher translated the HITEC Consumer Survey from English to Dutch, and 2 researchers with adequate English proficiency translated the Dutch survey independently from each other back to English to reduce language bias to a minimum [23,24]. Small differences in the translation were solved by consensus. In the Dutch translation, a patient portal was defined as “an electronic online tool to view and manage patients’ health care information stored in the electronic health record of their general physician” [8]. Of note, 2 questions were not included in the Dutch translation of the questionnaire—one about payment options and one about private insurance companies—because these were not applicable to the Belgian situation. A few other questions were slightly changed because of the different demographic situation in Belgium compared with that in the United States. For example, questions inquiring about ethnicity were reformulated to match the common Dutch terminology. Instead, of asking “what is your race” or “are you of Latino or Hispanic origin or descent,” we asked, “What is your mother’s, father’s, and your country of birth?”

**Part 2 of the Survey**

The questions in this part of the survey were based on the findings of a previous qualitative study (Multimedia Appendix 4). This study aimed to understand what motivated people to search for health information. For this purpose, cultural probes and the Lillidot method were used [25]. Cultural probes are objects, such as a diary or camera, provided to participants to self-report data; cultural probes perform similar to astronomical probes because they are also left behind and return with fragmentary data [26,27]. In the study mentioned above, cultural probes were used to sensitize participants about digital health data to make it easier for them to express their feelings and experiences regarding health information. Participants were then interviewed to learn what health topics they wanted to know more about and what their questions and expectations were concerning these topics. For this purpose, an ideation method, called the Lillidot method [25], was combined with a strategy to anthropomorphize the technology at hand (digital health data in this case). This method, detailed elsewhere [28], resulted in insights about the type of health data people are interested in, questions they have in this respect, and their motivations to ask these questions. The second part of the survey was based on these motivations and included questions such as “In your relationship with your doctor, how important is it for you to be able to question their decision” and “Please indicate how important each of the following aspects would be to you, if you had access to all the data in your patient portal.”

In a nutshell, the second part of the survey was developed based on the themes that emerged from the previous qualitative study: (1) health awareness; (2) coping; (3) effective care; (4) empowerment; (5) good health; (6) patient rights; and (7) getting recognition. These themes grouped several items, such as people want to understand whether and when care is necessary and compare possible treatments (effective care) or what reimbursements they are entitled to (patient rights). To validate these findings with a larger population a questionnaire was constructed based on these items (part 2 of the survey). Combining part 1 and 2 allowed us to use a quantitative research instrument with our bottom-up qualitative research method.

**Pilot**

A pilot was performed in a small sample of 6 Dutch-speaking Belgians to establish whether the survey was feasible, particularly regarding the ease of use and time of completion. All participants appraised the survey as user-friendly and completed it in an average time of 20 minutes, which was considered acceptable. We did not include any pilot data in the large sample for analysis.

**Data Collection**

The data were collected between March 25 and September 1, 2016. Inhabitants of the Flemish part of Belgium were invited to participate through several channels—the member magazine of a health insurance with a print run expanding up to 1,200,000 copies, only this channel gave readers an opportunity to choose between Web-based reply and paper; the Web-based newsletter of the same health insurance; the newsletter of a website called “Health and Science,” which is an independent and evidence-based website to inform patients about health-related topics (12,000 subscribers); and the website of a well-known Flemish weekly magazine (knack.be), which receives 54,769 unique visitors and 141,304 (2.58 per visitor) page views per day [29] and their social media channels (Facebook and Twitter). In addition, some students of the Faculty of Social Sciences used their social networks to recruit participants. Two reminders were sent by the health insurance and the “Health and Science” newsletter to obtain the greatest possible response. People without access to a computer or the internet could phone to request a paper copy of the survey. This ensured involving as many people as possible and having a representative sample of the population to minimize selection bias. The paper surveys we received were manually entered into the database containing the results from the Web-based surveys.

**Analyses**

**Descriptive Statistics (Frequencies)**

In this study, descriptive statistics (frequencies) were used to assess the following:

- Demographics (age, gender, mother tongue, employment status, education, income, internet use, and residence),
- Health characteristics (answers to questions on self-rated health status, the presence of a chronic disease, >3 annual visits to the primary care physician, and prescribed medication use),
- Health literacy (answers to questions on difficulties with finding relevant and reliable health information),
- Patient empowerment (answers to questions on the quality of health care received in the last 5 years and questions about the importance of shared decision making and being able to question physicians’ decisions),
- The potential use of a patient portal, attitude and expectations when using a patient portal (answers to questions on one’s interest in using a patient portal, types of information expected to be found in a patient portal, Web-based activities concerning health, frequency of using a patient portal, perceived usefulness of a patient portal, difficulty with using a patient portal, granting access to
one’s own patient portal, and importance of certain features of a patient portal).

**Determinant Analyses**

To investigate whether determinants such as patient characteristics, health literacy, and patient empowerment predict the importance people attach to obtaining health information when accessing a patient portal and the expectations and attitudes of people toward the use of a patient portal, we used linear and logistic regression models. First, bivariate regression models were used to investigate associations between all variables. Only predictor variables that were significantly associated ($P \leq 0.10$) with the dependent variable in bivariate analyses were used for the multivariate analyses.

Bivariate and multivariate linear regression models were used to predict 2 different dependent variables. For one of these “the importance people attach to obtaining health information when using a patient portal,” we used the mean sum score of 5-point Likert scale answers (ranging from 1 “very important” to 5 “very unimportant”) to 12 questions asking about the importance of doing certain things with the help of a patient portal (Cronbach alpha=.897). We considered the mean sum score as an interval variable and used it as a dependent variable in a linear regression model. [30]

For the second dependent variable “expectations concerning one’s personal health care when using a patient portal,” we used the mean sum score of answers to 9 questions asking for the level of expected improvement on different aspects of health care when using a patient portal (ranging from 1 “will greatly improve” to 5 “will greatly worsen”; Cronbach alpha=.871). We used the mean sum score to compensate for missing data in ≥1 of the questions. Preliminary analyses were performed to ensure there was no violation of the assumption of normality, linearity, and multicollinearity. If a correlation (>0.6) between independent variables was detected, only the variable with the greatest influence on the $R^2$ of the model was included in the multivariate analyses.

We used bivariate and multivariate logistic regression models to predict the attitude toward using a patient portal. We used answers to the question asking for the interest in using a patient portal as the dependent variable. This ordinal variable with 5 categories was recoded into a dichotomous variable (interested or not interested or neutral).

As predictor variables, we used answers to the questions asking for patient characteristics (age, employment status, family income, health status, education, and gender), patient empowerment (shared decision making, questioning the decisions of physicians, satisfaction with health care received the last 5 years), and health literacy (finding relevant information about health, evaluating the reliability of health information, and problems in understanding health information; Multimedia Appendix 5).

Except for the internal consistency (Cronbach alpha) of our composite dependent variables, we did not include any psychometric measures for our predictor variables because of the gap in the availability of sound psychometric measures for evaluating patient-facing eHealth technologies [31]. All statistical analyses were performed with IBM SPSS Statistics version 24 for Windows (IBM Corp, Armonk, NY, USA).

**Missing Data**

To calculate the frequencies, missing data were excluded, and percentages were based on the number of nonmissing values. For the regression models, we used independent variables that had a low percentage of missing data (<15%). If values of any of the independent variables included missing data, the entire case was excluded for the analysis.

**Ethical Approval**

This study was approved by the Social and Societal Ethics Committee of the Faculty of Social Sciences of KU Leuven on July 14, 2015 (first part of the survey) and on September 24, 2015 (second part of the survey) with the grant number G-2015 07 272.

**Results**

**Demographics and Health Characteristics**

The survey was completed by 433 people. While 10 surveys were submitted on paper, 423 were completed through the Web (Table 1). The completion rate of the Web-based survey was 91% (Multimedia Appendix 3). Differences between the 10 surveys submitted on paper and those completed on the Web were mainly age of respondents, age-related properties (eg, employment status), and their internet use. The mean age in the group of the paper surveys (n=10) was 68.6 years (SD 10.146), while it was 53 years (SD 16.497) in the Web-based group (n=423). All respondents of the paper surveys group were not working anymore (9/10 retired and 1/10 disabled), and 40% (4/10) did rarely or never used the internet, while only 0.2% (1/423) of the Web-based group rarely or never used the internet. The mean age of all the respondents (n=433) was 53.28 (SD 16.451) years.

Almost 92% (397/432) of participants reported that they were in excellent or good health, although 49.4% (213/431) reported they had a chronic disease, and 69.4% (300/432) were taking prescribed medication (Table 1).

**Health Literacy and Patient Empowerment**

Finding relevant health information was considered difficult by 26.2% (106/404) of respondents, and assessing the reliability of the health care information found was considered difficult by 48.3% (195/404). More than 93% (377/404) of participants reported that they found shared decision making important, and 89.9% (363/404) of respondents thought it was important to be able to question the decisions made by physicians (Table 2).
Table 1. Demographics and health characteristics of the participants (N=433).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>187 (47.1)</td>
</tr>
<tr>
<td>Dutch-speaking</td>
<td>394 (99.0)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>72 (19.1)</td>
</tr>
<tr>
<td>35-44</td>
<td>39 (10.4)</td>
</tr>
<tr>
<td>45-54</td>
<td>53 (14.1)</td>
</tr>
<tr>
<td>55-64</td>
<td>95 (25.3)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>117 (31.1)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>164 (41.3)</td>
</tr>
<tr>
<td>Student</td>
<td>21 (5.3)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>51 (12.8)</td>
</tr>
<tr>
<td>Retired</td>
<td>161 (40.6)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>130 (32.7)</td>
</tr>
<tr>
<td>Bachelor degree</td>
<td>159 (40.1)</td>
</tr>
<tr>
<td>Master degree or higher</td>
<td>108 (27.2)</td>
</tr>
<tr>
<td><strong>Family income</strong></td>
<td></td>
</tr>
<tr>
<td>€ &lt;30,000</td>
<td>114 (28.9)</td>
</tr>
<tr>
<td>€ 30,000-60,000</td>
<td>100 (25.3)</td>
</tr>
<tr>
<td>€ &gt;60,000</td>
<td>58 (14.7)</td>
</tr>
<tr>
<td>Does not know or prefers not to disclose</td>
<td>123 (31.1)</td>
</tr>
<tr>
<td><strong>Internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Internet use ≥1 time per day</td>
<td>423 (97.9)</td>
</tr>
<tr>
<td>Searched information on health or disease on the Web</td>
<td>406 (94.4)</td>
</tr>
<tr>
<td><strong>Residence description</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>202 (50.6)</td>
</tr>
<tr>
<td>Urban</td>
<td>197 (49.4)</td>
</tr>
<tr>
<td><strong>Self-rated health status</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent or very good</td>
<td>121 (28.0)</td>
</tr>
<tr>
<td>Good or fair</td>
<td>276 (63.9)</td>
</tr>
<tr>
<td>Poor</td>
<td>35 (8.1)</td>
</tr>
<tr>
<td>Chronic medical condition</td>
<td>213 (49.4)</td>
</tr>
<tr>
<td>Visited primary caregiver &gt;3 times in a year</td>
<td>214 (50.1)</td>
</tr>
<tr>
<td>Taking prescribed medication</td>
<td>300 (69.4)</td>
</tr>
</tbody>
</table>

^aNumbers may not sum to totals because of missing data. Percentages were calculated considering the missing data.
Table 2. Health literacy and patient empowerment (N=433).

<table>
<thead>
<tr>
<th>Health literacy and patient empowerment</th>
<th>Participants, n (%)</th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfaction with the quality of health care received in the last 5 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>366 (84.5)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>39 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>28 (6.5)</td>
<td></td>
</tr>
<tr>
<td>Finding relevant health information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult</td>
<td>106 (26.2)</td>
<td></td>
</tr>
<tr>
<td>Not easy or not difficult</td>
<td>149 (36.9)</td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>149 (36.9)</td>
<td></td>
</tr>
<tr>
<td>Assessing the reliability of Web-based health care information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult</td>
<td>195 (48.3)</td>
<td></td>
</tr>
<tr>
<td>Not easy or not difficult</td>
<td>116 (28.7)</td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>93 (23.0)</td>
<td></td>
</tr>
<tr>
<td>Importance of shared decision making</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Important</td>
<td>377 (93.3)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>18 (4.5)</td>
<td></td>
</tr>
<tr>
<td>Not important</td>
<td>9 (2.2)</td>
<td></td>
</tr>
<tr>
<td>Importance of being able to questions physicians’ decisions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Important</td>
<td>363 (89.9)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>37 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Not important</td>
<td>4 (1.0)</td>
<td></td>
</tr>
</tbody>
</table>

aNumbers may not sum to totals because of missing data. Percentages were calculated considering the missing data.

Patient Portal’s Potential Impact and Features

Most respondents were interested in the potential use of a patient portal (369/412, 89.6%; Table 3). The information that most people wanted to see in their patient portal were test results (381/410, 92.9%), current medication (345/410, 84.1%), immunization records (338/410, 82.4%), and their past medical visits, procedures, and surgeries (338/410, 82.4%). This corresponds with the Web-based health-related activities people are most interested in, namely viewing their medical records, test results, medication list (384/405, 94.8%); requesting appointments, referrals, and prescription refills (376/403, 93.3%); and signing up for reminders for preventive medicine (360/399, 90.2%).

Respondents were less interested in seeing their lifestyle choices (138/410, 33.7%) and information from devices to help monitor their health (199/410, 48.5%; Table 3).

The perceived impact of patient portal use varied. Only 22.3% (90/404) of respondents believed that the patient portal use would improve the security and privacy of their medical data, and 47.4% (192/405) of participants thought that using a patient portal would reduce the overall cost of their health care. The majority (391/414, 94.4%) would give their primary care doctor permission to view information in their patient portal. The potential features of a patient portal that were considered important by respondents were being notified when certain physical parameters evolve toward dangerous levels (370/395, 93.7%), being notified when their health changes (371/396, 93.7%), being able to view the expected impact of treatment on personal health (349/395, 88.4%), being able to see connections between symptoms, disease(s), biological parameters, etc (339/398, 85.2%), and being able to view the evolution of their health in function of time (333/394, 84.5%). Consumers were less interested in comparing their personal health data with anonymous data from other patients (146/396, 36.9%) and with anonymous data from the Flemish population (146/394, 37.1%).

Determinant Analysis of the Importance People Attribute to Obtaining Health Information When Using a Patient Portal

Bivariate linear regression showed that the importance people attributed to obtaining health information when using a patient portal to access health data (dependent) was significantly associated (cutoff $P \leq 0.10$) with age, employment status, self-rated health status, the interest in shared decision making, the importance of being able to question the decisions of physicians, the difficulty in finding relevant health information, the difficulty in assessing the reliability of health information, and the difficulty in understanding health information. Due to the collinearity between age and employment status, only age was used for multivariate analysis.
Table 3. Patient portal use characteristics (N=433).

<table>
<thead>
<tr>
<th>Patient portal characteristics</th>
<th>Participants, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interested in using a patient portal</strong></td>
<td>369 (89.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Types of information people would prefer to have in their patient portal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My allergies</td>
<td>263 (64.1)</td>
<td></td>
</tr>
<tr>
<td>Test results (eg, X-rays, blood tests, etc)</td>
<td>381 (92.9)</td>
<td></td>
</tr>
<tr>
<td>Immunization records (list of vaccines received)</td>
<td>338 (82.4)</td>
<td></td>
</tr>
<tr>
<td>Medication I have taken or am currently taking</td>
<td>345 (84.1)</td>
<td></td>
</tr>
<tr>
<td>List of doctors or health care providers I have seen</td>
<td>279 (68.0)</td>
<td></td>
</tr>
<tr>
<td>Family history of health problems</td>
<td>236 (57.6)</td>
<td></td>
</tr>
<tr>
<td>Medical problems</td>
<td>322 (78.5)</td>
<td></td>
</tr>
<tr>
<td>Medical visits or surgeries or medical procedures I have had</td>
<td>338 (82.4)</td>
<td></td>
</tr>
<tr>
<td>Lifestyle choices (eg, smoking history and exercise)</td>
<td>138 (33.7)</td>
<td></td>
</tr>
<tr>
<td>Information from devices that help me monitor my health</td>
<td>199 (48.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Activities I am doing or would like to do on the internet</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>View medical records, test results, and medication list</td>
<td>384 (94.8)</td>
<td></td>
</tr>
<tr>
<td>Add notes to my medical record</td>
<td>312 (78.6)</td>
<td></td>
</tr>
<tr>
<td>Request appointments, referrals, prescription refills</td>
<td>376 (93.3)</td>
<td></td>
</tr>
<tr>
<td>Communicate with my doctor and receive reports by mail</td>
<td>358 (88.8)</td>
<td></td>
</tr>
<tr>
<td>Fill out paperwork before or after a physician visit</td>
<td>331 (83.0)</td>
<td></td>
</tr>
<tr>
<td>Sign up for reminders for preventive medicine (eg, flu shot)</td>
<td>360 (90.2)</td>
<td></td>
</tr>
<tr>
<td>Learn about opportunities to participate in medical research</td>
<td>327 (82.6)</td>
<td></td>
</tr>
<tr>
<td>Access my child’s or parents’ medical record if I am primary caretaker</td>
<td>315 (81.2)</td>
<td></td>
</tr>
<tr>
<td>Communicate with other people with similar health problems</td>
<td>197 (50.8)</td>
<td></td>
</tr>
<tr>
<td>Receive educational materials related to my health</td>
<td>304 (79.4)</td>
<td></td>
</tr>
<tr>
<td>Record my representative to manage my health care when I am not able</td>
<td>337 (83.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Expected frequency of patient portal use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least 1 time per week</td>
<td>61 (14.8)</td>
<td></td>
</tr>
<tr>
<td>1 time per month</td>
<td>159 (38.6)</td>
<td></td>
</tr>
<tr>
<td>Every 3-6 months</td>
<td>159 (38.6)</td>
<td></td>
</tr>
<tr>
<td>Rarely or never</td>
<td>33 (8.0)</td>
<td></td>
</tr>
<tr>
<td><strong>How many people think the use of a patient portal will improve the following</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security and privacy of my medical information</td>
<td>90 (22.3)</td>
<td></td>
</tr>
<tr>
<td>Communication between my doctors and myself</td>
<td>321 (78.7)</td>
<td></td>
</tr>
<tr>
<td>My understanding of my own health</td>
<td>300 (73.7)</td>
<td></td>
</tr>
<tr>
<td>My sense of control over my own health care</td>
<td>311 (76.4)</td>
<td></td>
</tr>
<tr>
<td>My worries about my own health care</td>
<td>236 (58.1)</td>
<td></td>
</tr>
<tr>
<td>The safety of my care (freedom from errors)</td>
<td>278 (68.6)</td>
<td></td>
</tr>
<tr>
<td>My satisfaction with my health care</td>
<td>275 (68.1)</td>
<td></td>
</tr>
<tr>
<td>The overall quality of my health care</td>
<td>292 (72.1)</td>
<td></td>
</tr>
<tr>
<td>The overall costs of my health care</td>
<td>192 (47.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Difficulty to use a patient portal to view and manage your health information and care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult</td>
<td>22 (5.3)</td>
<td></td>
</tr>
</tbody>
</table>
Participants, n (%)\textsuperscript{a}

<table>
<thead>
<tr>
<th>Patient portal characteristics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy</td>
<td>292 (70.9)</td>
</tr>
<tr>
<td>Neutral</td>
<td>98 (23.8)</td>
</tr>
</tbody>
</table>

Who would you give permission to view information in your patient portal

<table>
<thead>
<tr>
<th>Who would you give permission to view information in your patient portal</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Designated family members or friends</td>
<td>226 (54.6)</td>
</tr>
<tr>
<td>My primary care doctor</td>
<td>391 (94.4)</td>
</tr>
<tr>
<td>Other doctors or health care providers who care for me</td>
<td>332 (80.2)</td>
</tr>
<tr>
<td>My health insurance</td>
<td>26 (6.3)</td>
</tr>
<tr>
<td>My employer</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>The government</td>
<td>8 (1.9)</td>
</tr>
<tr>
<td>No-one</td>
<td>18 (4.3)</td>
</tr>
</tbody>
</table>

Importance of certain features when using a patient portal\textsuperscript{c}

<table>
<thead>
<tr>
<th>Importance of certain features when using a patient portal</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Compare recent personal health data with health data from the past</td>
<td>311 (78.1)</td>
</tr>
<tr>
<td>Compare personal health data with medical standards</td>
<td>291 (73.5)</td>
</tr>
<tr>
<td>Compare personal health data with anonymous data from other patients</td>
<td>146 (36.9)</td>
</tr>
<tr>
<td>Compare personal health data with anonymous data from the Flemish population</td>
<td>146 (37.1)</td>
</tr>
<tr>
<td>See connections between your symptoms, your disease(s), your biological parameters</td>
<td>339 (85.2)</td>
</tr>
<tr>
<td>See connections between your health and the presence of environmental factors</td>
<td>284 (71.7)</td>
</tr>
<tr>
<td>View the evolution of your health in function of time</td>
<td>333 (84.5)</td>
</tr>
<tr>
<td>View information about the expected effect of treatment on your personal health</td>
<td>349 (88.4)</td>
</tr>
<tr>
<td>View information on the expected impact of your lifestyle on your personal health</td>
<td>309 (79.0)</td>
</tr>
<tr>
<td>Provide your data anonymously so that regional problems can be detected</td>
<td>250 (63.1)</td>
</tr>
<tr>
<td>Be notified when certain physical parameters evolve toward dangerous levels</td>
<td>370 (93.7)</td>
</tr>
<tr>
<td>Be notified when your health changes</td>
<td>371 (93.7)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Numbers may not sum to totals due to missing data. Percentages were calculated considering the missing data.

\textsuperscript{b}Used as a composite dependent variable: “expectation concerning one’s personal health care when using a patient portal.”

\textsuperscript{c}Used as a composite dependent variable: “importance attached to obtaining health information when using a patient portal to access health data.”

In the multivariate linear regression, age, shared decision making, and the importance of being able to question the decisions of physicians were significant (cutoff $P \leq 0.05$). People attributed greater importance to receiving health information if they were aged 45-54 years compared with those who were aged 18-34 years, if they had an interested or neutral attitude toward shared decision making compared with having a negative attitude toward shared decision making and if they found it important to be able to question the decisions made by physicians compared with finding this unimportant ($R^2 = 0.122$; Table 4).

Determinant Analysis of Expectations Concerning Personal Health Care When Using a Patient Portal

Bivariate linear regression showed that expectations concerning personal health care when using a patient portal (dependent) were significantly associated (cutoff $P \leq 0.10$) with age, employment status, education, the interest in shared decision making, the importance of being able to question the decisions of physicians, the difficulty in finding relevant health information, the difficulty in understanding health information, and the difficulty in understanding health information.

Due to the collinearity between age and employment status, only the employment status was used for multivariate analysis. Multivariate linear regression showed that expectations concerning personal health care when using a patient portal (dependent) was significantly associated (cutoff $P \leq 0.05$) with education, shared decision making, the difficulty in finding relevant health information and problems in understanding health information (Table 4). People expected an improvement in their individual health care when using a patient portal if they had lower levels of education (high school degree or lower) compared with highly educated participants (master degree or higher), an interested or neutral attitude toward shared decision making compared with a negative attitude toward shared decision making and if they sometimes had problems to understand health information compared with rarely having problems in understanding health information. People expected an impairment in their health care when using a patient portal if they found it easy or had a neutral attitude toward finding
relevant health information compared with thinking it is difficult to find this information ($R^2=0.106$; Table 4).

**Determinant Analysis of the Interest in Using a Patient Portal**

Owing to the low variance between the independent and dependent variables, the determinant analysis showed results with very high uncertainty and was not conclusive.

**Table 4. Multivariate regression models.**

<table>
<thead>
<tr>
<th>Importance of obtaining health information</th>
<th>$P$ value</th>
<th>Beta (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shared decision making</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Important</td>
<td>.03</td>
<td>−.558 (−0.969 to −0.147)</td>
</tr>
<tr>
<td>Neutral</td>
<td>.008</td>
<td>−.500 (−0.952 to −0.048)</td>
</tr>
<tr>
<td>Unimportant (constant)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Questioning decisions of physicians</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Important</td>
<td>.03</td>
<td>−.642 (−1.222 to −0.061)</td>
</tr>
<tr>
<td>Neutral</td>
<td>.12</td>
<td>−.467 (−1.052 to 0.119)</td>
</tr>
<tr>
<td>Unimportant (constant)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Age</strong> in years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34 (constant)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>35-44</td>
<td>.069</td>
<td>−.186 (−0.386 to 0.014)</td>
</tr>
<tr>
<td>45-54</td>
<td>.047</td>
<td>−.183 (−0.363 to −0.002)</td>
</tr>
<tr>
<td>55-64</td>
<td>.10</td>
<td>−.126 (−0.278 to 0.026)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>.099</td>
<td>−.124 (−0.271 to 0.023)</td>
</tr>
<tr>
<td><strong>Expectations concerning personal health care</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>.04</td>
<td>−.155 (−0.303 to −0.007)</td>
</tr>
<tr>
<td>Bachelor degree</td>
<td>.84</td>
<td>−.015 (−0.153 to 0.124)</td>
</tr>
<tr>
<td>Master degree or higher (constant)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Shared decision making</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Important</td>
<td>.008</td>
<td>−.566 (−0.983 to −0.148)</td>
</tr>
<tr>
<td>Neutral</td>
<td>.03</td>
<td>−.521 (−0.989 to −0.052)</td>
</tr>
<tr>
<td>Unimportant (constant)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Finding relevant health information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult (constant)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Not difficult or not easy</td>
<td>.017</td>
<td>0.180 (0.032 to 0.328)</td>
</tr>
<tr>
<td>Easy</td>
<td>.022</td>
<td>0.197 (0.028-0.366)</td>
</tr>
<tr>
<td><strong>Problems in understanding health information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequently</td>
<td>.99</td>
<td>0.002 (−0.234 to 0.237)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>.037</td>
<td>−.141 (−0.272 to −0.009)</td>
</tr>
<tr>
<td>Rarely (constant)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*a*Not applicable.

*b*Owing to collinearity with employment status, only age was used for the multivariate regression.
Discussion

Principal Findings

This study used a cross-sectional survey design to investigate health information needs, expectations, and interest of people accessing a patient portal to view their health data. The health information needs in this context are mainly features such as being notified when one’s health changes and being notified when physical parameters increase to dangerous levels. In addition, people are interested to see connections among their symptoms, disease, and biological parameters. Moreover, they prefer to have an overview of how their health evolves and to have access to information about the expected effect of treatment on their health. These findings are in line with the patients’ desire for direct communication through a patient portal that was described in previous work [32].

The importance that people attribute to obtaining health information when using a patient portal is partially predicted by age and the level of patient empowerment, namely the importance of shared decision making and questioning physicians’ decisions. Expectations concerning the impact on personal health care when using a patient portal are influenced by the level of education, interest in shared decision making, and the difficulty people experience in finding and understanding the relevant health care information. These findings confirm that screening for eHealth literacy and providing training in the use of a patient portal could help in improving the experience and expectations people have when using a patient portal [33,34].

People expect that the use of a patient portal can improve the communication between their physician and themselves. However, only a few people think that the use of a patient portal will improve the security and privacy of their medical information. In this study, the expressed interest in using a patient portal was high, with almost 90% of respondents interested in the use of a patient portal, although there was no functional patient portal available in Belgium at the time the survey was submitted. The fact that people in Flanders express the need to be notified when their health changes highlights the interest of people in receiving some form of communication or alert through their patient portal as to when they need to act to manage their health care. This corresponds with previous research that states that receiving intelligent alerts is an important feature in the conceptual design of an integrated shared decision personal health record [35]. A patient-directed clinical decision system that is integrated into a patient portal could be useful for this purpose as the ongoing research hypothesizes [36].

Although earlier research shows that incorporating patients’ lifestyle is important for patient portals to become more user-centric [37], only a third of our respondents were interested to have data about lifestyle choices in their patient portal. A potential explanation might be that people when conceptualizing a patient portal consider themselves to be aware of their lifestyle and therefore do not feel the need to find this information in a patient portal. Patients in Flanders, who have no experience with a patient portal, might think about a patient portal as a unidirectional channel where they can find and consult their health information, where people who have actually used a patient portal, value it as a bidirectional tool [11].

Another important finding is the fact that almost 9 of 10 respondents consider it important to be able to question the decisions made by physicians. This finding, together with the importance of shared decision making (93% consider this important), emphasizes the fact that people in Flanders are critical health care users who greatly appreciate patient empowerment and endorses the results from a former study where Belgian inhabitants attained fairly high empowerment scores [38].

Previous research showed that people think the use of a patient portal can improve the communication between their physician and themselves [39], the understanding of their own health [14], the sense of control over their health care [40], and the overall quality of their health care [4]. In literature, there is some skepticism about the influence of a patient portal on the security and privacy of health data and the total costs of health care [13,41,42]. People are mostly interested in test results, medication schemes, immunization records, and a history of medical visits and procedures [21,43]. These findings are consistent with ours, where about three-quarters of respondents believed that a patient portal could improve the doctor-patient communication, the understanding and sense of control of their health, and the quality of care.

Only a small percentage of respondents (22.3%) think the use of a patient portal can improve the privacy and security of medical information and almost half of them believe a patient portal can lower the cost of health care. People consider information about lifestyles choices and data from devices to help monitor their health to be the least interesting information in a patient portal. The lack of interest to have data in a patient portal that is gathered from devices to monitor one’s health corresponds with findings from a previous study, which states that “tools alone are not enough” and engaging patients in the use of a patient portal requires a patient-centered approach [44].

Strengths and Limitations

This study is one of the first to investigate the health information needs of patients on conceptualizing a patient portal to access digital health data. In contrast to other studies in this field, which often focus on a functional patient portal, we had to start from the very beginning, as there was no functional patient portal available in Belgium at the time our survey was submitted [32,45-48]. In addition, the use of cultural probes and ideation techniques, frequently used in design and human computer interaction research, provides insights into the way people would like to interact with digital health data. It creates the opportunity to design a patient portal that considers the health information needs expressed by future users. Our survey was distributed across a large region in Belgium and included respondents of all age categories.

Despite our efforts to reduce selection bias to a minimum, we could not recruit participants from different ethnic backgrounds. Our respondents almost exclusively spoke Dutch. This is not in line with the demographics in Flanders, where a significant
part of the population (8.1%) is of foreign origin. As almost 98% of respondents used the internet at least once a day, we could not find much evidence for the so-called “digital divide,” which is described in previous research as an important barrier in the implementation of a patient portal [49]. One potential explanation for this could be the Web-based nature of the survey and the fact that reminders to participate were mostly made with the help of social media and Web-based newsletters. This means our findings may not be representative of some groups in the Flemish population who rarely use the internet. Finally, our 2 statistical models had a low predictive power with an $R^2$ of 0.122 (predicted importance people attribute to obtaining health information when using a patient portal) and 0.106 (predicted expectations toward personal health care when using a patient portal). Although these $R^2$ values were low, this is not unusual in social research [50].

**Conclusions**

This study yields a range of relevant aspects to consider when designing a patient portal. First of all, people express the need for a patient portal and personal access to it. Second, people like to receive alerts or some form of communication to foster their health management. Finally, several patient characteristics influence people’s attitude toward a patient portal. As such, middle-aged people and those with a positive attitude toward shared decision making attach more importance to obtaining health information. People with a lower education level or with low health literacy expect an improvement in their health care by using a patient portal.
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Abstract

Background: The Roland Morris Disability Questionnaire (RMDQ), visual analog scale (VAS) of pain intensity, and numerical rating scale (NRS) are among the most commonly used outcome measures in trials of interventions for low back pain. Their use in paper form is well established. Few data are available on the metric properties of electronic counterparts.

Objective: The goal of our research was to establish responsiveness, minimally important change (MIC) thresholds, reliability, and minimal detectable change at a 95% level (MDC⁹⁵) for electronic versions of the RMDQ, VAS, and NRS as delivered via iOS and Android apps and Web browser.

Methods: We recruited adults with low back pain who visited osteopaths. We invited participants to complete the eRMDQ, eVAS, and eNRS at baseline, 1 week, and 6 weeks along with a health transition question at 1 and 6 weeks. Data from participants reporting recovery were used in MIC and responsiveness analyses using receiver operator characteristic (ROC) curves and areas under the ROC curves (AUCs). Data from participants reporting stability were used for analyses of reliability (intraclass correlation coefficient [ICC] agreement) and MDC⁹⁵.

Results: We included 442 participants. At 1 and 6 weeks, ROC AUCs were 0.69 (95% CI 0.59 to 0.80) and 0.67 (95% CI 0.46 to 0.87) for the eRMDQ, 0.69 (95% CI 0.58 to 0.80) and 0.74 (95% CI 0.53 to 0.95) for the eVAS, and 0.73 (95% CI 0.66 to 0.80) and 0.81 (95% CI 0.69 to 0.92) for the eNRS, respectively. Associated MIC thresholds were estimated as 1 (0 to 2) and 2 (–1 to 5), 13 (9 to 17) and 7 (–12 to 26), and 2 (1 to 3) and 1 (0 to 2) points, respectively. Over a 1-week period in participants categorized as “stable” and “about the same” using the transition question, ICCs were 0.87 (95% CI 0.66 to 0.93) and 0.84 (95% CI 0.69 to 0.92) for the eRMDQ with MDC⁹⁵ of 4 and 5, 0.31 (95% CI –0.25 to 0.71) and 0.61 (95% CI 0.36 to 0.77) for the eVAS with MDC⁹⁵ of 39 and 34, and 0.52 (95% CI 0.14 to 0.77) to 0.67 (95% CI 0.51 to 0.78) with MDC⁹⁵ of 4 and 3 for the eNRS.

Conclusions: The eRMDQ was reliable with borderline adequate responsiveness. The eNRS was responsive with borderline reliability. While the eVAS had adequate responsiveness, it did not have an attractive reliability profile. Thus, the eNRS might be preferred over the eVAS for measuring pain intensity. The observed electronic outcome measures’ metric properties are within the ranges of values reported in the literature for their paper counterparts and are adequate for measuring changes in a low back pain population.
Introduction

Low back pain is a common and costly problem resulting in substantial personal, social, and economic burdens and is the number one cause of disability globally [1, 2]. Low back pain is a symptom rather than a disease and most low back pain is nonspecific (ie, where no specific underlying cause has been identified, but where the term lacks formal definition and where definitions in trials have been diverse) [1, 3]. The lifetime prevalence of low back pain is between 60% and 84% [4, 5]. The global problem of low back pain is getting worse due to aging and increasing population size [6, 7]. The number of clinical trials of interventions for low back pain has been increasing, with over 30 trials of interventions for low back pain now being published annually [8]. Patient-reported outcome measures (PROMs) in the form of paper questionnaires are typically used in these trials to judge the effectiveness of the health technology under investigation [8].

Disability and pain are by far the most commonly measured domains in trials of interventions for low back pain; each is measured at least twice as often as any other domain [8]. The visual analog scale (VAS) and numerical rating scale (NRS) are most commonly used for measuring pain intensity and the Roland Morris Disability Questionnaire (RMDQ) is most commonly used for measuring functional disability [8]. These are quasi-continuous measures where the relationship between the observed item responses and the unobserved latent variable is assumed to be consistent with a reflective conceptual framework [9]. There is evidence that paper forms of VAS and NRS have been in use since at least the early to mid-20th century, and the RMDQ has been used since 1983 [10-12].

The validity of a PROM is defined as “the degree to which an instrument truly measures the construct(s) it purports to measure” [13]. Several aspects that compose what we consider to constitute good development and validation of PROMs postdate the introduction of these particular instruments. Validation exercises have been performed retrospectively, results have accrued over time, and endorsement and use of the measures have survived the process [14-16]. Notwithstanding healthy academic debate, it is generally accepted that these outcome measures have reasonable face validity and content validity, and they have at times been considered the legacy gold standard for comparison for assessing the criterion/convergent validity of other instruments [17-19].

Measuring patient/participant change in health status using browser-based technology and mobile device technologies is a natural progression. Digital PROMs and ports of existing paper PROMs to digital media have become known as electronic patient-reported outcomes measures (ePROs), there are aspects relating to the metric validity of the instrument that may need to be reassessed. Some aspects of validity are clearly independent of whether the instrument is completed on paper or digitally—for example, the content wording (unless it is culturally or clinically out of date) and the extent to which this content is judged to appropriately span the domains of the health construct being measured (ie, content and face validity). However, other aspects of validity that relate directly to measurement performance should not be assumed to be unchanged.

For any instrument designed to measure change in a health construct, 2 properties are particularly relevant: reproducibility (ie, reliability) and responsiveness. Reliability is the extent to which the same results are obtained on repeated measures when no real change in health status has occurred [21, 22]. An analogy using a bathroom scale is that it is desirable that the scale shows the same weight upon time-standardized daily measurement when there truly is no true change in a person’s weight; if this is the case, the scale may be said to be reliable. Conversely, responsiveness is analogous to the scale detecting an important change when one truly exists. As users’ physical interactions with ePRO versions of PROMs differs in fundamental respects from paper versions, we suggest that reassessing these 2 key change measurement properties is necessary before advocating their widespread use in health research.

In analyses of trials or evaluations of health interventions, using PROMs to decide when an individual participant has responded facilitates interpretation of intervention effect [23]. Responder analysis permits the number of improvements to simply be counted and compared by arm using several clear statistics. These are intuitive reporting methods, and there is consensus that back pain trials should incorporate these [23-25]. However, to be able to do this, it is necessary to know (1) the minimum thresholds considered important to an individual participant—the minimally important change (MIC)—and (2) what magnitudes of change can be detected beyond the inherent measurement error of the instrument—the minimal detectable change (MDC) [26, 27]. These thresholds may be altered by the change in media from paper to digital and may also be population specific [28, 29].

We aimed to determine reliability and responsiveness, MIC and MDC, for electronic versions of the VAS, RMDQ, and NRS as administered via Web browser and Android or iOS app to adults with low back pain who visit osteopaths.

Methods

Recruitment

We recruited adults with low back pain from osteopathic clinics in England and Wales. Participants were recruited by osteopaths on our behalf and provided with an enrollment code and instructions for installing the iOS or Android app (from the App
used outcome measure in trials of interventions for nonspecific low back pain overall [8]. Huskisson is commonly credited with its development in 1974; however, there is evidence that it was being used at least as far back as 1921 [11]. Intellectual property rights are in the public domain, and no permissions are required for use, reproductions, or modifications. Completion of the paper scale involves a person marking a line on the scale indicating their level of pain between 2 anchored scales that typically have wordings of “no pain” on the left (ie, 0 mm) and “worst possible pain” or “worst imaginable pain” on the right (ie, 100 mm) [33,34]. On paper, the distance of the marked line is then measured from the point of 0 pain and reported in mm. In migrating this to an electronic version (eVAS), we implemented a slider that could be dragged into position. We did not force the scale to render at 10 cm to allow for resizing to screens of different devices. Thus, we report scores in units rather than mm, where 1 unit is 1/100th of the scale (ie, where the pointer can be set at any one of 101 different positions) as rendered (Figure 1).

The RMDQ is a 24-item questionnaire measuring functional disability due to back pain that was developed in the early 1980s [10]. It is the most commonly used outcome measure in trials of interventions for low back pain overall [8]. The original paper version of the instrument is well established [35-38]. No permissions are required for its use, reproductions, or modifications [39]. Scores on the RMDQ range from 0 to 24, where higher scores indicate greater disability. Participants are given a statement with which they may indicate agreement by ticking a box. Participants are asked to tick statements that they feel describe them on that day and to leave blank boxes next to statements that they feel do not. The score is then the sum total of checked items. Our electronic (eRMDQ) migration is an exact copy using multiselect check boxes (Figure 2). One year into the research, we added a box stating “none of the above symptoms” for participants to confirm that none of the statements applied to them and to confirm 0 scores were genuine and not reflective of a skipped question.

The NRS is an 11-point ordinal scale measuring current pain intensity [40,41]. Validation of the paper version is well established [41-43]. It is the fourth most commonly used outcome measure in trials of interventions for nonspecific low back pain [8]. It is well established, with intellectual property rights in the public domain. Scores on the NRS range from 0, which typically is anchored “no pain” and 10, which typically is anchored “worst pain possible.” Our electronic (eNRS) migration is an exact copy with these anchor wordings (Figure 3). As the range of responses is exhaustive, completion of the scale was required for submission.

Electronic Versions of Patient-Reported Outcome Measures

The VAS is a continuous scale running from 0 to 100 mm measuring current pain intensity [32]. It is the most commonly used outcome measure in trials of interventions for nonspecific low back pain overall [8]. Huskisson is commonly credited with its development in 1974; however, there is evidence that it was being used at least as far back as 1921 [11]. Intellectual property rights are in the public domain, and no permissions are required for use, reproductions, or modifications. Completion of the paper scale involves a person marking a line on the scale indicating their level of pain between 2 anchored scales that typically have wordings of “no pain” on the left (ie, 0 mm) and “worst possible pain” or “worst imaginable pain” on the right (ie, 100 mm) [33,34]. On paper, the distance of the marked line is then measured from the point of 0 pain and reported in mm. In migrating this to an electronic version (eVAS), we implemented a slider that could be dragged into position. We did not force the scale to render at 10 cm to allow for resizing to screens of different devices. Thus, we report scores in units rather than mm, where 1 unit is 1/100th of the scale (ie, where the pointer can be set at any one of 101 different positions) as rendered (Figure 1).

The RMDQ is a 24-item questionnaire measuring functional disability due to back pain that was developed in the early 1980s [10]. It is the most commonly used outcome measure in trials of interventions for low back pain overall [8]. The original paper version of the instrument is well established [35-38]. No permissions are required for its use, reproductions, or modifications [39]. Scores on the RMDQ range from 0 to 24, where higher scores indicate greater disability. Participants are given a statement with which they may indicate agreement by ticking a box. Participants are asked to tick statements that they feel describe them on that day and to leave blank boxes next to statements that they feel do not. The score is then the sum total of checked items. Our electronic (eRMDQ) migration is an exact copy using multiselect check boxes (Figure 2). One year into the research, we added a box stating “none of the above symptoms” for participants to confirm that none of the statements applied to them and to confirm 0 scores were genuine and not reflective of a skipped question.

The NRS is an 11-point ordinal scale measuring current pain intensity [40,41]. Validation of the paper version is well established [41-43]. It is the fourth most commonly used outcome measure in trials of interventions for nonspecific low back pain [8]. It is well established, with intellectual property rights in the public domain. Scores on the NRS range from 0, which typically is anchored “no pain” and 10, which typically is anchored “worst pain possible.” Our electronic (eNRS) migration is an exact copy with these anchor wordings (Figure 3). As the range of responses is exhaustive, completion of the scale was required for submission.
Participants were also asked to electronically complete a health transition question at 1- and 6-week follow-up time points. The transition question was a single question with the wording “Overall, how would you rate the change in your symptoms since beginning this study?” where the participant could respond on a 7-point scale: 1–completely recovered, 2–much improved, 3–slightly improved, 4–no change, 5–slightly worsened, 6–much worsened, and 7–vastly worsened.

Assessment
We aimed to have 50 completed paired measurements in improving participants for responsiveness assessments and 50 completed test-retest measurements in stable participants. We defined improving participants a priori as participants who selected much improved or completely recovered using the transition question. Improving participant scores were used to assess responsiveness at 1 and 6 weeks. For our test-retest study, we defined stable participants a priori as those who select no change at 1 week, and in the case of having too few observations, a post hoc sensitivity analysis including those who selected either slightly worsened, no change, or slightly improved. This alternative “about the same” approach to marking stability has been used elsewhere [45]. Allowing 1 week is typical in low back pain test-retest studies; clinically, this is close enough for the people with chronic pain to remain stable but far enough apart that participants cannot easily recall their initial responses. It was anticipated that the chronic population would predominantly contribute participants to the test-retest study and improving participants would come from across all chronicity subpopulations.

Statistical Analyses
To measure responsiveness in a way that is consistent with the Consensus-Based Standards for the Selection of Health Measurement Instruments (COSMIN) definition, we constructed receiver operator characteristic (ROC) curves for 1- and 6-week data using a dichotomized transition question as the external criterion [22]. The area under the ROC curve (AUC) is then a metric of responsiveness, accepting that the external criterion reasonably includes the construct of interest [46]. The approach has previously been used to quantify responsiveness across all 3 paper versions of instruments [47]. ROC AUCs of over 0.70 were considered to be adequate [9,48]. We dichotomized the transition question such that participants responding completely recovered and much improved were...
considered improved and all other responses were considered not improved.

We also used ROC curves and the transition question external criterion for 1- and 6-week data to quantify the MIC, which is defined as “the smallest [change] in score in the domain of interest which patients perceive as beneficial and which would mandate, in the absence of troublesome side effects and excessive cost, a change in the patient’s management” (see note 1 in Multimedia Appendix 1) [43,49]. We used a MIC estimator based on the minimum sums of squares method, which consistently selects the cut-point closest to the top left corner of ROC space, as required when sensitivity and specificity are valued equally [50]. We calculated confidence intervals for MIC point estimates using bootstrapping [51].

To estimate reliability, we calculated intraclass correlation coefficients (ICCs) [52,53]. ICC values usually range from 0 to 1 [54]. ICC values above 0.75 may be interpreted as excellent agreement, values of 0.40 to 0.75 indicate poor to fair agreement, and values of below 0.40 indicate poor agreement [55]. We calculated the standard error of measurement [53]. We used this to estimate the minimal detectable change at the 95% level (MDC95) (see notes 2 to 4 in Multimedia Appendix 1) [53,56,57]. Transition question can be highly correlated with follow-up score rather than change [24,43,58]. Guyat et al [58] assert that if a transition question is truly measuring change then a correlation between the baseline score and transition question and the follow-up score and transition question should ideally be present, equal, and opposite. In addition, they suggest that in a linear regression model with follow-up score entered as the initial explanatory variable, the baseline score should explain a significant proportion of the residual variance in the transition rating [58]. We performed Pearson correlations and fitted regression models to explore the degree to which the transition question measured change or simply reflected follow-up status. Log rank tests were used to assess significance of the addition of baseline score.

All analyses were performed using Stata version 14.2 (StataCorp LLC). The program romcic was used to estimate MIC and the ROC AUC, which for ROC AUC uses the lroc program [51,59].

Power and Sample Size

With the notable exception of construct validity, sample sizes in validation studies generally are not calculated based on power to test hypotheses: the estimation of reliability and responsiveness parameters is focused on the extent to which the coefficients describing these parameters approach 1 (which would represent perfect reliability/responsiveness) rather than their difference from 0 or some other null value. Generally, a sample size of at least 50 participants is considered adequate for this purpose [9,60]. Assuming an ICC of 0.7, with 50 participants we would be able to estimate the ICC to within a 95% CI of +/-0.14. Alternatively, for an ICC of 0.8, we would be able to estimate to within a 95% CI of +/-0.10 [9]. For responsiveness, with 50 participants and assuming an AUC of 0.8 and equal numbers of cases and noncases, we would be able to estimate AUC to within a 95% CI of +/-0.12 [61].

As standard errors (SEs) for MIC estimates are not readily calculable, we used bootstrapping to generate SEs and 95% CIs [51,62]. Previous simulation work on the paper-based RMDQ in a similar population suggested that 2500 bootstrap samples was sufficient to ensure SE convergence [63]. To explore whether this is the case for the eRMDQ (and also whether it is an appropriate number of replications for the eNRS and eVAS), we simulated SEs by randomly sampling n observations (with replacement) from our dataset for an increasing number of n, where n is an integer, beginning at 20 and increasing by increments of 20, up to 6000 [62,64]. We then graphically assessed SE convergence and used the point of convergence to inform the number of bootstrap replications.

Data Exclusions, Assumptions, and Variations

Prior to the addition of the “none” box, we imputed 0 scores for all baseline submissions with no eRMDQ boxes ticked and assumed and imputed a 0 score for eRMDQ follow-up scores in the case that the baseline eRMDQ score was greater than 0 and a submission had been made for the follow-up period in question. When the eVAS rendered, it did so with the slider in the 0 position. In the case of a submission for an untouched eVAS, a score of 0 was assumed valid. The eNRS was a required response and necessitated a selection for submission.

As part of the basic demographic details collected, we included a list of presenting complaints, featuring low back pain among 15 other common musculoskeletal presentations and the opportunity to report a complaint not listed in a free-text box. The list of complaints was derived from earlier survey work developed as part of a national data collection initiative [65,66]. We excluded all cases where a participant had not checked the low back pain box (data from non-low back pain cases were used in unrelated research).

Ethics Approval

Ethics approval was obtained from the research ethics committee at Queen Mary University of London (QMERC2014/18).

Results

User Statistics and Demographics

We collected data from 575 people from 30 osteopathic clinics between July 15, 2014, and May 3, 2017. Of these, 442 (76.9%) reported low back pain as their main complaint. The average submission time for 1-week scores was 7.4 (SD 0.79) days after baseline. The average submission time for 6-week scores was 42.5 (SD 0.9) days after baseline. Of the participants, 60.4% (267/442) were female, 69.2% (306/442) identified as being in full or part-time employment, 1.1% (5/442) were long-term sick, 3.6% (16/442) identified as looking after home/family, 19.7% (87/442) were retired, 1.4% (6/442) were in full-time education, 2.9% (13/442) were unemployed, and 2.0% (9/442) selected other or preferred not to disclose. Figure 4 shows a histogram of patient-reported age at baseline.
We collected baseline eNRS data from 442 participants, and we collected baseline eVAS and eRMDQ data from 247 participants. One-week data were collected from 187 and 97 participants, respectively, and 6-week data were collected from 91 and 40 participants, respectively. Figure 5 shows the incidence of recovery in these groups. There was 1 missing data point for eNRS at baseline (0.2%) and 1 week (0.5%) for which we were unable to confirm cause. Table 1 summarizes ePRO submission scores using median and interquartile range and Table 2 summarizes recoveries and cumulative recoveries recorded using the transition question. Change scores (not shown) more closely followed normal distributions.

The addition of baseline score generally explained a significant proportion of the variance in the transition question over and above follow-up score. The transition question correlated with follow-up score but not with baseline score. Comprehensive results for the Guyatt analyses on the transition question’s performance in measuring change are listed in note 2 in Multimedia Appendix 1.

**Evaluation Outcomes**

Graphically, SE convergence appeared to be asymptotically complete at around 5000 bootstrap replications (Figure 6); thus 5000 replications were used to generate confidence intervals for the MIC estimates in Table 3. Responsiveness point estimates (Table 3) were borderline adequate (AUC=0.7) or above adequate for all instruments and time points. The AUC confidence interval for the RMDQ at 6 weeks spanned the null value (Table 3).

Using no change as a criterion for judging stability, we did not achieve our a priori threshold of 50 test-retest data points for comparison across any of the instruments. Of the people who said they had no change at 1 week, 65% (15/23) had chronic pain. Allowing slightly improved and slightly worsened to count as stable enabled us to achieve this threshold for the eNRS only. Of people who said they had no or slight change at 1 week, 63% (53/84) had chronic pain. Notwithstanding the lack of data, the eRMDQ reliability (agreement) was excellent using either analysis, with CIs spanning fair to excellent in both analyses (Table 4). For the eVAS per protocol analysis, the agreement was fair with CIs spanning poor to fair, and in the sensitivity analysis, the agreement was poor to fair with a CI range spanning poor to fair (Table 4). For the eNRS per protocol analysis, the agreement was poor to fair with a CI spanning poor to excellent, and for the sensitivity analysis, agreement was fair with a CI spanning poor to fair to excellent (Table 4).
Figure 5. Flowchart showing completion rates at 1 and 6 weeks, chronicity status, and the incidence of self-reported recovery using the health transition question for participants who also completed the electronic numerical rating scale, and electronic Roland Morris Disability Questionnaire, and electronic visual analog scale measurement.

Table 1. Baseline, 1-week, and 6-week scores across the whole sample.

<table>
<thead>
<tr>
<th>Score</th>
<th>Baseline</th>
<th>1 week</th>
<th>6 week</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median (IQR)</td>
<td>n(^a)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>eRMDQ(^b)</td>
<td>4 (6)</td>
<td>247</td>
<td>2 (4)</td>
</tr>
<tr>
<td>eVAS(^c)</td>
<td>41 (32)</td>
<td>247</td>
<td>24 (19)</td>
</tr>
<tr>
<td>eNRS(^d)</td>
<td>5 (4)</td>
<td>441</td>
<td>3 (3)</td>
</tr>
</tbody>
</table>

\(^a\)The number of received measurements at 1 week and at 6 weeks, respectively.

\(^b\)eRMDQ: electronic Roland Morris Disability Questionnaire.

\(^c\)eVAS: electronic visual analog scale.

\(^d\)eNRS: electronic numerical rating scale.

Table 2. Recoveries and cumulative recoveries recorded using the transition question

<table>
<thead>
<tr>
<th>Transition question</th>
<th>n</th>
<th>Recoveries, n (%)</th>
<th>Cumulative recoveries, n(^a) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 week</td>
<td>187</td>
<td>101 (54)</td>
<td>101 (23)</td>
</tr>
<tr>
<td>6 weeks</td>
<td>91</td>
<td>69 (76)</td>
<td>170 (38)</td>
</tr>
</tbody>
</table>

\(^a\)Where the frequency of cumulative recoveries are shown as a proportion of all 442 baseline participants.
Figure 6. Graphs showing minimally important change bootstrap standard error convergence from simulations with increasing replication numbers. MIC: minimally important change, NRS: numerical rating scale, RMDQ: Roland Morris Disability Questionnaire, VAS: visual analog scale.

Table 3. Responsiveness and minimally important change by instrument and 1-week and 6-week follow-up time periods.

<table>
<thead>
<tr>
<th>Instrument and time period</th>
<th>Receiver operator characteristic AUC(^a)</th>
<th>95% CI</th>
<th>n(^b)</th>
<th>Minimally important change points/ eVAS(^c) units (% of baseline score)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>eRMDQ(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 week</td>
<td>0.69</td>
<td>0.59 to 0.80</td>
<td>96</td>
<td>1 (19)</td>
<td>0 to 2</td>
</tr>
<tr>
<td>6 weeks</td>
<td>0.67</td>
<td>0.46 to 0.87</td>
<td>40</td>
<td>2 (38)</td>
<td>–1 to 5</td>
</tr>
<tr>
<td>eVAS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 week</td>
<td>0.69</td>
<td>0.58 to 0.80</td>
<td>93</td>
<td>13 (32)</td>
<td>9 to 17</td>
</tr>
<tr>
<td>6 weeks</td>
<td>0.74</td>
<td>0.53 to 0.95</td>
<td>40</td>
<td>7 (17)</td>
<td>–12 to 26</td>
</tr>
<tr>
<td>eNRS(^e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 week</td>
<td>0.73</td>
<td>0.66 to 0.80</td>
<td>185</td>
<td>2 (43)</td>
<td>1 to 3</td>
</tr>
<tr>
<td>6 weeks</td>
<td>0.81</td>
<td>0.69 to 0.92</td>
<td>91</td>
<td>1 (21)</td>
<td>0 to 2</td>
</tr>
</tbody>
</table>

\(^a\)AUC: area under the curve.

\(^b\)The number of change scores available (ie, from available pairs of measurements at baseline and follow-up time point) at 1 week and 6 weeks, respectively.

\(^c\)eVAS: electronic visual analog scale.

\(^d\)eRMDQ: electronic Roland Morris Disability Questionnaire.

\(^e\)eNRS: electronic numerical rating scale.
Table 4. Intraclass correlation coefficients from test-retest study in a per protocol stable sample and a pseudo-stable sample with associated minimal detectable change thresholds.

<table>
<thead>
<tr>
<th>Instrument and condition</th>
<th>n^a</th>
<th>Intraclass correlation coefficient^agreement</th>
<th>95% CI</th>
<th>MDC_95^b points/eVAS^c units</th>
</tr>
</thead>
<tbody>
<tr>
<td>eRMDQ^d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per protocol</td>
<td>15</td>
<td>0.87</td>
<td>0.66 to 0.95</td>
<td>4</td>
</tr>
<tr>
<td>Allowing slight change</td>
<td>43</td>
<td>0.84</td>
<td>0.73 to 0.91</td>
<td>5</td>
</tr>
<tr>
<td>eVAS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per protocol</td>
<td>15</td>
<td>0.31</td>
<td>-0.25 to 0.71</td>
<td>39</td>
</tr>
<tr>
<td>Allowing slight change</td>
<td>43</td>
<td>0.61</td>
<td>0.36 to 0.77</td>
<td>34</td>
</tr>
<tr>
<td>eNRS^d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per protocol</td>
<td>22</td>
<td>0.52</td>
<td>0.14 to 0.77</td>
<td>4</td>
</tr>
<tr>
<td>Allowing slight change</td>
<td>83</td>
<td>0.67</td>
<td>0.51 to 0.78</td>
<td>3</td>
</tr>
</tbody>
</table>

^a The number of cases satisfying the condition for analysis as a stable case.
^b MDC_95: minimal detectable change at the 95% level.
^c eVAS: electronic visual analog scale.
^d eRMDQ: electronic Roland Morris Disability Questionnaire.
^e eNRS: electronic numerical rating scale.

Discussion

Principal Findings

The results suggest that the eRMDQ had borderline adequate responsiveness and excellent reliability. Conversely, the eNRS had relatively good responsiveness at 6 weeks but borderline adequate reliability. The eNRS outperformed the eVAS, which had adequate responsiveness but relatively poor reliability. As test-retest numbers were few, eVAS CIs spanned poor to excellent, and thus further investigation is warranted. While exploring use by age was not a specific study objective, we note the results indicate encouraging use by older people from this population.

Comparison With Prior Work

Across acute and chronic back pain populations there has been like-for-like evaluation (ie, using similar and directly comparable methods) of the properties of paper versions of the outcome measures explored. ROC AUC for the RMDQ ranges from 0.64 to 0.93 [45,47,67-75]. ROC AUC for the NRS ranges from 0.67 to 0.93 [41,42,47,67,75,76]. ROC AUC for the VAS ranges from 0.71 to 0.93 [47,72,77-79]. Our results are within these ranges at 6 weeks for all instruments and for all but our eVAS instrument at 1 week, where our point estimate approaches the lower border of the range. Our eVAS data are nevertheless consistent with the range (ie, insofar as the upper CI overlaps). Estimates of ROC AUC for the VAS are fewer in the literature, which might explain why the range of reported results is narrower than it is for the RMDQ and NRS.

MIC thresholds for RMDQ ranged between 1.5 and 5.0 [21,24,35,67,68,72,75,80-83], for the NRS between 1.5 and 4.0 [41-43,67,75,81,84], and for the VAS between 15 and 28 mm [72]. Our absolute MIC thresholds are comparable but are toward the lower side of this range. MIC estimates are known to increase with baseline severity, and relatively low baseline scores likely explain our relatively low thresholds [68,75,81,84]. However, MIC thresholds in our results, expressed as percentage change from baseline, average 28% across all 3 instruments and all time points. This is consistent with the suggestion of Ostelo et al [29] (following their review of MIC and MDC literature) for using an improvement of between 20% and 30% of baseline score for the RMDQ, NRS, and VAS as a MIC threshold. We emphasize that the MIC thresholds relate to the degree of change that may be considered important for an individual and not what degree of difference may be considered important at a population level [27,85,86]. We note that the 2 negative CIs imply consistency of the data, with the true MIC thresholds being in the opposite direction of improvement (ie, a slight deterioration). This is likely an artifact of low power, and we suggest using inflated sample sizes for future studies based on the bootstrapped standard error observations.

Reported ICC estimates for the RMDQ have ranged from 0.42 to 0.95 [45,67,81,87] and for the NRS from 0.92 to 0.98 [67,81], and an estimate for the VAS of 0.71 has been reported [88]. Our results are within the ranges reported, but our ICC point estimate for the eVAS is lower than the reported paper VAS estimate. It is conceivable that rendering the eVAS slider in a 0 position might lead to additional variance in the case that the outcome is overlooked (ie, leading to a comparatively lower ICC), and future research might explore whether a touch to confirm 0 design is acceptable to users. We also note that some of the ICC values in the literature ranges may have been derived from ICCs for consistency rather than agreement; this is a practice known to exist (although it is not always clear which approach has been used) and known to overestimate reliability [53].

MDC_95 estimates reported (or in the case of the NRS only, either reported or calculated from reported standard error of measurements) have ranged from 5.0 to 12.1 for the RMDQ [21,24,35,45,56,67,81,83], from 2.4 to 11 (ie, almost the full
width of the scale) for the NRS [41,45,67,81,84], and from 21.0 to 33.5 for the VAS [79,88,89]. Our estimates are slightly better than average for the RMDQ, toward the lower end of the range for the NRS, and comparable to the available estimates for the VAS.

In terms of comparison to studies assessing these instruments as ePROs, Bird et al [90] conducted a test-retest study among 22 healthy adults of the VAS administered on a tablet and found ICCs of 0.90 (0.82 to 0.95) as compared to 0.96 (0.92 to 0.98) in a paper version that participants completed simultaneously. It is difficult to compare the results with this study, as the time between test and retest was less than 30 minutes. A much shorter period between test and retest might be appropriate in some populations (eg, where change in acute pain must be measured over short spaces of time). In these cases, participants may be more prone to panel conditioning, where the second response is affected by recall of the first response [91]. For back pain, most interventions focus on chronic pain and longer time periods. When exploring reliability of low back pain outcome measures, a 1-week gap between test and retest is typical. Bijur et al [92] and Gallagher et al [93] have used small time frames between tests on a paper-based VAS in acute pain populations and demonstrate similarly high ICCs of 0.97 (0.96 to 0.98) and 0.99 (0.989 to 0.992), respectively. Also of relevance but not directly comparable is work by Bishop et al [94], who administered the RMDQ on paper and online and constructed limits of agreement, demonstrating equivalence with a score difference of only 0.03 points and a Bland-Altman range of –2.77 to 2.83.

Finally, we note that the distribution of the user age of the health outcomes app in this population appears to be higher than the age of health app users [95].

Implications

None of our results differs materially from ranges observed in population-similar and methodologically alike studies of paper counterparts. There is thus some suggestion that the ePROs under evaluation are suitable substitutes for PROMs for measuring change in low back pain. The eNRS outperformed the eVAS in terms of responsiveness and reliability. As such, we suggest the eNRS might be preferred over the eVAS for the measurement of low back pain intensity, but we caution that subsequent confirmatory research is warranted.

Limitations

The principal limitation is that in several cases we had small sample sizes. We had intended to recruit sufficient numbers to have at least 50 people for each assessment, in line with recommendations, but we failed to meet these targets, mainly as we underestimated the incidence of stability, although we also underestimated attrition [9]. There were high rates of improvement in people receiving treatment, and this is a hazard of nesting a test-retest design within a protocol where participants are receiving routine clinical treatment. This was of consequence in the eRMDQ responsiveness analysis, where the data are consistent with a null population parameter and thus 6-week responsiveness of the eRMDQ requires confirmation in a larger sample. Having too few data has greater implications for the test-retest assessment of the VAS where the CIs span coefficient values that can be interpreted at their extremes as either poor or excellent. It is less of an issue for the eRMDQ because while the numbers are lower and lower at 1 and 6 weeks, respectively, the stronger signal combined with boundary proximity leads to narrower and more useful CIs.

It is not ideal that we permitted slightly worse and slightly improved categories to indicate stability in our test-retest, although we note a similar approach has been observed previously [45]. Further, this was a post hoc decision taken in light of having too few observations to use our more stringent a priori criterion of including only those reporting no change. The results using our a priori approach but with few observations are offered as sensitivity analyses that may provide useful comparison.

Having relatively few observations also meant that we were unable to explore differences by platform (ie, iOS, Android, and Web browser) or explore MIC as a function of baseline score (eg, stratifying by number in category of severity) or separately by chronicity, which may have been useful and allowed us to explore any differences in these metrics by chronicity. Thus, our focus here is pragmatic and results are generalizable to the population of adults with low back pain who consult osteopaths, notwithstanding chronicity.

We recorded in our database only the summed eRMDQ score rather than individual responses. Had we retained detail of individual response profiles of the eRMDQ, we could have also calculated internal consistency (as well as aspects of modern test theory: Rasch analysis to examine item performance or factor analysis to explore data dimensionality). Whereas COSMIN conflate internal consistency with reliability in their taxonomy [22,96], we consider internal consistency to be an indication of the unidimensionality of a scale and of item redundancy rather than the degree to which a scale is free from measurement error. As such, and with respect to the reliability definition, we preferred to consider it separately. We had not immediately considered that the media used for completion might affect internal consistency or item functioning of a scale. On reflection, however, we think that it is conceivable that presenting the scale digitally may alter the way patients respond in such a way that these could be affected. Additionally, there may be self-selection effects of those more familiar with digital media joining the study, and this may be a factor that could be confounded with how a person responds.

It is not ideal that our transition question correlates with follow-up score but not with baseline score. This is emerging to be the case generally and is not something particular to evaluating electronic outcome measures [24,43,58]. This emergence in our view raises the more general question of whether it is appropriate to use transition questions at all to evaluate change in outcome measures. Apart from being overly driven by follow-up score, the assumption that the transition question is sufficiently driven by the same latent construct as the PROM, to the extent that it may be considered a gold standard, may be unrealistic. We have previously explored what people think about when they complete the transition question and what they think about when they complete the paper RMDQ.
version, and we found discordance [97]. Pain appears to be a greater driver of the transition question, and the wording of the transition question (ie, attempting to place focus specifically on function or an explicit domain) does not appear to matter. In our study, we used the term symptoms. However, in the case that the suggestion arising from our previous research is incorrect, using a generic wording in the transition question might have the advantage of not favoring any one ePRO over another but the disadvantage of disassociating the transition question from any specific latent health construct. Use of a generically worded transition question would then introduce some information bias—for example, if people systematically attend more to a particular domain upon reading the word symptoms. We caution that the logic of the typically taken approach of using one outcome measure as a proxy gold standard of recovery and then using this proxy to judge domain-specific responsiveness and MIC thresholds in another may be questionable where there is domain mismatch.

There was a small amount of missing data at baseline and 1 week (a person in each case), which should have been impossible because a selection on the eNRS was a required response. We are uncertain of the cause but we suspect this might have been due to use of an obscure and/or obsolete browser.

This research was conducted solely in private care and people who pay to see osteopaths may differ from those attending publicly funded health care, as is more routinely the case in health services research. We note a lower than typical baseline severity (as compared to clinical trials) and thus some caution is indicated before generalizing to typical trial populations. Finally, our focus here was on the most commonly used domains and outcome measures in trials. The VAS is most commonly used overall (pain), RMDQ second most common (disability), and the NRS fourth most commonly used (pain). We did not include the third most commonly used outcome, the Oswestry Disability Questionnaire, which also measures disability [8]. Unlike the VAS and NRS, which are both single-item instruments, including two full disability questionnaires risked being unduly burdensome for participants. Qualitative work suggests that participants would prefer to spend only 5 to 10 minutes completing ePROs [98,99]. Including a direct comparison with paper versions would have permitted direct exploration of criterion validity; however, this approach would likely have been affected by panel condition and further added to participant burden.

**Recommendations for Future Research**

Sampling stable participants from people receiving routine clinical treatment allows the nesting of a test-retest design and makes for an efficient design. However, it produces some challenges for achieving sufficient recruitment over a realistic time period. It assumes that the transition question classification of unchanged is valid. As data suggest that transition question is driven more by follow-up state than change, the approach has some limitations. It would be scientifically preferable that test-retest studies are conducted within untreated populations. However, this has ethical and practical implications. When planning to nest a test-retest design within any treatment-containing protocol, based on rates observed in this study (using the lower eNRS no chance incidence), we recommend planning a study that is around 3 times larger (ie, seeking approximately 1200 people to obtain 50 stable participants). For study of responsiveness alone, about 250 participants should be sufficient to achieve 50 improvements at 6 weeks. The most extreme MIC threshold we estimated was 7 units (−12 to 26) for the eVAS at 6 weeks. This is lower than has been noted in studies of paper counterparts. Assuming the point estimate is representative of the population parameter, approximately 300 participants would be required to power a study to confirm the finding.

Retaining data at item level in future studies will permit more sophisticated analytics. There may need to be a cultural change as we transition from paper to digital measurement. The ability to more easily retain greater data resolution is a clear advantage of digital measurement and one that would be sensible to exploit. Further advantages in terms of cost, logistics, form validation, reminders, time logging, environmental factors, and reach are undeniable and, in our view, make electronic health measurement very attractive. More generally, routine outcome measurement in clinical practice may facilitate so-called learning health care systems and should be a shared goal of stakeholders across health care [100,101]. To achieve this, greater collaboration may be needed between clinicians, informatics specialists, and policy makers. We also encourage further metric testing of electronic versions of these and other legacy PROMs so that results may inform health services researchers and clinicians’ choices of measure.

**Conclusion**

Each of the electronic outcome measures has metric properties that do not materially differ from values reported in the literature for their paper counterparts. A possible exception may be the reliability of the eVAS, for which there is insufficient existing research to make useful comparisons between paper and digital versions. The eRMDQ is adequate for measuring back-related disability, and the eNRS is adequate for measuring pain intensity. The eNRS should be preferred over the eVAS for the measurement of pain intensity.
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Abstract

Background: Scaling up improved management of severe acute malnutrition has been identified as the nutrition intervention with the largest potential to reduce child mortality, but lack of operational capacity at all levels of the health system constrains scale-up. We therefore developed an interactive malnutrition eLearning course that is accessible at scale to build capacity of the health sector workforce to manage severely malnourished children according to the guidelines of the World Health Organization.

Objective: The aim of this study was to test whether the malnutrition eLearning course improves knowledge and skills of in-service and preservice health professionals in managing children with severe acute malnutrition and enables them to apply the gained knowledge and skills in patient care.

Methods: This 2-year prospective, longitudinal, cross-country, interrupted time-series study took place in Ghana, Guatemala, El Salvador, and Colombia between January 2015 and February 2017. A subset of 354 in-service health personnel from 12 hospitals and 2 Ministries of Health, 703 preservice trainees from 9 academic institutions, and 204 online users participated. Knowledge gained after training and retention over time was measured through pre- and postassessments comprising questions pertaining to screening, diagnosis, pathophysiology and treatment, and prevention of malnutrition. Comprehension, application, and integration of knowledge were tested. Changes in perception, confidence, and clinical practice were assessed through questionnaires and interviews.

Results: Before the course, awareness of the World Health Organization guidelines was 36.73% (389/1059) overall, and 26.3% (94/358) among in-service professionals. The mean score gain in knowledge after access to the course in 606 participants who had pre- and postassessment data was 11.8 (95% CI 10.8-12.9; P<.001)—a relative increase of 41.5%. The proportion of participants who achieved a score above the pass mark posttraining was 58.7% (356/606), compared with 18.2% (110/606) in pretraining. Of the in-service professionals, 85.9% (128/149) reported applying their knowledge by changing their clinical practice in screening,
assessment, diagnosis, and management. This group demonstrated significantly increased retained knowledge 6 months after training (mean difference [SD] from preassessment of 12.1 [11.8]), retaining 65.8% (12.1/18.4) of gained knowledge from the training. Changes in the management of malnutrition were reported by trained participants, and institutional, operational, and policy changes were also found.

**Conclusions:** The malnutrition eLearning course improved knowledge, understanding, and skills of health professionals in the diagnosis and management of children with severe acute malnutrition, and changes in clinical practice and confidence were reported following the completion of the course.

(J Med Internet Res 2018;20(10):e10396) doi:10.2196/10396
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**Introduction**

**Background**

Undernutrition (low weight-for-age) is associated with 3.1 million child deaths annually [1]. In the 2013 Lancet Series, scaling up the management of severe acute malnutrition (SAM, ie, severe wasting, severe wasting with edema, or edema) was identified as the nutrition intervention with the largest potential to reduce child mortality [2]. Lack of operational capacity at all levels of the health sector, however, constrains scale-up [3]. In countries most affected by SAM, training and curricula are outdated or nonexistent and misaligned with strategic and operational needs [4], leading to a workforce that is ill equipped to identify and treat malnourished children [5]. This limited knowledge and competency of health professionals in managing children with SAM led the International Pediatric Association to pass a resolution in 2010, stating that all pediatricians and related health professionals should have the identification and treatment of severe malnutrition as a core competency [6]. It was against this background that the International Malnutrition Task Force of the International Union of Nutritional Sciences joined with the University of Southampton to develop an eLearning training course on “Caring for infants and young children with severe malnutrition” that could be accessed at scale through the internet (Multimedia Appendix 1). The project goal was to build the capacity of the health sector workforce globally to manage SAM and reduce child deaths. The rapid spread of the internet and access to information technology (IT) across the developing world provides exciting new opportunities for delivering training in a way that was not possible before. If utilized effectively, we believe eLearning can make a significant contribution to building capacity for improved malnutrition management, supporting the aims of the Scaling Up Nutrition Movement, through a high-volume training of relevant personnel around the world.

The World Health Organization (WHO) guidelines for the management of SAM have been shown to be demonstrably effective when implemented appropriately [2,7-9], and well-trained, motivated staff have been shown to reduce SAM mortality in practice [9-11]. It has been suggested that by harnessing the potential of technology, particularly the internet, it should be possible to train health professionals at scale [12-14].

eLearning is at least as effective as traditional teaching in facilitating knowledge and skills learning [15-17], and it can be cost effective [18]. Learning is an active process of constructing knowledge (constructivist view) [19,20], and instruction is a process of supporting that construction [21]. Our course offers scenario-based eLearning, which aims to provide contextualized learning of patient care through malnutrition cases and their management. It creates a learning environment that promotes deep rather than surface learning [22-26], in which learners can actively construct new and meaningful knowledge [27-29]. Such an environment enables the learner to see the relevance of the new learning content in their context and situation and relate it to their existing knowledge or experience. The course incorporates aspects of problem-based learning [30] and situated learning with authentic tasks [31]. These approaches aim to facilitate active learning with contextually relevant tasks through which the learner can acquire, integrate, and apply knowledge and skills and subsequently be able to apply the practiced knowledge and skills in their clinical work. An example is virtual patients, which were created to facilitate contextualized learning of basic and clinical sciences for early medical training [32] and case-based learning through branching scenarios for clinical reasoning and decision-making skills training [33-37]. Adaptive learning aims to provide tailored training to suit the individual needs of the learner to maximize performance, and it is hypothesized that the greater the degree of adaptation and the inclusion of content adaptation, the greater is its effectiveness [38]. Factors such as learners’ knowledge levels, difficulty level of learning content, characteristics of the learner (learning styles, cognitive styles), and their preferences are used in adaptive eLearning systems to customize the content, navigation, presentation (media and layout), and materials/tools [38,39].

Despite widespread use, there are important gaps in knowledge regarding eLearning. For example, little is known about the effectiveness of eLearning on patient outcomes [16], and the environments in which eLearning occurs tend to be limited. For example, in a systematic review of undergraduate health professional education commissioned by the WHO, only 5 of 49 eLearning studies were from low- or middle-income countries (Brazil, China, and Thailand), and only 14 considered professions allied to medicine such as nursing [15]. The authors of the review recommended that future research should assess the outcomes of eLearning in health care training (1) in low-
and middle-income countries and (2) among professionals allied to medicine. They also recommended evaluating the impact of eLearning on long-term retention of knowledge and skills. Our study has relevance with each of these knowledge gaps.

**Study and Objectives**

Since its launch, the malnutrition eLearning course has been used by over 14,000 health professionals, trainees, and educators, and positive anecdotal feedback has been received [40]. Knowledge scores embedded in each module show improvement on completion of the modules; however, although they are encouraging, they do not adequately show whether the knowledge gained is actually applied in practice and whether this leads to improved management of severely malnourished children. This evaluation was therefore undertaken to investigate whether (1) the malnutrition eLearning course improves the knowledge and skills in managing children with SAM of in-service and preservice health professionals (think differently) and enables them to apply the gained knowledge and skills in patient care (act differently) and (2) their application of the gained knowledge and skills leads to improved clinical practice and outcomes for severely malnourished children in resource-poor countries. In this paper, we address the first hypothesis. The second hypothesis is addressed in a separate paper.

**Methods**

**Design**

This is a prospective, longitudinal, cross-country, interrupted time-series study investigating the effectiveness of an educational intervention in facilitating the gain of knowledge and skills and changes in clinical practice, which could lead to improved care of children with SAM. Kirkpatrick training evaluation model [41] was applied to the study design. It comprises 4 levels: reaction, learning, behavior, and results.

**Intervention**

**Course Developers**

The eLearning course was developed by members of the International Malnutrition Task Force and the University of Southampton. The content was prepared mainly by RA and AA, and the interactive, task-based design was created by SC. The host platform and course were developed by SC and the University of Southampton Faculty of Medicine eLearning team. For many years, AA and AAJ served as advisers to the WHO on inpatient management of severe malnutrition and on training of health professionals. AA also served as a facilitator for WHO regional training courses to improve the inpatient management of severe malnutrition.

**Development Process**

The design of the course is scenario-based and interactive to actively support and engage the user in the learning process. The course uses a range of rich media; however, it can be run on a low specification computer with a limited internet speed. In addition, a stand-alone CD version of the course supports the areas where internet access is not possible. The content is set at a level suitable for the primary target groups, namely in-service and preservice health professionals who are or will be working with undernourished children. Secondary target groups are educators and trainers in medical, nursing, and health science schools and organizations with responsibility for preservice training. The target regions are those where the prevalence of malnutrition is high, notably sub-Saharan Africa, India and the subcontinent, and Latin America [42]. Upon the completion of the course development in 2010, a field test (beta testing) was conducted in Uganda [43] (Multimedia Appendix 2) to assess the effectiveness of the course and the appropriateness of its delivery for the target users and regions. Overall, 86 participants, including doctors, medical students, nurses, midwives, and nutritionists, participated in the study, and the results indicated that the course design supports learning for different health professionals, and the course is accessible with limited internet bandwidth.

**Revisions and Updates**

After the field test in Uganda, adjustments were made to eliminate ambiguities and ensure smooth functioning of the course. In 2014, the content was slightly revised to match the updated WHO case-management guidelines. No further changes were made either before or during the study. Currently, the course is being reimplemented from Adobe Flash to html5, and the new version will be made freely available in October 2018.

**Quality Assurance**

The course content conforms to the WHO case-management guidelines [44-46]. Standard anthropometric techniques are used for assessing nutritional status. The accuracy of the content was checked by 3 experienced public health nutritionists working independently.

**Replicability**

The course is freely available from the University of Southampton nutrition portal [47]. The design solution has been disseminated through presentations, poster, and handouts at eLearning events (exhibitions and conferences) held by the eLearning team in 2009 and 2011. The dissemination materials are available from the medicine eLearning website [48]. The technical solutions designed for the nutrition portal and course implementation are available in published papers [49,50].

**Access**

There are no preconditions and anyone can access the course. Study participants gained access by registering for the course in the University of Southampton nutrition portal, either via their own laptop or from 1 of their institution’s computers, or by using a CD version.

**Mode of Delivery and Content**

The course offers interactive learning in 3 modules: Module 1: Definition and classification of malnutrition; Module 2: How to identify children with malnutrition; and Module 3: How to manage children with malnutrition. The course facilitates learning on how to differentiate between chronic and acute malnutrition; pathophysiological changes in malnutrition and implications for treatment; how to assess and screen children for malnutrition and interpret the results for action; how to manage malnourished children using the WHO Ten Steps;
hospital compared with community-based management; the importance of an integrated approach between hospital and community; and how to support mothers and caregivers to prevent the recurrence of malnutrition.

The course is designed based on a constructivist view of learning—“an active process of constructing knowledge” [19-21]—and aims to facilitate the activities required for learning to occur, which are apprehending structure, integration, application, and reflection [29,51-53]. The 2 key overarching design strategies are (1) scenario- and task-based learning activities using authentic cases to support an interactive process of acquiring, linking, integration, and application of knowledge and skills and (2) activities embedded within the content, that is, revisable reflective questions and conversational style to promote active reflection and cognitive dialogue. Figure 1 shows illustrative snapshots of the 2 design strategies.

Each module usually takes 2 to 3 hours to complete but is asynchronous as users take the course in their own time. Each module comprises several interlinked subunits, and users can track their progress through a set of multiple-choice questions at the beginning and end of each module. Users can navigate within the course as desired.

Human Involvement and Prompts
No support or assistance was given to participants while they were taking the course. The participants were introduced to the course at the end of the prestudy data collection and asked to complete the course within 3 weeks. There were no cointerventions or prompts.

Participants and Setting
A subset of target course users and geographic locations was selected for the study that was conducted face-to-face in Ghana and in Guatemala, El Salvador, and Colombia (grouped for convenience as Latin America) and also globally online, between January 2015 and February 2017. Study participation was voluntary. The study consisted of 2 groups: (1) in-service health professionals and preservice trainees studying health science subjects in Ghana and Latin America (center-based group) and (2) a self-selected group of global users who elected to take the course during a defined period of time (remote learning group).

Center-Based Group
Health care and academic institutions in Ghana (Ashanti region) and Latin America (El Salvador, Guatemala, and Colombia) were invited to participate. Health care institutions providing pediatric care (hospitals and community health centers) and academic institutions offering health science training programs (universities and training colleges) were eligible to participate.

In Ghana, 10 hospitals and their linked community health centers, and 8 academic institutions were contacted. Of these, 9 hospitals (and linked health centers) and 7 academic institutions accepted the invitation and participated in the evaluation. In Latin America, 3 of the 4 contacted hospitals, 2 of the 8 academic institutions, and the Ministries of Health for Guatemala and El Salvador accepted the invitation. Educators at the participating academic institutions were invited to 1 of the 3 2-day workshops during which they were introduced to the malnutrition eLearning course, and they developed action plans to initiate the course at their home institutions. All participants in Latin America and preservice participants in Ghana were introduced to the course by the research team or trained educators at their institutions.
They were then given 3 weeks to complete the course either online or using the CD version installed on their institutional computers. For the Ghana in-service participants, a 2-day, self-directed training session was organized at each participating hospital and facilitated by the research team.

**Remote Learning Group**

Between October 2015 and January 2016, new users of the malnutrition eLearning course were invited at the time of enrollment to take part in the study. The inclusion criteria were that they were (1) in-service health professionals who worked closely with children or (2) preservice health professionals studying medicine or allied health science subjects and were not part of the participating institutions in Ghana and Latin America. Of the 322 who responded, 263 met the inclusion criteria. They came from 38 health care, academic, and nongovernment organizations across 40 countries.

Baseline (pre) data were collected before the modules were taken and follow-up data were captured at 3 time points over the period of 1 year: post (immediately after), 6 months, and 12 months after the training.

**Ethical Approval**

This study was reviewed and approved by the ethics committees of the University of Southampton, United Kingdom (Ethics ID:12872), Komfo Anokye Teaching Hospital and Kwame Nkrumah University of Science and Technology, Ghana, and the Universidad Rafael Landivar, Guatemala. Informed consent was obtained from participants and institutions before the commencement of the study.

**Data Collection**

The effectiveness of the malnutrition eLearning course for learning was evaluated using a mixture of quantitative and qualitative methods comprising assessments, questionnaires, and interviews and focus groups with individual participants.

**Assessments (Pre, Post, and 6 Months)**

To measure the participants’ gain in knowledge from the course immediately after the training and retention of the gained knowledge 6 months later, 2 sets of comparable assessments were prepared for the baseline and follow-up phases. One assessment was assigned for the prestudy and the other for the post and 6-month follow-up studies. Each consisted of 32 questions on key topics identified from the course, and the questions were prepared to test comprehension, application, and integration of knowledge. Participants ranged from medical doctors to community health workers, and differences in existing knowledge between professional groups as well as within each group were anticipated. A standard setting procedure using the Ebel method [54], which allows an expected standard to be set in the form of a pass mark based on the difficulty and importance of each question, was carried out for each assessment. The pass marks established for the pre- and follow-up assessments were 37.4% and 36.4%, respectively.

For the center-based group, assessments were conducted exam-style within a set time under supervision by members of the research team. The total score for each assessment was calculated based on each question carrying the same weight. For the remote learning group, equivalent online versions of the assessments were prepared. To minimize any carryover effect between assessments, scores were released to participants only after the final 6-month assessment.
The assessment scores were analyzed to determine (1) participants’ acquisition of core knowledge and skills from the training, (2) how many and who acquired the pass marks, and (3) retained knowledge at 6-month follow-up. Key influencing factors considered were profession, prior training in the management of SAM, adherence to the WHO guidelines at baseline, partial or full completion of the malnutrition eLearning course, and application of knowledge in the follow-up period.

**Questionnaires (Pre, Post, 6 Months, and 12 Months)**

Questionnaires, consisting of closed and open-ended questions, were administered at 4 time points (pre, post, 6 months, and 12 months) with a combination of similar (to investigate changes over time) and time-specific questions. These questionnaires explored whether participants completed the course, perceived changes in knowledge and understanding of malnutrition and its management, application of knowledge and associated outcomes, confidence in performing relevant tasks, changes in clinical practice made by in-service participants and resulting policy changes at their health care facilities, and benefits gained from the training. These questionnaires were administered face-to-face for the center-based group and online for the remote learning group.

**Interviews (Pre, Post, 6 Months, and 12 Months) and Focus Groups (Pre and 12 Months)**

Semistructured interviews were conducted with the participants who volunteered to share further details of their experience.

Our hypothesis was that the relation between improvement in knowledge and confidence would be weak at postassessment but would improve positively over time through the application of knowledge and experience of positive outcomes. The trend and correlation were explored at post, 6-month, and 12-month follow-up study points.

**Data Management**

Data management protocols (data collection, cleaning, and principles of analysis), research guides, and database templates were prepared at the start of the study and made available to the United Kingdom, Ghana, and Latin America teams through SharePoint. Secure research data storage was provided by the University of Southampton. Data were collected face-to-face and online by the 3 teams. The dataset collected from each team went through an independent cleaning process, and they were then merged into a combined dataset.
changes over time across all 3 assessments. Subgroup analyses
were performed by country, profession, and institution type. Spearman rank correlation was used to assess the relation
between knowledge gain and improved confidence. Observations
with missing data in the relevant variables under investigation
were automatically discarded during the above analyses. Statistical significance was set at 5%. SPSS Statistics for
Windows, Version 24.0 (IBM Corp, Armonk, NY) was used to
perform these analyses.

Qualitative Analysis
Qualitative data from open-ended items in the questionnaires,
interviews, and focus groups were analyzed using thematic
analysis [55]. Transcripts were read and reread to aid familiarity
with the data, and then data were coded to identify noteworthy
findings. Codes were collated into categories to represent the
dataset as a whole. Cohen kappa [56] was used to measure
reproducibility across different coders (SC and APu).

Results
Participants
Of 1261 participants, 72.56% (915/1261) were from institutions
in Ghana, 11.26% (142/1261) from Latin America, and 16.18%
(204/1261) were remote online users. Table 1 shows the number
of participants at each data collection point. Individual
participants took part in 1 or more data collection activities.

Table 2 shows the characteristics of the participants, of whom
796 were preservice and 465 were in-service professionals. Of
the in-service professionals, the majority (86.3%, 340/394) had
regular close involvement with SAM children, but fewer than
half of these (38.7%, 127/328) said they had received SAM
training in the past. Awareness of the WHO Ten Steps was low
(36.73%, 389/1059), especially among in-service professionals
with only 26.3% (94/358) being aware of the guidelines. Only
20.7% (40/193) in-service professionals had received training
about the WHO Ten Steps.

Access to a computer or laptop at home or at work was 100%
(142/142) and 77.6% (672/866), respectively, among participants
in Latin America and Ghana.

Knowledge Gain From Training and Retention at 6
Months
Table 3 shows the gain in knowledge posttraining. Of 1261
participants, 606 took both the pre- and postassessments. The
gain in knowledge was compared in relation with country,
profession, and extent to which participants had completed the
course. The overall mean score gain in knowledge was 11.8
\((P<.001)\)—a relative increase of 41.5%. Considering only those
who completed the course, the mean gain was 14 points with a
relative increase of 47.8%.
Of those who reported prior training in SAM management (Table 2), 28.1% (101/359) achieved the preassessment pass mark compared with 13.2% (89/672) who reported no prior training. Of those who reported following the WHO guidelines in their work, 57% (26/46) achieved the preassessment pass mark. Overall, the proportion of pre- and postassessment participants who achieved scores above the pass mark posttraining was 58.7% (356/606), compared with 18.2% (110/606) pretraining. Close to two-thirds (65.5%, 271/414) of the participants who completed the course obtained the pass mark.

Retention of gained knowledge at 6 months is shown in Figure 3 for the 332 participants who participated in all 3 assessments. Although overall there was some loss of knowledge by 6 months, the participants’ knowledge remained significantly higher than pretraining (mean difference=7.1, 95% CI 5.9-8.4; \( P<.001 \)) and the loss between posttraining and 6 months varied depending on whether or not participants applied their knowledge in clinical practice. For example, in-service participants who applied their knowledge retained 66% of the gained knowledge (mean scores for pre, post, and 6 months are 28.5, 46.8, and 40.5, respectively; retained knowledge=12.1/18.4) compared with 39% (mean scores for pre, post, and 6 months are 29.3, 42.2, and 34.3, respectively; retained knowledge=5.0/12.9) among those who did not apply their knowledge.

Knowledge Application and Changes in Clinical Practice

Participants were asked to report whether they had applied the knowledge, and 85.9% of in-service professionals who took the course (128/149) reported to have applied the gained knowledge in practice. At 6 months and 12 months, 256 (51.8%, 256/494) and 143 (68.8%, 143/208) participants reported to have applied knowledge in practice and provided 528 and 366 accounts of where they applied it, respectively (up to 3 accounts per respondent). All nutritionists reported applying knowledge in their practice, with the next highest group being nurses (88%, 37/42). Table 4 presents the rankings of the main areas of application. The rankings were similar at the 2 periods, and the most common applications were related to identification and treatment of SAM.

Detailed information around changes in clinical practice was sought at 12 months from in-service and graduate preservice participants. Of 130 respondents, 115 (88.5%, 115/130) stated that they had changed their practice in line with the WHO guidelines. The reported changes are summarized in Multimedia Appendix 3.
Table 2. Demographics of individual participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ghana (N=915), n (%)</th>
<th>Latin America (N=142), n (%)</th>
<th>Remote learning group (N=204), n (%)</th>
<th>Total (N=1261), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Profession</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preservice (student)</td>
<td>597 (65.2)</td>
<td>106 (74.6)</td>
<td>93 (45.6)</td>
<td>796 (63.12)</td>
</tr>
<tr>
<td>Medical doctor</td>
<td>4 (0.4)</td>
<td>28 (19.7)</td>
<td>12 (5.9)</td>
<td>44 (3.49)</td>
</tr>
<tr>
<td>Nurse and midwife</td>
<td>228 (24.9)</td>
<td>—</td>
<td>8 (3.9)</td>
<td>236 (18.72)</td>
</tr>
<tr>
<td>Nutritionist</td>
<td>21 (2.3)</td>
<td>8 (5.6)</td>
<td>16 (7.8)</td>
<td>45 (3.57)</td>
</tr>
<tr>
<td>Public health</td>
<td>25 (2.7)</td>
<td>—</td>
<td>12 (5.9)</td>
<td>37 (2.93)</td>
</tr>
<tr>
<td>Other</td>
<td>40 (4.4)</td>
<td>—</td>
<td>63 (30.9)</td>
<td>103 (8.17)</td>
</tr>
<tr>
<td><strong>Health care and academic institutions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital-based</td>
<td>186 (20.3)</td>
<td>28 (19.7)</td>
<td>—</td>
<td>214 (16.97)</td>
</tr>
<tr>
<td>Community-based</td>
<td>132 (14.4)</td>
<td>8 (5.6)</td>
<td>—</td>
<td>140 (11.10)</td>
</tr>
<tr>
<td>Universities</td>
<td>213 (23.3)</td>
<td>106 (74.6)</td>
<td>—</td>
<td>319 (25.30)</td>
</tr>
<tr>
<td>Training colleges</td>
<td>384 (42.0)</td>
<td>—</td>
<td>—</td>
<td>384 (30.45)</td>
</tr>
<tr>
<td>Remote learning group</td>
<td>—</td>
<td>—</td>
<td>204 (100)</td>
<td>204 (16.18)</td>
</tr>
<tr>
<td><strong>Regular close involvement with SAM</strong>&lt;sup&gt;b&lt;/sup&gt; children (in-service only)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>265 (86.9)</td>
<td>34 (94.4)</td>
<td>41 (77.4)</td>
<td>340 (86.3)</td>
</tr>
<tr>
<td>No</td>
<td>40 (13.1)</td>
<td>2 (5.6)</td>
<td>12 (22.6)</td>
<td>54 (13.7)</td>
</tr>
<tr>
<td><strong>Aware of the WHO</strong>&lt;sup&gt;c&lt;/sup&gt; Ten Steps for management of SAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>287 (35.0)</td>
<td>50 (35.5)</td>
<td>52 (53.6)</td>
<td>389 (36.73)</td>
</tr>
<tr>
<td>No</td>
<td>534 (65.0)</td>
<td>91 (64.5)</td>
<td>45 (46.4)</td>
<td>670 (63.27)</td>
</tr>
<tr>
<td><strong>Received training in the management of SAM in the past</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>294 (34.2)</td>
<td>61 (43.0)</td>
<td>30 (30.6)</td>
<td>385 (35.03)</td>
</tr>
<tr>
<td>No</td>
<td>565 (65.8)</td>
<td>81 (57.0)</td>
<td>68 (69.4)</td>
<td>714 (64.97)</td>
</tr>
<tr>
<td><strong>Received training about the WHO Ten Steps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>107 (24.2)</td>
<td>32 (53.3)</td>
<td>14 (30.4)</td>
<td>153 (27.9)</td>
</tr>
<tr>
<td>No</td>
<td>335 (75.8)</td>
<td>28 (46.7)</td>
<td>32 (69.6)</td>
<td>395 (72.1)</td>
</tr>
<tr>
<td><strong>Following the WHO Ten Steps at work</strong> (in-service only)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>33 (28.2)</td>
<td>6 (35.3)</td>
<td>15 (71.4)</td>
<td>54 (34.8)</td>
</tr>
<tr>
<td>No</td>
<td>84 (71.8)</td>
<td>11 (64.7)</td>
<td>6 (28.6)</td>
<td>101 (65.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Totals do not always add up to the number of participants as some questions were not answered by all.

<sup>b</sup>SAM: severe acute malnutrition.

<sup>c</sup>WHO: World Health Organization.
### Table 3. Gain in knowledge post- versus preassessments.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total participants (N)</th>
<th>Pre, mean (SD)</th>
<th>Post, mean (SD)</th>
<th>Post-pre difference Mean (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
<td>606</td>
<td>28.4 (10.7)</td>
<td>40.2 (13.7)</td>
<td>11.8 (10.8 to 12.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ghana</td>
<td>512</td>
<td>27.0 (9.9)</td>
<td>39.8 (13.4)</td>
<td>12.8 (11.7 to 13.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Latin America</td>
<td>60</td>
<td>32.6 (8.0)</td>
<td>42.4 (12.2)</td>
<td>9.7 (6.5 to 13.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Remote learning group</td>
<td>34</td>
<td>41.1 (15.1)</td>
<td>42.6 (19.5)</td>
<td>1.5 (−4.7 to 7.6)</td>
<td>.63</td>
</tr>
<tr>
<td><strong>Total participants</strong></td>
<td>606</td>
<td>28.4 (10.7)</td>
<td>40.2 (13.7)</td>
<td>11.8 (10.8 to 12.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preservice (student)</td>
<td>316</td>
<td>28.7 (10.1)</td>
<td>37.4 (14.1)</td>
<td>8.7 (7.2 to 10.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical doctor</td>
<td>6</td>
<td>44.3 (16.4)</td>
<td>52.1 (15.1)</td>
<td>7.8 (−2.8 to 18.4)</td>
<td>.12</td>
</tr>
<tr>
<td>Nurse and midwife</td>
<td>200</td>
<td>24.8 (8.2)</td>
<td>40.8 (10.6)</td>
<td>16.0 (14.5 to 17.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nutritionist</td>
<td>21</td>
<td>41.1 (11.7)</td>
<td>55.4 (13.7)</td>
<td>14.3 (7.6 to 21.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Public health</td>
<td>22</td>
<td>31.7 (8.9)</td>
<td>45.5 (14.3)</td>
<td>13.8 (7.9 to 19.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other</td>
<td>41</td>
<td>33.0 (14.8)</td>
<td>46.5 (14.5)</td>
<td>13.5 (9.5 to 17.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Total participants</strong></td>
<td>606</td>
<td>28.4 (10.7)</td>
<td>40.2 (13.7)</td>
<td>11.8 (10.8 to 12.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Malnutrition eLearning use during the training</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complete</td>
<td>397</td>
<td>29.1 (10.1)</td>
<td>43.0 (12.5)</td>
<td>14.0 (12.7 to 15.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>In progress</td>
<td>86</td>
<td>27.8 (11.5)</td>
<td>36.6 (15.0)</td>
<td>8.8 (5.9 to 11.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Incomplete and stopped</td>
<td>82</td>
<td>22.7 (7.3)</td>
<td>32.1 (11.3)</td>
<td>9.3 (6.7 to 12.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Total participants</strong></td>
<td>565&lt;sup&gt;a&lt;/sup&gt;</td>
<td>27.9 (10.2)</td>
<td>40.4 (13.5)</td>
<td>12.5 (11.4 to 13.6)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>A total of 41 participants did not respond to this question during the postintervention stage when asked if they had used the malnutrition eLearning during the training.

**Figure 3.** Mean (SD) assessment scores pre, post, and 6 months for the 332 participants who had all 3 assessments.
Table 4. Rankings of knowledge application reported by participants at 6 months and 12 months.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>6 months (N=256)b</th>
<th>12 months (N=143)b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification of severe malnutrition</td>
<td>Using indicators (midupper arm circumference, weight-for-height) and clinical signs to assess and classify malnutrition</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Treatment and management</td>
<td>Following the WHO(^b) Ten Steps to treat children for severe acute malnutrition</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Examining for clinical signs</td>
<td>Examining children for signs of malnutrition and associated conditions</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Taking measurements</td>
<td>Taking weight, height, length, midupper arm circumference correctly</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Screening for malnutrition</td>
<td>Screening as part of growth monitoring, home visits and outreach programs, and at outpatient department and wards.</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Counseling mothers</td>
<td>Counseling about hygiene, feeding, causes and signs of malnutrition, and how to prevent malnutrition.</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Admission criteria and management option</td>
<td>Applying WHO criteria for admission and deciding whether admission should be to inpatient or community-based care</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Other</td>
<td>Training other health professionals, promoting WHO guidelines, supervision, and teaching family and friends,</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>

\(^a\)Respondents were asked to state important ways (up to 3) in which they had applied their new knowledge. Only 1 account/category was counted for each respondent. Of the 528 accounts, 449 were counted at 6 months and 327 of 366 accounts were counted at 12 months.

\(^b\)WHO: World Health Organization.

Table 5. Policy and operational changes reported by in-service participants in Ghana.

<table>
<thead>
<tr>
<th>Variable</th>
<th>In-service(^a)</th>
<th>Hospital-based</th>
<th>Community-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any policy/operational changes at work place, N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>32</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Areas of policy/operational changes, N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>We now actively identify (screen for) malnutrition cases; n (%)</td>
<td>27 (84)</td>
<td>19 (70)</td>
<td></td>
</tr>
<tr>
<td>We now diagnose SAM(^b) and record in admission and discharge book; n (%)</td>
<td>21 (78)</td>
<td>13 (68)</td>
<td></td>
</tr>
<tr>
<td>We now treat SAM cases; n (%)</td>
<td>19 (70)</td>
<td>6 (32)</td>
<td></td>
</tr>
<tr>
<td>Non-nutritionists are now able to prepare feeds for children with SAM and do not have to wait for the nutritionist; n (%)</td>
<td>24 (89)</td>
<td>12 (63)</td>
<td></td>
</tr>
<tr>
<td>The health facility has provided equipment such as scales, tape measures to enable us to measure children; n (%)</td>
<td>17 (63)</td>
<td>7 (37)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20 (74)</td>
<td>3 (16)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Participant groups at baseline were used for data analysis, and some participants’ workplaces may have changed in the follow-up period.

\(^b\)SAM: severe acute malnutrition.

Table 5 presents a summary of operational and policy changes at the participating hospitals and community centers, reported by individual health professionals in Ghana at 12 months. The 2 areas where change was most frequent were in active identification of malnutrition cases at community centers and hospitals and the initiation of treating SAM cases with 2 hospitals in Ghana establishing malnutrition units in the follow-up period.

Changes in Perception

At the 6-month follow-up, participants were asked if there was any change in how they viewed malnutrition and its management as a result of taking the malnutrition eLearning course and if yes, to describe the (most significant) change. Of the 461 participants who responded to the question, 304 said yes and 282 gave a brief description of the change. Table 6 presents a summary of the participants’ responses. The most commonly reported change pertained to case-management.

Knowledge Gain, Application, and Confidence in Patient Care Over Time

The relation between participants’ gain in knowledge, application of knowledge, and confidence in the management of SAM over time was assessed and presented using Spearman rank correlation coefficient (\(r_s\)). Figure 4 shows that immediately posttraining, the correlation between the gain in knowledge and confidence was weak, as we had hypothesized. In contrast, a strong correlation emerged at the 6-month follow-up and remained strong at 12 months. The areas where confidence appeared to be most widely strengthened were related to screening children for malnutrition, taking anthropometric measurements, clinical examinations, choosing the correct
management option, and managing SAM children using the WHO Ten Steps. These match the areas where the participants applied gained knowledge in patient care (Table 4). Factors that participants reported to have helped improve their knowledge and enable them to apply it in their work were the visual examples in the course, step-by-step descriptions, and practical tasks, all of which made it easier to embrace and follow the concepts of malnutrition and its treatment. Of particular relevance for helping participants gain confidence was the application of the knowledge gained and its use in hands-on experience following completion of the course. The relation between knowledge gain and confidence between 6-month and 12-month follow-up was stronger among the participants who applied knowledge than the ones who did not (applied: N=127, r_s=.74, P<.001 vs not applied: N=18, r_s=.52, P=.03). Important constraining factors for improving confidence were mostly related to the lack of opportunity to apply new knowledge after completion of the course. This appeared especially relevant in institutions where treatment was seen as being mainly the responsibility of doctors.

Table 6. Summary of the reported changes in participants’ perception about malnutrition and its management.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description and example quotes</th>
<th>Total (N=282), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perception about malnutrition</strong></td>
<td>Changes in views and perceptions about causes of malnutrition</td>
<td>55 (19.5)</td>
</tr>
<tr>
<td></td>
<td>At first I saw malnutrition as either a curse or it happens to children of parents with low socio-economic background but now I see it in a different light. [Nutrition trainee, Ghana]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>My perception was some child was born with some malnutrition diseases like marasmus. But it has changed because I have learnt in e-learning that is not true. [Nurse trainee, Ghana]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>My perception about SAM has changed greatly and this has increased my knowledge on the causes and prevention of SAM. [Nurse trainee, Ghana]</td>
<td></td>
</tr>
<tr>
<td><strong>Assessment of malnutrition</strong></td>
<td>Perception change about physiological and visual characteristics, assessment, and diagnosis of malnutrition</td>
<td>51 (18.1)</td>
</tr>
<tr>
<td></td>
<td>There are visible characteristics that before [we] did not take into account for diagnosing malnutrition. [Nutrition graduate, Guatemala]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Previously I thought it was only children with severe muscle wasting that were malnourished but I now know that oedematous children are equally malnourished. [Nurse trainee, Ghana]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>It has helped me to differentiate between chronic and acute malnutrition and the signs and symptoms associated with them. [Principal midwifery officer, Ghana]</td>
<td></td>
</tr>
<tr>
<td><strong>Management and treatment of SAM</strong></td>
<td>Change in participants’ understanding about how and where to treat children with SAM—In relation to indicators and treatment options, that is, if hospital or community. [Nutrition graduate, El Salvador]</td>
<td>127 (45.0)</td>
</tr>
<tr>
<td></td>
<td>Initially I thought that when stabilize the patient you can just send them home but later I learnt that we have stages. We have the stabilization phase, rehabilitation and recuperation stages, so it changed. [Health professional, Ghana]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not all malnourished children should be treated as inpatient. First you need to classify before you start treatment for either in-patient or outpatient. [Nutrition trainee, Ghana]</td>
<td></td>
</tr>
<tr>
<td><strong>Professional roles</strong></td>
<td>Perception change about participants’ professional role in the management of SAM</td>
<td>26 (9.2)</td>
</tr>
<tr>
<td></td>
<td>Well at first I thought it was only the medical officers who were supposed to treat the medical complications e.g. hypothermia and others but [now] I realize that I could also do it. If not, I could give the instruction for someone to also do it. [Health professional, Ghana]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>First when I go out to work and I see those children, I do not always want to bring them close but with the e-learning I got to know that they also need love and also education. [Nurse, Ghana]</td>
<td></td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td>Importance of educating mothers; self-confidence in the management of SAM and eLearning use; views about eLearning—...through the e-learning course I have come to understand that if the mother or caretaker is not well counselled on how to care, prevent and feed the child well, the child’s health will not improve. [Community health worker, Ghana]</td>
<td>23 (8.2)</td>
</tr>
<tr>
<td></td>
<td>E-Learning will help equip nurses and all individuals including myself with the requisite knowledge to detect, manage, educate and treat all SAM cases as I have gained knowledge. [Nurse trainee, Ghana]</td>
<td></td>
</tr>
</tbody>
</table>

—aSAM: severe acute malnutrition.
Discussion

Principal Findings

The goal of the malnutrition eLearning project was to develop an innovative training solution to scale up the training of health professionals in the management of malnutrition. This evaluation study aimed to investigate whether eLearning, designed and developed appropriately, can be an effective means to train health professionals at scale who otherwise may not have the opportunity to receive relevant training. The study has shown that the malnutrition eLearning course is effective in improving the knowledge, understanding, and skills of health professionals in the diagnosis and management of children with SAM, and that the gained knowledge and skills are of practical benefit, enabling health professionals to apply them in their work. Before the training, only 26.3% (94/358) of in-service participants were aware of the WHO management guidelines despite 86.3% (340/394) having regular close involvement in the care of children with SAM. After the training, 85.9% of in-service participants who took the course (128/149) reported applying their new knowledge in their clinical practice, training colleagues who had not participated in the course, and counseling mothers.

The diverse locations and range of health professionals are a unique aspect of our study as most other investigations have been confined to 1 location and a single health profession [57]. For knowledge gained immediately after training and retained knowledge at 6 months, the findings were similar across all contexts. The same findings were observed across different professions. The participants, whether doctors, nutritionists, nurses, or students (preservice), demonstrated that the course enabled them to gain the knowledge, understanding, and skills required for the effective management of SAM. Furthermore, those who had the opportunity to apply their gained knowledge in their daily practice demonstrated higher retained knowledge at 6-month follow-up, corresponding to the theories of learning that knowledge is actively constructed by the learner through mediated or experiential learning [29,51,53]. This appeared to be particularly evident in nurses and midwives who showed the greatest increase between assessment periods, from a relatively low base, which is in accordance with the findings of Murad et al [58].

The training with the malnutrition eLearning course was voluntary and self-directed. This affected the completion of the course, which was set at 3 weeks. At the poststudy, 70.2% (449/640) of the respondents had completed the course, 16.7% (107/640) were in-progress, and 13.1% (84/640) had stopped or not yet started. However, most participants who had partially or fully completed the course actively applied the knowledge and skills they had gained to their clinical practice. They noted opportunities to share their new knowledge with other colleagues who had not participated in the training. Of the participants, 36.8% (146/397) with continued access to the course used it after the training, often together with their colleagues. The trained participants were empowered with their gained knowledge and motivated to change their clinical practice applying what they learned. The most cited words in open comments and interviews regarding the most significant benefits they gained from the course were “didn’t know but now I know how to…”, and “can…” and “am able to….” Positive outcomes encouraged them to seek more opportunities to apply their knowledge with “feeling proud” and “ownership” of the outcomes. Of all the professions, this change was most evident in the nurses and midwives group in Ghana. “Being able to care for SAM children” instead of “having to wait for a nutritionist or a doctor” and “being able to request equipment” with an educated reason were strong motivators for these participants to continue to use their knowledge. Changes initiated by individuals and improved outcomes led to institutional, operational, and policy changes, in contrast to findings from other self-directed learning interventions, which are reported to be effective in the knowledge domain but not in the skills or attitudes domains [58].

Knowledge gained from the course, subsequent application of the knowledge, and experience of positive outcomes changed the perceptions of the participants (66%) about malnutrition and its management, especially in relation to their professional roles in caring for malnourished children. The majority were those who did not have prior training in SAM. As we hypothesized, the relation between gain in knowledge and confidence in patient care was weak immediately after the training but strengthened over time through application of knowledge and experience of positive outcomes, similar to the result observed in an eLearning intervention to improve...
adherence to guidelines [59]. Learning is not just about increasing one’s knowledge, but it is about understanding, seeing things differently, and changing as a person [22-25,60]. The latter aspects of learning are what lead to behavior change, and therefore, they are particularly important to consider when designing and implementing training interventions. The observed changes among the participants suggest that the malnutrition eLearning course and subsequent application of gained knowledge in clinical practice have promoted higher levels of learning, actively advocating the WHO guideline to others, and seeking policy and operational-level changes to improve patient care as well as following the guideline by themselves.

Relevance to Capacity Building

Severe malnutrition in childhood is a complex clinical condition that is challenging to manage but eminently preventable at community level. Under the aegis of WHO and United Nations Children’s Fund (UNICEF), the international health community has become highly skilled at effective intervention for prevention and treatment, especially in emergency contexts, but the problem remains a major challenge within the developmental context [1,61]. In large part, this limitation of our ability to apply what is known to be effective on a sustained basis is related to challenges in the education and training of frontline health professionals, especially those in remote, poorly resourced locations with limited support [62]. The WHO Ten Steps have been available for many years, but the treatment of SAM does not feature in the curricula of many medical and nursing schools, with the result that new graduates are ill equipped to care for children with SAM. Added to this is the dearth of tertiary education institutions in low- and middle-income countries that provide training in nutrition. This results in a shortage of trainers and a workforce where only few are competent in the management of severe malnutrition, leading to high mortality among severely ill malnourished children [5]. To address this issue, the international community has developed training materials such as the WHO training course on hospital-based care of SAM [63]. Most, however, are instructor-led, which severely limits the number of participants that can be trained. Available eLearning courses are often knowledge-based and limited to concepts, such as Nutrition in Emergencies by UNICEF [64]. A scalable solution is thus needed that helps the learner gain knowledge and skills and prepares them to improve their practice through self-directed learning.

This study demonstrates that the malnutrition eLearning course offers the opportunity to improve treatment practices of health professionals at scale and to make a significant contribution to building capacity for the care of children with or at risk of severe malnutrition. The internet promotes development through inclusion, efficiency, and innovation and offers great potential to help reduce inequality in training opportunities between developed and developing countries [65]. Where face-to-face training is available, health professionals should take advantage of it. Where face-to-face training is limited, eLearning can provide a useful foundation, freeing-up trainers to spend time on supervisory and support activities.

In this study, we report the process through which participants gained knowledge and their perceptions of how this helped them to change their practice, thereby leading to greater confidence in their abilities to make better-informed judgments and critically reflect upon care options. This learning process may be unremarkable within a well-structured learning environment but is particularly challenging when offered remotely in the context of severely limited resources, where failure in delivering a secure service is not unusual. In a separate paper, we will be reporting that mortality rates among severely malnourished children declined where hospital staff took the malnutrition eLearning course.

Limitations

In this study, we sought to objectively assess the likely benefit of the malnutrition eLearning course with the target groups in locations where the issue of caring for malnourished children is a usual part of the delivery of clinical and health services but the opportunity for training is limited. This in itself is a challenge as the design of a study to achieve these ends is problematic in its execution especially among communities where research is an unusual experience and the imperative of delivering a service is a priority. Therefore, we adopted a pragmatic approach in which participation was voluntary, but the research activities and the execution of those activities were ordered. To obtain some indication of the putative generalizability of the study findings, we included a group of people who chose to take the malnutrition eLearning course for their own reasons online and sought to capture their experience using similar methods.

A weakness of the study is the lower participation rate at 6 months and 12 months. This was largely because in-service professionals who were not on duty or were working in their communities, and the preservice students who were away on placements were unable to take part. Despite the losses, sample sizes were still large enough to show significant differences and the losses were unlikely to create bias. No assessments of remote online users were made at 6 months and 12 months, and they seem to differ from the rest of the subset by having higher baseline scores. We think this might be the result of bias with online users participating in the preassessment because they wanted to test their existing knowledge, rather than advance it.

We chose the Ebel method to assess gain in knowledge. This test is typically used to assess competency, in which case a panel of specifically trained, expert, standard setters is employed. Our team was not equipped to assess competencies, and our study aim was to evaluate whether the malnutrition eLearning course led to quantifiable gains in knowledge and skills. An analysis of the participants’ answers to each question, however, may help future setters judge the 3 levels of difficulty utilized in this method. An analysis of answers would also be helpful to identify any aspects of the malnutrition eLearning course that were not well answered so that the questions, or course content, can be improved.

In this study, the malnutrition eLearning course took place without supporting activities. This is unlikely to be the case where the course is being used within a program for scaling up improved management of SAM. For example, in a program for in-service health professionals, one might expect to embed the course within a package of complementary activities such as...
supervision, job aids, mentoring, audit, and feedback. Such supporting activities would be expected to consolidate learning and result in higher knowledge scores and competency. In this study, assessment of knowledge took place under exam style with time limits and no access to manuals, posters, etc, which would be available in ideal workplace situations.

Conclusions
The findings indicate that the self-directed malnutrition eLearning course was well received, and the learning acquired was associated with perceived improvement in practice. The training led to significant changes in knowledge and awareness of best practice in the management of SAM. Importantly, the training encouraged participants to become active change agents, not only changing their own clinical practice by following the WHO guidelines but also promoting changes among their colleagues and caregivers. At some hospitals, the changes made by individuals and associated outcomes led to operational and policy changes including the opening of 2 malnutrition units. Access to IT and internet no longer proved to be a barrier to training.

The approach taken for the capacity development of health professionals in this study can be replicated across different regions and countries; therefore, it should be considered a valuable tool in scaling up the capacity of health professionals in the management of malnourished children. We suggest that the application of good quality eLearning at scale will result in improved knowledge in the treatment and management of SAM, thus providing a scalable mechanism to train high volumes of health professionals and reducing the prevalence and impact of SAM globally.
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Abstract

Background: Electronic health (eHealth) literacy was conceptualized in 2006 as the ability of internet users to locate, evaluate, and act upon web-based health information. Now, advances in eHealth technology have cultivated transactional opportunities for patients to access, share, and monitor health information. However, empirical evidence shows that existing models and measures of eHealth literacy have limited theoretical underpinnings that reflect the transactional capabilities of eHealth. This paper describes a conceptual model based on the Transactional Model of Communication (TMC), in which eHealth literacy is described as an intrapersonal skillset hypothesized as being dynamic; reciprocal; and shaped by social, relational, and cultural contexts.

Objective: The objective of our study was to systematically examine eHealth literacy definitions, models, and measures to propose a refined conceptual and operational definition based on the TMC.

Methods: Walker and Avant’s concept analysis method was used to guide the systematic review of eHealth literacy definitions (n=10), rating scales (n=6), models (n=4), and peer-reviewed model applications (n=16). Subsequent cluster analyses showed salient themes across definitions. Dimensions, antecedents, and consequences reflected in models and measures were extracted and deductively analyzed based on codes consistent with the TMC.

Results: Systematic review evidence revealed incongruity between operational eHealth literacy included in definitions compared with literacies included within models and measures. Theoretical underpinnings of eHealth literacy also remain dismal. Despite the transactional capabilities of eHealth, the role of “communication” in eHealth literacy remains underdeveloped and does not account for physical and cognitive processing abilities necessary for multiway transactions.

Conclusions: The Transactional Model of eHealth Literacy and a corresponding definition are proposed. In this novel model, eHealth literacy comprises a hierarchical intrapersonal skillset that mediates the reciprocal effect of contextual factors (ie, user oriented and task oriented) on patient engagement in health care. More specifically, the intrapersonal skillset counteracts the negative effect of “noise” (or impediments) produced by social and relational contexts. Cutting across health and technology literacies, the intrapersonal skillset of eHealth literacy is operationalized through four literacies that correspond with discrete operative skills: (1) functional (ie, locate and understand); (2) communicative (ie, exchange); (3) critical (ie, evaluate); and (4) translational (ie, apply).

(J Med Internet Res 2018;20(10):e10175)  doi: 10.2196/10175
Introduction

Electronic health (eHealth) is increasingly being ingrained within the health care system and patient engagement experience. eHealth facilitates productive collaborations among informed patients, proactive health care professionals, and responsive health care systems to coordinate care for positive health outcomes [1,2]. Alongside the evolution of eHealth, patients can now interact with health information available on the internet and either synchronously or asynchronously exchange ideas, thoughts, and health-related data and media with other users through multimedia on computer-mediated platforms (eg, health information portals, personal health records, telemedicine apps, Web-based support groups or forums) [1,2]. Shaw et al [2] identified 3 overlapping domains of eHealth, including users’ interaction with technology, interaction with other users through mediated platforms, and use of information gained from these interactions to advance their health and well-being. As such, a core aspect of eHealth includes not only the use of technology but also the computer-mediated transaction of information among its users.

The Transactional Model of Communication (TMC) [3] posits that communication between two or more entities is dynamic, process oriented, and adapted or appropriated according to the context of the transaction. This context is shaped by the channel of communication (eg, telephone, email, letter), the source of communicators (eg, interpersonal, impersonal), language (eg, native, second), and the type of message (eg, mode of transmission, whether image, video, text, or other). Social, relational, and cultural contexts also drive the transactional process of communication. In the TMC, entities are not assigned roles as message “senders” or “receivers”; rather, their roles are interdependent, meaning that they are simultaneously message senders and receivers or simply communicators. Any person within a social situation is a communicator, whether his or her interaction is synchronous or asynchronous, verbal or nonverbal, and intentional or unintentional. In this model, communication extends beyond a simplistic view of message creation; the model views processing information as a vehicle for community and personal identity construction and impression management within the transactional context (eg, source, channel, message, language) [3-5]. The TMC functions under the assumption that interpersonal communication exists within a fluid state and that the transaction among communicators is constantly changing and mutually influenced.

The TMC can be extended to interpersonal computer-mediated communication (I-CMC). I-CMC occurs remotely with technology (eg, desktop computer, smartphone, tablet, laptop) through diverse message channels (eg, text, video, image) and sources (eg, personal friends and family, impersonal provider, peer) [6]. In the social era of eHealth, or Web 2.0, where two-way transactions occur among users, the device and channel drive the type and amount of information transmitted by diverse sources [7-9]. I-CMC notoriously fosters ambiguous communication because traditional in-person social and contextual cues that assist people in understanding the pragmatic meaning of messages are less salient across computer-mediated platforms [5,7]. With such cues filtered out, I-CMC can disrupt the accurate and smooth transmission of multimedia messages among communicators using various channels [5]. Similar to in-person communication, there are factors beyond contextual and social cues in the TMC that can exacerbate the ambiguity of message transmission via I-CMC.

Noise-inducing factors interfere with information transmission and accessibility among communicators, ultimately hindering their ability to access, understand, and transmit meaning to one another [10]. Noise-induced factors can be categorized as physical (ie, external factors), psychological (ie, mental and emotional belief-systems), physiological (ie, physical conditions, including auditory and verbal limitations, and medication effects), and semantic (ie, systems of meaning that do not correspond) [6]. With regard to I-CMC in the context of eHealth, these noise-inducing factors include technological usability challenges, stress or worry related to a recent disease diagnosis, exposure to scientific medical jargon, and physical limitations due to a health condition, just to name a few. Generally, “noise” can be compared with barriers or impediments widely published in the literature to describe hindrances to successful eHealth adoption and use [11-13]. In the TMC from the perspective of health-related I-CMC, however, barriers are operationalized beyond functional technological impediments; rather, they act as personal, relational, social, and cultural factors that hinder the process of communication [3,6]. As such, the high volume and constant flow of health information created and shared on the internet, coupled with the regular presence of noise-inducing factors, has the potential to attenuate users’ capacity to effectively and appropriately engage in the transmission of health-related communication. An essential aspect of successful transactional communication within computer-mediated contexts is the capacity to counteract the negative effects of noise.

To understand patients’ capacity to successfully use and benefit from eHealth, the concept of eHealth literacy was initially coined in 2006. eHealth literacy was defined as the ability to locate, evaluate, understand, and act upon health information from electronic sources [14,15]. Despite widespread use of this definition over the past decade, researchers have argued that this seminal construct and its corresponding eHealth Literacy Scale (eHEALS) are outdated because neither considers the evolving dynamic and social nature of eHealth [2,16-18]. In an attempt to synthesize eHealth literacy research and recommendations for its conceptual advancement, Griebel et al [19] posited that new eHealth literacy concepts do not build upon the assumptions and structure of existing models; rather, these models function in isolation and do not emanate from the existing literature. Moreover, empirical evidence shows that eHealth literacy definitions and models have insufficient theoretical underpinnings, which inhibits eHealth literacy researchers from developing an updated definition, model, and corresponding measure that reflects the social context of eHealth [19]. Together, these limitations perpetuate challenges in
advancing our understanding of eHealth literacy in the social era of eHealth, specifically regarding its valid operationalization and measurement.

The purpose of this study is to propose a theoretical blueprint for defining and conceptualizing eHealth literacy in the transactional era of eHealth. Per the fundamental assumptions of the TMC, this study operationalizes eHealth literacy as an intrapersonal skillset grounded in counteracting the effect of noise during transactional interactions across computer-mediated platforms. In the context of I-CMC, the TMC is appropriate to form the basis of our proposed model because we aim to describe the communicative element of eHealth literacy and understand how underlying eHealth operational skills function in the larger context of computer-mediated transactions. In this study, we applied a concept analysis method, which is a rigorous method in which empirical literature is systematically surveyed to refine the operationalization of a construct [20,21]. The findings of this empirical review generate an operational definition and eHealth literacy model based on the TMC.

Methods

Sample and Procedures: Concept Analysis

A series of keywords were combined with the Boolean operator (“AND”) and entered into 3 electronic databases (ie, PubMed, CINAHL, and PsycINFO). In each search query, a combination of 3 terms was entered to reflect the following: (1) purpose (ie, “concept,” “model,” “definition,” “framework,” “theory,” “measure,” “instrument,” “scale,” and “survey”); (2) context (ie, “eHealth,” “social media,” “Web 2.0,” “social network,” and “digital health”); and (3) ability (ie, “skill” and “literacy”). The same queries were conducted in Google Scholar to identify gray (or unpublished) literature. The final sample consisted of articles that (1) were published between 2006 and 2017 (2006 is the year that the seminal eHealth literacy definition, model, and measure were published); (2) were in the English language; (3) included the terms “eHealth,” “social,” “media,” “Web 2.0,” or “digital health” in the title or abstract; and (4) presented information on the concept, definition, or measurement of skills related to social media, digital health, and electronic health record use. Figure 1 presents literature review extraction procedures. Twenty-seven unique articles met eligibility criteria. Some articles included both definitions and models or measures; therefore, the asterisk indicates that Phase 3 N values exceed the total sample of 27.

Walker and Avant’s [21] concept analysis methodology was used to guide the data extraction and analysis procedures. Literature presenting definitions, antecedents, consequences, and attributes (ie, dimensions) of eHealth literacy was extracted. Articles that presented explicit definitions and conceptual models of eHealth literacy were considered. Moreover, the original sources of eHealth literacy empirical referents (ie, measurement instruments) were included in the final sample. Peer-reviewed empirical articles that included at least one of the models reviewed in the analyses were perused to identify information about antecedents and consequences of eHealth literacy.
**Data Analysis**

An inductive analysis of eHealth literacy definitions was performed to identify thematic clusters from peer-reviewed and gray literature. Consistent with a separate concept analysis of health literacy [22], an inductive analysis of eHealth literacy definitions identified thematic clusters by **competence**, **contextual factors**, **action (operational behaviors or skills)**, **object of interest**, and **objective**. The attributes of eHealth literacy conceptual models and measures were extracted and entered into a descriptive table where congruent components were identified; furthermore, antecedents (independent variables in analyses) and consequences (dependent variables) were extracted.

**Results**

**Concept Analysis: eHealth Literacy Definitions, Models, and Measures**

**Existing Definitions of eHealth Literacy**

Table 1 presents 10 eHealth literacy definitions published between 2006 and 2017. Seminal definitions solely focused on intrapersonal skills to access and use health information obtained from electronic sources [14,23]. Interactions between individual and technological factors became more salient in later definitions of eHealth literacy [17,24]. Chan and Kaufman [25], for example, posited that eHealth literacy is not solely dependent on cognitive processing; rather, it is influenced through interactions between cognition and technology. More recent definitions of eHealth literacy stated that eHealth skills function within the context of social, individual, and technological factors [16,19,26]. The interaction between diverse contextual factors and technological constraints influences eHealth skills and the ultimate capacity to improve health and wellness. Although implied in all definitions, one definition explicitly stated that eHealth literacy comprises a “hybrid of two other concepts,” including health literacy and technology literacies [27].

Textbox 1 presents the definitions of eHealth literacy into clustered themes. **Competence** is characterized as a set of skills and knowledge, predominantly referred to as “the ability.” **Influential Factors** that determine the said ability are characterized as the interplay between contextual factors (ie, individual and social) coupled with situational factors (ie, the type of health problem and type of technology).
Table 1. Ten definitions of eHealth literacy from the research literature (2006-2017).

<table>
<thead>
<tr>
<th>Article</th>
<th>Author</th>
<th>Year</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Norman &amp; Skinner [14]</td>
<td>2006</td>
<td><em>The ability to seek out, find, understand and appraise, integrate, and apply what is gained in electronic environments toward solving a health problem.</em> [pg 2]</td>
</tr>
<tr>
<td>2</td>
<td>Bodie &amp; Dutta [23]</td>
<td>2008</td>
<td>…not just the ability to use the internet to find answers to health-related questions; it also entails the ability to understand the information found, evaluate the veracity of the information, discern the quality of different websites, and use the quality information to make informed decisions about health. [pg 193]</td>
</tr>
<tr>
<td>3</td>
<td>Chan &amp; Kaufman [25]</td>
<td>2011</td>
<td>A set of skills and knowledge that are essential for productive interactions with technology-based health tools, such as proficiency in information retrieval strategies, and communicating health concepts effectively. [pg 2]</td>
</tr>
<tr>
<td>4</td>
<td>Norman [17]</td>
<td>2011</td>
<td>A foundational skill set that underpins the use of information and communication technologies for health. [pg 1]</td>
</tr>
<tr>
<td>5</td>
<td>Neter &amp; Brainin [24]</td>
<td>2012</td>
<td>The ability of people to use emerging information and communication technologies to improve or enable health and health care. [pg 1]</td>
</tr>
<tr>
<td>6</td>
<td>Pack &amp; Hove [27]</td>
<td>2012</td>
<td>…a hybrid of two other concepts, eHealth and health literacy, [in which] skills must be appropriate for the informational text people need to understand in their efforts to treat various health concerns. [pg 728]</td>
</tr>
<tr>
<td>7</td>
<td>Werts &amp; Hutton-Rogers [29]</td>
<td>2013</td>
<td><em>The ability to gather and appropriately process health information retrieved online.</em> [pg 115]</td>
</tr>
<tr>
<td>8</td>
<td>Gilstad [26]</td>
<td>2014</td>
<td>The ability to identify and define a health problem, to communicate, seek, understand, appraise, and apply eHealth information and welfare technologies in the cultural, social and situational frame and to use the knowledge critically in order to solve the health problem. [pg 69]</td>
</tr>
<tr>
<td>9</td>
<td>Bautista [16]</td>
<td>2015</td>
<td>The interplay of individual and social factors in the use of digital technologies to search, acquire, comprehend, appraise, communicate, and apply health information in all contexts of health care with the goal of maintaining or improve the quality of life throughout the lifespan. [pg 43]</td>
</tr>
<tr>
<td>10</td>
<td>Griebel et al [19]</td>
<td>2017</td>
<td>…a dynamic and context-specific set of individual and social factors, as well as consideration of technological constraints in the use of digital technologies to search, acquire, comprehend, appraise, communicate, apply, and create health information in all contexts of health care with the goal of maintaining or improving the quality of life throughout the lifespan. [pg 10]</td>
</tr>
</tbody>
</table>

*Welfare technologies: “strengthen a users’ independence, safety, control of surroundings, independent living and social activities, independent of age and disabilities” (pg 344) [28].
Textbox 1. Five clusters of eHealth literacy definitions from the literature. Numerals in brackets correspond with article numbers in Table 1.

<table>
<thead>
<tr>
<th>Competence</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ability (1,2,5,7,8)</td>
</tr>
<tr>
<td>• Skills (6)</td>
</tr>
<tr>
<td>• Set of skills &amp; knowledge (3)</td>
</tr>
<tr>
<td>• Foundational skillset (4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contextual factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Cultural, social, and situational frame (8)</td>
</tr>
<tr>
<td>• Interplay between social and individual factors in using technology (9)</td>
</tr>
<tr>
<td>• Dynamic and context-specific individual and social factors and technological constraints (10)</td>
</tr>
<tr>
<td>• To use information and communication technologies (4,5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>• To locate</td>
</tr>
<tr>
<td>• Find (1,2)</td>
</tr>
<tr>
<td>• Seek (1,8)</td>
</tr>
<tr>
<td>• Search (9,10)</td>
</tr>
<tr>
<td>• Retrieve (3)</td>
</tr>
<tr>
<td>• Gather (7)</td>
</tr>
<tr>
<td>• Acquire (9,10)</td>
</tr>
</tbody>
</table>

| • To understand     |
| • Comprehend (9,10) |
| • Understand (1,2,6,8) |
| • Process (7)       |

| • To evaluate       |
| • Appraise (1,8,9,10) |
| • Evaluate the veracity (2) |
| • Discern the quality (2) |

| • To communicate (3,8,9,10) |
| • To create (10) |
| • To translate        |
| • Integrate (1)       |
| • Apply (1,8,9,10)    |
| • Use knowledge (8)   |

<table>
<thead>
<tr>
<th>Object of interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Knowledge (1,8)</td>
</tr>
<tr>
<td>• Information</td>
</tr>
<tr>
<td>• General (2,4)</td>
</tr>
<tr>
<td>• Health (9,10)</td>
</tr>
<tr>
<td>• Quality (2)</td>
</tr>
<tr>
<td>• Emerging (5)</td>
</tr>
<tr>
<td>• eHealth (8)</td>
</tr>
</tbody>
</table>
Actions are thematically clustered according to operational skills, including the capacity to locate, understand, evaluate, exchange, and apply or translate health information. The Object of Interest, or the purpose of performing the actions, includes obtaining knowledge from high-quality Web-based health information. Finally, the Objective of obtaining the object of interest is generally for the purposes of health enhancement or to maintain or improve the health-related quality of life throughout the lifespan.

**Dimensions of eHealth Literacy**

Since 2006, 4 models and 6 measurement instruments of eHealth literacy have been published; their purposes, guiding theoretical frameworks (if applicable), and dimensions used in describing the concept and measurement have been presented in Multimedia Appendix 1.

**Conceptual Models (N=4)**

Norman and Skinner’s [14] Lily Model posits that eHealth literacy is comprised of analytic skills central to the Web-based health information seeking experience, as well as context-specific skills that vary according to situation. In the Lily Model, health science and computer literacies are denoted as context-specific skills, whereas information, traditional literacy and numeracy, and media literacies are analytic-specific. As such, a high degree of eHealth literacy exists where individuals use context- and analytic-specific skills in concert, and it allows an individual to successfully achieve an eHealth goal.

Gilstad [26] adapted Norman and Skinner’s [14] Lily Model to describe how eHealth literacy mediates the effect of diverse contextual factors (or literacies) on productive patient-provider communication. This model posits that contextual “literacies” (ie, propositional, cultural, social, propositional, and procedural) coupled with situational factors (ie, type of health question and type of eHealth technology) directly impact context- and analytic-specific aspects of eHealth literacy as posed in Norman and Skinner’s Lily Model. In Gilstad’s model, the outcome associated with eHealth literacy is communicative expertise (ie, the capacity to discuss a personal or family concern with an offline health care provider).

Unlike Norman and Skinner [14] and Gilstad [26], Bautista [16] developed a model to posit that eHealth literacy is a process-oriented concept. In this model, Bautista states that eHealth literacy is reciprocal, meaning that this construct affects and is affected by diverse contextual and ecological factors. As such, Bautista defines eHealth literacy as comprising intrapersonal actions (ie, search, acquire, comprehend, appraise, communicate, and apply), the type of digital technology selected (ie, PC and mobile devices), the Web-based environment in which the search occurs (ie, social media vs traditional website), as well as the goal of using eHealth technologies (ie, maintenance and treatment) in particular health care contexts (ie, promotion, prevention, curative, and rehabilitation) across the lifespan.

Kayser et al [30] applied an informatics approach to conceptualize eHealth literacy through a multidisciplinary lens. This model applies a user-task-context matrix, grounded in health and digital literacy. The matrix is comprised of 7 elements from 3 domains (ie, user, task, and user-task). The model functions under the assumption that eHealth literacy is the degree of harmony between health care consumers’ needs and skills, as well as the capacity of the technology to meet those needs and foster those skills within the greater health care context.

Conceptual models have attempted to extend Norman and Skinner’s [14] Lily Model to depict how contextual factors influence individual eHealth skills. Gilstad [26] identified a number of situational, technological, and cultural factors that can influence the intrapersonal literacies outlined in the Lily Model. Kayser et al [30], who did not consider the Lily Model in their conceptualization of eHealth literacy, roughly defined influential contextual factors as user- and task-domains, positing that eHealth skills are dependent on both the situation and person. Only Bautista’s [16] model depicts operational skills that include “communication” as a central skill. Bautista’s model also depicts eHealth literacy as intrapersonal skills that have reciprocal relationships with contextual factors, the type of technology, personal factors (ie, age), and the purpose of the eHealth experience.

Synthesized together, these 4 models suggest that eHealth literacy is an intrapersonal skillset shaped by diverse contextual factors influencing the user and the situation prompting the eHealth interaction.
Measurement Instruments (N=6)

Multimedia Appendix 1 also presents the results of 6 self-administered eHealth literacy rating scales, including their purposes, guiding frameworks, and dimensions. Norman and Skinner’s [15] eHEALS was the seminal eHealth literacy measurement instrument, developed as a unidimensional scale grounded in self-efficacy to reflect the Lily Model [14]. Chew and Yuqian [31] refute that the eHEALS reflects dimensions of the Lily Model. Their measure identified items from the Health Information National Trends Survey to address each of the literacies within the Lily Model. Unfortunately, insufficient evidence was reported to support the psychometric properties of their generic eHealth literacy measure.

Other measurement instruments assessed motivation or readiness to use eHealth. Through formative focus groups with older adults with chronic diseases, Koopman et al [32] derived 8 dimensions of eHealth motivation, including (but not limited to) the need for health information, preferred mode and channel of eHealth interaction, and electronic privacy, but these dimensions were not based on an existing conceptualization of eHealth literacy. Bhalla et al [33] assessed eHealth readiness by conducting formative research with eHealth consumers to identify themes that corresponded with the constructs of Social Cognitive Theory, specifically self-regulation to use eHealth. Despite being grounded in a health behavior theory, the dimensions included within this measure do not reflect the central components of a proposed or existing eHealth literacy model.

Most recently, measurement instruments have been developed to account for the social features of eHealth. Şeçkin et al [34] identified 3 important concepts from a systematic literature review of health literacy that appeared to be central to eHealth literacy, including cognitive literacy (trust), interactional literacy (communication with offline health care providers), and behavioral literacy (apply learned health behaviors). Additionally, van der Vaart and Drossaert [35] developed an instrument to measure digital health literacy among rheumatic patients. The items on this scale capture dimensions about the capacity to use technology, navigate Web-based health information, create text messages for other users, and take precautions to protect the privacy of themselves and other users. These most recent measurement instruments begin to consider the operational skills related to eHealth proficiency; however, these measures are derived from formative research with limited application to eHealth literacy definitions or conceptual models.

Antecedents and Consequences of eHealth Literacy

Functional (or basic), health, and technology literacies are fundamental to eHealth skills [14,24,29,36,37]. Antecedents that influence eHealth skills include personal, relational, knowledge, and technological determinants. Personal Determinants influencing eHealth literacy include income and education [15,18,24,36-39], race or ethnicity [39], gender [40], age [18,24,40-42], marital status [40], and health status [41]. Relational Determinants include social influences or norms and alleviated linguistic and cultural barriers to health information [27,29]. Knowledge Determinants include the type and amount of health information preferred and the amount of pre-existing knowledge about the health concern [14,24,30,40]. Technological Determinants include motivation to use technology for health [15,23,24,27,36,42], access to technological devices [26,43], the type and number of technologies used to access health information [15,18], frequency of using eHealth [24,27,41,44], and preference for using eHealth to help address a particular concern [37].

The consequences of eHealth literacy primarily comprise intrapersonal factors, which have a residual effect across socioecological contexts. The most salient intrapersonal consequence includes a change in the degree of patient engagement [14,29,45]. People with a high degree of eHealth literacy report greater health care access [42]; better health-related outcomes [29,36,43]; and participation in proactive health behaviors offline, including self-management behaviors [24], patient-provider communication [24], and cancer screenings [40]. Consistent with the central tenants of eHealth literacy, a greater degree of confidence in eHealth skills was associated with higher self-reported comprehension [46], critical evaluation [44,45], and trust in Web-based health information from diverse sources and channels [26,39]. Positive self-reported eHealth skills predict motivation to continue using eHealth [23,26], particularly because it is perceived as a useful tool for supplementing health care [44].

Transactional Model of eHealth Literacy

This synthesis and review of eHealth literacy definitions, models, and measures posits that the multidimensional construct is a reciprocal intrapersonal skilset influenced by the interaction between user- and task-oriented factors, which drive patient engagement, empowerment, and informed decision making. This is consistent with the theoretical underpinnings of the TMC [3]. According to the assumptions of the TMC [3], information transaction is dependent on the interaction between a series of contextual factors. In synthesizing the antecedents of transactions based upon eHealth literacy literature and the TMC, the contextual factors that influence eHealth literacy can be categorized as task-oriented features (ie, message type, source, channel, and language) and user-oriented features (ie, personal, relational, knowledgeable, and technological). The interactions between task- and user-oriented factors produce variable degrees of physical, semantic, psychological, and physiological noise [3,6,10]. The effects of the noise can either hinder or facilitate successful transaction of Web-based health information. The intrapersonal skilset of eHealth literacy will be integral for a user to benefit from the eHealth experience. Per eHealth literature, it is probable to hypothesize that the eHealth experience will inform the perceived affordance of eHealth in the future. This reciprocal feature of our model further captures the transactional and continuous elements of eHealth.

Existing definitions and models do not capture the transactional nature of eHealth literacy, specifically regarding information exchange, knowledge application, and message generation when communicating with other users. The most recent eHealth literacy frameworks depict eHealth literacy according to the intersection of user attributes, perceived motivation or control, and experiences using eHealth [30,47]. This framework posits that the ability of an individual to actively engage with digital
services is central to the eHealth experience. The operationalization of these abilities, however, appears limited to functional skills related to eHealth or to comfort in handling technologies to learn about health information or enter health-related data [30,46,47]. To build upon these previous frameworks, our proposed definition and model of eHealth literacy considers technology a tool that is used as a vehicle to help users access and exchange health information that can be critically analyzed and translated across socioecological facets of health care. We extend beyond these basic functional behaviors related to technology readiness and engagement and rather consider eHealth literacy as a hierarchical skillset that allows people to not only use technology but also engage with others via technology to participate in dynamic health information seeking and transactional exchanges across computer-mediated platforms. The contribution of our proposed definition and model lies in its ability to position existing eHealth literacy literature through a translational health communication lens. We aim to theoretically capture the transactional nature of eHealth, specifically regarding both technology use and social engagement. The theorized definition and model are proposed as follows.

**Proposed Definition**

The following definition of eHealth literacy is proposed:

> The ability to locate, understand, exchange, and evaluate health information from online environments in the presence of dynamic contextual factors and to apply the knowledge gained across ecological levels for the purposes of maintaining or improving health.

This definition builds upon previous eHealth literacy definitions and extends the concept to the context of the TMC. First, operational skills comprise and correspond with the central aspects of eHealth [2]: (1) interaction with technology (ie, locate, understand); (2) interaction with other users through mediated platforms (ie, exchange); and (3) assessment (ie, evaluate) and action (ie, apply) for health advancement. Second, the proposed definition acknowledges that eHealth literacy is highly contextual as it varies according to the interplay between user- and task-oriented factors. Third, this definition highlights the affordances of technology, which assist lay end users to access and exchange health information using electronic tools. Based on the synthesis of the literature, proficiency in using a technology or a Web-based environment does not solely determine one’s eHealth literacy; rather, it is the capacity of the users to achieve their intended eHealth goals when encountering noise that challenges the successful use of technology and transaction of health information. Finally, consistent with interpersonal communication literature and the TMC [3,5,6], this definition clarifies that “communication” in eHealth literacy is the ability to construct relationships and identities with other Web-based users through health information exchange.

Through this updated definition of eHealth literacy, we extend beyond functional behaviors related to technology readiness and engagement. We consider eHealth literacy as a hierarchical skillset that not only allows users to engage with technology but also engages other users via technology for dynamic health information seeking and transactional exchanges across computer-mediated platforms. The contribution of our proposed definition lies in its ability to position current eHealth literacy literature through a translational health communication lens.

**Proposed Model**

Consistent with the definition above, Figure 2 presents the Transactional Model of eHealth Literacy (TMeHL), which is derived from a systematic review of the literature (ie, concept analysis) and is theoretically based on the TMC. This model does not specify encoders (sender) and decoders (receiver); rather, it treats the communication transaction as a continuous process that is constantly modified according to diverse eHealth contextual factors and prior eHealth experiences. The TMeHL consists of 3 assumptions: (1) task-oriented and user-oriented factors interact to produce physical, semantic, psychological, and physiological noise during the transaction process; (2) eHealth literacy, a multidimensional and hierarchical intrapersonal skillset, counters the effect of noise on the transaction; and (3) patient engagement is reciprocal and influences future interactions between eHealth contextual factors and their effect on eHealth literacy. Although the primary consequence associated with eHealth literacy is being an informed and engaged patient across diverse socioecological contexts, there is no “end goal” of eHealth literacy. The capacity of an informed and engaged patient to apply knowledge gained from an eHealth transaction across diverse socioecological factors (ie, trust in eHealth, productive patient-provider communication, greater eHealth use and perceptions of its usefulness, and positive health-related quality of life) will ultimately inform patients’ future eHealth motivation and perceived usefulness for addressing a particular health concern. In turn, these experiences are hypothesized to inform future experiences and perceived affordances of eHealth by shaping task- and user-oriented factors that drive future noise production and eHealth skills.

Consistent with prior eHealth literacy models [26,30], a series of task-oriented and user-oriented factors comprise the eHealth context. However, these factors do not function in isolation, and they extend beyond the ability to interact and use technology; rather, these factors interact with one another to shape the transactional process of eHealth experience, including eHealth intrapersonal skills. Task-Oriented Factors include the channel in which the transaction occurs (eg, social media, electronic health record, email), the source or identity of the communicators (eg, peer, friend, family member, health care provider), the language used to communicate (eg, native, second), and the modality of the message (eg, image, text, video). User-Oriented Factors, however, comprise factors that are central to the user, rather than to the situation or task. These factors include personal demographic information, including education, gender, and age. Relational support is described as the amount of support or perceived social norm in using eHealth.
The degree of pre-existing knowledge about the health topic and the desire to obtain more information is also a user-oriented factor. Finally, there is a technological user-oriented factor, which is a general assessment of the users’ access, preference, and frequency of use. Consistent with the TMC [3], the interactions between task- and user-oriented factors produce external stimuli, or “noise,” which can serve as a hindrance or facilitator to the transaction. Noise-inducing factors in the TMC, as well as other interactional communication models, comprise physical, psychological, physiological, and semantic factors [3,6,10]. Although evidence shows that diverse internal and external factors hinder and facilitate the capacity of eHealth users to successfully achieve their intended goals on the internet [48-50], no other eHealth literacy model or measurement instrument reviewed in this study considered the concept of “noise” as being part of the eHealth experience, beyond contextual eHealth factors. The intrapersonal eHealth literacy (shown in Figure 2 as the hierarchical triangle) mediates the relationship between the effect of noise on eHealth contextual factors and the degree to which an eHealth end user is informed and empowered. Theoretically, eHealth literacy has an inverse relationship with the negative effect of noise. In other words, greater eHealth literacy negates the detrimental effects of noise produced from eHealth contextual factors and promotes a positive eHealth experience. This is consistent with the evidence that greater frequency of using eHealth improves proficiency in Web-based health information seeking [24] as users become more familiar with their information needs, the technology, and the usefulness of eHealth.

The intrapersonal skillset of eHealth literacy may be grounded in 3 foundational elements: Functional Literacy, Health Literacy [51], and Technology Literacy [52]. Functional Literacy, or the basic reading and writing skills [53], is a basic predecessor of both health and technology literacy. Together, health and technology literacy are central to eHealth skills [23]. The most recent definition of Health Literacy posits that it is [22]...

...linked to literacy and entails people’s knowledge, motivation, and competence to access, understand, appraise, and apply health information in order to make judgments and take decisions in everyday life concerning health care, disease prevention, and health promotion to maintain or improve the quality of life during the life course. [pg 3]

Technology Literacy is more concretely defined as “the ability to use, manage, assess, and understand technology” (pg 9) [52]. Without proficiency in functional literacy, eHealth users would not be able to successfully function within a health care context, let alone use technological devices or computer-mediated environments to address a health inquiry.

In our model, health and technology literacies shape a multidimensional and hierarchical intrapersonal skillset, which comprises 4 eHealth literacies. These eHealth literacies are aligned with the gold-standard health literacy model [53,54] to include Functional, Communicative, Critical, and Translational eHealth Literacies. Existing eHealth literacy definitions, models, and measurement instruments include a high volume of literacies and minimal insight into their relationship with underlying skillsets. Empirical evidence has hinted that the scientific community should consider reeling eHealth literacy conceptualizations back to seminal 4-tiered operational behaviors or literacies prevalent in health literacy and general...
literacy literature. This has been shown in a recent library of research on eHEALS, the seminal model of eHealth literacy, positing that it is not a unidimensional measure; rather, it may be a measure of 2-3 constructs that assess eHealth awareness, Web-based health information seeking skills, and evaluation or application skills [55-57]. The TMeHL builds on these principles to define 4 eHealth literacies.

The eHealth literacies presented in Figure 2 capture the hierarchical nature of these unique yet related skills, which map to operational skills proposed in our refined definition of eHealth literacy. Consistent with the health literacy literature [53,54], functional eHealth literacy is a foundational skill that precedes the remaining literacies. This literacy comprises lower-level operational skills, including the ability to locate and understand health information. Translational eHealth literacy is located at the highest level, as being proficient in this top-tier literacy requires a degree of proficiency to be present across all lower-level literacies. This hierarchical depiction shows that lower-level literacies and operational skills represent the necessary building blocks to achieve optimal proficiency in the higher-level literacies and operational eHealth skills. Stated differently, an eHealth lay end user must have basic skills in reading and writing and in typing to successfully exchange, evaluate, and apply health information from the internet. Each of these literacies is described and operationalized below, alongside the corresponding behaviors outlined in the proposed definition.

**Functional eHealth Literacy (Operational Behaviors: to Locate and Understand)**

According to Nutbeam [53], the definition of functional health literacy, which was adapted by Freebody and Luke [58], describes having:

> Sufficient basic skills in reading and writing to be able to function effectively in everyday situations. [pg 263]

Considering the technological context of functional health literacy, it is important to determine how well an individual can successfully read and write about health via a technological device. Therefore, **Functional eHealth Literacy** is defined as:

> Basic skills in reading and writing (typing) about health to effectively function on the internet.

**Communicative eHealth Literacy (Operational Behavior: to Exchange)**

Communicative literacy is [53]:

> Advanced cognitive and literacy skills, which together with social skills, can be used to participate in everyday activities to extract information and derive meaning from different forms of communication and to apply new information to changing circumstances. [pg 264]

In its original conceptualization, communicative literacy was intended to assess patients’ communication skills when engaging with offline health care professionals [53,54]. eHealth is a computer-mediated form of communication, which provides limited salience to social and nonverbal cues [6]. According to Spitzberg and Cupach [59], success in achieving instrumental, self-presentation, and/or relational goals is determined based on the degree that interpersonal communication is appropriate and effective. Appropriate communication is consistent with social norms and relationships (stranger or close friend) among communicators. Effective communication helps achieve the desired goal of the health information seeking experience and interaction. There are 3 fundamental interpersonal communication skills that guide the degree to which someone is communicating appropriately and effectively [59]: (1) control, effectiveness in managing a situation to negotiate interpersonal problems and achieve a communicative goal; (2) collaboration, adhering to social norms to achieve an interaction goal; and (3) adaptability, acclimating to challenges by improvising communicative styles based on contextual and social cues. These principles of interpersonal communication are also consistent with the underlying elements of participatory media that foster collaboration, openness, participation, and apomediation (Web 2.0), which differs from more static and linear, one-way information seeking behaviors (Web 1.0) [60]. As such, integrating interpersonal communication competence into eHealth literacy represents a unique contribution to understand the social aspects of eHealth. In our proposed model, **Communicative eHealth Literacy** is defined as:

> The ability to collaborate, adapt, and control communication about health with users on social online environments with multimedia.

**Critical eHealth Literacy (Operational Behavior: to Evaluate)**

Critical literacy is defined as [53]:

> Advanced cognitive skills, which together with social skills, can be applied to critically analyze information and to use this information to exert greater control over life events and situations. [pg 264]

Through the lens of the TMC, critical eHealth literacy includes being aware of the type of health information that is communicated to and from Web-based users, as well as the source from which this information is presented. This includes not only source and information credibility but also entails evaluating the relevance of and risks related to sharing personal information with Web-based sources through diverse channels. In this model, **Critical eHealth Literacy** is defined as:

> The ability to evaluate the credibility, relevance, and risks of sharing and receiving health information on the internet.

**Translational eHealth Literacy (Operational Behavior: to Apply)**

Developing a concept that acknowledges the dichotomy between “what people know” and “what people do” represents a fundamental gap in the health literacy literature [61]. Translating knowledge gained through a health-related interaction is the “process of moving what we learned…to the actual application of knowledge in a variety of practice settings and circumstances” [62]. In public health research, knowledge translation is a systems-level approach to transforming knowledge gained from rigorous research on societies for improved health outcomes.
Within the context of eHealth, health information seekers often adopt the role of lay health researchers as they become exposed to new information including health-related knowledge from diverse sources (eg, peers, family, providers) and communication channels (eg, social media, electronic health records, news outlets). Strategies used to determine the applicability of new health information for translation into our existing knowledge structures depend on contextual factors, including personal and situational contexts [64]. This process likely depends on the skills a person has to identify and on the implementation of successful strategies for translating health information gained from electronic sources. Based on existing literature on knowledge translation, we propose the dimension “translational eHealth literacy.” Translational eHealth Literacy is defined as:

The ability to apply health knowledge gained from the internet across diverse ecological contexts. Translational literacy is the highest cognitive level of eHealth literacy, meaning it is informed and built upon from all lower-level eHealth literacy dimensions (ie, critical, communicative, and functional).

Discussion

Principal Findings

In this study, we systematically reviewed literature on eHealth literacy to provide an updated understanding of what we know about the construct in today’s more transactional era of eHealth. Unlike Griebel et al [19], who suggested that eHealth literacy functions in solidarity and does not build upon prior literature, the results of this systematic review suggest that eHealth literacy literature has gradually built upon existing definitions and models to extend the construct to account for the evolving nature of eHealth. Unfortunately, while progress has been made, results from this concept analysis illustrate that existing literature’s attempts continue to miss capturing the transactional nature of eHealth, specifically the skills needed to thrive within Web-based environments where social and contextual cues to action are limited. Instead, literature over the past decade has explored basic technological and contextual factors that influence individual eHealth literacy, but this work has provided little insight into transactional implications of eHealth literacy and intrapersonal skills that are important for cultivating positive eHealth experiences in various contexts. The intrapersonal skillset of eHealth literacy remains underdeveloped, especially regarding the role of communication. Results from this study were used to present a theoretical proposition of eHealth literacy that supports the transactional elements of eHealth. Subsequently, this new knowledge is leveraged to generate a refined definition of eHealth literacy and its complementary model.

Existing eHealth literacy definitions include operational skills required for an eHealth end user to thrive on the internet (ie, locate, understand, evaluate, apply, and, most recently, communicate or create). However, dimensions of existing models and measures are not intuitively aligned with the intrapersonal operational skills outlined in their corresponding definitions. Norman and Skinner’s [15] eHEALS was intended to serve as a unidimensional scale to capture the Lily Model’s eHealth literacy, or the self-efficacy to locate, understand, evaluate, and act upon Web-based health resources [14]. Over the past decade, strong empirical evidence has shown that eHEALS is a three-dimensional measure that assesses eHealth users’ self-efficacy in their eHealth awareness, information seeking, and evaluation and actions related to Web-based health information [55-57]. This research begins to clarify the relationship between operational skills outlined in eHealth literacy definitions and dimensions captured in corresponding measurement instruments. Moreover, limited empirical attention has been paid to the transactional operational skills needed to thrive within the social era of eHealth. The proposed TMeHL seeks to bridge this fundamental disconnect in the eHealth literacy literature by proposing a definition and model that specify important operational skills and literacies that should be considered.

The dimension of “communication” was significantly underdeveloped in eHealth literacy definitions, models, and measurement instruments reviewed. “Communication” was not integrated within definitions until 2011, and it first appeared in a conceptual model in 2014 as an outcome related to high eHealth literacy, not as an integral or defining element [26]. Communication was not considered a core element of eHealth literacy; rather, existing measures stressed the importance of “interactivity,” or the ability to talk about findings from an internet search with an offline health care provider [32,34]. The most recent measurement instrument operationalizes “communication” as the ability to self-create, add, or generate messages on social media with a technological device [35]. Interestingly, in the most recent definition, Griebel et al [19] posited that “communicating” and “creating” are two discrete skills. The role of communication appears to be having an identity crisis in eHealth literacy literature. In the TMC, particularly in computer-mediated contexts, communication is a vehicle that facilitates the process of cocreating information within diverse contexts among two or more communicators [3,5]. The proposed TMeHL definition and model consider communication as a central skill of eHealth literacy that affects critical (evaluative) and transactional (application) elements of the eHealth experience. Researchers should view communication in this manner, rather than as an end goal or single act of generating a health-related message.

Limitations

This study is not without limitations. Despite the rigorous extraction procedures and inclusion of gray literature, it is possible that not all eHealth literacy models, definitions, and measures were included because of the time frame of our literature extraction procedures. A qualitative approach was used to extract and analyze the literature in this study, which is prone to researcher bias [65]. However, we applied a concept analysis method [20,21], which is a rigorous and well-regarded approach to refine and operationalize an evolving concept, like eHealth literacy. This study proposes a refined definition and model of eHealth literacy to assist researchers and practitioners in “keeping up” with the evolving nature and transactional approaches currently ingrained in eHealth. We present a
Theoretical Proposition of eHealth Literacy that Supports the Transactional Elements of eHealth

The theoretical tenants from TMC that were used to derive the TMeHL were informed by results of previously published systematic reviews, theory-driven articles, measurement development studies, and empirically driven original research articles examining eHealth literacy in diverse populations. Published research informed development of TMeHL, but the model has not been subjected to any formal evaluation or hypothesis testing. Per recommendations by Griebel et al [19], future research is needed to obtain key stakeholder feedback about eHealth literacy models. Formative validation based on stakeholder input will provide an additional layer of validity evidence to support model testing in quantitative studies. Specifically, there is a need to explore how eHealth literacy serves as a mediator to counteract the negative effects of noise in eHealth transactions, as described in this study.

Conclusion

Existing eHealth literacy definitions, models, and measures do not account for the transactional nature of eHealth. Few have sufficient theoretical underpinnings. Prior to our contribution, researchers had yet to capture the “social” elements of eHealth with theoretical underpinnings from the perspective of transactional communication. This is primarily due to the high volume of overlapping and inconsistent literacies, as well as the underdeveloped nature of “communication” as an integral component of eHealth literacy. In addition, existing eHealth literacy definitions, models, and measures failed to adequately integrate “communication” as an essential component of eHealth literacy. Because of this, a refined eHealth literacy definition and model based on the TMC are proposed. There is a need to validate this model with key stakeholders in eHealth and test the assumptions of the model with eHealth experts and lay end users.
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Abstract

Background: Electronic health (eHealth) literacy has become an important topic in health fields. Studies have found that individuals with higher eHealth literacy are more likely to use preventive care services and to have effective interactions with their physicians. In addition, previous studies have revealed a gender difference in the utilization of physician access and outpatient services. Nevertheless, few studies have explored the effect of the three levels of eHealth literacy (functional, interactive, and critical levels) on the four aspects of health services utilization (type, site, purpose, and time interval). It is unclear whether the associations between these three levels of eHealth literacy and the four aspects of health services utilization among college students are positive or negative.

Objective: The objective of this study was to investigate the associations among gender, eHealth literacy, and health services utilization.

Methods: We used the eHealth Literacy Scale, a 12-item instrument designed to measure college students’ functional, interactive, and critical eHealth literacy, and the Health Services Utilization Scale, which is a 10-item instrument developed to measure the four aspects of health services utilization by college students. A nationally representative sample of 489 college students in Taiwan was surveyed. We conducted multiple regression analysis to examine the associations among gender, eHealth literacy, and health services utilization.

Results: The study found that being female was negatively related to the purpose aspect of health services utilization (t_{487}=-2.85, P<.01). However, the R^2 value of gender on the purpose aspect was low enough to be ignored. Critical (t_{484}=2.98-4.23, P<.01) and interactive eHealth literacy (t_{484}=2.43-2.89, P<.05) were related to three aspects of the health services utilization, and functional eHealth literacy was related to the purpose aspect (t_{484}=-4.99, P<.001).

Conclusions: This study showed that Taiwanese college students with interactive eHealth literacy were more likely to have a higher rate of outpatient care use. Moreover, Taiwanese college students with critical eHealth literacy were more likely to make full use of health services than those with functional eHealth literacy. Finally, the educated and age-restricted sample may attenuate gender disparities in health services utilization among Taiwanese college students.

(J Med Internet Res 2018;20(10):e283) doi:10.2196/jmir.8897
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Introduction

Health Literacy and eHealth Literacy

In the past, individuals were likely to obtain health information from written sources such as books, magazines, newspapers, or brochures. The advent of the internet has drastically changed health information, and the internet is widely used to obtain this information. However, the skills needed to collect information through the internet differ from those needed to collect information from books and leaflets. People need to not only be health literate but also have capabilities, resources, and motivation to find, understand, and appraise health information when using digital services and technology [1]. Therefore, to obtain a complete overview of people’s skills in obtaining and using health information, it is more necessary to measure electronic health (eHealth) literacy than to measure health literacy [2].

eHealth literacy is an extension of the health literacy concept. Health literacy refers to an individual’s ability to understand health care information and to make appropriate decisions [3]. eHealth literacy, which consists of skills related to health literacy and digital literacy [1], is defined as the ability to seek, find, understand, and appraise health information from electronic sources and to apply the knowledge gained to address or solve health problems [4]. Based on Nutbeam’s concept [5], eHealth literacy includes functional, interactive, and critical levels. At the most basic level, functional eHealth literacy refers to basic reading and writing skills and basic knowledge of health conditions and health systems. Interactive eHealth literacy refers to communicative and social skills that can be used to abstract information and derive meaning from different forms of communication. The highest level of critical eHealth literacy builds on functional and interactive literacy and involves the most advanced cognitive skills that can be applied to critically analyze information, discern the quality of health websites, and use good information to make informed decisions about health [6,7].

eHealth literacy has become an important topic in the health fields. Studies have found that individuals with high eHealth literacy are more likely to adopt healthy behaviors [6,8] and demonstrate better health responsibility and self-actualization [7]. Recently, access to health services and the relational dynamics between patients and health care providers have been transformed by Web-based health information-seeking behaviors [9] and eHealth literacy [10]. Therefore, the aim of this study is to examine the extent to which functional, interactive, and critical eHealth literacy are associated with college students’ utilization of health services.

Health Services Utilization

Andersen [11] suggests four relevant aspects of the utilization of health services, each reflecting different aspects of the care-seeking process (Figure 1). The type of utilization indicates what kind of service is obtained and who provides it (e.g., hospital, physician, dentist, or pharmacist). The site of the medical care encounter is the place where the care is received (e.g., physician’s office, hospital clinic, or emergency room). The purpose of the visit signifies the reasons for care-seeking such as a need for preventive, illness-related, or custodial care. The time interval for a visit can be represented by contact, volume, or continuity measures [12].

Gender has been identified as a predisposing factor of health services utilization [13-16]. As increasing numbers of studies investigate the relationship between gender and health services utilization in different contexts, important inconsistencies have been reported. For example, some studies have found that females are more likely than males to visit physicians [17] and tend to use more outpatient services [18]. Studies have also found that females perceive a greater need for mental health treatment [19] and have a higher tendency to use all services, except informal providers, than males [20]. However, other studies have shown that females suffering from illness report seeking health care less frequently than men [21]. Females were found to be more likely to report discrimination in health care and less likely to receive preventive health services [22]. Furthermore, other studies have found no statistically significant evidence of a relationship [23,24]. College students are an educated and transition-age population group. They are in the upper part of the distribution in terms of their resources. Previous studies have indicated that the combination of education [25] and women’s autonomy [26] appear to attenuate gender disparities in health services utilization. Therefore, we want to investigate whether there are gender differences in the four aspects of health services utilization among college students.

Figure 1. Andersen model of health services utilization.
Relationship Between eHealth Literacy and the Utilization of Health Services

Individuals with limited health literacy are at an increased risk of poorer health outcomes. Systematic reviews have demonstrated that low health literacy is consistently associated with more hospitalizations, greater use of emergency care, and lower receipt of mammography screening and influenza vaccine [27]. In contrast, higher health literacy supports effective involvement in care processes. Studies have shown that individuals with adequate health literacy are more likely to be satisfied with care [28] and use preventive health services [29].

Web-based health information-seeking behaviors and eHealth literacy are transforming the physician-patient relationship and health services [9,10]. People who use eHealth resources (eg, health websites) are more likely to be well prepared for clinical visits, ask more related questions, learn more about their health care, and take actions to enhance their health than those who do not [30]. Studies have shown that internet use is associated with increased use of health care services and better-perceived outcomes of internet use for health purposes [31], including the decision to use health services and the way individuals communicate with physicians and request referrals to specialist care [32]. In addition, studies have shown that individuals with higher eHealth literacy are more likely to have knowledge of and a screening history for colorectal cancer [33] and more effective interactions with their physicians [34]. Moreover, some studies have found a set of indirect effect paths, via health information seeking and empowerment, showing a positive relationship between eHealth literacy and health care utilization [35]. However, these studies did not examine the effect of the three levels of eHealth literacy on the four aspects of medical services usage. Therefore, the research question examined for this study is as follows: Are the associations between the three levels of eHealth literacy and the four aspects of healthcare utilization among college students positive or negative?

Methods

Participants

Pretesting Sample

Pretesting can help authors identify questions that do not make sense to participants as well as problems with questionnaires that might lead to biased answers. Thus, pretesting was conducted to develop and test the adequacy of the research instrument designed by the authors. Confirmatory factor analysis (CFA) was used to assess the reliability of the survey instrument. A reasonable sample size for a simple CFA model is approximately N=100-150 [36]. For this study, a purposive sample of 240 college students was drawn from 1 comprehensive university in Taiwan. Each participant was mailed a questionnaire, and 193 usable (completed) questionnaires were returned, resulting in an effective response rate of 80.4% (193/240).

Formal Study Sample

This cross-sectional study was conducted in Taiwan. We recruited 600 college students from 9 schools to participate in the survey. Teachers in selected colleges were contacted to request their assistance in the questionnaire distribution. Of the 529 recovered surveys, 40 invalid surveys (respondents had not completed the entire survey or gave invalid responses) and 489 valid surveys (92.4%, 489/529) were retained. The number of valid surveys was >350 [37]; thus, we deleted the invalid surveys. Among these 489 valid respondents (183 male and 306 female), 28.0% (137/489) studied in the northern region, 22.3% (109/489) studied in the central region, and 49.7% (243/489) studied in the southern region of Taiwan. The participants’ mean (SD) age was 21.51 (4.11) years. Of the 489 participants, 85.3% (417/489) were aged <22 years.

Survey Instrument

eHealth Literacy Scale

eHealth Literacy was assessed by Chiang et al’s eHealth Literacy Scale (eHLS) [8]. The validity and reliability of Chiang et al’s eHLS were tested using item analyses, exploratory factor analysis, and CFA, which revealed that the eHLS is a reliable and validated measure of functional, interactive, and critical eHealth literacy for Taiwan college students. The 12-item eHLS assesses functional (3 items, eg, the Web-based health information is too difficult to understand), interactive (4 items, eg, paying attention to Web-based health information), and critical (5 items, eg, evaluating the effectiveness and reliability of Web-based health information) eHealth literacy. Responses were given on a 5-point Likert scale ranging from 5 (total agreement) to 1 (total disagreement). Mean scores for the eHLS were calculated by summing the item scores divided by the total number of items, resulting in a score ranging from 1 (lower eHealth literacy) to 5 (higher eHealth literacy).

Amos 6.0 CFA was used to examine the best measurement model. An analysis was conducted with Amos using maximum likelihood estimation. The factor loading of the 12-item eHLS ranged from 0.61 to 0.86. The individual item reliability of the 12-item eHLS ranged from 0.38 to 0.74.

The composite reliability ranged from 0.80 to 0.91, and the average variance extracted for each level ranged from 0.57 to 0.66. The cutoff values of CFA included a chi-square/degree of freedom value of <3, a root mean square residual (RMR) value of <0.50, a standardized root mean square residual value (SRMR) of <0.50, a root mean square error of approximation (RMSEA) value of <0.08, a goodness of fit index (GFI) value of >0.90, an adjusted GFI (AGFI) value of >0.90, a normed fit index (NFI) value of >0.90, a Tucker-Lewis index (TLI) value of >0.90, a relative fit index (RFI) value of >0.90, an incremental fit index (IFI) value of >0.90, a comparative fit index (CFI) value of >0.90, a parsimonious goodness of fit index (PGFI) value of >0.50, a parsimonious normed fit index (PNFI) value of >0.50, and a parsimonious comparative fit index (PCFI) value of >0.50 [38,39]. We found that the current data adequately fit the eHLS model, which was divided into 3 levels (total 12 items). We used Amos to conduct CFA, and a review of the fit indices revealed a chi-square/degree of freedom value of 1.68, an RMR value of 0.02, an SRMR value of 0.40, an RMSEA value of 0.06, a GFI value of 0.93, an AGFI value of 0.90, an NFI value of 0.94, a TLI value of 0.97, an RFI value of 0.92, an IFI value of 0.97, a CFI value of 0.97, a PGFI value of 0.61,
a PNFI value of 0.72, and a PCFI value of 0.75. Furthermore, the chi-square test was significant ($\chi^2_{31}=85.50, P=.002$). However, the chi-square statistic is, in essence, a statistical significance test that is sensitive to sample size, which means that this statistic nearly always rejects the model when large samples are used [38,40].

**Health Services Utilization Scale**

We developed the Health Services Utilization Scale (HSUS) following a thorough review of the literature [12,23] and applying the process of concept clarification. The content validity of the HSUS was pretested by three specialist professors. It was also pretested with 5 college students. It contains the following four dimensions (Multimedia Appendix 1):

1. **Type**: The tendency to make good use of various kinds of health care service organizations (3 items, eg, receiving various forms of medical treatment such as Chinese medicine, Western medicine, and dental services).  
2. **Site**: The tendency to make good use of a multitiered health care system (2 items, eg, choosing a suitable site for medical services such as a physician’s office, hospital clinic, or emergency room).  
3. **Purpose**: The ability to seek medical advice based on different needs (3 items, eg, visiting a physician for preventive care).  
4. **Time interval**: The frequency of medical use (2 items, eg, obtaining a second opinion from another physician).

The items were answered using a 5-point Likert scale with scores ranging from 1 (never) to 5 (always). High scores in the respective aspects indicated a greater likelihood of the respondents making good use of various kinds of health care services and a multitiered health care system, seeking medical advice based on different needs, and having a greater frequency and ratio of outpatient care use.

The current data had a good fit with the model, which was divided into 4 aspects (10 total items). We used Amos to conduct CFA and found that the factor loading of the 10-item HSUS ranged from 0.66 to 0.82. The individual item reliability of the 10-item HSUS ranged from 0.43 to 0.68. The composite reliability ranged from 0.72 to 0.77, and the average variance extracted for each aspect ranged from 0.51 to 0.58. A review of the fit indices revealed a chi-square/degree of freedom value of 2.12, an RMR value of 0.05, an SRMR value of 0.50, an RMSEA value of 0.08, a GFI value of 0.94, an AGFI value of 0.89, an NFI value of 0.91, a TLI value of 0.92, an RFI value of 0.90, an IIF value of 0.95, a CFI value of 0.95, a PGFI value of 0.95, a PNFI value of 0.59, and a PCFI value of 0.61. Furthermore, the chi-square test was significant ($\chi^2_{29}=61.42, P<.001$). According to the cutoff values of CFA [38,39], the indicators demonstrated a good fit for the measurement model.

**Data Analysis**

First, peer review was used to confirm the content validity of the HSUS. Second, we used Amos 6.0 (IBM Corp, Armonk, NY, USA) to perform CFA to identify the best measurement models for the eHLS and HSUS. Finally, SPSS 18.0 (IBM Corp, Armonk, NY, USA) was used to conduct hierarchical multiple regression analysis. We performed four hierarchical multiple regression analyses to examine the explanatory power of the four aspects of health services utilization. We determined the order in which the variables were entered into the model based on logical or theoretical considerations. Thus, gender was entered in step 1, and the three levels of eHealth literacy were entered in step 2.

**Ethical Considerations**

The study was reviewed and approved by the Institute of Education at the National Sun Yat-Sen University, Taiwan. The study adopted an anonymous questionnaire, in line with the government’s institutional review board rules for exempt review. The questionnaire instructions informed the participants of the research purpose and confidentiality and indicated that they had the right to refuse to participate at any time. The participants received the questionnaire and gifts at the same time; even if a participant decided to drop out of the investigation, he or she still received the gifts (a pen and an L-folder). This approach was intended to be fair to each participant, to avoid the impact of gift incentives on the participants, and to provide compensation for the participants.

**Results**

**Descriptive Statistics of eHealth Literacy and Health Services Utilization**

Among all participants, the mean score of functional eHealth literacy was 3.66 (SD 0.70), of interactive eHealth literacy was 3.67 (SD 0.67), and of critical eHealth literacy was 3.65 (SD 0.69), indicating that college students had medium or above levels of eHealth literacy.

In HSUS, the mean score of the type aspect was 3.36 (SD 0.75), of site was 3.32 (SD 0.77), of purpose was 3.70 (SD 0.81), and of time interval was 2.37 (SD 0.80). This result indicated that college students had a certain degree of ability to make good use of various kinds of health care services and a multitiered health care system and to receive health care services based on different needs, although they did not frequently use outpatient care.

**Analysis of Gender and Health Services Utilization**

In the analysis of Model 1 (see Multimedia Appendix 2), male and female groups were transformed into dummy variables. We used the male group as the reference group. Multimedia Appendix 2 indicates that membership in the female group was negatively related to the purpose aspect of health services utilization, yielding a low explanatory power of 2%. However, the $R^2$ value is very low to nil.

**Analysis of Gender, eHealth Literacy, and Health Services Utilization**

When comparing Models 1 and 2 (see Multimedia Appendix 3), the level of explanatory power for the 4 health services utilization aspects increases by 6%-16%. Moreover, Multimedia Appendix 3 shows that when controlling for gender, interactive and critical eHealth literacy are both positively related to three
aspects of health services utilization. Functional eHealth literacy is negatively related to the time interval aspect.

**Discussion**

**Principal Findings**

This study found no gender difference in health services utilization among Taiwanese college students. There was a statistically significant correlation between eHealth literacy and health services utilization. Finally, among the three eHealth literacy levels, functional eHealth literacy showed the lowest correlation to health services utilization.

The study found no significant gender differences in health utilization. Notably, the $R^2$ value of gender on the purpose aspect was low enough to be ignored. The association between gender and service utilization has been inconsistent across studies. Some studies have found gender differences in health services utilization [17-22], whereas others have found no statistically significant evidence of a relationship [23,24]. The study sample was educated and age-restricted, specifically, young people and college students, who are in the upper part of the distribution in terms of resources. To some extent, education can improve the ability of individuals to increase their knowledge of modern health care, make decisions regarding their own health, and realize the benefits of using health services. There is ample evidence that education is a significant factor of service utilization [41,42]. Thus, the educated and age-restricted sample may attenuate gender disparities in health services utilization among Taiwanese college students.

Consistent with previous studies [43-45], this study found that functional eHealth literacy was negatively related to the time interval aspect. Functional literacy refers to basic reading and writing skills and the ability to understand and use health information [5]. Poor functional health literacy hinders individuals’ full understanding of personal health, disease, and treatment [46]. Individuals with low functional literacy may receive ineffective care because they do not comprehend medical care directions [44], and they may have insufficient problem-solving abilities or be unlikely to change their behavior based on new information [45]. In this study, the shorter time interval indicates the higher frequency of medical use. Taiwan’s National Health Insurance (NHI) system uses a third-party payer and referral to a multitiered health care system to encourage patients to seek treatment for basic ailments at local clinics and then obtain referrals to regional hospitals or medical centers if more advanced treatment or tests are necessary. Interactive literacy involves more advanced cognitive and literacy skills that can be used to actively participate in everyday activities and to transfer the information received to one’s own situation [5]. Interactive health literacy can augment one’s ability to act independently, enhance motivation, and improve self-confidence [47], thus enabling Taiwanese college students to choose suitable types of and sites for health care services. It is worth noting that interactive health communication has the potential to improve the practice of medicine and the structure of health care systems but may also cause harm [48]. Studies have found that >15% of internet users said they felt overwhelmed and confused by the amount of information they found on the web. Another 54% of internet users said that the information they found led them to ask their physician a new question or to visit another physician to obtain a second opinion [49]. Thus, Taiwanese college students with high interactive literacy may visit physicians frequently in order to clarify or confirm confusing Web-based information and their illness condition.

This study found that critical eHealth literacy was positively related to the type, site, and purpose aspects of health services utilization. Taiwan’s NHI system provides not only outpatient care service but also integrated preventive health care service. The goals of integrated preventive health care service include increasing the utilization of preventive care services, the early detection and intervention of high-risk and preclinical cases, and integrating the three levels of prevention, namely, health promotion and education, early detection and treatment, and the medical care system. Critical literacy involves the most advanced cognitive skills, which can be applied to critically analyze information and to use this information to exert greater control over life events and situations [5]. Critical literacy allows individuals to evaluate health issues and recognize risks and benefits as well as to advocate for themselves [50], thus enabling Taiwanese college students to choose suitable types of and sites for health care services. It also increased the utilization of health care services based on different needs (e.g., preventive care, custodial care, and illness-related care).

Finally, the study found that functional eHealth literacy showed the lowest correlation to health services utilization among the three eHealth literacy levels. Functional health literacy rarely involves interactive communication and does not provide individuals with the skills to take action in their own community [51]. It is not sufficient for individuals to obtain health information; they must further evaluate and use it to make decisions about their health. Thus, in the process of functional eHealth literacy, individuals do not engage as deeply with issues as they do in the processes of interactive and critical eHealth literacy. Another explanation is that age and education play considerable roles in functional eHealth literacy. Many studies have shown that adults with functional health literacy are more likely to be younger and have higher levels of education [52,53]. The participants (average age, 21.51 years) in this study were higher education students, which facilitates functional eHealth literacy. Functional eHealth literacy showed the lowest
correlation to health services utilization among the three eHealth literacy levels in this educated and age-restricted sample. Previous studies have also found that functional eHealth literacy has the lowest correlation to health behaviors and health-promoting lifestyles among college students [6-8].

**Limitations**

The study sample was educated and age-restricted. Population characteristics are noted as direct factors of health services utilization [11,13]. However, this study did not collect information on participant variables such as socioeconomic status or marital status. Thus, the findings should not be overgeneralized and should be interpreted in light of the sample’s homogeneity. Additionally, our measure of health services utilization was not validated in the published literature. Future studies should develop and construct an HSUS. Moreover, this study found that functional eHealth literacy was related only to the time interval aspect of health services utilization. Other mediating or confounding variables may exist that should be taken into consideration such as health information seeking and increased empowerment through information seeking [35].

**Conclusions**

The establishment of a link between the three levels of eHealth literacy and the four aspects of health services utilization is the unique contribution of this study. Over the past decade, few attempts have been made to examine other components of eHealth literacy, such as the ability to extract and critically analyze information and use it to make decisions, which should be part of interactive and critical eHealth literacy. Notably, this study found that functional and interactive eHealth literacy were related to the time interval aspect. This finding has important implications for health care providers, who should provide patients with information leaflets to help them understand their illness and, thereby, reduce the waste of medical resources. Given that no significant gender differences in health services utilization were identified, the educated and age-restricted sample appeared to attenuate gender disparities in health services utilization. The associations among gender, age, education, and health services utilization are worth examining in further studies.
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Abstract

Background: The eHealth Literacy Scale (eHEALS) is a tool for the self-assessment of perceived comfort and skills in using the internet as a source for health-related information. Although evidence exists of the reliability and construct and structural validity of the scale, there is a lack of evidence in relation to what is proposed by Norman and Skinner in their theoretical lily model of eHealth literacy; in particular it is not clear whether having a higher level of health literacy can positively influence electronic health (eHealth) literacy as measured by the eHEALS.

Objective: Our study aim was to assess whether real-life experiences from studying or working in the health field, as a proxy of higher functional health literacy, correlate with self-referred eHealth literacy as measured by the eHEALS.

Methods: A Web-based survey was conducted among adults living in Northeast Italy using an Italian version of the eHEALS (IT-eHEALS). In order to be able to measure the effect of higher functional health literacy on eHealth literacy, we divided our sample into two groups, respectively characterized by studying or working experience in the health sector and by lack thereof. Mean differences between eHEALS were calculated using t test and effect size evaluated using Cohen d. To ensure the validity of the IT-eHEALS, we evaluated its psychometric properties (internal consistency and dimensionality) and construct validity (by evaluating its correlation with respondents age, gender, educational attainment, self-rated health, use of internet for health-related purposes, and working status).

Results: A total of 868 respondents that completed the IT-eHEALS were included for analysis, of which 259 had working or studying experience in the health field. Mean (SD) eHEALS total score was 28.2 (6.2) for the whole sample, with statistically significant differences ($P<.001$) between the two groups, with the higher health literate group scoring significantly better (31.9 (5.9) vs 26.7 (5.6), respectively), with a standardized mean difference (Cohen d) of 0.9. Interestingly, we found a weak, yet significant, correlation between eHealth literacy and respondent characteristics for the higher health literate group only, as measured by positive Spearman correlation coefficients for age (0.11, $P=.001$), educational attainment (0.19, $P=.002$) and self-rated health (0.14, $P=.024$). Also, in line with current literature, correlation of eHEALS score with frequency of internet use for health-related purposes was significant for both groups (0.32, $P<.001$ and 0.15, $P<.001$ for higher and lower health literacy group, respectively). In our study we could not find any difference related to gender, while a significant difference for working status was only present when considering the sample as a whole ($P=.03$).

Conclusions: Our study demonstrates a sizeable effect of higher levels of functional health literacy on the eHEALS score, corroborating what was initially proposed by Norman and Skinner in the lily model of eHealth literacy.

(J Med Internet Res 2018;20(10):e281) doi:10.2196/jmir.9401
Introduction

Health Information and the Internet

Use of the internet for health-related purposes poses a particularly important challenge, as it has been shown that wrong or incomplete information available on the internet may have negative consequences for the user—including on doctor–patient relationships, participation in prevention and screening programs, or adherence to medical treatment [1]. Today, the availability and accessibility of quality health-related internet information is still an issue, and agreement on a specified set of quality standards for health websites has recently been proposed as a new public health priority [2]. The problem of providing quality health-related information has become even more complex in the current Web 2.0 environment, as the search strategy for relevant information depends not only on the searcher’s ability, but also on the influence of intermediaries and aponderiators, with the latter effectively pushing the search towards or away from relevant items [3].

eHealth Literacy and the eHEALS

In 2006, after three years of experimentation in a teenage health promotion program, Norman and Skinner developed the concept of eHealth literacy, drawing from the increasingly popular concept of health literacy. In the same year, the authors proposed both a theoretical model [4] and a tool to measure the new construct [5]. In their view, eHealth literacy was defined as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem.” The proposed model, called “lily model”, described eHealth literacy as the interplay of six core skills or literacies (traditional literacy, health literacy, information literacy, scientific literacy, media literacy, and computer literacy). The measurement tool, called eHealth literacy scale (eHEALS), was based on the principles of the social cognitive theory and self-efficacy theory, using Likert scales for self-assessed, subjective responses, so that measures should be considered as precursors of behavior change and skill development [6]. In this sense the eHEALS can be considered a measure of subjective, self-assessed eHealth literacy.

To further improve this first attempt to measure eHealth literacy, recent years have seen the development and validation of more comprehensive, and thus complex, eHealth literacy evaluation tools [7-9]. It should be noted, though, that despite all the possible issues coming from the simple eight-item structure of the eHEALS, its simplicity is also a strength of the tool. In fact, at the time of its development, the eHEALS was explicitly conceived so that it would have been easy to administer, taking into consideration the expressive needs of health professionals who said that they wouldn’t use a long instrument in their practice [10]. This “strength in simplicity” facilitated the adoption of the eHEALS, and its widespread use has been highlighted in the findings of several literature reviews. In 2012 Collins and colleagues reviewed the use of health literacy screening tools in eHealth applications [11] and found that the eHEALS was the most used for the purpose of developing a computer-based instrument to screen individuals accessing eHealth applications, alone or in combination with other screening tools for health literacy. In a 2015 review of existing tools to measure eHealth literacy and their use by Karnoe and Kayser [12], the authors found that, out of eight different tools for measuring eHealth literacy, only the eHEALS had been used in studies other than the one it was originally published in. The same authors argue that the eHEALS, while easy to administer, provides a measure that is not able to pinpoint whether inadequate eHealth literacy is a result of insufficient health literacy, digital literacy, or a combination hereof. In other words, it is still not clear whether a higher level of self-referred eHealth literacy (using the eHEALS), is correctly due to differences in levels of functional health literacy or is just a result of high levels of perceived self-efficacy.

Aim of Current Study

The sheer amount of unchecked health-related information on the internet can be seen either as a limit or as a resource by different respondents with different skills and experiences in the health field. Considering the subjective, self-referred nature of the eHEALS, one possibility could be that people with less knowledge in the health field would trust the information more as they would be less able to discern the real quality of their internet search findings, scoring higher in the scale. The aim of our study is to test the lily model, by assessing whether and to what extent differences in health literacy levels account for variations in the eHEALS score. To our knowledge, no prior study using the eHEALS explored whether the scale behaves as intended in populations with different sets of core skills or literacies as described in the lily model, in our case based on differences in health literacy levels. In their description of the lily model of eHealth literacy, Norman and Skinner use the definition of health literacy given by the American Medical Association [13], which can be arguably referred to as a basic “functional” level of health literacy [14]. There are several possible measures of functional health literacy using measurement tools that are grounded on different theories. Yet, functional measures of health literacy have been shown to correlate with studying or working experiences in the health field [15], with physicians, researcher in the health field, and nurses showing higher health literacy levels in comparison with the general population. Therefore, we chose to recruit a large sample of respondents, divided into two groups, by asking them whether they had real-life experiences in studying or working in the health sector (eg, physicians, nurses, health alliance professionals). By doing so, we were able to compare a highly health-literate group with the rest of the general population.

Methods

Survey Design and Administration

In order to test our hypothesis, during November and December 2016 a Web-based survey was conducted by contacting people using two different recruitment strategies. Recruitment was
performed using: (a) the mailing list of the student body (undergraduate and post-graduate) from the University of Udine (obtained with permission from the University), and (b) Facebook contacts of the public health research team members, who were then asked via Facebook to further disseminate the survey to their contacts. Decision to participate in the survey was voluntary and no incentives were offered to respondents. The survey was first pretested for usability and functionality by the members of the research team. The survey was administered using the software SurveyMonkey. All participants were asked to read and approve an informed consent form telling them that the study was managed by the University of Udine and that the survey would require approximately 15 minutes. As the survey did not collect any data that could be directly linked to participants’ sensitive data or information that could potentially affect their health, no approval by the Ethical Committee was deemed required under Italian legislation.

Measures

Collected measures covered socio-demographic characteristics (gender, age, highest educational level attained, working status), self-perceived health status, internet health-related behaviors (use for health-related search and frequency), working or studying experiences in the health sector, and an Italian adaptation of the eHEALS scale. Age was collected as a discrete variable, in number of years. Educational attainment was first collected using an 8-item scale, later aggregated into a 3-item scale in line with the aggregation methodology used by Eurostat in relation to International Standard Classification of Education levels [16]. The final set of education levels used for analysis were: (low) 8th grade or lower, (middle) 9-13th grade, (high) university degree or higher. Working status was collected asking participants whether they were currently working, studying, or neither working nor studying (classified as “other”). Self-rated health was collected using a 5-item Likert scale, ranging from “very bad” to “excellent,” with the midpoint rated as “good.” Health-related internet use was measured asking the frequency of internet use for health-related purposes (using a 5-item Likert scale ranging from “not more than 5-6 times a year” to “several times a week”). To differentiate for real-life experiences in the health sector, participants were asked whether they had experiences in studying or working in the health sector using a yes/no question. Regarding the Italian version of the eHEALS, we were unable to retrieve a previously reported version of the tool (1-eHEALS) presented in a conference abstract by De Caro et al [17] (via request to the corresponding author), and a new Italian translation of the 8 eHEALS items was produced by the research team (IT-eHEALS). The translation process was carried out following established good practices [18]: the original English tool was initially distributed among the research team, producing a first set of translations that were later merged into a single draft version. The draft of the Italian instrument was then retranslated into English by an interpreter and reviewed by the research team for correctness. Translated items were pretested for comprehensibility on a small sample of Italian adults (N=24) and items were adjusted accordingly. Like the original version of the test, the IT-eHEALS is composed of 8 items measured with a 5-point Likert scale. For every respondent of the sample that completed all 8 IT-eHEALS items, the total score ranges from 8 to 40 (calculated by adding up the single items’ scores), with a higher score indicating a higher self-reflected eHealth literacy.

Statistical Analysis

Sample Selection and Descriptive Analysis

To test our hypothesis, we selected the subsample of respondents who completed all of the 8 IT-eHEALS items. All collected data were screened to search for missing values or for any incorrect data inclusion. When not plausible, records were excluded from the analysis upon discussion among the research team. Then, the sample was divided into two groups based on having experiences of studying or working in the health sector or not. In this paper, we will refer to the group currently studying or working in the health sector as EHS+, and to the other as EHS-. Descriptive statistics (frequency, percentage, mean [SD]) were calculated for socio-demographic variables (gender, age, educational attainment, and working status), self-rated health, and internet health-related behaviors for all groups. A comparative analysis using Wilcoxon-Mann Whitney test and Chi-square (or Fisher Exact) Test, respectively for continuous and categorical variables, was conducted to detect statistically significant group differences ($P<.05$).

IT-eHEALS Scale Validity

Since we used a newly developed and adapted Italian version of the eHEALS (IT-eHEALS), we also assessed the scale by examining its psychometric properties and construct validity. Psychometric properties were examined by measuring internal consistency (Cronbach alpha) and conducting a principal component analysis to assess the dimensionality of the scale. Construct validity was assessed using a hypothesis testing approach. Based on prior studies, it was hypothesized that participants who (a) are younger [19], (b) use the internet for health-related purpose more frequently [20], (c) have a better self-rated health [17,21], and (d) have higher educational attainment [19], would have higher self-reflected eHealth literacy scores. Spearman rho index was used to assess correlations between IT-eHEALS total score and (a) age, (b) internet use, (c) self-rated health and (d) educational level in the two groups of IT-eHEALS respondents. Also, we used t-test and analysis of variance (ANOVA) to evaluate the difference in IT-eHEALS scores for gender and working status, respectively.

Relation Between Health and eHealth literacy

Finally, differences between eHEALS means and SDs in the EHS+ and EHS- groups were calculated using $t$ test, and effect size was evaluated using Cohen $d$. Analysis was conducted using SAS software version 9.4 for Windows (SAS Institute Inc, Cary, NC, USA).

Results

Socio-Demographic Characteristics

In total, the two internet surveys led to the recruitment of 1136, of which 868 completed all eight IT-eHEALS items, leading to a final sample of 868 respondents that were included for analysis. Table 1 shows the socio-demographic characteristics of the whole sample and differences between the EHS+ and
EHS- groups. The two groups differ significantly (P<.001) in relation to working status and frequency of internet use for health-related purposes. In the EHS+ group, most of the respondents are working (139/259, 53.7%), while in EHS- the majority are studying (303/609, 49.7%). Regarding internet use for health-related purposes, 27.4% (71/259) of EHS+ respondents use the internet more than once a week, while only 5.42% (33/609) of the EHS- respondents do so, suggesting differences in health-related internet behaviors between the two groups. Also, respondents in the EHS+ group are significantly older, with a mean age of 31.5±12.1 years vs 28.7±9.7 years for the EHS- group (P=.008).

**Validity of the IT-eHEALS Scale**

IT-eHEALS showed a high degree of internal consistency with a Cronbach alpha of .90, with slight, negligible differences between the two groups (.87 in EHS- .91 in EHS+). Principal Component Analysis in the whole sample confirmed the unidimensionality of the scale (eigenvalue=4.9 with 61.1% of variance explained). All IT-eHEALS items show high loadings on the first component (ranging from 0.68 to 0.83). Table 2 shows Spearman correlation coefficients with age and educational attainment. Correlation coefficients of total mean scores on the IT-eHEALS with selected variables are significant but low, with the exception of age, educational attainment, and self-rated health in EHS-. The correlation with frequency of internet use for health-related purposes was significant in both groups.

We did not find any difference in relation to gender. When assessing the whole sample, there was a significant difference for working status (P=.03) that was not present when considering EHS+ and EHS- separately in both groups.

Table 1. Descriptive and comparative analysis of study sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Whole sample (N=868), n (%)</th>
<th>EHS+ (N=259), n (%)</th>
<th>EHS- (N=609), n (%)</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>231 (26.6)</td>
<td>70 (27.0)</td>
<td>161 (26.4)</td>
<td>.85</td>
</tr>
<tr>
<td>Female</td>
<td>637 (73.4)</td>
<td>189 (73.0)</td>
<td>448 (73.6)</td>
<td></td>
</tr>
<tr>
<td>Educational attainment</td>
<td></td>
<td></td>
<td></td>
<td>.057</td>
</tr>
<tr>
<td>Low</td>
<td>22 (2.5)</td>
<td>5 (1.9)</td>
<td>17 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>457 (52.7)</td>
<td>121 (46.7)</td>
<td>336 (55.2)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>383 (44.1)</td>
<td>129 (49.8)</td>
<td>254 (41.7)</td>
<td></td>
</tr>
<tr>
<td>No response</td>
<td>6 (0.7)</td>
<td>4 (1.6)</td>
<td>2 (0.3)</td>
<td></td>
</tr>
<tr>
<td>Working status</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Working</td>
<td>391 (45.1)</td>
<td>139 (53.7)</td>
<td>252 (41.4)</td>
<td></td>
</tr>
<tr>
<td>Studying</td>
<td>416 (47.1)</td>
<td>113 (43.6)</td>
<td>303 (49.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>61 (7.0)</td>
<td>7 (2.7)</td>
<td>54 (8.9)</td>
<td></td>
</tr>
<tr>
<td>Self-rated health</td>
<td></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>Very bad</td>
<td>6 (0.7)</td>
<td>1 (0.4)</td>
<td>5 (0.8)</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>62 (7.1)</td>
<td>21 (8.1)</td>
<td>41 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>455 (52.4)</td>
<td>123 (47.5)</td>
<td>332 (54.5)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>281 (32.4)</td>
<td>90 (34.7)</td>
<td>191 (31.4)</td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>64 (7.4)</td>
<td>24 (9.3)</td>
<td>40 (6.6)</td>
<td></td>
</tr>
<tr>
<td>Frequency of internet use</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>for health-related purposes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No more than 5-6 times/year</td>
<td>282 (32.5)</td>
<td>62 (23.9)</td>
<td>220 (36.1)</td>
<td></td>
</tr>
<tr>
<td>No more than 2-3 times/year</td>
<td>135 (15.5)</td>
<td>31 (12.0)</td>
<td>104 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Once a month</td>
<td>238 (27.4)</td>
<td>58 (22.4)</td>
<td>180 (29.6)</td>
<td></td>
</tr>
<tr>
<td>Once a week</td>
<td>109 (12.6)</td>
<td>37 (14.3)</td>
<td>72 (11.8)</td>
<td></td>
</tr>
<tr>
<td>Several times a week</td>
<td>104 (12.0)</td>
<td>71 (27.4)</td>
<td>33 (5.4)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>EHS+: Group with studying or working experiences in the health sector.

<sup>b</sup>EHS-: Group without studying or working experiences in the health sector.

<sup>c</sup>P values are calculated for mean differences between groups EHS+ and EHS-.
Table 2. Spearman correlations between eHealth Literacy Scale total score for selected variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Whole sample</th>
<th>EHS(^a)</th>
<th>EHS(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spearman correlation coefficient</td>
<td>P value</td>
<td>Spearman correlation coefficient</td>
</tr>
<tr>
<td>Age</td>
<td>.11</td>
<td>.002</td>
<td>.22</td>
</tr>
<tr>
<td>Educational attainment</td>
<td>.11</td>
<td>.001</td>
<td>.19</td>
</tr>
<tr>
<td>Self-rated health</td>
<td>.07</td>
<td>.038</td>
<td>.14</td>
</tr>
<tr>
<td>Frequency of internet use for health</td>
<td>.28</td>
<td>&lt;.001</td>
<td>.32</td>
</tr>
</tbody>
</table>

\(^a\)EHS+: Group with studying or working experiences in the health sector.  
\(^b\)EHS-: Group without studying or working experiences in the health sector.

Table 3. Italian version of eHealth Literacy Scale (eHEALS) items and total score statistics.

<table>
<thead>
<tr>
<th>eHEALS score</th>
<th>Whole sample (N=868), mean (SD)</th>
<th>EHS(^a) (N=259), mean (SD)</th>
<th>EHS(^b) (N=609), mean (SD)</th>
<th>P value(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 1</td>
<td>3.8 (0.9)</td>
<td>4.2 (0.8)</td>
<td>3.6 (0.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Item 2</td>
<td>3.5 (0.9)</td>
<td>3.9 (1.0)</td>
<td>3.4 (0.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Item 3</td>
<td>3.6 (1.0)</td>
<td>4.0 (0.9)</td>
<td>3.4 (0.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Item 4</td>
<td>3.7 (0.9)</td>
<td>4.1 (0.9)</td>
<td>3.5 (0.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Item 5</td>
<td>3.7 (0.9)</td>
<td>4.1 (0.9)</td>
<td>3.6 (0.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Item 6</td>
<td>3.5 (1.2)</td>
<td>4.2 (1.0)</td>
<td>3.2 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Item 7</td>
<td>3.8 (1.0)</td>
<td>4.2 (0.8)</td>
<td>3.6 (1.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Item 8</td>
<td>2.7 (1.2)</td>
<td>3.2 (1.2)</td>
<td>2.4 (1.1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)EHS+: Group with studying or working experiences in the health sector.  
\(^b\)EHS-: Group without studying or working experiences in the health sector.  
\(^c\)P values are calculated for mean differences between groups EHS+ and EHS-.

Health Literacy and the eHEALS

Table 3 shows the mean (SD) item score and the statistical significance of the difference between the EHS+ and EHS- groups (see Multimedia Appendix 1 for item descriptions). Considering the whole sample of IT-eHEALS respondents, mean values for items range from 3.8 (item 1) to 2.7 (item 8). Differences between the two groups were significant for all IT-eHEALS items (P < .001), with the mean (SD) total score significantly higher in EHS+ compared to EHS- (31.9 [5.9] vs 26.7 [5.6], P < .001). The standardized mean difference (Cohen’s d) was 0.9, demonstrating a sizeable effect of higher levels of functional health literacy on the eHEALS score.

Discussion

Study Findings

Correlation Between Health Literacy and eHealth Literacy

In our study we were able to demonstrate that real-life working or studying experiences in the health sector, as a proxy of higher levels of health literacy, positively correlate with self-referred eHealth literacy as measured by the eHEALS. This finding is in line with the original lily model of eHealth literacy proposed by Norman and Skinner, where eHealth literacy is described as the interconnection of different core skills, including health literacy. Our findings emphasize that there are different factors other than internet and computer skills that can lead to different results when measuring eHealth literacy.

Psychometric Characteristics and Construct Validity of the eHEALS

Regarding the validity of the IT-eHEALS in the Italian population, we found high internal consistency, as shown by the Cronbach alpha and the inter-item correlation analysis, with comparable results with other translation of the eHEALS [19-26]. Our principal component analysis shows that the IT-eHEALS can be better explained by a single component structure, supporting its unidimensionality. While authors of two past studies using the eHEALS argued that the scale could have been multidimensional [24,27], our results are in line with other studies that confirmed the unidimensional nature of the scale, which allow for the calculation of a total mean score of all the eHEALS items [20,28,29]. Regarding the construct validity of the eHEALS, interpretation of our findings should be taken cautiously due to possible bias introduced by the sampling technique and keeping in mind that the sample was composed of young adults aged 20-30. Also, as already noted by Diviani et al [20], most of eHEALS validation studies have been conducted among specific populations, with different results showing no consistent association of eHEALS scores with the personal characteristics of the respondents, such as gender, education, or age. In fact, while some studies found significant correlation of eHealth literacy levels with age
[19,26], education [19], gender [26] and self-rated health [17,21], other studies found no correlation for the same variables. In particular, several other studies found no correlation between the eHEALS and gender [19-21], age [20], and education [20]. Our study findings show that the IT-eHEALS have a weak positive correlation with age, educational attainment, and self-rated health. It must be noted that, interestingly, when considering our two subsamples separately, these correlations show a level of significance only in EHS+, while this is not true for EHS-, suggesting a correlation between different levels of functional health literacy and self-referred eHealth literacy. Regarding gender, we found no correlation with the eHEALS score, a result that is comparable with other studies involving a similar young and highly educated population [20,21]. Also, in line with similar studies [20], we found a weak level of correlation with the frequency of internet use for health-related purposes in all groups. Overall, these results suggest that the eHEALS should be considered a valid tool that can be used to assess the perceived comfort and skills in using the internet for health-related purposes.

Study Limitations

Our study has some limitations that should be acknowledged.

Sample Composition

A first limitation of our study lies in the recruitment strategy used, which led to a sample which is composed by respondents who are mostly young and highly educated, and therefore could not be considered representative of the adult Italian population, limiting the generalizability of our findings. While the English version of the scale has been applied in a variety of samples, most of the validating studies of the eHEALS in other languages have only been conducted among specific populations. Regarding gender, our sample has an overrepresentation of female respondents, so that our results shall be taken cautiously when trying to generalize to the general adult population. Also, it should be noted that the use of Facebook in our recruitment strategy made it impossible to assess number and characteristic of nonrespondents, an important limitation that should also be considered when interpreting results. While these are common shortcomings of similar validation studies, we believe that its composition characteristics (higher education level, younger age) are somewhat representative of the most active population of health information seekers in the internet, as reported by the latest 2017 EU Digital Scoreboard statistics for Italy about health information seeking in the general population (see Multimedia Appendix 2). Moreover, our study population was sufficient to address our aim, namely the recruitment of a sample large enough to be divided into two comparable groups characterized by study or work experiences in the health sector. In relation to this point, we are also aware that the two groups were not equally distributed for some of the socio-demographic and health-related internet behavior factors; since our methodology did not allow us to select our sample composition beforehand, we cannot be sure whether group differences are an effect of the selected variable for group inclusion (in our case people with experiences in the health sector having different baseline characteristics compared to the general population for age, working status and use of internet for health-related purposes), or whether there are other reasons for these differences that are not due to the recruitment techniques we used.

Measures

Another limitation of our study lies in the fact that we only included one measure of internet health-related behavior, as comparing different measures was outside the original scope of the study. While it should be acknowledged that this measure has not been previously validated, our results suggest that the two groups may indeed be different in terms of internet health-related behaviors, yet these should be further explored with a larger number of measures before reaching definitive conclusions on the health literacy role in explaining behavioral differences in this field. Also, we did not include any validated measures of either subjective or objective health literacy, which could have been used to quantitatively assess different levels of health literacy. Instead, we asked for real-life experiences in the health field as a proxy, which have been showed to correlate only with objective health literacy tests [15]. Our results show that there is a correlation between these experiences and the eHEALS, yet we suggest that future studies also include other validated measures of health literacy to better correct results and to explore the correlation of the eHEALS with both subjective and objective measures of health literacy. Another limitation of the present study is the lack of an objective measure of eHealth literacy skill, making it unclear whether the differences between groups in health-related internet behaviors could also be related to actual, objective eHealth literacy skills. At the moment, there are mixed results regarding the correlation between eHEALS and objective measures of competencies on health-related internet use: using different measures of eHealth literacy objective competencies, Neter and Brainin found moderate correlation [30], while van der Vaart et al found no correlation [23]. This is also common to other measures used in the field of health literacy and is probably due to the subjective nature of the tools used [31], and even in the presence of a moderate correlation, Neter and Brainin recommend assessing the two constructs separately [30]. As these authors are providing the methodological base for more objective eHealth literacy measures, we also encourage future studies to include measures based on these methodologies [30,32]. This would not only lead to a better comprehension of the relation between subjective and objective measures, but it would also contribute to the possibility of expanding the item bank of objective measures for future studies, with possible use of advanced theories for test development such as Item Response Theory or the Rasch model [20,31].

eHEALS Version

It must be noted that after our study was conducted, a validation study of another Italian version of the eHEALS (I-eHEALS) was published by Diviani et al, using a sample population of Italian-speaking Swiss respondents [20]. As we used a different Italian translation of the eHEALS, it remains unclear whether results could be comparable to their results. While there are minor differences in the phrasing of the items, our scale shows good internal consistency and construct validity. For this reason, we believe that the two currently available Italian translations
of the eHEALS (I-eHEALS and IT-eHEALS) can both be considered valid and, in our opinion, can be used interchangeably (see Multimedia Appendix 1 for eHealth Literacy Scale Italian versions).

Conclusions
This study demonstrates that, as proposed in the lily model of eHealth literacy, eHEALS scale results are affected by a higher level of health literacy, measured via real-life experiences in the field of health as a proxy. We believe that this is an original result, which could be relevant in the current stage of scientific discussion regarding the use of the eHEALS and further advancements in measuring eHealth literacy. Despite its several limitations, and in absence of simple, easy-to-administer measurement tools, the eHEALS can still be considered a valid tool to assess self-perceived comfort and skills in using the internet for health-related purposes. It should still be used for comparison in the elaboration of new eHealth literacy measures, which should be designed including new items and different subscales in order to be able to capture all the proposed “literacies” of the construct [4]. For these reasons, we believe that the absence of correlation of the eHEALS with objectively measured internet related skills as found by different authors does not undermine the validity and the usability of the scale per se, and that the eHEALS can still be applied in clinical and health promotion activities, for example to identify different needs for the participants to an eHealth intervention or to evaluate intervention results.
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Abstract

Background: Chronic diseases are the leading cause of morbidity and mortality worldwide. The primary health care setting is an effective avenue for the management and prevention of chronic diseases. Dietitians working in this setting assist with the management of modifiable risk factors of chronic diseases. However, health care professionals report challenges in providing care in this setting because of time and financial constraints. Information technology offers the potential to improve health care quality, safety, efficiency, and cost-efficiency, but there exists limited understanding of dietitians’ application of technology in this setting.

Objective: The objective of this study was to explore the perceptions of primary care dietitians about using information technology in their workplace.

Methods: We recruited 20 Australian primary care dietitians using purposive and snowball sampling for semistructured telephonic interviews. Interview questions aimed to gain an understanding of dietitians’ perceptions about sharing patient outcomes through a national database and the benefits, disadvantages, feasibility, and barriers of using information technology. Interviews were audiorecorded, transcribed verbatim, and thematically analyzed for emerging themes and subthemes. Finally, the technologies used by participants were collated by name and researched for their key attributes.

Results: The following 4 distinct themes emerged from the data: information technology improving the efficiency of practice tasks, experiencing barriers to using information technology in practice, information technology enhancing outcomes through education and monitoring, and information technology for sharing information with others. Participants identified several advantages and disadvantages of using technology and expressed willingness to share patient outcomes using a Web-based database.

Conclusions: This study suggests that information technology is perceived to have benefits to dietitians and patients in primary health care. However, to achieve the optimal benefit, support is required to overcome barriers to integrate information technology into practice better. Further development of patient management systems and standardized Web-based data collection systems are needed to support better usage by dietitians.

(J Med Internet Res 2018;20(10):e265) doi:10.2196/jmir.9568
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Introduction

Chronic diseases are a leading cause of morbidity and mortality worldwide [1]. The occurrence of chronic diseases is associated with preventable risk factors such as high blood pressure, high blood cholesterol, and overweight or obesity [1]. Dietitians are uniquely qualified to apply the science of nutrition to the feeding and education of individuals or groups with chronic disease risk factors [2]. Primary health care is an effective avenue for the management and prevention of chronic diseases [3]. However, primary health care professionals, including dietitians, report challenges in providing effective care because of time and financial constraints under profession-specific requirements [4-7]. Australian dietitians report restricting the consultation frequency and length because of insufficient funding under the Australian Medicare scheme [4,8]. Such “abbreviated care” is of concern for patient health outcomes [4,8]. Thus, tools to increase the efficiency and effectiveness of practice are important for dietitians working in this sector.

Information technology is recognized as supporting improvements in the health care quality, safety, efficiency, and cost efficiency [7,9,10]. Moreover, information technology facilitates the increased productivity in health care by reducing the time required to complete tasks [11-13]. In the context of the dietetic practice, dietitians can use information technology, such as electronic health records, in consultations for automatic calculations (ie, anthropometry and dietary intake), electronic database storage of patient information, and prepopulated prompting within chart entries (ie, diagnosis prompts based on assessment) [11]. Electronic health records are longitudinal records of patient health information produced from encounters in any health care delivery setting [14]; these can support efficiency, better collaboration between health professions, and provide potential to measure digital health outcomes and inform research to promote better patient outcomes [15,16]. In addition, mobile technology has been used to support dietetic care outside of consultations, such as for motivational reminders and feedback for patients [17-19] and conduct remote dietary tracking [20]. Strategies that support dietitians to utilize information technology are, therefore, likely to have a positive impact on the dietetic practice.

Despite the potential contribution to effective practice, there is limited understanding about the way dietitians use information technology in practice. The opportunity for practice improvements using information technology is particularly relevant to the primary care sector in which >25% of Australian dietitians’ work [21]. Although a body of literature exists investigating dietitians’ use of a mobile app [22,23], a better understanding of the broader use of information technology is needed. Moreover, greater use of information technology, such as electronic health records, by primary care dietitians may facilitate national-scale reporting of patient outcomes to inform policy making and dietetic advocacy. Therefore, this study aims to investigate the perceptions and experiences of Australian primary care dietitians about using information technology in practice.

Methods

Research Overview

This study was underpinned by a descriptive exploratory approach [24] and utilized an inductive qualitative design to capture the perceptions and experiences of Australian primary care dietitians about using information technology in practice [25]. Potential participants were any dietitian working in Australia who had conducted consultations with patients in the primary care setting.

Recruitment

We used purposive and snowball sampling to recruit participants. The recruitment was conducted through direct emails to the members of various dietetic groups, including Dietitian Connection and Hunter Private Practice Dietetics Group, and through posts on dietetic Facebook groups. Participants were asked to forward recruitment materials to other potential participants within their own networks. In addition, participant characteristics (including gender, location, and years of experience) were monitored throughout the recruitment to ensure a broad range of participants, for example, both genders were included.

Data Collection

Data were collected as part of a larger study that also explored primary care dietitians’ perceptions about the effectiveness and efficiency in the workplace. Data collection involved individual semistructured telephonic interviews of 18 and 65 (average, 48) minutes. Data collection was conducted in March 2017 and April 2017. Interviews were conducted using a semistructured interview protocol with open-ended questions that aimed to direct discussion around primary care dietitians’ perceptions and experiences about using information technology in practice. In addition, the interview protocol was developed following a literature review and discussion with a primary care dietitian about the appropriateness of questions. Questions were initially piloted with 2 primary care dietitians within the research team’s network and used to gather feedback on the flow of conversation and provide a model for subsequent interviews. In this study, only the second pilot was included because it accurately reflected the subsequent interviews. Telephonic interviews were recorded using a digital dictaphone and transcribed verbatim. All transcripts were emailed to participants to confirm the accuracy.

Data Analysis

Data analysis was conducted alongside data collection using a thematic analysis approach. Thematic analysis consisted of reading each transcript thoroughly to identify, analyze, and report patterns in the data. Although the first 3 transcripts were analyzed in triplicate, the remainder were analyzed in duplicate. Results from analyses were then compared and combined to ensure that codes accurately reflected participants’ responses. Once the codes were confirmed, themes and subthemes were organized and assigned relevant quotes from the transcripts. In addition, triangulation was conducted with all team members whereby themes and subthemes were reviewed during regular
meetings to ensure they reflected the data for transferability and credibility.

**Results**

**Participants’ Characteristics**

In this study, 20 primary care dietitians (n=17 females) participated in a semistructured interview. Data saturation was reached after 17 interviews because no new codes emerged from the further analysis. Participants were located across 3 states of Australia (New South Wales, Queensland, and Victoria), had a diverse range of experience in primary health care (8 months to 23 years), and most of them worked on a part-time basis. Table 1 summarizes the participants’ demographic characteristics.

From the interviews, 4 themes and 10 subthemes emerged, as displayed in Table 2; these were as follows: improving the efficiency of practice tasks, experiencing barriers to using information technology in practice, enhancing outcomes through education and monitoring, and sharing information with others.

In addition, several types of technologies were discussed during interviews. The supplementary material describes their names and purpose.

**Theme 1: Information Technology Improving the Efficiency of Practice Tasks**

The first theme identified several ways in which information technology could enhance the efficiency of the dietetic practice. Using information technology to aid administrative tasks was viewed as time saving, particularly for writing reports to other health care professionals. As one participant noted:

*Electronic messaging...to GPs, it’s super quick. I’ve just got standard, self-populating letters that puts in all the basic information and then I can expand on that.* [P16, 10 years’ experience]

The time saved using information technology allowed dietitians to further focus on clients’ needs:

*Using electronic notes...my attention is now very much on the client.* [P10, 2 years’ experience]

**Table 1.** The demographic characteristics of the primary care dietitians interviewed in this study.

<table>
<thead>
<tr>
<th>Interview number</th>
<th>Interview length (min)</th>
<th>Gender</th>
<th>Years qualified as a dietitian</th>
<th>Years working in primary health care</th>
<th>Contracted hours in primary health care</th>
<th>Location of employment</th>
<th>Percentage chronic disease management referrals of total business</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>Female</td>
<td>6</td>
<td>1.5</td>
<td>Part time</td>
<td>NSWa</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>Female</td>
<td>4.5</td>
<td>4</td>
<td>Full-time</td>
<td>NSW</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>57</td>
<td>Female</td>
<td>6</td>
<td>6</td>
<td>Part time</td>
<td>NSW</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>52</td>
<td>Male</td>
<td>15</td>
<td>10</td>
<td>Full time</td>
<td>NSW</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>Female</td>
<td>8</td>
<td>8</td>
<td>Part time</td>
<td>QLDb</td>
<td>90</td>
</tr>
<tr>
<td>6</td>
<td>46</td>
<td>Female</td>
<td>2 or 3</td>
<td>0.7</td>
<td>Part time</td>
<td>VICc</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>46</td>
<td>Female</td>
<td>5</td>
<td>4</td>
<td>Full time</td>
<td>VIC</td>
<td>85</td>
</tr>
<tr>
<td>8</td>
<td>45</td>
<td>Female</td>
<td>30</td>
<td>6</td>
<td>Part time</td>
<td>QLD</td>
<td>90</td>
</tr>
<tr>
<td>9</td>
<td>63</td>
<td>Female</td>
<td>33</td>
<td>15</td>
<td>Part time</td>
<td>QLD</td>
<td>95</td>
</tr>
<tr>
<td>10</td>
<td>72</td>
<td>Female</td>
<td>3</td>
<td>2</td>
<td>Part time</td>
<td>NSW</td>
<td>40</td>
</tr>
<tr>
<td>11</td>
<td>39</td>
<td>Female</td>
<td>3</td>
<td>2.5</td>
<td>Part time</td>
<td>NSW</td>
<td>90</td>
</tr>
<tr>
<td>12</td>
<td>56</td>
<td>Female</td>
<td>5</td>
<td>5</td>
<td>Part time</td>
<td>NSW</td>
<td>80</td>
</tr>
<tr>
<td>13</td>
<td>44</td>
<td>Female</td>
<td>15</td>
<td>13</td>
<td>Part time</td>
<td>QLD</td>
<td>&lt;10</td>
</tr>
<tr>
<td>14</td>
<td>47</td>
<td>Female</td>
<td>9</td>
<td>9</td>
<td>Part time</td>
<td>NSW</td>
<td>20</td>
</tr>
<tr>
<td>15</td>
<td>51</td>
<td>Female</td>
<td>3</td>
<td>3</td>
<td>Full time</td>
<td>QLD</td>
<td>90</td>
</tr>
<tr>
<td>16</td>
<td>38</td>
<td>Female</td>
<td>25</td>
<td>10</td>
<td>Part time</td>
<td>QLD</td>
<td>90</td>
</tr>
<tr>
<td>17</td>
<td>37</td>
<td>Male</td>
<td>14</td>
<td>13</td>
<td>Part time</td>
<td>QLD</td>
<td>90</td>
</tr>
<tr>
<td>18</td>
<td>65</td>
<td>Male</td>
<td>7</td>
<td>7</td>
<td>Full time</td>
<td>QLD</td>
<td>95</td>
</tr>
<tr>
<td>19</td>
<td>34</td>
<td>Female</td>
<td>28</td>
<td>23</td>
<td>Part time</td>
<td>VIC</td>
<td>60</td>
</tr>
<tr>
<td>20</td>
<td>26</td>
<td>Female</td>
<td>29</td>
<td>11</td>
<td>Full time</td>
<td>VIC</td>
<td>20</td>
</tr>
</tbody>
</table>

*aNSW: New South Wales.*

*bQLD: Queensland.*

*cVIC: Victoria.*
In addition, information technology was regarded as useful for improving the efficiency of consultation tasks, such as analyzing dietary data and scoring questionnaires concurrently as patients completed them. One dietitian discussed using a program called “Nutritics” to save time:

Rather than writing out a food diary for some of my patients, I am actually typing directly into this software system as they tell me what they eat and it gives me a nutritional breakdown of that food. [P5, 8 years’ experience]

Moreover, participants discussed using information technology for collecting information before consultations, such as through their business website, iPads in office waiting rooms, and food tracking apps. Some participants also used information technology to initiate patient education prior to consultations, reporting that this increased the efficiency of the subsequent consultation; for example,

Clients can commence their nutrition education prior to their appointment...this saves time during the consultation. During the consultation, the dietitian can concentrate on consolidation of the education, goal setting and rapport building. [P9, 15 years’ experience]

Theme 2: Experiencing Barriers to Using Information Technology in Practice

The second theme acknowledged the common barriers experienced by dietitians to using information technology in practice. Barriers that discouraged participants from using information technology included a lack of time to implement new technology, lack of knowledge on available technologies, and a resistance to change. In the quotes below, participants divulge why these barriers discouraged the use of information technology.

I have registered for it [health kit] and I’ve looked at it...but it’s just one of those things where changing my processes...getting up to speed on it and having to watch tutorials, etc. [P3, 6 years’ experience]

I haven’t really had exposure to e-health records and I don’t know how I would go about setting that up...So, it hasn’t happened...It would be me taking the initiative. [P14, 9 years’ experience]

Thus, using information technology was a low priority for some participants:

It’s down the list of priorities. So, it hasn’t happened [P14, 9 years’ experience]

Others reported that using information technology during the consultation impaired communication with patients. Many dietitians reported having limited control over computer positioning causing them to face away from patients, which in turn led to poor body language, lack of eye contact, and reduced voice audibility. The impact of the information technology use on the voice audibility is articulated by one participant:

[The] elderly have hearing problems so we can’t face away from them and talk. [P5, 8 years’ experience]

In addition, the cost was reported to be a barrier to using information technology in practice:

I think there are better systems that we could use but we can’t afford them [P5, 8 years’ experience]

Moreover, the reliability of devices was reported to limit the use of information technology during consultations,

I use my laptop when I go to home visits...it runs out of battery eventually. [P15, 3 years’ experience]

Furthermore, the internet connection was identified as being unreliable and “the one that lets you down every single time” (P13, 13 years’ experience).

Theme 3: Information Technology Enhancing Outcomes Through Education and Monitoring

The third theme highlighted the potential for improved service delivery and patient outcomes using information technology. Participants identified opportunities for enhanced education using information technology, such as a mobile phone app for celiac disease and fermentable oligo-, di-, mono-saccharides and polyols (FODMAP) diets. These were regarded as important for patients and dietitians to feel confident in identifying foods that are appropriate for consumption.

[I can’t] remember every single food, and which one is high, low and medium
The internet was identified as another valuable tool for patient education because it allowed dietitians to promptly access information during consultations and educate patients on finding healthy recipes.

If a patient is sitting across from me and I need to look something up then I can just look that up straight away. So, I can have the information on the spot. [P6, 8 months experience]

Information technology was regarded as a useful means to help patients track their dietary behaviors and progress between consultations. It was identified that the tracking dietary intake helps to empower patients and facilitate better outcomes:

Clients get better outcomes when they are empowered by monitoring their own progress. It is vital that they get access to their medical progress information via this technology. [P9, 15 years’ experience]

However, some participants expressed that recording behaviors on apps can be “burdensome to patients because you’re having to record so much” [P3, 6 years’ experience]. To overcome this challenge, some participants used photos to track food intake, which they considered to be more reliable than self-reported intake:

I ask them to take photos of their food if I can’t quite judge their portion size [P15, 3 years’ experience]

Participants felt that mobile phone apps improved the accessibility and ease of nutritional information because they are portable. One participant discussed these benefits in terms of the FODMAP app:

Information[s] right there when they’re shopping...they just download it on their phone [FODMAP app]. [P6, 8 months experience]

However, many participants felt that older patients were less able to use the information technology to access information:

The main problem with technology is actually the age group of most of my clients I see a lot of people in their 60s and 70s. [P8, 6 years’ experience]

Theme 4: Information Technology for Sharing Information With Others

The fourth theme acknowledged the potential for greater information sharing using information technology. Most participants used patient management systems to acquire information about patients and communicate with other health care professionals. One participant articulated the use of information technology in enhancing communication:

It provides an avenue to communicate with the whole team, so anyone working at the medical centre can see it [P11, 2.5 years’ experience]

Improvements in communication and information sharing were thought to ultimately enhance the continuity of care for patients:

The advantages are it means that the patient doesn’t feel that they’ve got to [repeat themselves]...they feel some kind of continuity [P10, 2 years’ experience]

Despite these benefits to patient management systems, many participants expressed a desire for systems that are better suited to the specific information that dietitians collect during consultations:

For SGAs [Subjective Global Assessments] we have to do it on paper and then send it to head office and they scan it in and upload it [P13, 13 years’ experience]

Information technology enabled participants to interact with patients outside of the formal consultation. Although some participants actively encouraged patients to email or short message service text message for additional support, others used social media for supplementary nutritional support and sharing recipe ideas or emerging dietary evidence.

[I] encourage clients to email and text me if they have questions...The closed Facebook groups [allow me to] give clients, gentle reminders and keep them up to speed with recipe ideas. [P12, 5 years’ experience]

Participants acknowledged the potential for information technology to facilitate the collation of data and evaluate the effectiveness of dietetic services:

It would be beneficial in being able to determine the effectiveness of private practice dietitians [P1, 1.5 years’ experience]

Moreover, participants expressed willingness to share patient outcomes utilizing a digital database but were concerned about the confidentiality of information and the ability of a digital database to integrate with current practice software:

It could be doubling up...putting my information into two databases...I don’t have time to do two things [P16, 10 years’ experience]

Discussion

This study was the first to use a qualitative methodology to explore Australian primary care dietitians’ perceptions about using information technology during practice. Dietitians in this study viewed information technology as beneficial to their practice and important for enhancing patient outcomes. Understanding these perceptions provides a direct insight into whether information technology is feasible to use in the dietetic practice and opportunities for greater integration of technology in the future.

Participants in this study regarded information technology as important for enhancing the efficiency of administrative and consultation tasks within the dietetic practice; these included administrative technology, mobile phone apps for tracking dietary intake, patient management systems, and Nutritics (a data analysis system). Technological devices have previously been shown to reduce dietitian workloads [11,13,26]; for example, using an iPad compared with paper-based forms may reduce consultation time by 5 minutes [27] and using electronic systems may reduce consultation time by 13 minutes [11].
Furthermore, an estimated 40% of preconsultation assessments can be completed remotely using information technology [27]. There are clear benefits of information technology use for improving the consultation efficiency.

Despite benefits to efficiency, better integration of dietary assessments with current health care electronic systems is needed. Interviews from this study indicate that the utilization of preconsultation data collection is not optimal with a digital assessment of the dietary intake and patient information being obtained separately. However, one participant utilized an independent app, NERO [28], which integrated the collection of dietary and medical assessments. Nevertheless, a literature review does not identify any similar app widely available. In addition, other studies acknowledge the needs of dietitians with regard to the technology design, such as linking app data with electronic health records for better work efficiency [29,30]. However, most studies investigate the app quality and patient usability [22,31] as opposed to dietitian preferences to support practice tasks. In 2013, a survey of Australian employed dietitians reported that 77% had no experience with nutrition-related information technology systems [32]. It has previously been identified that education, training, and advocacy of technology needs to be provided by dietetic associations to encourage better use or development of information technology within the profession [29,33]. Clearly, there is a need for better promotion or further development of digital assessments in health care to accurately reflect dietitians’ needs and, therefore, further enhance the efficiency.

Dietitians in this study felt that electronic patient management systems support better communication and sharing of patient information. Similar benefits of patient management systems have been previously highlighted through surveys of dietitians [5]. However, participants in this research acknowledged that these systems were not well integrated with dietitian needs. Currently, there are over 20 commercial systems available to primary care dietitians that do not align with the nutrition care process [34]. Considering that most participants reported using patient management systems in their practice, further work is needed to streamline the dietetic documentation.

Participants regarded information technology as useful for education and monitoring progress. Smartphone apps have been shown to promote self-monitoring by reducing the burden of recording [20]. In addition, the availability of barcode scanning, nutrient databases, and image recording contributes to the reduced burden [35,36]. Studies have reported that the inclusion of features in apps that are user friendly and reduce time burden is more effective [37]. A review of 23 studies showed that smartphone apps are beneficial in targeting behavioral change (17 studies) and increasing the retention rate for interventions (19 studies) [37]. In light of this, dietitians worldwide use information technology for patient self-monitoring [22,23], and dietitians in United Kingdom are recommended to use information technology to support their practice [38]. Overall, the use of information technology in the dietetic practice appears to be well accepted and encouraged internationally.

In 2014, the Academy of Nutrition and Dietetics Health Informatics Infrastructure was launched as a tool that enables documentation and standardized data collection for outcomes research [39]. The Academy of Nutrition and Dietetics Health Informatics Infrastructure system is based on the nutrition care process and international dietetic terminology [39]. This research shows that using information technology for tracking standardized data on nutrition-related outcomes could be beneficial for promoting evidence-based improvements in nutrition care. Similar benefits have been identified among other health professions, such as for identifying survival rates and characteristics among never smokers for patients with lung cancer [40]. Systems that can systematically document outcomes may be beneficial to dietitians by pooling data to evaluate the impact of structures and processes on patient outcomes. Most participants expressed interest or willingness to enter data using similar technologies. Likewise, focus group discussions assessing dietitians’ perceptions of a prototype Web-based electronic recording system indicated a possibility that it was easy to use and would be useful in patient management systems [41]. Alternate views are represented in surveys, showing that Australian dietitians lack readiness for eHealth [30]. However, survey results between 2013 and 2016 showed an improvement for eHealth readiness [30], which suggests further acceptance from the dietetic profession regarding the eHealth implementation. Therefore, this study supports tailoring standardized data collection using information technology within the broader dietetic population.

There are some notable limitations to this study. First, interviews were conducted over the phone, which limited the ability to monitor body language and other interpersonal cues. However, utilizing telephonic interviews to collect data extended the geographical access of participants and allowed a broad range of individuals to be represented. Although Western Australia, Tasmania, and South Australia were not included in the study sample, this reflects the higher proportion of employed dietitians within the other states of Australia [42]. Second, the interviews were conducted by 3 interviewees, which may have reduced the consistency among interviews. However, all interviewees were concurrently trained in the interview protocol and were present at each interview, enabling prompting, which promoted consistency among participants.

Information technology appears to be an important and acceptable component of the dietetic practice in primary care. This study adds insight into the variety of ways in which information technology can benefit dietitians, while also identifying several barriers to overcome for its optimal use. The potential benefits of information technology include better communication and information sharing among health care professionals to support patient outcomes, improved access to information to support education and interventions, digital dietary tracking to encourage patient accountability and better outcomes, better communication and accessibility of dietetic services (ie, Facebook groups); and potential to support improvements in nutrition care through standardized databases and outcomes research.

The opportunities for improved patient outcomes through information technology use warrant strategies to support dietitians overcome barriers to integrating technology into practice. These barriers include technology detracting from the
patient-dietitian communication, technology not being appropriate for certain patient groups, or tasks and technology not integrating well into dietetics. It is important that employers support dietitians by providing training on effectively using technology in consultations or setting up consultation rooms to support better body language. Technology is not suitable for some patient populations; therefore, dietitians should also be mindful of the alternative methods of educating and collecting data from these individuals. To accurately reflect dietitians’ needs, relevant nutrition resources, such as subjective global assessments and the nutrition care process, need to be included into patient management systems. Furthermore, linking app data with electronic health records or patient management systems is needed. The successful development and adoption of such information technologies will require support from dietitians and national bodies, such as the Dietitian Association of Australia and the Australian Government. Further development of information technology is needed to better support dietitians in the workplace.
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Abstract

Background: Medical coding is essential for standardized communication and integration of clinical data. The Unified Medical Language System by the National Library of Medicine is the largest clinical terminology system for medical coders and Natural Language Processing tools. However, the abundance of ambiguous codes leads to low rates of uniform coding among different coders.

Objective: The objective of our study was to measure uniform coding among different medical experts in terms of interrater reliability and analyze the effect on interrater reliability using an expert- and Web-based code suggestion system.

Methods: We conducted a quasi-experimental study in which 6 medical experts coded 602 medical items from structured quality assurance forms or free-text eligibility criteria of 20 different clinical trials. The medical item content was selected on the basis of mortality-leading diseases according to World Health Organization data. The intervention comprised using a semiautomatic code suggestion tool that is linked to a European information infrastructure providing a large medical text corpus of >300,000 medical form items with expert-assigned semantic codes. Krippendorff alpha (Kα) with bootstrap analysis was used for the interrater reliability analysis, and coding times were measured before and after the intervention.

Results: The intervention improved interrater reliability in structured quality assurance form items (from Kα=0.50, 95% CI 0.43-0.57 to Kα=0.62, 95% CI 0.55-0.69) and free-text eligibility criteria (from Kα=0.19, 95% CI 0.14-0.24 to Kα=0.43, 95% CI 0.37-0.50) while preserving or slightly reducing the mean coding time per item for all 6 coders. Regardless of the intervention, precoordination and structured items were associated with significantly high interrater reliability, but the proportion of items that were precoordinated significantly increased after intervention (eligibility criteria: OR 4.92, 95% CI 2.78-8.72; quality assurance: OR 1.96, 95% CI 1.19-3.25).

Conclusions: The Web-based code suggestion mechanism improved interrater reliability toward moderate or even substantial intercoder agreement. Precoordination and the use of structured versus free-text data elements are key drivers of higher interrater reliability.

(J Med Internet Res 2018;20(10):e274) doi:10.2196/jmir.9644
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Introduction

The rise of electronic documentation in health care and research aims to improve patient data exchange not only for proper payment or reimbursement but also for improved data analysis and patient safety; this produces thousands of terabytes of data annually in the United States and Europe [1]. However, ineffective workflows, heterogeneity, and redundance of data affect the data quality [2-4] and hamper its reuse, comparison, and analysis across different research institutions. Nonstructured and structured data are affected because data elements might be defined or interpreted differently. Semantic coding of data elements enables the identification of semantically matching elements in different data sources and is a key step toward data integration [5,6] and enables the generation of disease-specific core datasets for efficient data capture [7]. Natural Language Processing (NLP) tools use semantic codes for dictionary look-up algorithms or normalize medical terms in clinical free-text notes and use existing semantic thesaurus relations to infer semantic analyses of text segments [8-12].

All of the mentioned examples [5-12] had used the largest clinical metathesaurus available to code medical concepts, the Unified Medical Language System (UMLS) [13], which currently contains >3 million unique concepts; it includes several biomedical vocabularies, for example, clinical reference terminologies as SNOMED Clinical Terms (SNOMED-CT) or Logical Observation Identifiers Names and Codes and medical classifications such as the ICD-10 or other well-known coding systems such as MeSH or MedDRA. Besides the aforementioned advantages of semantic coding of medical content, there is an issue regarding ambiguity in expert-based assignments of such semantic codes—some of the many concepts are synonymous but are given different concept identifiers; for example, the UMLS concept “antidementia drug” (Code: C1276997) and the concept “antidementia agents” (Code: C1531592) are synonymous from a clinical point of view but are represented by 2 different codes. In addition, there is a low semantic similarity or relatedness between those concepts based on the ontological structure of UMLS source vocabularies [14].

In practice, synonymy and abundance of very similar but different concepts in some clinical subdomains lead to inconsistent coding among different coding experts, which weakens the advantage of semantic coding to improve data integration. NLP or information extraction tools that use UMLS as core terminology are affected as well because their programmed assumption “Different UMLS codes represent semantically different concepts” is flawed. Moreover, the evaluation of different NLP tools is challenging, that is, if 2 NLP tools A and B suggested 2 different UMLS codes for a text segment, it may not be clear whether the output of A or B is more valid.

Low rates of human expert-based interrater reliability have been evaluated for the clinical terminology SNOMED-CT [15,16]. Rothschild et al [17] reported that interrater reliability is moderate at best with UMLS in unstandardized problem lists and suggested that coder training and standardization might improve interrater reliability. Our work provides a significant novelty by performing a systematic interrater reliability analysis of UMLS on several mortality-leading disease domains and conduction of an interventional pre-post study. The intervention included a coder training for using a Web-based semiautomatic code suggestion tool that utilizes a large metadata repository as an expert coding knowledgebase to improve uniform coding among different raters. Following key questions formed the rationale of this study:

1. What is the effect of the intervention on interrater reliability?
2. How does interrater reliability differ when coding structured data elements versus free-text?
3. How does interrater reliability relate to precoordinated versus postcoordinated concepts?

Question 1 seeks to improve interrater reliability by systemizing the way a coder uses a large metadata registry to reuse common precoded medical concepts. This way, a coder would be suggested a preferred UMLS code based on the coding frequency of other expert coders who have already coded the same or similar portion of text.

As for question 2, it is well known that structured data elements are more suitable for data exchange across different information systems than free-text in clinical reports or eligibility criteria of clinical trials [18]. However, free text is still existing and necessary in medical documentation. Both structured data elements and free-text elements could be semantically annotated to foster semantic interoperability. Therefore, our study measured interrater reliability in structured routine documentation forms versus free-text eligibility criteria to examine interrater reliability differences depending on both types of documentation.

Regarding question 3, to code medical concepts of medical data elements or free text, one distinguishes 2 basic semantic coding methods, called precoordination and postcoordination [19]. A medical concept is precoordinated if its semantics are represented by one semantic code; for example, the term “Patient has diabetes mellitus type 2” contains the medical concept “diabetes mellitus type 2” and can be coded by a single UMLS concept code “C0011860-Diabetes Mellitus, Non-Insulin-Dependent.” A medical concept is postcoordinated if it is coded by multiple codes to express more complex semantics; for example, the term “Patient has an allergy to Amoxicillin” contains the medical concept “Allergy to Amoxicillin” and could be coded by the following 2 interrelated UMLS codes: “C00020517-Hypersensitivity” and “C0002645-Amoxicillin.” Another type of coding that can be considered as a special type of postcoordination is the coding of multiple separated medical concepts in one medical term; for example, “Patient has a allergy to Amoxicillin or has diabetes mellitus type 2” contains 2 preceding medical concepts and could represent a free-text inclusion criterion in clinical trials.

The assessment of semantic coding correctness among different coders was not the scope of this analysis and would be pointless because coders recruited for the studies were considered as medical terminology experts. Therefore, the key challenge for accurate UMLS coding is to achieve high interrater reliability.
among different coders rather than finding a semantically correct coding.

To address these 3 key questions, a quasi-experimental study was conducted with medical experts as study subjects to report on the effects on the coding behavior with and without a Web-based coding suggestion tool.

**Methods**

**Information Infrastructure and Recruitment**

The Medical Data Models (MDM) portal is a Web-based large, open-access, metadata registry and European information infrastructure [20] funded by the German Research Federation. More than 15,000 medical forms with >300,000 form items are available; all of them are UMLS coded by medical experts. Each expert undergoes training on how to use an expert-based code suggestion mechanism [5] within the MDM portal; by this, each new coder can choose from previously coded concepts if similar item text patterns exist. To increase the throughput of coded items for the MDM project, 6 final-year medical students from the medical faculty in Münster, Germany, were recruited. None of the students had any experience in UMLS coding. Interrater reliability was assessed before and after the training to address the aforementioned study key questions.

**Study Setting and Material**

The study is a pre-post analysis that was conducted from February 15, 2017 to March 12, 2017, at the Institute of Medical Informatics, University of Münster (Münster, Germany). Figure 1 illustrates the flowchart of the study design; each coder coded a single form per day and days are regarded as consecutive working days.

We randomly selected 10 eligibility criteria forms of different clinical trials (conducted between 2000 and 2016) from ClinicalTrials.gov. Based on the manual review, each form was only selected if its study was related to a medical condition that was a leading cause of death based on the World Health Organization 2015 Global Health estimate data [21]. If a form did not adhere to this, it was discarded, and the next form was considered until a set of 10 forms was selected. Then, 8 quality assurance forms were analogously collected for the preinterventional phase to provide a dataset of structured documentation forms with a similar number of items. The quality assurance forms originated from the Institute for Applied Quality Improvement and Research in Health Care [22] in Germany and Austria and are implemented by law in all hospitals of Germany that provide therapeutic procedures, which are under governmental quality assurance [23,24]. These forms contain a series of structured routine documentation items, including quality indicators before, during, and after health care procedures.

![Figure 1](https://www.jmir.org/2018/10/e274/)  
**Figure 1.** The study workflow. EC: eligibility criteria; QA: quality assurance.
Table 1. The disease category coverage in eligibility criteria forms and quality assurance forms.

<table>
<thead>
<tr>
<th>Disease category</th>
<th>Documentation models to code (number form models)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eligibility criteria</td>
</tr>
<tr>
<td></td>
<td>pre-intervention</td>
</tr>
<tr>
<td></td>
<td>post-intervention</td>
</tr>
<tr>
<td>Cardiovascular (including myocardial infarction and stroke)</td>
<td>4</td>
</tr>
<tr>
<td>Respirational diseases</td>
<td>3</td>
</tr>
<tr>
<td>Diabetes mellitus and pancreatic diseases</td>
<td>1</td>
</tr>
<tr>
<td>Renal diseases</td>
<td>0</td>
</tr>
<tr>
<td>Liver diseases</td>
<td>0</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>0</td>
</tr>
<tr>
<td>HIV/AIDS</td>
<td>1</td>
</tr>
<tr>
<td>Traumatic or orthopedic diseases</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2. Item coding view in ODMEdit.

For every form in the preinterventional phase, a different disease-matching form was collected for the postinterventional phase. Therefore, 36 forms (2×10 eligibility criteria forms+2×8 quality assurance forms) were included in total for this study. Table 1 summarizes the medical condition categories.

All selected forms were transformed to the Operational Data Model (ODM), an international standard by the Clinical Data Interchange Standards Consortium [25] for the representation and exchange of clinical trial data and metadata. In addition, semantic coding was added using ODMEdit [5]—a Web-based app, which is accessible from the MDM portal and features the semiautomatic code suggestion based on coded items in the MDM database. Multimedia Appendix 1 provides the full set of all study forms (eligibility criteria + quality assurance forms) as Clinical Data Interchange Standards Consortium ODM files. Figure 2 shows screenshots of 3 exemplary items in the item coding view that every coder used. All 3 items covered the 3 aforementioned types of concept coding (precoordination, postcoordination, and multiple concept coding). Figure 2 shows the quality assurance item that needed postcoordination (2 codes to represent one complex concept: preoperative arterial hypertension) and the quality assurance item that was coded with one precoordinated concept with one Unified Medical Language System code: C0201976—Serum creatinine level. Measurement units, data type, or permissible values were not the scope of semantic coding. It also shows the eligibility criteria form item expressing an eligibility criterion of a clinical trial that was coded with 3 codes to express 3 different medical concepts (myocardial infarction as a diagnosis, troponin I, and ck-mb as laboratory markers).

All 6 recruits agreed to participate and were then randomly assigned to code eligibility criteria forms of clinical trials or quality assurance forms. In the preinterventional phase, all coders received a basic 15-minute introduction to use the standard UMLS metathesaurus browser (version 2015AB) to understand the concepts of pre- and postcoordination and use ODMEdit for semantic annotation of form items. In addition, they were instructed to UMLS code-relevant medical concepts.
of their given form items. Relevant medical concepts were defined to be concepts that the coder deemed significant to capture the semantics of the given form item. Of note, UMLS coding was restricted to the concept domain of possible medical data elements; it does not concern the coding of the value domain. For instance, in the term “Creatinine value of >7 mg/dL,” “Creatinine” is the medical concept of the concept domain; “>7 mg/dL” represents the corresponding value and measurement unit and, therefore, is not considered for the coding procedure. The use of the integrated code suggestion function—which is the key part of the intervention—was prohibited in the preinterventional phase. All recruits performed UMLS coding at their homes using a broadband internet connection to access the MDM portal.

**Study Intervention**

The intervention of this study consisted of a 60-minute coder training to teach the use of ODMEdit’s code suggestion function and basic coding principles [18]. Each training session consisted of one participant and the same supervisor with extensive experience in UMLS coding in structured data elements [7] and free-text eligibility criteria [18]. The details of semiautomatic ODMEdit’s code suggestion tool are described in our previous work [5]. Multimedia Appendix 1 provides the full teaching material that was provided to the coders.

Each coder was free to follow the coding suggestion (or not). None of the study forms were part of the training, and all participants were prohibited from sharing or discussing their coded forms during the study period. None of the 36 study forms existed in the MDM database before the start of the study. If a coder did not find a suitable code through the suggestion function, the code search could be extended with the standard UMLS metathesaurus browser. Notably, no time restriction was applied in the pre- and postinterventional phase. If coders ended up with no suitable code for a form item, it was up to them to skip the item and move on to the next one.

**Interrer Reliability Measure and Coding Time**

UMLS codes represent nominal data. The interrater reliability statistics as the simple calculation of percentages of the observed agreement are associated with biases and should be corrected for the agreement expected by chance [26]. Further measures as Cohen kappa [27] are restricted to the use of 2 raters or other limitations [28-31], whereas Krippendorff alpha ($\text{K}_{\alpha}$) [32] with bootstrap CIs is reported as recommended especially in cases of missing data—compared with Fleiss K—with >2 raters and with a large amount of different rating categories [31]. Landis and Koch [33] proposed the following interpretation regarding $\text{K}_{\alpha}$ value ranges: $<0$, poor agreement; $0.00-0.20$, slight agreement; $0.21-0.40$, fair agreement; $0.41-0.60$, moderate agreement; $0.61-0.80$, substantial agreement; and $0.81-1.00$, almost perfect agreement.

$\text{K}_{\alpha}$ was calculated among all 3 raters in all 4 subgroups as follows: preinterventional eligibility criteria forms; postinterventional eligibility criteria forms; preinterventional quality assurance forms; and postinterventional quality assurance forms. The coding of a form item between 2 coders is only considered to be matching if the set of UMLS codes were the same. The calculation was performed with the R-package by Zapf et al [31]; this package also includes bootstrap analysis to determine CIs using 10,000 bootstraps.

Each coder measured his or her coding time via stopwatch by starting the time before the first item and stopping after the last item of a form. Thus, data on the mean coding time per item for each form are available but without item-based time variances. The median coding time per item was then determined for each user as the median mean coding time per item of all forms before and after the intervention.

Of note, this study did not intend to analyze the intervention as a cause of coding time differences. For this purpose, a different study design would have been appropriate. Instead, this study was designed to primarily analyze the effects on interrater reliability. However, time measurements were still taken to audit any adverse coding time expenditures associated with the intervention. As each coder could potentially remember same or similar items from previous forms, a learning effect could bias the time measurements for consecutive forms. To account for this issue, time measurements will be presented for each coder coupled with a learning graph to illustrate the number of new medical concepts for each coding day of the study.

**Results**

**Effect of the Intervention on the Interrater Reliability and Coding Time**

$\text{K}_{\alpha}$ increased for both documentation types (structured quality assurance and free-text eligibility criteria). A significant difference with respect to 95% CIs existed within the eligibility criteria study group (0.43, 95% CI 0.37-0.50 vs 0.19, 95% CI 0.14-0.24). The median word counts per item were comparable for pre- and postinterventional form item sets based on the interquartile ranges (see Table 2 for details).

Based on time measurements for each coder, median coding time per item was decreased in all 6 raters but with overlapping interquartile ranges in the quality assurance subgroup, as shown in Figure 3; it includes the median with interquartile ranges is calculated on the basis of mean coding time per items of all forms before and after the intervention; coders 1-3, free-text eligibility criteria study group and coders 4-6, structured quality assurance forms. Figures 4 and 5 illustrate the coding time during the course of the full study coupled with the aforementioned graph of newly coded concepts on each day for eligibility criteria and quality assurance forms, respectively. On each day, identical form items were coded among different coders. The mean intercoder time difference averages absolute time differences between all 3 coders on each day, as shown in Figure 4; it also includes the interception and slope of each coder-related learning graph is calculated on the basis of linear regression. Within the preinterventional eligibility criteria forms, the median number of new medical concepts among all raters was 20 per day (interquartile range, IQR 16.25-24). After the intervention, it reduced to 13 (IQR 9.25-17).
Table 2. The effect of the intervention on the interrater reliability.

<table>
<thead>
<tr>
<th>Coded models</th>
<th>Preintervention</th>
<th>Postintervention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of items</td>
<td>MWC (IQR)</td>
</tr>
<tr>
<td>Free-text eligibility criteria forms</td>
<td>142</td>
<td>10 (6-14)</td>
</tr>
<tr>
<td>Precoordinated item set</td>
<td>20</td>
<td>3 (2.00-5.25)</td>
</tr>
<tr>
<td>Postcoordinated item set</td>
<td>122</td>
<td>10 (6-14)</td>
</tr>
<tr>
<td>Structured quality assurance forms</td>
<td>159</td>
<td>3 (2-4)</td>
</tr>
<tr>
<td>Precoordinated item set</td>
<td>102</td>
<td>3 (2.00-4.00)</td>
</tr>
<tr>
<td>Postcoordinated item set</td>
<td>57</td>
<td>5 (3.00-6.00)</td>
</tr>
</tbody>
</table>

\[a\] MWC: median word count per item.
\[b\] IQR: interquartile range.
\[c\] K_{alpha}: Krippendorff alpha based on 10,000 bootstraps (95% CI).
\[d\] Two items could not be coded by any of the coders.

Regarding quality assurance forms, the medians remained the same or slightly increased after the intervention (13, IQR 8.75-23 vs 13.5, IQR 8.25-34.25); this is in accordance to linear regression applied on each of the learning graphs in Figures 4 and 5 (see slope changes before and after intervention). Regarding intercoder time comparisons, the mean intercoder time differences decreased after the intervention in both documentation types (see Figures 4 and 5).

A form item is counted as precoordinated if each coder picked one single (not necessarily the same) Unified Medical Language System code.

Free-Text Eligibility Criteria Versus Structured Quality Assurance Items
Before and after the intervention, structured quality assurance items were associated with significantly higher interrater reliability than free-text eligibility criteria items. However, after the intervention, the difference narrowed down because of a stronger interrater reliability increase in the free-text eligibility criteria items set (before intervention: K_{alpha}=0.17 in eligibility criteria and K_{alpha}=0.50 in quality assurance; after intervention: K_{alpha}=0.42 in eligibility criteria and K_{alpha}=0.62 in quality assurance); see Table 2 for details.

Precoordinated Versus Postcoordinated Concepts
Interrater reliability was significantly higher in precoordinated items versus postcoordinated items before and after intervention regardless of the documentation type. Precoordinated items had an interrater reliability with K_{alpha} ranging from 0.64 to 0.78, and postcoordinated items had an interrater reliability with K_{alpha} ranging from 0.12 to 0.16 (see Table 2 for further details). The coder’s decision to pre- or postcoordinate significantly changed after the intervention. The proportion of items that were precoordinated significantly increased both in the eligibility criteria and quality assurance item set (eligibility criteria: OR 4.92, 95% CI 2.78-8.72; quality assurance: OR 1.96, 95% CI 1.19-3.25). Figure 6 provides an example of 2 similar eligibility criteria form items that were coded by different coders to illustrate coding harmonization after intervention. Before intervention, the study inclusion criterion “Written informed consent” was coded the same among coders 2 and 3. Coder 1 used postcoordination with different codes. After intervention, all 3 coders coded the semantically identical inclusion criterion “Informed written consent” using a simplified precoordinated common medical concept, Informed Consent with Unified Medical Language System code C0021430, which was suggested by the code suggestion mechanism and covers sufficiently enough the relevant meaning of inclusion criterion, as shown in Figure 6.
Figure 4. A: The mean coding times for eligibility criteria forms before and after the intervention. B: The number of unique medical concepts each coder has coded on each day.
Figure 5. A: The mean coding time per item. B: Daily new unique concepts to code for structured quality assurance forms, analogous to Figure 4.

Figure 6. An example of coding harmonization after intervention.
Discussion

Interrater Reliability

Before the intervention, interrater reliability was low or moderate, as reported in related work for other terminologies, such as the emerging clinical reference terminology SNOMED-CT [15,16]. To the best of our knowledge, this is the first study to evaluate the increased interrater reliability through activation of the expert-based code suggestion, which is linked to a large repository of already annotated medical items. Other large terminologies that also suffer from low interrater reliability because of the high abundance of similar or duplicate concepts could benefit from our approach as well.

In this study, the relative increase was more pronounced in free-text eligibility criteria coding. One key observation could explain this phenomenon in the subgroup analysis; owing to the high number of words in an eligibility criterion, coders frequently had chosen postcoordination with rather a word-by-word coding than to search for a common single medical concept to capture the relevant semantics of the whole eligibility criterion. With postcoordination, the probability that another coder chooses the same sequence of codes decreases with each additional postcoordinated code. After the intervention, the coders chose precordination markedly more often over postcoordination. Although the preference of precordination is explicitly mentioned as a general rule of thumb as part of the coder training (based on the established coding principles [18]), the code reuse function identifies semantically similar medical text items from a large semantically annotated text corpus and suggests simplified precordinated coding even for complex free-text items (see example in Figure 6). Because the code suggestion function and the training of coding principles form one coherent unit of the intervention, we did not intend to analyze both parts separately, for example, by further study arms. Therefore, this intervention has to be taken as a whole with respect to reported effects.

According to the Kα value interpretation by Landis and Koch [33], interrater reliability improved to “moderate agreement” (at least fair agreement regarding 95% CI) and “substantial agreement” (at least moderate agreement regarding 95% CI) in the free-text eligibility criteria set and structured quality assurance set, respectively. The perfect agreement would be required for automatic comparisons based on sole UMLS codes. Therefore, expert-based code review in cases of disagreements might be necessary to rule out false-positive disagreements.

Coding Time

Time measurements indicate slight reductions in coding time in the eligibility criteria subset and a similar coding time in the quality assurance subset. There was a substantial decrease in new concepts in the postinterventional phase for the eligibility criteria set compared with that in the quality assurance set in which the median number of new concepts barely changed; this difference was expectable because the disease-matched eligibility criteria forms were chosen from different clinical trials but they do contain similar inclusion and exclusion criteria. Unlike the eligibility criteria forms, the quality assurance forms stemmed from one source responsible for nationwide quality assurance documentation and, therefore, repetitive data elements among different forms were less common than that in eligibility criteria forms.

Translation Into Natural Language Processing-Based Use Cases

NLP tools that rely on expert-annotated medical text for training can take advantage of this large data repository. As the largest repository of medical data items with semantic codes, it currently consists of >3,000,000 English medical form items, which are semantically annotated by medical experts with a broad coverage on diverse disease entities [20]. Thus, the meaning of diverse medical text segments, including synonyms and complex clinically relevant concept relations, is machine readable. The study has shown that the use of this large data repository and coding principles improved uniform (=high interrater reliability) coding among different human coding experts. Because NLP pipelines and machine-learning approaches, in general, use expert-annotated text corpora with information coded by different experts, higher interrater reliability would increase the signal-to-noise ratio and, thus, improve semantic classification accuracy in natural free-text. In turn, NLP tools could be more effective in the identification of clinically relevant concepts hidden in clinical notes and corresponding biomedical literature and could be linked to computerized decision support systems for the implementation of evidence-based management strategies at the point of care [34].

Limitations

This study is the first to analyze the effect among different medical coders before and after a training intervention. To the best of our knowledge, a larger set of medical expert coders were never recruited for systematic UMLS intercoder analyses. A larger set of coders with an even larger number of form items to code would have been beneficial to limit the range of dispersion for the reported CIs. However, the strength of the sample size lies in the unprecedented high number of 602 different form items (EC forms pre+post, 292 items; quality assurance forms pre+post, 310 items) covering a broad area of mortality-leading diseases and showing statistical significance in the free-text coding task.

This study had a quasi-experimental design. A randomized controlled design would provide the gold standard to elaborate on the cause and effects of the reported intervention. However, in this study, randomization would have decreased the number of participants assigned to the intervention arm to only 3 participants, whereas the more simplistic pre-post design had the advantage of evaluating all 6 coders with and without intervention and intracoder-related effects (interrater reliability, decision to precoordinate, and coding time) during the full course of the study.

The form content was selected on the basis of the availability and the leading causes of World Health Organization mortality data and, therefore, addresses a broad range of medical concepts in disease entities, which are of high research-interest or under
quality assurance. However, the reported effects on interrater reliability might not be generalizable to other clinical fields.

A conceivable success factor of the semiautomatic code suggestion is the underlying annotated text corpus in the MDM portal having oncology as the major disease entity as form content and not mortality-leading diseases such as cardiovascular diseases [20]. Currently, a continuous development of the annotated text corpus is ongoing [35] in many different medical fields and could, therefore, yield a further increase in the interrater reliability in the future.

Conclusions
Coder training and Web-based semiautomatic code suggestion improved interrater reliability in coding medical concepts of diverse mortality-leading disease areas while preserving or even slightly decreasing coding time. Higher interrater reliability represents higher coding uniformity among different medical coders. Consequently, this would lead to a higher signal-to-noise ratio in use cases, which utilize text corpora annotated by multiple coders for semantic analyses.

This study indicates that precoordination in preference to postcoordination and the use of structured data elements in preference to free-text data elements are key drivers for higher interrater reliability. Further development of not only the code suggestion mechanism and use-case specific coder training but also harmonization of codes in the provided medical terminology system are necessary to achieve substantial or almost perfect agreement consistently.
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Abstract

Background: Depression prevention and early intervention have become a top priority in the Netherlands, but with considerable room for improvement. To address this, Web-based complaint-directed mini-interventions (CDMIs) were developed. These brief and low-threshold interventions focus on psychological stress, sleep problems, and worry, because these complaints are highly prevalent, are demonstrably associated with depression, and have substantial economic impact.

Objective: The objective of this economic evaluation was to examine the added value of Web-based, unguided, self-help CDMIs compared with a wait-listed control group with unrestricted access to usual care from both a societal and a health care perspective.

Methods: This health economic evaluation was embedded in a randomized controlled trial. The study entailed 2 arms, in which 3 Web-based CDMIs were compared with a no-intervention waiting-list control group (which received the intervention after 3 months). We conducted measurements at baseline, and at 3 and 6 months. The primary outcome was the rate of responders to treatment on depressive symptoms as measured by the Inventory of Depressive Symptomatology Self-Report (IDS-SR). We estimated change in quality of life by calculating effect sizes (Cohen d) for individual pre- and posttreatment IDS-SR scores using a conversion factor to map a change in standardized effect size onto a corresponding change in utility. We calculated incremental cost-effectiveness ratios using bootstraps (5000 times) of seemingly unrelated regression equations and constructed cost-effectiveness acceptability curves for the costs per quality-adjusted life-year (QALY) gained.

Results: Of 329 study participants, we randomly assigned 165 to the CDMI group. At 3 months, the rate of responders to treatment was 13.9% (23/165) in the CDMI group and 7.3% (12/164) in the control group. At 3 months, participants in the CDMI group gained 0.15 QALYs compared with baseline, whereas participants in the control group gained 0.03 QALYs. Average total costs per patient at 3 months were €2094 for the CDMI group and €2230 for the control group (excluding baseline costs). Bootstrapped seemingly unrelated regression equations models resulted in a dominant incremental cost-effectiveness ratio (ie, lower costs and a higher rate of responders to treatment) for the CDMI group compared with the control group at 3 months, with the same result for the costs per QALY gained. Various sensitivity analyses attested to the robustness of the findings of the main analysis.

Conclusions: Brief and low-threshold Web-based, unguided, self-help CDMIs have the potential to be a cost-effective addition to usual care for adults with mild to moderate depressive symptoms. The CDMIs improved health status, while reducing participant...
health care costs, and hence dominated the care-as-usual control condition. As intervention costs were relatively low, and the internet is readily available in the Western world, we believe CDMIs can be easily implemented on a large scale.

**Trial Registration:** Netherlands Trial Register NTR4612; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4612 (Archived by WebCite at http://www.webcitation.org/6n4PVYddM)

**KEYWORDS**
prevention; depression; internet-based intervention; economic evaluation; quality of life; cost-effectiveness analysis; cost-utility analysis; early medical intervention; cost-benefit analysis

**Introduction**

**The Burden of Depression**

Globally, more than 300 million people from different age groups have depression [1]. Likewise, depression is the most prevalent psychological disorder in the Netherlands. In 2017, about 550,500 people aged 18 to 65 years had a depression disorder [2]. In addition, slightly more than 1 million people (1,006,700) had subclinical depression (ie, people with the core symptoms of depression otherwise not fulfilling the diagnostic criteria of major depression) [3]. However, depression not only causes individual suffering and loss of quality of life [4], but is also associated with economic costs as a result of health care utilization and reduced productivity owing to absenteeism and lesser efficiency while at work [5]. In 2011, the cost of treatments for depression was €1.6 billion in the Netherlands [6]. This corresponds to 1.8% of the total expenditure on health care. Moreover, a study by Greenberg et al estimated that 48% to 50% of the total costs of depression were related to workplace costs [7].

Given the high prevalence and the chronic character of the condition, prevention and early intervention is important, especially as current psychological and pharmacological interventions have been shown to only moderately reduce the burden of depression [2,8].

**Web-Based Complaint-Directed Mini-Interventions**

In the past decades, depression prevention and early intervention has become a top priority in the Netherlands. However, despite evidence that such programs can be effective, there is still considerable room for improvement. Specifically, there is a need for novel interventions that are easily accessible, cheap, and, importantly, suitable for high-risk populations (eg, people with a low socioeconomic status), as the reach of preventive or early mental health interventions is far from optimal among these populations. It is also important that interventions are able to encourage self-management and can be implemented against limited costs. With this in mind, the Web-based complaint-directed mini-interventions (CDMIs) were developed [9]. The unique feature of the CDMIs as an approach for depression is that they were developed by taking into account that symptoms preceding or underlying depression may not be disorder specific (eg, worry) and may also vary by individual, which is in line with recent symptom network and transdiagnostic approaches to mental disorders [10-12]. These brief and low-threshold interventions focus on psychological stress, sleep problems, and worry, because these complaints are highly prevalent, are demonstrably associated with depression, have a substantial economic impact, and are frequently presented to the general practitioner [13-15]. Hence, CDMIs focus on tackling complaints (symptoms) rather than on disorders, which allows each individual to choose the complaint(s) they want to focus on according to their needs. This feature may be advantageous, as it may provide a better fit between what an individual needs and the intervention. In total, 3 different CDMIs were developed: Sleep better, Stress less, and Worry less.

Although the impact of interventions on individual and population health is vital, it is also important to determine the role of different interventions in contributing to other socially desirable goals, such as reducing societal (health care) costs. In addition, due to scarcity of resources for and rising costs of the health care system, economic evidence is becoming increasingly important for decision makers and regulatory bodies. Health economic evaluations aim to provide economic evidence on the costs and effects of (new) health care interventions. In a health economic evaluation, both the costs and effects of 2 (or more) alternative treatments or interventions are compared in a systematic manner. In this way, it is possible to examine which alternative is most efficient and hence provides the best value for money [16]. The use of economic evaluations is required by the National Health Care Institute in the Netherlands [17] and by the National Institute for Health and Care Excellence in the United Kingdom [18]. Treating people in a relatively accessible way in an early stage may prevent them from developing more serious mental disorders (eg, chronic depression), and possibly prevent them from needing high-cost mental health care.

Web-based interventions for depressive symptoms have been shown to be cost effective in the past. For example, McCrone et al assessed the cost effectiveness of computer-delivered cognitive behavioral therapy and concluded that it has a high probability of being cost effective [19]. Moreover, Warmerdam et al evaluated the cost effectiveness of internet-based cognitive behavioral therapy and internet-based problem-solving therapy and concluded that both have a high probability of being cost effective [20]. Both studies, however, examined interventions that were relatively extensive compared with the CDMIs.

**Objective**

The aim of this economic evaluation was to examine the added value of the Web-based unguided self-help CDMIs as compared with a wait-listed control group with unrestricted access to usual care from both a societal and a health care perspective. We conducted the health economic evaluation in a sample of adults...
with mild to moderate depressive symptoms from a societal perspective. In addition, we conducted the analysis from an employers’ perspective to determine the cost and effects associated with CDMIs specifically related to productivity losses in the subsample of people with a paid job.

Methods

Parent Randomized Controlled Trial

This economic evaluation was embedded in a randomized controlled trial (see Lokman et al [21]). The study entailed 2 arms in which we compared 3 Web-based CDMIs with a no-intervention waiting-list control group. We used stratified block randomization to ensure that participants were equally distributed over the 3 different CDMIs (ie, Sleep better, Stress less, or Worry less) and 2 levels of education (high: higher vocational or university-level education; or low educated). Measurements were conducted at baseline, and at 3 and 6 months’ follow-up.

Study Population and Recruitment

Patients were included if they fulfilled the following criteria: (1) at least 18 years of age, (2) access to a computer with an internet connection, (3) sufficient proficiency of the Dutch language, (4) adequate computer skills to participate in the training, and (5) mild to moderate depressive symptoms defined as a score of 14 to 38 on the Inventory of Depressive Symptomatology Self-Report (IDS-SR) [22]. These IDS-SR cutoff scores imply that the CDMIs were used for indicated prevention in subclinical depression and early intervention in mild depression. Participants were excluded if they had suicidal thoughts or plans as measured with item 18 of the IDS-SR. These participants were referred to contact their general practitioner or an anonymous online platform for people with suicidal thoughts. The required sample size for this study to achieve a power of 80% was estimated to be 292 (146 per condition), based on achieving an effect size of 0.33 with a power of .80 and a 2-tailed test with alpha=.05.

Participants were recruited from June 2014 to January 2015 via open recruitment (ie, through relevant websites, messages on social media, and messages in digital newsletters of the Trimbos Institute, Utrecht, the Netherlands). Next, people interested in the study were referred to a special study website where they were given more information about the study and could register to take part in the study by completing a written or an online informed consent form including their name and email address. Applicants were requested to complete the first part of the self-report online baseline questionnaire, which acted as a screening instrument and consisted of the IDS-SR and questions about age, internet access, and computer skills. Eligible participants received the second part of the online baseline questionnaire. To be able to conduct the stratified block randomization, we asked applicants which CDMI they would choose the complaint(s) they want to focus on based on their needs. Thus, the CDMIs were developed taking into account that symptoms of depression or a developing depression varies by individual while still serving as an overall approach to combat depressive symptoms.

The CDMIs are therefore complaint focused rather than disorder focused. The content of the CDMIs is largely based on cognitive behavioral techniques but also incorporates elements from solution-focused therapy, mindfulness, and positive psychology. The CDMIs are made up of 3 to 4 modules, with each module consisting of 4 to 6 exercises. Some modules, such as relaxation, are relevant for all 3 complaints (sleep, stress, and worry) and are, therefore, part of all 3 CDMIs. Fixed elements in every CDMI are a home page, a diary, a list of the user’s favorite exercises, an exercise book, a to-do list, and a library. Users were free to choose between the modules and exercises and could work independently through the CDMI, without supervision. Participants received a reminder if they did not log in to the CDMI within 1 week after registration. Participants were advised to spend 2 to 3 hours a week on the CDMI for a period of at least 4 weeks. Multimedia Appendix 1 (adapted from Lokman et al [21]) contains a more detailed description of the CDMIs (including screenshots). All CDMIs were developed by the Trimbos Institute (Netherlands Institute for Mental Health and Addiction).

Control Group

Participants randomly assigned to the control group were placed on a waiting list for 3 months with unrestricted care as usual. They were provided access to the CDMI of their choice afterward.

Outcomes

The primary outcome of the study was depressive symptoms as measured by the IDS-SR [22]. The IDS-SR consists of 30 items relating to the last 7 days that cover 9 diagnostic symptom domains used to characterize a major depressive episode, as well as items to define melancholic and atypical symptom features, commonly associated symptoms (eg, irritability, anxiety), and features of endogenous symptoms. We chose the IDS-SR as the primary outcome because the study focused on adults with mild to moderate depressive symptoms, and we hypothesized a greater reduction in depressive complaints for the participants using the Web-based CDMIs. Items are scored on a 4-point Likert scale and can be summed to obtain a total score. Scores range from 0 to 84, with higher scores indicating greater depressive symptom severity. For the cost-effectiveness analysis, we used the rate of responders to treatment as the central clinical end term, arbitrarily chosen to ease interpretation of the cost-effectiveness analysis (ie, additional costs per
responder instead of additional costs per percentage improvement on IDS-SR scores). Rate of responders to treatment was defined as having a decrease on the IDS-SR scale by 50% (or more) compared with baseline.

Then, we estimated a change in quality of life by calculating effect sizes (Cohen d) for individual pre- and posttreatment IDS-SR scores (ie, Cohen $d = (\text{IDS-SR[TX]} - \text{IDS-SR[T0]}) / \text{standard deviation of IDS-SR[T0]}$, where T0 is baseline and TX values are the assessments at the 3- and 6-month follow-ups. Next, we used the conversion factor of Sanderson and colleagues to map a change in standardized effect size onto a corresponding change in utility for people with depression [23]. This conversion factor entails the average difference in utility that is associated with a difference of 1 effect size. Utilities represent the value of a particular health state on a scale anchored at 0 and 1, in which 0 means death and 1 means perfect health. We then used the utilities to calculate quality-adjusted life-years (QALYs) by multiplying them by the time spent in that particular health state [16].

**Costs**

We used the Dutch guidelines for economic evaluations [24] and the Consolidated Health Economic Evaluation Reporting Standards [25] to conduct the economic evaluation and to report the outcomes. Conforming to the Dutch guidelines, we took a societal perspective, in which all relevant costs for society should be taken into consideration. Based on this guidance, these costs entail patient and family costs (eg, travel costs, home care, informal care) and productivity losses (ie, presenteeism and absenteeism from work).

We measured (health care) resource use, costs for patient and family, and productivity losses using the Trimbos/iMTA Questionnaire for Costs Associated With Psychiatric Illness [26].

We distinguished 4 cost categories: intervention costs, health care sector costs, costs for patient and family, and costs owing to productivity losses. Intervention costs were based on the total number of accounts per year, the costs for hosting and updating the website, and costs for support by a helpdesk that could be reached by phone. To value cost items, we used standardized cost prices from the Dutch manual for costing [24]. If those were not available, we used mean cost prices from providers. To determine the costs of drugs, we asked participants for how many days they had used drugs for depression, problems sleeping, or anxiety. Next, we assigned monetary values based on an average cost price per day for depression, sleep, or anxiety disorders separately as determined by average cost per day (using data from the Dutch Healthcare Institute [27]) for a selection of the most prescribed drugs for each category in combination with their recommended daily dose (using data from the Dutch Healthcare Institute [28]).

As recommended in the Dutch guidelines, productivity losses were estimated using the friction cost approach. The friction cost approach entails the calculation of productivity losses only during a prespecified friction period (85 days according to the Dutch guidelines) [24]. This period is supposed to be the time until another worker from the pool of unemployed has fully replaced the individual who is absent due to an illness. We considered both absenteeism (absence from work due to sickness) and presenteeism (reduced productivity). Furthermore, we valued patients’ time and informal care using the proxy good method, using the average hourly wage of domestic help as a proxy.

All costs were indexed for the year 2016. Given the follow-up of the study, no discounting was performed.

**Analyses**

We carried out all analyses while adhering to the intent-to-treat principle; that is, we analyzed all participants as randomized provided that their baseline data were complete. For these analyses, we imputed missing values at the follow-up measurements using multiple imputation (5 times). Imputation for total costs and IDS-SR scores was based on age, sex, group, baseline IDS-SR score, baseline Jenkins Sleep Evaluation Questionnaire (JSEQ) score, baseline Perceived Stress Scale (PSS) score, baseline Generalized Anxiety Disorder 7-item (GAD-7) scale score, and baseline health care, patient and family, and productivity costs (for cost data only). To account for nonnormality of the data, we used predictive mean matching, in which real observed values from similar cases are imputed instead of imputing regression estimates [29,30].

We used rate of responders to treatment, as determined by at least a 50% decrease in IDS-SR scores, to calculate an incremental cost-effectiveness ratio (ICER) by dividing the difference in costs by the difference in rate of responders to treatment between both groups. This resulted in the additional costs per extra responder. In addition, we used QALY estimates to calculate the incremental cost-utility ratio (ICUR) by dividing the difference in costs by the difference in QALY between both groups. This way, the ICUR represents the additional costs per QALY gained. To investigate the uncertainty around the ICER and ICUR, we used nonparametric bootstrapping (5000 times). Bootstrapping is a nonparametric way to repeatedly simulate an analysis by resampling, with replacement, from the observed data [31]. We bootstrapped (5000 times) seemingly unrelated regression equations (SUREs) to allow for correlated residuals of the cost and utility equations and to account for baseline differences in productivity costs. Next, we constructed cost-effectiveness acceptability curves for the costs per QALY gained, in which the likelihood that the CDMIs are cost effective is presented given several willingness-to-pay ceilings. A report from the Dutch Council for Public Health and Health Care provided guidance on the ceiling ratios for a QALY for diseases defined by their disability weight. Based on this report, the ceiling ratio can be roughly estimated to be €20,000 to €80,000 per QALY depending on the severity of the disease or disorder [32], and since we were looking at subclinical and mild manifestations of depression, this would put the willingness-to-pay ceiling at €20,000 per QALY gained.

We present comparative results for 3 months’ follow-up, as the control group received the CDMIs after 3 months of follow-up, which hampers interpretation at 6 months’ follow-up. We used results at 6 months only to check whether effects at 3 months were sustained. All analyses were carried out using Stata 14 (StataCorp LLC).
Sensitivity Analyses

We conducted sensitivity analyses to assess the impact of certain assumptions on the results presented in the base case for 3 months’ follow-up (as this was the end of the comparative phase). First, we performed a subgroup analysis of only participants with a paid job to determine the effect of CDIMIs on productivity losses (due to both absenteeism and presenteeism) in relation to the intervention costs (ie, investment costs from an employers’ perspective). Second, we conducted an analysis without baseline adjustments (ie, as the base case analyses were based on baseline-adjusted estimates) to determine the impact of these adjustments on the ICERs and ICURS. Third, we performed analyses from a health care perspective, which excluded all patient and family costs and productivity losses. We did this because the health care perspective is a dominant perspective in health economics and is recommended as the main perspective in certain countries, for example, in the United Kingdom by The National Institute for Health and Care Excellence [33]). Fourth, although opportunity costs for participants (their time spent using the CDIMIs) should not be included according to the Dutch guidelines, we conducted an additional sensitivity analysis in which we incorporated these costs in the intervention costs of these self-help CDIMIs to see whether this would lead to different conclusions. Fifth, given the relatively large dropout at T1 (3 months), we conducted additional sensitivity analyses in which we used 2 different imputation techniques. First, we used regression-based imputation, in which we checked which predictors were significantly associated with dropout at T1 and which predictors were significantly associated with the primary outcome. We then used these variables in a linear regression to impute missing values [34]. Second, we used a simple imputation based on last observation carried forward per patient. Using different imputation techniques, we were able to determine whether the use of a different approach would have affected our base case results.

Results

Sample at Baseline

In total, we included 329 participants in the study, of whom we randomly assigned 165 to the CDMI condition and 164 to the (waiting-list) control condition. Participants in the CDMI group were distributed among the 3 interventions as follows: Sleep better, n=60 (36.7%); Stress less, n=45 (27.3%); and Worry less, n=61 (37.0%). During the 3-month intervention period, the participants logged in a median of 3 times (range 0-166, interquartile range 5). After 3 months, participants in the waiting list were allowed access to the interventions and were distributed in a similar pattern: Sleep better, n=60 (36.7%); Stress less, n=43 (26.2%); and Worry less, n=61 (37.2%). Table 1 presents the baseline characteristics of all participants.

Loss to Follow-Up

At 3 months, 68 participants were lost to follow-up in the CDMI group (41.2%) and 24 participants in the control group (14.6%), which was statistically significant (χ²=28.8, P<.001). Hence, we performed a sensitivity analyses using covariates significantly associated with dropout at 3 months. At 6 months, 97 participants were lost to follow-up in the CDMI group (58.8%) and 82 in the control group (50.0%) cumulatively. This resulted in 68 participants with complete follow-up in the CDMI group and 82 in the control group.

Clinical Outcomes

At 3 months’ follow-up, the rate of responders to treatment was 13.9% (23/165) in the CDMI group and 7.3% (12/164) in the control group. At 6 months’ follow-up rates of responders to treatment were 18.8% (31/165) and 11.6% (19/164), respectively. When looking at quality of life, participants in the CDMI group gained 0.15 QALY at both 3 and 6 months’ follow-up compared with baseline, whereas participants in the control group gained 0.03 QALY at 3 months’ follow-up and 0.16 QALY at 6 months’ follow-up (see Table 2 [23]). A more detailed analysis on the clinical outcomes can be found in Lokman et al [21]. In short, Lokman et al demonstrated a significant reduction in depressive symptoms for participants in the intervention group compared with participants in the waiting-list control group after 3 months’ follow-up. Furthermore, significant effects were observed for sleep problems, worry, anxiety, and well-being [21].

Costs

At baseline, productivity losses were higher in the CDMI group (see Table 3). Hence, we adjusted bootstrapped SURE models to correct for this baseline difference.

Average total costs per patient (intervention costs, health care costs, patient and family costs, and productivity losses) during the 3-month follow-up were €2094 for the CDMI group and €2230 for the control group (excluding baseline costs; Table 4). At 6 months’ follow-up, total costs were €3643 for the CDMI group and €3534 for the control group. No large cost differences were demonstrated between the 2 groups. We estimated intervention costs based on the yearly number of accounts (5000) at €3.90 per participant. When including the participants’ time costs (opportunity costs), intervention costs were €52.9 per participant.

Incremental Cost-Effectiveness Ratios

Bootstrapped SURE models, in which we made a baseline adjustment regarding productivity losses, resulted in a dominant ICER (ie, lower costs and a higher rate of responders to treatment) for the CDMI group compared with the control group at 3 months’ follow-up (see Figure 1). Likewise, the ICURs in terms of QALY gain were dominant (ie, lower costs and increases in utility) when compared with the control group at 3 months’ follow-up (see Figure 2).
### Table 1. Demographic characteristics and clinical information on participants in the complaint-directed mini-intervention (CDMI) and control groups at baseline (N=329).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>CDMI group (n=165)</th>
<th>Control group (n=164)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD), range</td>
<td>42.85 (12.83), 18-76</td>
<td>43.65 (13.05), 18-81</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>122 (73.9)</td>
<td>127 (77.4)</td>
</tr>
<tr>
<td>Male</td>
<td>43 (26.1)</td>
<td>37 (22.6)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>83 (50.3)</td>
<td>84 (51.2)</td>
</tr>
<tr>
<td>Living with partner</td>
<td>82 (49.7)</td>
<td>80 (48.8)</td>
</tr>
<tr>
<td><strong>Nationality, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>2 (1.2)</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>Other</td>
<td>160 (97.6)</td>
<td>163 (98.2)</td>
</tr>
<tr>
<td><strong>Living arrangement, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>40 (24.2)</td>
<td>39 (23.8)</td>
</tr>
<tr>
<td>With other</td>
<td>125 (75.8)</td>
<td>125 (76.2)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>50 (30.3)</td>
<td>48 (29.3)</td>
</tr>
<tr>
<td>High</td>
<td>115 (69.7)</td>
<td>116 (70.7)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paid</td>
<td>116 (70.3)</td>
<td>117 (71.3)</td>
</tr>
<tr>
<td>Unpaid</td>
<td>49 (29.7)</td>
<td>47 (28.7)</td>
</tr>
<tr>
<td><strong>Duration of complaints (years), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>59 (35.8)</td>
<td>63 (38.4)</td>
</tr>
<tr>
<td>≥1</td>
<td>106 (64.2)</td>
<td>101 (61.6)</td>
</tr>
<tr>
<td><strong>Severity of complaints, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>68 (41.2)</td>
<td>83 (50.6)</td>
</tr>
<tr>
<td>High</td>
<td>97 (58.8)</td>
<td>81 (49.4)</td>
</tr>
<tr>
<td><strong>Evaluation scores, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep (Jenkins Sleep Evaluation Questionnaire)</td>
<td>11.61 (5.42)</td>
<td>11.21 (5.34)</td>
</tr>
<tr>
<td>Stress (Perceived Stress Scale)</td>
<td>21.82 (5.86)</td>
<td>21.48 (5.37)</td>
</tr>
<tr>
<td>Worry (Penn State Worry Questionnaire)</td>
<td>37.76 (9.26)</td>
<td>38.28 (9.61)</td>
</tr>
<tr>
<td>Anxiety (Generalized Anxiety Disorder 7-item)</td>
<td>10.09 (4.16)</td>
<td>10.04 (3.73)</td>
</tr>
</tbody>
</table>

### Table 2. Rates of responders to treatment and utilities at baseline, and 3- and 6-month follow-ups by group (N=329) for the complaint-directed mini-intervention (CDMI) and control groups.

<table>
<thead>
<tr>
<th>Measure</th>
<th>CDMI group (n=165)</th>
<th>Control group (n=164)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>3 months</td>
</tr>
<tr>
<td>Rates of responders to treatment based on IDS-SR&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>23 (13.9)</td>
</tr>
<tr>
<td>Utilities and quality-adjusted life-years&lt;sup&gt;c&lt;/sup&gt; gained, mean (SD)</td>
<td>N/A</td>
<td>0.15 (0.02)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IDS-SR: Inventory of Depressive Symptomatology Self-Report.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>Calculated using a translation factor to transform differences in effect size to changes in utility for people with depression developed by Sanderson et al [23].
Table 3. Average per-patient baseline costs for the complaint-directed mini-intervention (CDMI) and control groups.

<table>
<thead>
<tr>
<th>Cost type</th>
<th>CDMI group (n=165)</th>
<th>Control group (n=164)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean cost (€) 95% CI</td>
<td>Mean cost (€) 95% CI</td>
</tr>
<tr>
<td>Total health care costs</td>
<td>197 162-232</td>
<td>243 146-340</td>
</tr>
<tr>
<td>Total patient and family</td>
<td>87 16-159</td>
<td>53 15-91</td>
</tr>
<tr>
<td>Total productivity losses</td>
<td>729 520-937</td>
<td>582 387-778</td>
</tr>
</tbody>
</table>

*Indexed for the year 2016.

Table 4. Overview of total costs during the 3-month follow-up for the complaint-directed mini-intervention (CDMI) and control groups.

<table>
<thead>
<tr>
<th>Cost type</th>
<th>CDMI group (n=97)</th>
<th>Control group (n=140)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean cost (€) 95% CI</td>
<td>Mean cost (€) 95% CI</td>
</tr>
<tr>
<td>Intervention costs</td>
<td>4 —</td>
<td>0 —</td>
</tr>
<tr>
<td>Health care costs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General practitioner visits</td>
<td>111 —</td>
<td>89 —</td>
</tr>
<tr>
<td>General practitioner support</td>
<td>8 —</td>
<td>5 —</td>
</tr>
<tr>
<td>Social worker</td>
<td>10 —</td>
<td>21 —</td>
</tr>
<tr>
<td>Psychologist</td>
<td>84 —</td>
<td>84 —</td>
</tr>
<tr>
<td>Physiotherapist</td>
<td>52 —</td>
<td>55 —</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>91 —</td>
<td>75 —</td>
</tr>
<tr>
<td>Other visits b</td>
<td>40 —</td>
<td>68 —</td>
</tr>
<tr>
<td>Medication</td>
<td>151 —</td>
<td>224 —</td>
</tr>
<tr>
<td>Total health care costs c</td>
<td>519 428-611</td>
<td>600 458-741</td>
</tr>
<tr>
<td>Patient and family costs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home care</td>
<td>3 —</td>
<td>39 —</td>
</tr>
<tr>
<td>Special home care b</td>
<td>19 —</td>
<td>1 —</td>
</tr>
<tr>
<td>Informal care</td>
<td>100 —</td>
<td>83 —</td>
</tr>
<tr>
<td>Total patient and family c</td>
<td>114 77-151</td>
<td>126 38-214</td>
</tr>
<tr>
<td>Productivity losses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absenteeism paid work</td>
<td>943 —</td>
<td>911 —</td>
</tr>
<tr>
<td>Presenteeism paid work</td>
<td>560 —</td>
<td>625 —</td>
</tr>
<tr>
<td>Total production losses c</td>
<td>1461 1087-1835</td>
<td>1504 984-2024</td>
</tr>
<tr>
<td>Total costs after 3 months c</td>
<td>2094 1692-2496</td>
<td>2230 1679-2979</td>
</tr>
</tbody>
</table>

*Indexed for the year 2016.

*b Includes alternative healing and self-support groups.

c Totals and subtotals based on multiple imputation estimates (CDMI group: n=165; control group: n=164).

Sensitivity Analyses

Limiting the analysis to patients with a paid job resulted in a dominant ICER at 3 months’ follow-up (ie, lower costs and a higher rate of treatment response). When excluding baseline corrections, results were similar to the base case analyses (ie, dominant ICER at 3 months’ follow-up). Including opportunity costs for patients also did not affect the ICER at 3 months. We found a dominant ICER when taking the health care perspective at 3 months’ follow-up.

Looking at the costs per QALY gained, excluding patients without a paid job or an analysis without baseline correction resulted in a dominant ICUR for CDMI compared with the control group at 3 months’ follow-up (ie, lower costs and increase in QALYS). Including opportunity costs for patients resulted in a dominant ICUR. From a health care perspective, correspondingly, we found a dominant ICUR at 3 months’ follow-up.
Figure 1. Cost-effectiveness plane (left) and cost-effectiveness acceptability curve (right) of rates of responders to treatment at 3-month follow-up (costs per extra responder). LL: lower limit of the 95% CI; PE: mean incremental cost-effectiveness ratio (ICER); reps: ICER replication; UL: upper limit of the 95% CI.

Figure 2. Cost-effectiveness plane (left) and cost-effectiveness acceptability curve (right) of quality-adjusted life-year (QALY) gain (costs per QALY gained) after 3 months. LL: lower limit of the 95% CI; PE: mean incremental cost-utility ratio (ICUR); reps: ICUR replication; UL: upper limit of the 95% CI.
Table 5. Cost-effectiveness analyses and sensitivity analyses for rate of responders to treatment and quality-adjusted life-years (QALYs) at 3-month follow-up.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Incremental cost (€)</th>
<th>Incremental effect</th>
<th>Mean ICER&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Distribution of 5000 bootstrap simulated ICERS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NE&lt;sup&gt;b&lt;/sup&gt; SE&lt;sup&gt;c&lt;/sup&gt; (dominant) SW&lt;sup&gt;d&lt;/sup&gt; NW&lt;sup&gt;e&lt;/sup&gt; (inferior)</td>
</tr>
<tr>
<td><strong>Cost effectiveness, rate of responders to treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main analysis</td>
<td>–225</td>
<td>0.07</td>
<td>Dominant</td>
<td>25.2 72.4 1.6 0.8</td>
</tr>
<tr>
<td>Only including participants with paid job</td>
<td>–309</td>
<td>0.12</td>
<td>Dominant</td>
<td>25.0 74.6 0.3 0.1</td>
</tr>
<tr>
<td>Analysis without baseline adjustments</td>
<td>–131</td>
<td>0.07</td>
<td>Dominant</td>
<td>33.7 63.9 1.4 1.0</td>
</tr>
<tr>
<td>Health care perspective</td>
<td>–78</td>
<td>0.07</td>
<td>Dominant</td>
<td>17.1 80.5 0.9 0.5</td>
</tr>
<tr>
<td>Including opportunity costs for participants</td>
<td>–225</td>
<td>0.07</td>
<td>Dominant</td>
<td>25.2 72.4 1.6 0.8</td>
</tr>
<tr>
<td>Regression-based imputation</td>
<td>–127</td>
<td>0.07</td>
<td>Dominant</td>
<td>34.4 63.3 1.3 1.0</td>
</tr>
<tr>
<td>Last observation carried forward</td>
<td>–784</td>
<td>0.05</td>
<td>Dominant</td>
<td>4.5 90.5 4.7 0.3</td>
</tr>
<tr>
<td><strong>Cost utility, QALYs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main analysis</td>
<td>–225</td>
<td>0.12</td>
<td>Dominant</td>
<td>24.7 75.3 0 0</td>
</tr>
<tr>
<td>Only including participants with paid job</td>
<td>–312</td>
<td>0.15</td>
<td>Dominant</td>
<td>24.9 75.1 0 0</td>
</tr>
<tr>
<td>Analysis without baseline adjustments</td>
<td>–131</td>
<td>0.12</td>
<td>Dominant</td>
<td>34.7 65.3 0 0</td>
</tr>
<tr>
<td>Health care perspective</td>
<td>–85</td>
<td>0.12</td>
<td>Dominant</td>
<td>16.1 83.9 0 0</td>
</tr>
<tr>
<td>Including opportunity costs for participants</td>
<td>–228</td>
<td>0.12</td>
<td>Dominant</td>
<td>25.7 74.3 0 0</td>
</tr>
<tr>
<td>Regression-based imputation</td>
<td>–130</td>
<td>0.12</td>
<td>Dominant</td>
<td>35.1 64.9 0 0</td>
</tr>
<tr>
<td>Last observation carried forward</td>
<td>–785</td>
<td>0.06</td>
<td>Dominant</td>
<td>4.8 95.0 0.2 0.1</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICER: incremental cost-effectiveness ratio.
<sup>b</sup>NE: northeast quadrant (the intervention was more effective and more costly than usual care).
<sup>c</sup>SE: southeast quadrant (the intervention was more effective and less costly than usual care).
<sup>d</sup>SW: southwest quadrant (the intervention was less effective and less costly than usual care).
<sup>e</sup>NW: northwest quadrant (the intervention was less effective and more costly than usual care).

Using covariates significantly associated with dropout at 3 months (ie, baseline GAD-7 score and age) and covariates significantly associated with the primary outcome of rate of responders to treatment on the IDS-R (ie, condition, paid work, baseline JSEQ score, and baseline PSS score) to impute missing values resulted in a dominant ICER and ICUR for CDMI compared with the control group at 3 months’ follow-up. Using last observation carried forward to impute missing values also resulted in a dominant ICER and ICUR for CDMI compared with the control group at 3 months’ follow-up. All in all, the sensitivity analyses attested to the robustness of the findings of the main analysis (see Table 5).

**Discussion**

**Principal Findings**

This study examined the cost effectiveness of Web-based CDMIs in adult patients with mild to moderate depressive symptoms in comparison with a wait-listed control group with unrestricted access to usual care in the Netherlands. The study had a follow-up at 3 months and in the experimental arm of the trial an extended follow-up at 6 months to see whether effects were sustained over time. The CDMI consisted of 3 different interventions (Sleep better, Stress less, and Worry less). Patients in the waiting-list control group were given access to the CDMIs after 3 months’ follow-up. When looking at the rate of responders to treatment (defined as a 50% reduction in IDS-SR depressive symptoms), we found a dominant ICER at 3 months, implying that the CDMIs provided lower costs for better rates of responders to treatment. Looking at costs per QALY gained, we found a dominant ICER at 3 months, implying lower costs and increased QALYs. For both outcomes, results were sustainable over 6 months, particularly given the steady increase in the rate of responders to treatment in the CDMI group at 6 months and the increase in this responder rate in the control group at 6 months (after giving them access to the intervention at 3 months. Sensitivity analyses showed that results were robust to different assumptions, perspectives, or the way missing data was handled. Hence, this study demonstrated that it is possible to use an easily accessible and economically affordable intervention to improve participants’ health status in a cost-effective manner.

**Evidence in Context**

A recent systematic review looking specifically at internet- and mobile-based interventions targeting depression highlighted the potential of those interventions to be cost effective, with cost-effectiveness ratios similar to those reported for face-to-face psychotherapy and antidepressant drug treatment [35]. In this review, of the 14 e-interventions, 6 were deemed cost effective, 5 were not cost effective, and 2 were undecided.
A systematic review looking at economic evaluations of internet interventions for mental health concluded that guided internet interventions for, among others, depression and anxiety demonstrated higher probabilities of being cost effective [36]. However, the evidence for unguided internet interventions for depression was less convincing.

A study examining the cost effectiveness of a Web-based self-help intervention aimed at enhancing well-being by fostering positive emotions and stimulating positive functioning demonstrated reduced depressive symptoms, although at higher costs, leading to unfavorable cost-effectiveness ratios [37]. The authors emphasized the importance of adherence to maintain long-term effects and possibly increase the cost effectiveness.

In terms of feasibility, Griffiths and Christensen [38] evaluated 2 community-based internet programs in the treatment of depression and concluded that these intervention programs could be delivered effectively over the internet. Furthermore, they emphasize the importance of using the internet as a more accessible alternative than face-to-face mental health services, especially in rural areas [38]. CDMIs are well suited to prevent health status deterioration at an early stage, especially in the current climate of increasing emphasis on self-reliance and self-management.

Strengths and Limitations
This study was not without limitations. First, the follow-up of the trial was 3 months after baseline, which did not provide hard evidence for the long-term effects. However, in the extended follow-up of the experimental arm, we could see that the effects (rate of responders to treatment and QALY gains) were maintained at 6 months. In addition, at the 6-month follow-up, the costs were relatively lower than those at 3 months (for both groups), suggesting that health care resource use may have decreased. Second, dropout rates were relatively large, which made imputation of missing values necessary. Although high dropout rates are a problem often encountered in electronic health (eHealth) trials [39], one should always carefully consider imputation techniques, especially in the context of substantial dropout. However, different imputation techniques led to comparable results, attesting to the robustness of the main analysis. Third, given the nature of the intervention, participants could not be blinded. This may have biased participants in one way or another (eg, placebo effect). Fourth, because we recruited participants mainly by means of internet-based recruitment avenues, it is possible that we missed some potential participants. For example, we may have missed participants who are less likely to engage in social media. Fifth, although participants were free to find additional care themselves, we did not provide the control condition with any intervention. This may have caused an overestimation of the effects of the CDMIs. Sixth, given the focus of each CDMI, some of the content differed between the 3 CDMIs, although there was also overlap in content. The CDMIs can be seen as an overall intervention approach that aims to target depressive complaints, but one in which participants are able to choose the CDMI they want to use based on their personal needs, and they do not have to use CDMIs that are not relevant to their situation. As a result, each CDMI may target depressive complaints differently. This would be an interesting avenue to explore in future to gain insight into the mechanisms of change. Seventh, the generalizability of the findings to men and those with other educational levels remains to be determined, as mainly highly educated female participants were included in the trial. However, this selected group of participants may well reflect the composition of the target group that will be reached after implementation of the CDMIs.

Conclusion
This study demonstrated that the brief and low-threshold Web-based, unguided, self-help CDMIs have the potential to be a cost-effective addition to usual care for adults with mild to moderate depressive symptoms. The CDMIs were shown to improve health status, while at the same time reducing health care costs of participants, and hence dominating the care-as-usual control condition. As intervention costs were relatively low, and the internet is nowadays readily available in the Western world, we believe the CDMIs can be easily implemented on a large scale. Future research should aim at increasing the reach of the intervention and determining whether the intervention is indeed more likely to reach people with a low socioeconomic status. Related to this matter, integration of the CDMIs into primary care may be a useful next step, as this would allow the CDMIs to be offered with some guidance from the general practice nurse, possibly boosting effectiveness and adherence. Regarding adherence, future research may also focus on the impact of reminder systems incorporated into the CDMIs.
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Abstract

Background: Internet-based cognitive behavioral therapy can aid patients with rheumatoid arthritis with elevated levels of distress to enhance their quality of life. However, implementation is currently lacking and there is little evidence available on the (cost-) effectiveness of different treatment strategies.

Objective: Cost-benefit ratios are necessary for informing stakeholders and motivating them to implement effective treatment strategies for improving health-related quality of life (HRQoL) of patients with rheumatoid arthritis. A cost-effectiveness study from a societal perspective was conducted alongside a randomized controlled trial on a tailored, therapist-guided internet-based cognitive behavioral therapy (ICBT) intervention for patients with rheumatoid arthritis with elevated levels of distress as an addition to care as usual (CAU).

Methods: Data were collected at baseline or preintervention, 6 months or postintervention, and every 3 months thereafter during the 1-year follow-up. Effects were measured in terms of quality-adjusted life years (QALYs) and costs from a societal perspective, including health care sector costs (health care use, medication, and intervention costs), patient travel costs for health care use, and costs associated with loss of labor.

Results: The intervention improved the quality of life compared with only CAU (Δ QALYs=0.059), but at a higher cost (Δ=€4211). However, this increased cost substantially reduced when medication costs were left out of the equation (Δ=€1863). Of all, 93% (930/1000) of the simulated incremental cost-effectiveness ratios were in the north-east quadrant, indicating a high probability that the intervention was effective in improving HRQoL, but at a greater monetary cost for society compared with only CAU.

https://www.jmir.org/2018/10/e260/
Conclusions: A tailored and guided ICBT intervention as an addition to CAU for patients with rheumatoid arthritis with elevated levels of distress was effective in improving quality of life. Consequently, implementation of ICBT into standard health care for patients with rheumatoid arthritis is recommended. However, further studies on cost reductions in this population are warranted.

**Trial Registration:** Nederlands Trial Register NTR2100; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=2100
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**Introduction**

The psychological impact of rheumatoid arthritis has become increasingly apparent, with patients reporting decreased health-related quality of life (HRQoL) as a result of physical factors, such as pain, and psychological factors, such as negative mood [1-3]. As these factors are associated with the disease trajectory, health care utilization, and workplace disability of patients [4-8], they often lead to significant societal health expenses [9-12].

Approximately one-third patients with rheumatoid arthritis experience a significantly reduced HRQoL. [1,3], and cognitive behavioral therapy can aid in improving HRQoL [13-15]. In a recent randomized controlled trial (RCT), we demonstrated that a therapist-guided internet-based cognitive behavioral therapy intervention (ICBT) that was tailored to specific problems of individual patients with rheumatoid arthritis with elevated levels of distress led to improvements in their psychological functioning (eg, depressed mood) [16]. Findings of this study were in agreement with those of previous studies on face-to-face cognitive behavioral therapies [17], which our treatment protocol closely resembled. Furthermore, it also supported previous preliminary evidence suggesting that ICBT is as effective as face-to-face treatments for a range of somatic conditions and symptoms [18-20].

Several benefits of internet-based treatments, including increased flexibility in terms of time and place, may make these treatments feasible for widespread implementation [21,22]. Although evidence on cost-effectiveness of internet-based therapy is still scarce, preliminary results suggest that such interventions are a cost-effective method to improve mental health, specifically when guidance is provided by a psychological therapist [23]. One study examining a self-management intervention for patients with RA reported a reduction in general distress and pain, and improvement in self-efficacy, although no effects on health care utilization were seen [24], which is important for evaluation of costs. Furthermore, improved quality of life in patients with chronic somatic conditions has previously been associated with an improvement in medication adherence, self-efficacy, and positive health outcomes [10,12]. This could potentially reduce the cost of health care through, for example, greater adherence to medications and increased employability and work outcomes. However, the evidence on this is still scarce.

Specifically, no studies have examined the cost-effectiveness of ICBT in patients with rheumatoid arthritis thus far. This information is essential for allowing stakeholders to balance treatment choices and policy decisions. For example, a recent study summarized how rheumatologists balanced multiple aspects of a treatment choice, including efficacy, patient preferences, and costs [25]. This study describes a preplanned cost-effectiveness study conducted from a societal perspective on the use of a tailored, therapist-guided ICBT protocol as an addition to care as usual (CAU) for patients with rheumatoid arthritis with elevated levels of distress. This was conducted alongside RCT, the results of which have been reported elsewhere [16]. We predicted that ICBT would be a cost-effective intervention as addition to CAU. In particular, costs that are relevant to society, that is, health care sector costs such as medication costs, health care usage costs, and work-related costs, were examined as these potentially decrease with improving HRQoL.

**Methods**

**Design**

An economic evaluation of a tailored, therapist-guided ICBT protocol as an addition to CAU was conducted from a societal perspective alongside an RCT. Patients with elevated levels of distress were randomly selected to receive standard rheumatological care (as usually conducted in the Netherlands) only or in combination with ICBT. Further details of the RCT can be found in a previous study reporting the effects of ICBT on the psychological functioning, physical functioning, and impact of rheumatoid arthritis on daily life [16]. This study focuses only on aspects relevant to economic evaluation. All patients provided written informed consent for participation in the study. The regional medical ethical committee approved the study (NL24343.091.08), and it was registered with the Nederlands Trial Register (NTR2100).

**Participants**

Adult patients with a rheumatologist-certified diagnosis of rheumatoid arthritis [26] and receiving out-patient standard rheumatological care at 1 academic and 3 nonacademic hospitals were invited to participate in this study. Only patients with elevated levels of distress, as defined by high scores for negative mood (≥21 for negative mood on the Impact of Rheumatic Diseases on General Health and Lifestyle scale) [27] and/or anxiety (a score of ≥5 for anxiety on Impact of Rheumatic Diseases on General Health and Lifestyle scale) were included. The exclusion criteria were (1) insufficient command of the Dutch language, (2) severe physical or psychiatric comorbidity (ie, requiring acute or intensive medical attention; when this...
was not the case, patients indicated which condition impacted their HRQoL to a greater extent), (3) pregnancy, (4) currently receiving treatment from a cognitive behavioral therapist or comparable practitioner, and (5) no access to a computer and internet.

**Care as Usual and Internet-Based Cognitive Behavioral Intervention**

CAU for patients with rheumatoid arthritis, which was provided to the intervention and control groups, generally consists of shared care checkups provided every 3-6 months by a rheumatology nurse and the rheumatologist to monitor disease activity and treatment. Hospitals in the Netherlands follow the recommendations for rheumatological care provided by the Dutch Society for Rheumatology. In addition, physical and occupational therapy may be provided, depending on the patient and disease characteristics.

The intervention group received ICBT as an addition to CAU. The treatment was tailored to individual patient goals and characteristics and guided by a therapist. The treatment commenced with 1 or 2 face-to-face intake sessions comprising formulation of individual goals based on the main problems of the patient. Based on these goals, specific treatment modules embedded within the ICBT website were selected, and the therapist guided the choice of assignments within each of these modules based on the specific risk and resilience factors of the patient. Therapists and patients remained in contact weekly or biweekly (based on patient preferences) via a secured messaging service within the ICBT website. Treatment modules focused on coping with (1) pain and functional disability, (2) fatigue, (3) social functioning, and (4) negative mood. As the modules were tailored to individual requirements, treatment durations varied from 9 to 65 (mean 26.07, SD 12.22) weeks. All 6 therapists had a master’s degree in psychology and 2 had additional postacademic training in cognitive behavioral therapy. Supervision was provided by a senior clinical psychologist with postacademic training in cognitive behavioral therapy. Patients received 1 telephonic session that lasted for 30 minutes, where a research assistant explained how the intervention website was set up. Further information on the ICBT intervention can be found in our previous study [16].

**Data Collection and Outcome Measures**

Data were collected at baseline; postintervention for the intervention group and 6 months after baseline for the control group; and at 3 (F1), 6 (F2), 9 (F3), and 12 months (F4) thereafter. All questionnaires were filled out in paper and pencil versions. All costs were calculated based on the 2015 Dutch price indices. The last observation carried forward was applied for missing data to account for biases introduced by nonresponse.

**Effects: Quality-Adjusted Life Years**

HRQoL was assessed using the Dutch version of the EuroQol-5dimensions-3levels (EQ-5D-3L) questionnaire [28]. EQ-5D-3L captures 5 dimensions of health, including mobility, self-care, usual activities, pain or discomfort, and anxiety or depression. Each dimension has 3 response options: no, some or moderate, and extreme problems. Utility scores were calculated using the Dutch tariff [28], with scores ranging from 0 (death) to 1 (perfect health). The trapezium rule was applied for calculating area under the curve for measuring quality-adjusted life years (QALYs).

**Costs: Societal Perspective**

Costs were calculated for 3 dimensions, including health care sector costs (comprising health care use, medication, and costs of the intervention under study), patient travel costs for health care use, and costs associated with loss of labor (absenteeism and presenteeism).

Health care use was assessed using the Trimbos or Institute for Medical Technology Assessment questionnaire for Costs associated with Psychiatric Illness (TiC-P) [29], which was adjusted for health care use by patients with rheumatoid arthritis. The questionnaire included patient appointments with rheumatologists, specialized rheumatology nurses, occupational therapists, physical therapists, podiatrists, and hydrotherapists; admissions to daycare; and inpatient treatment at hospitals or rehabilitation centers. Furthermore, TiC-P also assessed care provided by a general practitioner and occupational health doctor, psychological or psychosocial care (eg, care provided by a psychologist, psychiatrist, or social worker), and care provided by alternative medicine practitioners. Costs were calculated by multiplying health care use with estimates of unit prices, as provided by the TiC-P [29] and the Dutch manual for cost analyses in health care [30].

All medications related to rheumatoid arthritis were taken into account, including pain medication (eg, nonsteroidal antiinflammatory drugs), corticosteroids, disease modifying antirheumatic drugs, and biologics. Furthermore, medications related to psychological symptoms, such as depression and anxiety, as well as those related to sleep disorders were also taken into consideration. Costs of these medications were calculated by multiplying dosages for each type of medication with their costs as per the Dutch national tariff list. The medication history was self-reported by the patients.

In accordance with the Dutch guidelines for cost analyses in health care [30], costs for the tailored, therapist-guided ICBT protocol were calculated using (1) the actual costs of development of the intervention by the ICT-company, which included updating and security costs, (2) salary of the therapists (as per rates for basic psychologists and those with a postdoc training, where appropriate) based on the amount of time they spent on treatment for each patient (including face-to-face intake sessions, internet-based communication, and additional telephone calls), (3) salary costs for the research assistant conducting the telephone session to explain the intervention website, and (4) patient traveling expenses for the face-to-face intake sessions. An amortization period of 5 years was assumed. Costs per patient were calculated based on prevalence rates of rheumatoid arthritis provided by the Netherlands Institute for Health Services Research [31]. An assumption was made that 30% of the rheumatoid arthritis population is eligible for this intervention because of elevated levels of distress, as observed in the RCT [16] and a previous trial targeting the same population [17]. Of this population size, a population reach of 10% was assumed.
Patient travel costs were calculated by multiplying the Dutch standard for average travel distances from home to several health care services (for example, hospital, general practitioner, and physical therapist), as per the Dutch manual for cost analysis in health care [30], with a price of €0.19 per kilometer.

Loss of productivity costs were calculated for 1 year using the friction costs method including presenteeism and absenteeism, based on self-reported data on loss of productivity collected via the PROductivity and DIsease Questionnaire (PRODISQ) [32]. The friction period was calculated to a maximum of 12 weeks [30]. An additional period of 4 weeks was taken into consideration to allow management to fill the vacancy. Loss of productivity costs was calculated by multiplying overall average costs of productivity loss per hour (€34.90) [30] with the number of hours that a patient was absent from work or was unable to perform optimally at work because of rheumatoid arthritis.

Statistical Analysis

Differences in baseline sociodemographic (eg, age and gender), disease-related (eg, disease severity), and economic (eg, paid labor, health care costs, medication costs, and HRQoL) characteristics between the intervention and control groups were assessed using independent sample _t_ tests or chi-square tests as appropriate.

The costs per QALY gained were assessed using an incremental cost-utility ratio (ICUR), calculated by dividing the difference in costs by the difference in QALYs. Bootstrapping (1000 replications) was used to nonparametrically determine 95% CI. Results of the bootstrap were presented and analyzed by means of a cost-effectiveness plane and willingness-to-pay curve. The Dutch Council for Public and Health Care (RVZ) recommends that the threshold of the ICUR in relation to the acceptability of the treatment has to depend on the severity of the disease with a maximum ICUR of €80,000/QALY [33]. In accordance, the probability that this intervention remains within this threshold for willingness to pay is reported. As the intervention was not primarily aimed at reducing medication costs and a substantial proportion of patients with rheumatoid arthritis used expensive biologic agents that strongly influenced cost estimations, a secondary analysis was performed where costs for medication were excluded.

### Results

#### Patient Demographics

Patient demographics have been shown in Table 1 and Table 2. This study included 133 patients, of which 62 patients were in the ICBT group and 71 were in the CAU group. Measurements at all time-points were provided by 27% (17/62) patients allocated to the ICBT group and 42% (30/71) patients allocated to the CAU group. No baseline differences in demographics, disease-related characteristics, and cost- or effect-related variables were observed. The patient sample, which included more female than male patients (85 female and 48 male) and had a mean age of 56.35 (SD 10.00; range: 26–81) years, was a representative of patients with rheumatoid arthritis.

#### Between-Group Differences in Effects: Quality-Adjusted Life Years

An overview of EQ-5D-3L utility scores for the intervention and control groups has been shown in Table 3, based on a 1-year follow-up period, indexed to the year 2015, for primary and secondary analyses. Although HRQoL was found to be similar for the intervention and control groups at baseline (_P_=.16), the former exhibited a higher QALY score (mean QALY=0.86, 2.5–97.5 percentile=0.82–0.89) than the latter (mean QALY=0.80, 2.5–97.5 percentile=0.76–0.83) during the 1-year follow-up period.

#### Between-Group Differences in Costs: Societal Perspective

The intervention and control groups did not exhibit any differences with regard to all costs during the 1-year follow-up period (Table 4), based on a 1-year follow-up period, indexed to the year 2015. Total costs for the intervention amounted to €419 per patient.

<table>
<thead>
<tr>
<th>Group</th>
<th>EQ-5D-3L&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Disease activity (RADA&lt;sup&gt;b&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Range</td>
</tr>
<tr>
<td>CAU&lt;sup&gt;c&lt;/sup&gt; (N=71)</td>
<td>0.69 (0.23)</td>
<td>−0.11 to 1.0</td>
</tr>
<tr>
<td>ICBT&lt;sup&gt;d&lt;/sup&gt; + CAU (N=62)</td>
<td>0.74 (0.19)</td>
<td>0.09 to 1.0</td>
</tr>
<tr>
<td>Total group (N=133)</td>
<td>0.71 (0.21)</td>
<td>−0.11 to 1.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>EQ-5D-3L: EuroQol-5dimensions-3 levels. Outcome analysis; group differences at baseline were analyzed using independent samples _t_ tests as appropriate. _P_=.16.

<sup>b</sup>RADAI: Rheumatoid Arthritis Disease Activity Index. Group differences at baseline were analysed using independent samples _t_ tests as appropriate. _P_=.11.

<sup>c</sup>CAU: care as usual.

<sup>d</sup>ICBT: internet-based cognitive behavioral therapy.
### Table 2. Baseline patient characteristics: dichotomous variables.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>CAU⁹ (N=71)</th>
<th>ICBTb + CAU (N=62)</th>
<th>Total group (N=133)</th>
<th>P valuec</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td>Missing</td>
<td>Yes</td>
</tr>
<tr>
<td>Medical comorbidity</td>
<td>36</td>
<td>32</td>
<td>3</td>
<td>66</td>
</tr>
<tr>
<td>Psychological comorbidity</td>
<td>5</td>
<td>63</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Employed</td>
<td>28</td>
<td>40</td>
<td>3</td>
<td>56</td>
</tr>
</tbody>
</table>

**Medication use**

- **Painkillers**
  - ICBTb + CAU: 8, 56, 7
  - CAU: 10, 46, 6
- **NSAIDS⁷**
  - ICBTb + CAU: 29, 35, 7
  - CAU: 23, 33, 6
- **DMARDs⁸**
  - ICBTb + CAU: 52, 12, 7
  - CAU: 46, 10, 6
- **Corticoids**
  - ICBTb + CAU: 13, 51, 7
  - CAU: 12, 44, 6
- **Biologics**
  - ICBTb + CAU: 21, 43, 7
  - CAU: 24, 32, 6
- **Mental Health Medication**
  - ICBTb + CAU: 6, 58, 7
  - CAU: 4, 52, 6

---

⁹CAU: care as usual.

bICBT: internet-based cognitive behavioral therapy.

cOutcome analysis; group differences at baseline were analyzed using chi-square analysis or independent samples t tests as appropriate.

⁷NSAID: Nonsteroidal antiinflammatory drugs.

⁸DMARD: disease modifying antirheumatic drugs.

### Table 3. Quality-adjusted life years and costs for the care as usual and internet-based cognitive behavioral therapy plus care as usual groups.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>CAU⁹</th>
<th>ICBTb + CAU</th>
<th>Δ QALYc</th>
<th>Δ Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QALY</td>
<td>Costs</td>
<td>QALY</td>
<td>Costs</td>
</tr>
<tr>
<td><strong>Primary analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.80</td>
<td>€11,542</td>
<td>0.86</td>
<td>€15,754</td>
</tr>
<tr>
<td>2.5 percentile</td>
<td>0.76</td>
<td>€11,830</td>
<td>0.82</td>
<td>€8671</td>
</tr>
<tr>
<td>97.5 percentile</td>
<td>0.83</td>
<td>€20,134</td>
<td>0.89</td>
<td>€14,599</td>
</tr>
<tr>
<td><strong>Secondary analysis, excluding medication costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.80</td>
<td>€2846</td>
<td>0.86</td>
<td>€4774</td>
</tr>
<tr>
<td>2.5 percentile</td>
<td>0.76</td>
<td>€1743</td>
<td>0.82</td>
<td>€2541</td>
</tr>
<tr>
<td>97.5 percentile</td>
<td>0.83</td>
<td>€4243</td>
<td>0.89</td>
<td>€7777</td>
</tr>
</tbody>
</table>

⁹CAU: care as usual.

bICBT: internet-based cognitive behavioral therapy.

cQALY: quality-adjusted life years.

### Table 4. Mean costs for the care as usual and the internet-based cognitive behavioral therapy plus care as usual groups.

<table>
<thead>
<tr>
<th>Cost category</th>
<th>CAU⁹, mean (SD)</th>
<th>ICBTb + CAU, mean (SD)</th>
<th>Difference between groups P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care use</td>
<td>€2548 (3659)</td>
<td>€3252 (8477)</td>
<td>.52</td>
</tr>
<tr>
<td>Medication use</td>
<td>€8682 (12,469)</td>
<td>€10,901 (13,257)</td>
<td>.32</td>
</tr>
<tr>
<td>Patient travel costs</td>
<td>€109 (135)</td>
<td>€151 (160)</td>
<td>.93</td>
</tr>
<tr>
<td>Absenteeism</td>
<td>€363 (1258)</td>
<td>€1309 (9106)</td>
<td>.89</td>
</tr>
<tr>
<td>Presenteeism</td>
<td>€1800 (5853)</td>
<td>€2239 (7133)</td>
<td>.91</td>
</tr>
<tr>
<td>ICBT intervention</td>
<td>N/A</td>
<td>€419</td>
<td>N/A</td>
</tr>
</tbody>
</table>

⁹CAU: care as usual.

bICBT: internet-based cognitive behavioral therapy.

cN/A: not applicable.
Results of the cost-utility analysis have been presented in Table 3. Incremental effectiveness resulted in an effect of 0.059, whereas incremental costs amounted to €4211.44 (2.5-97.5 percentile=−€636-9481). Therefore, the incremental cost-effectiveness amounted to an investment of €71,424.82 costs per QALY gained. The cost-effectiveness plane containing a scatterplot of simulated ICURs has been shown in Figure 1. Majority (93%, 930/1000) of simulated ICURs were in the north-east quadrant, indicating a high probability that the intervention was effective in improving HRQoL, but at a greater cost for society compared with CAU. A total of 6% (60/1000) of ICURs were in the south-east quadrant, suggesting greater HRQoL effects at lower costs to society, and 1% (10/1000) of ICURs were in the north-west quadrant, suggesting lower HRQoL effects at higher costs to society (Figure 1). At a willingness to pay of €80,000, the intervention had a 57% chance of being cost-effective (Figure 2) for patients with rheumatoid arthritis with elevated levels of distress.

Upon repeating the analysis without taking the medication costs into account, incremental costs were seen to reduce to €1862.72 (2.5-97.5 percentile=−€714-€5428). The scatterplot of the simulated ICURs remained approximately the same (Figure 3), excluding costs of medication; however, the cost-effectiveness acceptability curve exhibited an 87% chance of being cost-effective at a willingness to pay of €80,000 (Figure 4) for patients with rheumatoid arthritis with elevated levels of distress, without taking medication costs into account.

**Figure 1.** The cost-effectiveness plane of simulated incremental cost-effectiveness ratios of internet-based cognitive behavioral therapy as an addition to care as usual.
Figure 2. Cost-effectiveness acceptability curve comparing internet-based cognitive behavioral therapy plus care as usual group to care as usual alone group. ICUR: incremental cost-utility ratio; QALY: quality-adjusted life year.

Figure 3. Secondary analysis excluding medication costs: Cost-effectiveness plane of simulated incremental cost-effectiveness ratios of internet-based cognitive behavioral therapy as an addition to care as usual.
Discussion

This study was conducted with the aim of gaining insight into costs and effects of a tailored, therapist-guided ICBT protocol as an addition to CAU for patients with rheumatoid arthritis and elevated levels of distress. The key findings were (1) a positive effect on QALYs was observed in the intervention group compared with that in the control group; (2) cost ratios showed that this effect came at a greater cost to society; and (3) substantial costs in this population were generated by medications, and there were no group differences with regard to this. The cost-benefit ratio improved when costs of the medications were excluded. Based on effects of the intervention on improving the quality of life, implementation of the intervention is recommended; however, with respect to its effect on the costs, further study is warranted.

Results of this study are in agreement with those of previous studies that reported promising results with regard to the cost-effectiveness of therapist-guided psychological interventions [22,23]. Guidance by a therapist comes at a cost, which accumulates with the duration of treatment. Reducing therapist time by, for example, using more automated or prewritten responses could be beneficial in terms of costs, but comes with the possible risk of losing tailored aspects of the intervention. Future research should compare the cost-effectiveness of a guided, partially-guided, or nonguided intervention to identify the optimal amount of guidance necessary for obtaining cost-effective results. Total costs of the intervention per patient were very low in comparison to the other costs accounted for, which makes the intervention a relatively cheap addition to standard care for patients who might benefit from this intervention in terms of their HRQoL.

Medication costs within the field of rheumatoid arthritis have received considerable attention as biologics have a relatively high cost, and a similar finding was observed in this study. Although in the past there have been some indications that improved psychological functioning increases medication adherence and lowers medication use in the long term [12], no group differences in medication costs were observed in this study. Exclusion of medication costs from the analysis showed a more beneficial cost-effectiveness ratio of the ICBT intervention. Although adherence to medication was not an explicit goal of this intervention, it would be worthwhile to examine the ability of internet-based interventions in changing...
medication adherence patterns and medication use in patients with rheumatoid arthritis [34]. These interventions could include, for example, motivational interviews aimed at adherence [35]. Additional societal gains could also be attained by finding ways to enable patients in actively participating in the workforce [36,37].

The results of this study should be interpreted with caution because of the presence of missing data, because not all patients filled out all required measurements for the economic evaluation. Although the last observation carried forward method was applied for missing values, missing values can potentially lead to biases in results.

In conclusion, the tailored, therapist-guided ICBT intervention in patients with rheumatoid arthritis with elevated levels of distress rendered higher effects on HRQoL with higher costs. However, society may be willing to pay for the intervention as these costs remain within the threshold generally stated for health care interventions in the Netherlands. The findings of this study were in support of implementation of the intervention as a potential addition to CAU for patients with rheumatoid arthritis with elevated levels of distress, although future studies are necessary for optimizing the cost-benefit ratio.
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Abstract

Background: Digital consulting, using email, text, and Skype, is increasingly offered to young people accessing specialist care for long-term conditions. No patient-reported outcome measures (PROMs) have been evaluated for assessing outcomes of digital consulting. Systematic and scoping reviews, alongside patient involvement, revealed 2 candidate PROMs for this purpose: the patient activation measure (PAM) and the physician’s humanistic behaviors questionnaire (PHBQ). PAM measures knowledge, beliefs, and skills that enable people to manage their long-term conditions. PHBQ assesses the presence of behaviors that are important to patients in their physician-patient interactions.

Objective: This study aimed to assess the face and content validity of PAM and PHBQ to explore whether they elicit important outcomes of digital consulting and whether the PROMs can isolate the digital consultation component of care.

Methods: Participants were drawn from 5 clinics providing specialist National Health Service care to 16- to 24-year-olds with long-term health conditions participating in the wider LYNC (Long-Term Conditions, Young People, Networked Communications) study. Overall, 14 people undertook a cognitive interview in this substudy. Of these, 7 participants were young people with either inflammatory bowel disease, cystic fibrosis, or cancer. The remaining 7 participants were clinicians who were convenience sampled. These included a clinical psychologist, 2 nurses, 3 consultant physicians, and a community youth worker practicing in cancer, diabetes, cystic fibrosis, and liver disease. Cognitive interviews were transcribed and analyzed, and a spreadsheet recorded the participants’ PROM item appraisals. Illustrative quotes were extracted verbatim from the interviews for all participants.

Results: Young people found 11 of the PAM 13 items and 7 of the additional 8 PAM 22 items to be relevant to digital consulting. They were only able to provide spontaneous examples of digital consulting for 50% (11/22) of the items. Of the 7 clinicians, 4 appraised all PAM 13 items and 20 of the PAM 22 items to be relevant to evaluating digital consulting and articulated operationalization of the items with reference to their own digital consulting practice with greater ease than the young people. Appraising the PHBQ, in 14 of the 25 items, two-thirds of the young people’s appraisals offered digital consulting examples with ease, suggesting that young people can detect and discern humanistic clinician behaviors via digital as well as face-to-face
communication channels. Moreover, 17 of the 25 items were appraised as relevant by the young people. This finding was mirrored in the clinician appraisals. Both young people and the clinicians found the research task complex. Young participants required considerably more researcher prompting to elicit examples related to digital consulting rather than their face-to-face care.

Conclusions: PAM and PHBQ have satisfactory face and content validity for evaluating digital consulting to warrant proceeding to psychometric evaluation. Completion instructions require revision to differentiate between digital and face-to-face consultations.

(J Med Internet Res 2018;20(10):e268) doi:10.2196/jmir.9786
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Introduction

Clinical Outcomes in Young Adults

In the United Kingdom, 23% of 11- to 15-year-olds report having a long-term illness or disability and of those reporting a long-term condition, 58% take medication [1]. As these young people approach adulthood and take over greater responsibility for their health from their parents, their health outcomes notably decline. In type 1 diabetes, accessing care declines once they have transitioned from pediatric to adult services [2]. The key clinical outcome of importance to their future health, blood glucose control, deteriorates with 1 in 4 young people having blood glucose levels that will lead to complications of diabetes in adulthood [3,4]. In sickle cell disease, during adolescence, regular attendance at outpatient clinics reduces and poorer adherence to medical regimens, in particular penicillin prophylaxis, is reported [5-7]. This is especially problematic because 25% of young adult deaths due to sickle cell are linked to infection and poor compliance with penicillin prophylaxis [7]. In a birth to 18-year-old cohort with sickle cell, highest mortality occurred in those over 15 years with the transfer from pediatric to adult care settings. This represents a particularly high-risk situation [8]. In asthma, median rates of medication adherence in adolescents have been reported to be 43% [9], and when they present for emergency visits, they are less likely to continue treatment plans compared with younger children [10].

Digital Consulting

In an attempt to improve poor health outcomes, specialist clinical teams caring for young people with long-term conditions have begun to use digital consulting, which commonly consists of email and text messaging [11]. This practice was investigated in the LYNC (Long-Term Conditions, Young People, Networked Communications) study that aimed to understand the role of digital consulting in specialist long-term condition clinics for 16- to 24-year-olds [12]. The LYNC study broadly defined digital consulting as two-way patient-clinician communications for clinical purposes, synchronous or asynchronous, in which either party is, or could be, mobile. The objective of this study was to explore how engagement in self-care is impacted by the use of digital consulting including effects, costs, and necessary safety and ethical safeguards. This was undertaken by interviewing and observing the practice of 173 clinical team members and 165 young people across 20 clinics providing care for young adults with 13 different physical and mental health conditions [11,13]. Young people and their clinicians value digital consulting as providing access to health care in a timely way and at a point when it makes a difference to how the young people manage their health [11].

Patient-Reported Outcomes

Although these digital methods are increasingly being used by health professionals and are supported by health-provider organizations [14-16], their impact on patient-reported health outcomes has not been explored. In planning and undertaking health services improvement or experimental research, patient-reported outcomes (PROs) are of documented importance, and where you have a PRO, you need a patient-reported outcome measure (PROM) [17]. Examples of PROs are treatment satisfaction, depressive symptoms, quality of life, and pain.

Systematic reviews of digital consulting relevant to young people with long-term conditions identify gaps in our understanding of relevant PROs [12]. Digital consulting PROs need to demonstrate some amenability to change because of care being provided in both a face-to-face and digital contexts. For example, would the PRO be influenced if the young person had routine hospital appointments supplemented by email contact with one of their clinical teams between routine appointments? We might not expect depressive symptoms to change, but we might anticipate that treatment satisfaction could perhaps be influenced. Systematic reviews have also recommended undertaking research across several clinical populations using digital consulting [12]. To achieve this, a PRO that can span different long-term conditions and elicit generic outcomes related to the potential benefits of digital consulting is required.

Identifying Candidate Patient-Reported Outcome Measures for Digital Consulting

As part of the LYNC study, a series of systematic and scoping reviews were undertaken alongside patient involvement to identify generic PROs and PROMs that assessed the impact of types of patient-clinician interactions (not specifically digital interactions) on patient engagement with their health as an outcome. This work is published elsewhere [13], but in summary, an initial systematic review to identify existing candidate generic PROMs to be used for evaluating digital consulting was undertaken. The review generated 28 generic PROMs from which we expected to identify an existing PROM that would be fit for purpose. To make the public and patient engagement task of appraising these PROMs manageable, they were clustered in PRO themes. The main PRO clusters were...
(1) quality of life (x 8 PROMs), (2) psychological status (x 5 PROMs), and (3) patient satisfaction with information technology (x 4 PROMs). Results of a Web-based public engagement survey (n=57) and discussion with the LYNC study public engagement team indicated that the PRO clusters were outdated and not fit for the purpose of evaluating the impact of digital consulting for young adults. Service user engagement in determining important outcomes of care is essential, and these discussions within the LYNC public engagement team were informed by the early LYNC fieldwork. This resulted in a decision to undertake a scoping review to identify interventions (and their PROMs) that aimed to improve face-to-face hospital appointments primarily by increasing patient participation in them. Two reviews were identified [18,19], and with reference to the emerging LYNC fieldwork data, the Harrington et al [18] review was particularly useful in informing a second Web-based public engagement survey to gain perspectives on the most important attributes of a successful face-to-face medical appointment. This survey (n=143) resulted in the emergence of 4 priorities. Using these as our guide, we returned to the Harrington et al review [18] to identify the PROMs that had been used to assess the impacts of interventions used in routine appointments to promote the following: (1) question asking, (2) engagement between the clinician and patient, (3) recall following an appointment, and (4) having a sense of disease control. None of the studies in the Harrington et al review [18] had utilized PROMs to assess these attributes specifically, but the scoping review, the public engagement process, and early LYNC fieldwork informed us about what we needed to look for in the PROM literature. A final scoping review identified 5 candidate PROMs that the LYNC public engagement team narrowed down to 3, which appeared potentially fit for the purpose of eliciting patient outcomes targeted by digital consulting and suitable for use across multiple long-term conditions. These PROMs were (1) the patient activation measure (PAM 22) [20], (2) the patient activation measure short form (PAM 13) [21], and (3) the physician’s humanistic behaviors questionnaire (PHBQ) [22]. The 13 items of the short form PAM 13 are contained within the 22 items of the PAM 22. Therefore, items from just 2 candidate PROMs, the PAM 22 and the PHBQ, were the focus of our interest.

The Patient Activation Measure 22 and the Physician’s Humanistic Behaviors Questionnaire

The aim of PAM is to understand the knowledge, beliefs, and skills required by people to enable them to manage their long-term conditions. PAM 22 demonstrates construct and criterion validity [20]. PAM 13, a short-form version of PAM 22, has been more extensively examined for use in additional populations and languages [21]. It offers strong psychometric evidence in people living with long-term conditions [23-34]. PAM, specifically PAM-13, possesses a large body of evidence that supports its strong psychometric properties across diverse cultures and patient groups. PAM 13 and 22 are proprietary PROMs that can limit access. The aim of PHBQ instrument development was to understand what physician humanistic behaviors, performed (or not) in the physician-patient interaction, were important to patients and to develop a measure to assess these behaviors in different health care contexts [22].

No further evaluations of the PHBQ full scale were identified, although a number of investigators have used items from PHBQ in new outcome measures or used PHBQ as a benchmark for convergent validity when developing new measures [35-37]. In summary, PHBQ evidences satisfactory face, content, and convergent validity but reports no reliability evidence. Research endeavor is required to address its psychometric properties relating to reliability and validity in other clinical contexts. A full assessment of the psychometric validation evidence for both PROMs is provided in Multimedia Appendix 1.

Study Objectives

Neither PAM nor PHBQ have been used to evaluate the impact of digital consulting, and their face and content validity for this purpose have not been established. Our research objective was to assess the face and content validity of these measures for assessing the patient-clinician relationship impacts of digital consulting. In addition, where PROM items had face validity with young people and their clinicians, we also aimed to access whether they were thinking about the digital consultation component of their care when reflecting on their activation and their patient-clinician relationship.

Methods

Research Design

We undertook a qualitative exploration of PHBQ and PAM using cognitive interviewing, an established method for the development and revision of PROMs [38-42]. Criteria for PROM development and revision are that the items have clarity, relevance, and are unambiguous for their purpose [38]. Cognitive interviews use a concurrent interviewing approach where participants are asked to think aloud as they consider the measure or a debriefing approach where participants are asked to consider their experience of answering the questions and completing the measure immediately after its completion [38,39]. We used both concurrent and debriefing approaches in all interviews to understand the cognitions of the participants as they were considering individual items and their overall experience of each PROM and its fitness for purpose in the use of digital consulting. We acknowledged that there may be organizational barriers for clinicians in delivering care aligned with the individual PROM items in a digital care context. Consequently, it was important to expose each PROM to clinicians in addition to young people. This would identify whether there are differences in perspectives between people receiving digitally enhanced care and those offering it.

Setting

A total of 5 clinics from the wider LYNC study participated in this substudy. LYNC study clinics spanned England and Wales and provided specialist National Health Service (NHS) care to 16- to 24-year-olds with long-term mental or physical health conditions [11,13]. The majority of clinicians and participants in the main LYNC study clinics were engaging in digital consultations in addition to routine clinic appointments.
Participants

Interviewees were a subset of LYNC study participants with experience of digital consulting [12]. A total of 7 young people aged 16 to 24 years with a diagnosis of inflammatory bowel disease (4), cystic fibrosis (1), or cancer (2) consented to have a cognitive interview from a total sample of 165 young people recruited to the LYNC study. A total of 7 clinicians from 5 NHS trusts, also from the LYNC study pool of 173 clinical team members, participated. Of these, 1 was a clinical psychologist, 2 were nurses, 3 were consultant physicians, and 1 was a community youth worker. They worked in the fields of cancer (2), diabetes (2), cystic fibrosis (1), and liver disease (2). Convenience sampling was used in 5 of the recruited LYNC clinical sites. The complexity of the cognitive interviewing task meant that we needed young adult participants to agree to participate in a face-to-face interview. Everyone who was approached agreed to participate in the cognitive interview. We obtained ethical approval (14/WM/0066) from the National Research Ethics Service Committee West Midlands—The Black Country.

Procedure

Three experienced researchers completed the interviews. Clinician participants were briefed on the purpose of the interview and the rationale for each candidate PROM. They were then asked to consider each item and articulate what they were considering as they read it. As each PROM was aimed at patient completion and not clinician completion, the clinicians were asked to consider the extent to which they themselves performed or supported the behaviors and attitudes in the items when thinking about digital consulting. They were asked to consider their own clinical care using the response options included in each measure (eg, strongly agree to strongly disagree). In doing so, they would be prompted to consider the item’s relevance in a digital consulting context. A total of 5 clinicians reviewed both PROMs and 2 reviewed 1 PROM each. Young people’s PROM cognitive interviews took place at the end of a shortened regular LYNC interview [11]. The young participants were briefed on the purpose of the interview and of the measure. To reduce participant burden, each young person was asked to consider, in rotation, 1 in 3 of the items in both measures. The sequential rotation of shortened questionnaires was documented to ensure item coverage during interviews. Young people were primed when considering the measures to think about their current access to, and communication with, their health care team, including digital consultations, and how completely they felt the questions addressed the sorts of things that are important to them in terms of engaging in digital consultations. We expected that young people would find it difficult to separate out their face-to-face interactions from their digitally enhanced care. Consequently, young people were asked to think aloud as they considered the items in the measure in relation to their own care and articulate a personal response to each item, and where necessary, they were prompted to clarify whether they were appraising in terms of their experience of digital consultations. Both clinicians and patients were also prompted to reflect on the measures in their entirety after having reviewed the individual items in terms of the overall relevance of the items for assessing the outcomes of digital consultations and whether there were any important aspects of this assessment that were currently omitted. All interviews were audio recorded, transcribed verbatim, and anonymized.

Analysis

For both young person and clinician interviews, a spreadsheet was developed to indicate, by item, whether the participant could appraise the item as related to digital consulting with ease, operationalized by offering examples as they thought aloud, and whether the item was considered relevant. Illustrative quotes were extracted verbatim from the transcribed interviews for all participants. Where 2 or more young people and 4 or more clinicians appraised the item as relevant, we determined the item to be relevant.

Results

Face and Content Validity Assessments of the Patient Activation Measure 13 and 22 Items

PAM 22 was reviewed in entirety by 6 of the 7 clinicians, and selected items were reviewed in rotation by 7 young people. Each individual item of PAM 22 was reviewed a minimum of 8 times overall. Multimedia Appendix 2 presents the degree to which young peoples’ and clinicians’ responses indicated that they agreed or strongly agreed with the relevance of each item as an outcome of digital consulting. It also presents the degree to which digitally enhanced care was referred to spontaneously with ease or when prompted while considering the relevance of the item operationalized as examples being given in the interviews. Illustrative quotes from the cognitive interviews show where digital consulting was shown to be underpinning the construct of patient activation.

Young People

Multimedia Appendix 2 illustrates that in comparison with clinicians, the young people were less able to appraise the items as related to digital consulting with ease. In only 50% (11/22) of the items was more than 1 young person, out of the 2 or 3 reviewing the items, able to give an illustrative think aloud example. This did not differ according to whether they were appraising PAM 13 or PAM 22 items. Young people had less difficulty with appraising item relevance for digital consulting. On PAM 13, 11 of the items were assessed as being relevant to young peoples’ experience of managing their health condition with digital access to clinicians. Of the additional 8 PAM 22 items, 7 were found to be relevant. In articulating digital examples, the young people provided a similar proportion of these across all of the PAM 13 and PAM 22 items identified to be relevant. We had anticipated that young people would struggle to critique the measure items and instead use the item as a mechanism for appraising their abilities or their care. In appraising both the PAM 13 and 22 items, we found that young people did default to this position while undertaking this complex task. For example, in the last quote in Multimedia Appendix 2, the young person offers evidence of how they demonstrate that they can handle symptoms at home rather than on whether being able to handle their symptoms at home may be facilitated by the use of digital consulting. One young person reported that some of the questions were similar to others.
Another suggested that PAM 22 could be used to assess and compare whether young people preferred digital versus face-to-face communication. The complex nature of the task limited the extent to which the young people were able to critique the PAM scale overall in depth and comment on item duplication or item omissions in important areas related to digital consulting.

Clinicians

Clinician participants had an easier grasp of the task than the young people and were able to appraise the items with relative ease. At least 4 of the 6 clinicians were able to address the items as related to digital consulting with ease on all PAM 13 items and 20 of the PAM 22 items. The majority of clinicians agreed that the measure was suitable for appraising digital consulting. For example, on PAM 13, if all 6 clinicians had agreed with the relevance of all 13 items, a 100% agreement rate would have been established by a total agreement score of 78. The agreement score was 63, which indicates high levels of agreement across the items and the clinicians on the item relevance for evaluating digital consulting. Most were able to provide examples of the relevance of the items to digitally enhanced care in support of their assessment. The clinicians were more able to critique the PAM items beyond the direct task and raised a number of issues. In relation to some items on the PAM 22 scale, with item similarities observed in the following paired questions—item 1 and 2; 13 and 16; and 18 and 20—made either item redundant. A diabetes consultant commented that they struggled to establish the relevance of item 3 and 6 in relation to evaluating outcomes for digital consulting and suggested that further clarification was required. The same clinician also remarked about the significant overlap between item 10, 12, and other items in the instrument. A liver clinician also found items 15 and 20 to be ambiguous and therefore could not provide a response.

Two clinicians suggested that there were items that may be more or less applicable for particular conditions. For example, a clinician suggested that item 18 on PAM 22 was condition-specific and would yield different responses in various health conditions. The young people’s community worker in cancer services disagreed with the idea in item 1 inferring that the patient should take sole responsibility for their health condition and reported that it took a joint effort to maintain good health outcomes for each patient. The diabetes consultant reported that they were yet to encounter a patient who had successfully made changes in adopting a healthy lifestyle when considering item 16 on the PAM 22 scale. A young people’s community worker in cancer services commented that the measure appeared sufficiently comprehensive by covering a broad context of how technology might contribute to supporting self-management and found items 4 and 8 to be particularly relevant. However, this health professional added that not all items of PAM 22 would be relevant to all patient groups. This idea was supported by a cystic fibrosis consultant who reported that although they strongly agreed with the first 6 items on the scale, some items relating to taking sole action of one’s health condition would be less important for a cystic fibrosis patient group than for other health conditions. The clinician reported that due to the nature of the health condition, young people living with cystic fibrosis were usually knowledgeable about managing their health condition at home and infrequently visited their general physicians in the community.

A lead cancer nurse summarized that PAM 22 adequately probed the right issues in terms of assessing the outcomes of digital consulting. This idea was also supported by a diabetes consultant, but he/she concluded that although the instrument was exhaustive, it was quite repetitive. Some concepts were missing for some clinicians in confirming the PAM 13 or 22 as a comprehensive measure of the effects of digital consulting. The liver clinician stated that it was paramount for any assessment to include items that would gauge whether there were notable changes in young people’s confidence attributed to digital consulting. Overall, PAM was appraised as having a satisfactory level of face and content validity notwithstanding the issues raised regarding some of the items.

Face and Content Validity Assessments of the Physician Humanistic Behaviors Questionnaire

Assessments were made by 6 of the 7 clinicians and 7 young people, and each individual item was assessed a minimum of 8 times. Multimedia Appendix 3 presents data of item relevance and illustrative examples where digital consulting was identified to be underpinning the constructs and/or outcomes of physician humanistic behaviors.

Young People

Compared with the clinicians, the 7 young people appraising these items found it very difficult to engage in a lengthy critique. Young people had a tendency to answer the question rather than articulate its relevance to digital consulting. The young people required prompting to clarify whether their responses were underpinned by digital consulting, and on some occasions, they could not elaborate any further beyond one-word responses when prompted about this. Nonetheless, Multimedia Appendix 3 illustrates that for 56% (13/25) of the items, at least 2 of the 3 young people reviewing each item were able to offer digital examples with ease. This suggests that young people can detect and discern humanistic clinician behaviors via digital as well as face-to-face communication channels. In terms of item relevance, 68% (17/25) of the items were appraised as relevant by 2 or more young people. As with the PAM appraisal, the complexity of the task limited a wider critique on item repetition or omission by the young people.

Clinicians

If all 6 clinician appraisals had agreed with the relevance of all 25 items, a 100% agreement rate would have been established, resulting in a total agreement score of 150. The agreement score was 108, which indicates reasonable levels of agreement across the items and the clinicians on the item relevance for evaluating digital consulting. Clinicians were able to provide examples of how the items elicited aspects of their performance relating to digital consulting. There were queries raised with regard to the ambiguity and applicability of some items on PHBQ. They were concerned that the idea of making promises to patients in item 7 was uncomfortable and suggested that the item needed readjustment. A diabetes clinician reported that item 3, is in a hurry; required a context to be given to make the question clear for the patients to respond. Moreover, 3 clinicians had queries
regarding the relevance of item 21. The professionals stated that they were already familiar with their patients and would know how they preferred to be addressed. One clinician agreed with the relevance of item 1, which probed clinicians’ ability to follow through on patients’ problems and provided examples of how this aspect of performance related to digital consulting. Item 11 was thought to be irrelevant with regard to evaluating digital consulting by the same health professional, and this idea was also supported by a cystic fibrosis consultant who expressed a similar opinion with regard to item 16. These 2 professionals considered item 17 to be inappropriate for a digital consulting scenario, although 1 clinician appreciated that abruptness could be communicated in an email.

A small number of recommendations were made to either add or alter existing items on the scale. Two clinicians suggested that the addition of items that probed whether clinicians respond to queries in a timely manner would be valuable. An individual expressed concern that PHBQ appeared to scrutinize clinicians’ behaviors without much consideration of young people’s conduct toward health professionals. They suggested that the instrument needed to account for the prior agreement established between health professionals and young people with respect to methods of communication and essentially probe those dynamics. They concluded that PHBQ was useful in asking the right questions to obtain young people’s opinions about the outcome of digital consulting in terms of the clinician’s behavior.

**Discussion**

**Principal Findings**

Cognitive interviews with 7 clinicians and 7 young people found that PAM and PHBQ contain items that were satisfactorily appraised by clinicians and patients as having reasonable degrees of face and content validity. In addition, both scales have demonstrated themselves to be credible clinical evaluation measures for assessing the effects of digital consulting. The young people found it difficult to separate their digital experiences from their face-to-face consultation experiences. The clinicians had less difficulty with this task and context. Each young person’s experience is limited by the n-of-1 nature of their clinical experiences, whereas the clinicians have multiple young patients upon whom they were drawing to produce illustrative examples with ease.

**Strengths and Limitations of the Research Methods**

The cognitive interviews provided in-depth analyses of 2 PROMs with both clinicians and patients. We recruited a broad range of health professional disciplines to participate, and they were experienced providers of digitally enhanced care. Consequently, they were evaluating the measures’ real clinical relevance for use in a service evaluation or audit context. In relation to the young people, they were all receivers of digitally enhanced care, and all patients evaluated some aspects of both measures. These participants were conveniently sampled, and their representativeness of the whole LYNC study population cannot be assured. Despite 4 of the main LYNC case study sites being mental health services, none of the cognitive interviews were undertaken with clinicians or young people from a mental health service, and this is a limitation of the evidence presented.

The most apparent methodological weakness is that most young people and some clinicians did not understand the exercise of having a cognitive interview and the additional challenge of distinguishing their digital and face-to-face consulting experiences. The interviewers had to work hard with the time and level of understanding that each participant presented. In this respect, it could be argued that some interviews were not sufficiently accessing young people’s, autonomous cognitions on the topic. Often, considerable prompting from the researcher was required to facilitate the young person’s understanding of the interview purpose and elicit the required data. The PHBQ scale was developed for the purpose of appraising physician behaviors, and we applied it to a broader range of health professionals. Despite this original focus, no participant referred to any limitation of this broader application.

**Strengths and Limitations of the Patient-Reported Outcome Measures**

Previous research has demonstrated that psychometrically, PAM 13 has stronger and more detailed all-round validity in demonstrating clear face, content, construct, and criterion validity and psychometric reliability across populations [21,23-34]. A large body of evidence, therefore, demonstrates that PAM-13 is a valid, reliable, and clinically useful measure of patient activation that can be used across diverse cultures and patient groups. In light of the evidence presented above, the strong psychometric properties of PAM 13, in particular, support its use in adults with long-term conditions. Its validity in a digital context has not previously been established in the literature. PAM 22 has been psychometrically appraised fewer times [20]. The PAM 22 and 13 outcomes in young adult populations have been reported [43-45], although Disabato et al [45] questioned the appropriateness of PAM 13 in this population. Its psychometric evaluation in a young adult German population with a mean age of 17.5 years has however since been satisfactorily established [46]. The PHBQ has less documented detail about the face and content validity for face-to-face consultations in a single study appraising its psychometric properties [22]. A revised version of PHBQ was used in a study of 1400 service men and women in which 41% of the study population were aged 18 to 24 years [47]. The authors reported no methodological limitation in the use of the measure with their participants.

During interviews, clinician participants were not specifically directed to appraise both PROMs as research tools and in their principal roles as clinicians; they may have adopted a view of them as clinical tools. This may have contributed to some negative appraisals regarding item or topic repetition within the scale. Asking the same question in different ways is often a strength in a research tool to enable the research team to tease out response congruity. In a clinical setting, where time for both clinicians and patients is at a premium, repetition may appear wasteful and irritating. Our LYNC findings point to the role of digital consulting as having particular strength when there is a pre-existing relationship between the patient and the clinician [11]. This aligns well with the PHBQ scale, which is assessing physician humanistic behaviors, where 2 previous face-to-face consultations are required before scale completion.
Comparisons With Prior Work

PAM is one of the few PROMs that serves twin purposes of performing well as both a clinical and research tool. Armstrong et al (2017) evaluated the use of PAM as a clinical tool in patient care and found it to prompt a range of both positive and negative responses by both patients and clinicians and concluded that further evaluative work in its clinical application is warranted [48]. PROMs are increasingly important across the health care sector. The US Food and Drug Administration (FDA) [49] has produced guidance on their use by the pharmaceutical industry in recognition that the evolution of science and health care products and practices should not come at any price. There is concern that drugs can have detrimental effects on the constructs measured by PROMs, and it is important to identify this early in the evaluation of the drug so that it can be optimized to reduce patient treatment burden, for example, on quality of life. Although this advice is specifically intended for the pharmaceutical industry, Speight and Barendse [17] remind us that the principles underpinning the FDA’s guidance apply across other contexts. Health care is awash with technological solutions, and in the area of digital consulting, NHSmail2, a secure email service for sharing patient identifiable and sensitive information, is currently undergoing a rollout across the NHS with the specific objective of promoting digital communication between many users, including patients. With such fundamental shifts in the way that health care will be delivered and received on the horizon, it is imperative that we ensure we have clinically and scientifically fit-for-purpose PROMs available that have credibility with patients, clinicians, researchers, and technological innovators.

Recommendations for Research

The strength of PAM 13 evidence indicates that it represents the best-evidenced PROM for evaluating the impact of digital consulting on patient activation behaviors. Our research indicates that revision of the completion instructions would be necessary to enable participants or patients to differentiate between digital and face-to-face consultation in their responses. Subsequent research studies need to expose PAM 13, 22, and PHBQ to clinical evaluations of digitally enhanced services to examine how they perform psychometrically in a larger population. Face and content validity of these PROMs need to be explored in mental health settings delivering digitally enhanced care. Although we acknowledge that these PROMs may not be perfect and may benefit from item addition, revision, and removal, they are presented as the best PROMs available at the current time to evaluate the impact of digital consulting for young adults with long-term conditions. The development of a new PROM for this purpose may be appropriate in the future.
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Strength of validity and reliability evidence for the candidate patient-reported outcome measures.
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Multimedia Appendix 2

Clinician and young people’s face and content validity assessments of the Patient Activation Measure 13 and 22 items.
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Multimedia Appendix 3

Clinicians and young people’s face and content validity assessments of the Physician Humanistic Behavior Questionnaire.
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Abstract

Background: The use of social media has risen tremendously over the past decade with usage rates spanning from 5% American adults in 2005 up to 69% in 2016. A 2011 survey of 4033 clinicians found that 65% physicians use social media for professional purposes. To meet the changing needs and preferences of their customers, medical information departments within the pharmaceutical industry must continue to assess new digital channels such as social media and evolve their medical information services.

Objective: The objective of the study was to pilot the use of social media as an additional channel to respond to unsolicited medical requests from health care professionals (HCP RUR) directed toward the pharmaceutical industry.

Methods: From November 2016 to June 2017, 3 pilots were conducted during 3 professional congresses: the 2016 American College of Rheumatology Annual Meeting, the 2017 American Society of Clinical Oncology Annual Meeting, and the 2017 American Headache Society Annual Scientific Meeting. For each social media account, an identified community manager monitored the incoming account feed for proper triaging of posts. When an unsolicited medical request appeared, the community manager routed the question to the Tier One medical information contact center agents to respond. The following metrics were collected: total number of unsolicited requests directed to medical information contact center agents, total number of unsolicited requests that required escalation to Tier Two medical information associates, total number of unsolicited requests that were confirmed US HCPs, total number of unsolicited requests received after hours, and total number of unsolicited requests that were redirected to a different channel.

Results: During the 3 pilots, 9 unsolicited medical requests were received with request numbers ranging from 2 to 4 requests per pilot. Of these, 1 was from a confirmed US HCP that required escalation to the Tier Two medical information associates. A majority of requests (7 out of 9) came in after the scheduled monitoring hours. There were 4 requests redirected to the medical information contact center phone number. The marketing accounts received more unsolicited medical requests than the corporate accounts (7 vs 2, respectively), and the 3 Twitter accounts saw more overall engagement (ie, medical requests and other general engagement) than the LinkedIn account.

Conclusions: A limited number of medical questions were asked by confirmed HCPs using social media during the 3 pilots. New innovative medical information contact center channels often take time to build awareness. Continued channel awareness is needed to fully understand the channel’s desired use. Because consumers currently make up a majority of social media engagement, companies should look into creating a combined consumer and HCP RUR strategy to provide a better experience for all customers.
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Introduction

The Evolution of Medical Information

Medical affairs organizations within the pharmaceutical industry act as the connecting link between research & development and commercialization teams. A core responsibility of Medical Affairs is to provide up-to-date, accurate, balanced, and nonpromotional responses to unsolicited medical requests regarding the company’s products. The action of responding to unsolicited requests (RUR) is performed by the Medical Affairs function, commonly referred to as medical information [1]. Over the past few decades, medical information departments have needed to evolve continually to meet the ever-changing digital landscape. Response channels used for RUR have ranged from basic channels such as the phone, fax, and hard copy in the 1980s and 1990s to the evolution of email responses and self-service websites in the 2000s [2]. Today, the world of digital channels has grown exponentially, leading to a focus on omnichannel response fulfillment with growing possibilities such as Web-based chat, texting, videoconferencing, podcasts, mobile apps, artificial intelligence, and social media. To meet the changing needs and preferences of their customers, medical information departments must continue to assess new digital channels for RUR, such as social media, and evolve their medical information services [2-3].

Social Media Use and Health Care

The use of social media has risen tremendously over the past decade with usage rates spanning from only 5% of American adults in 2005 up to 69% in 2016. The most prevalent users continue to be the younger population with 86% of 18-29-year-olds using social media, followed by 80% of 30-49-year-olds, 64% of 50-64-year-olds, and 34% of those aged 65+ years [4]. A 2012 survey by PricewaterhouseCoopers’ Health Research Institute found that 1 in 3 consumers use social media for matters regarding their health with Facebook and YouTube being at the top. A majority of engagement comes from the younger population with 90% of 18-24-year-olds being likely to engage on social media or trust information for health matters compared with 56% of those aged 45-64 years [5].

An analysis of Twitter usage found over 100,000 health care professionals (HCPs) on Twitter in 2014, averaging 295,872 tweets per day. A majority of these HCPs were in the United States (45%), followed by Europe (22%), Near and Far East (17%), South America (13%), and Oceania (2%) [6]. A 2011 survey of 4033 clinicians found that 65% physicians use social media for professional purposes [7]. Furthermore, a 2014 survey of 350 nurse practitioners and physician assistants found that 45% of these HCPs also use social media for business purposes [8]. A search on LinkedIn in November 2017 detected over 400,000 profiles using the term “physician,” over 450,000 profiles using the term “nurse,” and over 1,647,000 profiles using the term “physician,” and over 1,647,000 profiles using the term “nurse” [9]. Instances of professional use include networking, crowsgourcing, sharing and consuming information, curating information, educating the public, patient engagement and feedback, and discussing health care policy [10-14].

Furthermore, Twitter has increasingly been used during medical conferences to share and discuss information related to the conference [10,13]. Ample literature has been published looking at the role of Twitter at various conferences across specialties [15-22]. A tweet analysis of 13 conferences from 2011-2013 identified 51,159 tweets by 8778 Twitter account holders of which 25% were identified HCPs who composed 19,503 (38%) of the tweets [15].

Social Media and the Pharmaceutical Industry

In recent years, pharmaceutical companies have joined the social media revolution, creating their own corporate or marketing accounts [23-25]. A study of 15 of the top pharmaceutical companies from October 1, 2013 to September 30, 2014 found that 93% of the companies had a company-owned Twitter page, followed by 66% for YouTube, 66% for Facebook, and 60% for LinkedIn. These pages averaged approximately 45,000 subscribers or followers, and a majority of the posts were related to company news (63.4%) and help-seeking electronic direct-to-consumer advertising (40.7%) [23]. In 2014, the Food and Drug Administration (FDA) put out 3 draft guidance documents for industry to assist companies in developing their strategy for participation in social media [26-28].

In the 2011 FDA draft guidance on RUR for off-label information, the FDA states that because other responders in public forums often do not have the most up-to-date and robust information that pharmaceutical companies do on their products, it may be in the public’s best interest for the company to respond to unsolicited requests regarding their products in these channels [29]. Most pharmaceutical companies, however, have yet to take full advantage of the customer service capabilities that the medical side of the organization can offer on social media [25]. Those that have ventured into this area often do so by redirecting the customer to the company’s contact center number when an unsolicited request for information is received [30]. There are 2 companies that have attempted to incorporate medical information services into their social media strategy by partnering with Sermo to allow physicians to submit unsolicited medical requests to the company [31]. Sermo is a global physician-only social media platform that includes over 800,000 physicians from 150 countries around the world [32]. Survey results showed that 73% of the Sermo physicians found direct access to the company’s medical expert as valuable or extremely valuable [31].

Social Media Business Case Development

Currently, medical information services are provided through a number of traditional channels such as telephone, email, live chat, and a self-service website. When evaluating the addition of innovative digital channels to the omnichannel nature of medical information services, there is often a lack of information in the primary literature to assist pharmaceutical companies in developing their strategy. Therefore, to fully assess the channel’s
potential desired use, proof of concept tactics such as market research are frequently utilized before moving forward with a pilot.

From September 2, 2016 to October 3, 2016, a third-party vendor was contracted to initiate, draft, and complete a market research survey analyzing HCP use of social media for medical information. The Web-based survey was completed by 100 HCPs consisting of 50 physicians and 50 allied HCPs. Survey results showed that a majority of physicians (41/50, 82%) and allied HCPs (45/50, 90%) had asked a medical or product-related question on social media before. Furthermore, a majority of physicians (32/50, 64%) and allied HCPs (36/50, 72%) feel that social media is somewhat, very, or extremely valuable for interacting with pharma. Therefore, with the market research providing a positive business case for piloting HCP RUR on social media, the decision was made to move forward to the pilot stage. The objective of the following research is to pilot the use of social media as an additional channel to respond to unsolicited medical requests from HCPs (HCP RUR) directed toward the pharmaceutical industry.

**Methods**

**Pilot Overviews**

From November 2016 to June 2017, 3 pilots were conducted covering 3 professional congresses: the 2016 American College of Rheumatology Annual Meeting, the 2017 American Society of Clinical Oncology Annual Meeting, and the 2017 American Headache Society Annual Scientific Meeting (Table 1). Identified social media accounts were limited to those that were company-owned and had HCPs as one of their target audiences. Corporate communications- and therapeutic area-focused accounts that were active during the congresses were prioritized. The social media account owners were required to have a statement on the page that let the audience know how the company would engage on the site. The account owners were also required to have a process in place for handling and reporting adverse events and product complaints, a process for handling misinformation, a process for crisis management, and a triage process in place to ensure requests were directed to the appropriate groups for responding. Engagement tool selection was based on the current engagement tool that the account owner was using. The 2 engagement tools utilized were Spredfast, a social marketing platform (headquartered in Austin, TX), and Social Studio, a product of the Salesforce Marketing Cloud (headquartered in San Francisco, CA).

**Process for Responding to Unsolicited Medical Requests from Health Care Professionals**

For each social media account, an identified community manager monitored the incoming account feed for proper triaging of posts (Figure 1). When an unsolicited medical request was directed to the company-owned social media account, the community manager would route the question to the Tier One medical information contact center agents to respond. If the question was deemed answerable with a medical response, the medical information contact center agents would direct the requestor to a private message and ask for confirmation that the requestor was a US HCP. If the requestors confirmed they were US HCPs, the medical information contact center agents would then provide the answers within a private message conversation. If the appropriate medical answer was available on the company’s medical information website, medical information contact center agents would provide links to the medical answer within the private message response. This ensured the answers would always remain current and would contain appropriate regulatory information. If an appropriate medical answer was not currently available, the medical information contact center agents would escalate the question to the Tier Two medical information associates for creation and approval of a medical response to answer the question. Due to licensing fees and the limited timeframes of Pilots 1 and 2, a Medical Digital Strategy Consultant acted as a liaison between the medical information contact center agents and the Spredfast engagement tool to ensure proper posting of responses.

In preparation for the pilots, training and simulation sessions were held to teach key participants the process and guardrails for HCP RUR on social media. Subject matter experts were on call to assist with strategy-related questions that occurred during the pilot, including subject matter experts for medical social media operations, contact center operations, social media account operations, and engagement tool operations.

**Table 1.** Overview of pilots.

<table>
<thead>
<tr>
<th>Features</th>
<th>Pilot 1</th>
<th>Pilot 2</th>
<th>Pilot 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Congress</td>
<td>2016 American College of Rheumatology Annual Meeting</td>
<td>2017 American Society of Clinical Oncology Annual Meeting</td>
<td>2017 American Headache Society Annual Scientific Meeting</td>
</tr>
<tr>
<td>Pilot dates</td>
<td>November 11-16, 2016</td>
<td>June 2-6, 2017</td>
<td>June 1, 2017-ongoing</td>
</tr>
<tr>
<td>Pilot hours</td>
<td>9 am-5 pm EST</td>
<td>9 am-8 pm EST</td>
<td>Ongoing: 9 am-5 pm EST weekdays; Congress: 9 am-8 pm EST</td>
</tr>
<tr>
<td>Social accounts</td>
<td>US Rheumatology Twitter handle</td>
<td>Main corporate Twitter handle and US Oncology LinkedIn account</td>
<td>US Migraine Twitter handle</td>
</tr>
<tr>
<td>Account owner</td>
<td>Marketing</td>
<td>Corporate</td>
<td>Marketing</td>
</tr>
<tr>
<td>Engagement tool</td>
<td>Spredfast</td>
<td>Spredfast</td>
<td>Social Studio</td>
</tr>
</tbody>
</table>
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Pilot Metrics

To evaluate the pilots and inform shared learning for future process improvements, the following metrics were identified and collected:

- total number of unsolicited requests directed to medical information contact center agents
- total number of unsolicited requests that required escalation to Tier Two medical information associates
- total number of unsolicited requests that were confirmed US HCPs
- total number of unsolicited requests received after hours
- total number of unsolicited requests that were redirected to a different channel

Results

Pilot 1

During Pilot 1, 4 unsolicited medical requests were received (Table 2 and Figure 2). Of these, 1 was a US HCP asking about registration for a congress event that was to occur the following day. This request required escalation to the Tier Two medical information associate to draft and approve a custom response. Due to the extra effort needed, a response was not able to be provided until shortly before the event occurred. Another was a consumer asking about pipeline information for a specific indication. This requestor was not a US HCP, so an approved pleasantry was used as the response. Even though the question could not be answered, the consumer provided positive feedback, thanking the team for listening. The third question asked for clarification regarding a scientific term in one of the posts. This question was answered correctly by an external Twitter user before the team could respond. The fourth question asked about disease control. However, the requestor never responded to the tweet asking for US HCP confirmation. Of the 4 unsolicited requests, 3 were received after designated monitoring hours.

Pilot 2

During Pilot 2, 2 unsolicited medical requests were received (Table 2 and Figure 2). Of these, 1 request was received on the US Oncology LinkedIn account and inquired about drug targeting. Due to the inability to private message between individuals and company pages on LinkedIn, the requestor was directed to the medical information contact center phone number. The second request was received after designated monitoring hours on the company’s main corporate Twitter handle. The requestor asked about medication cost and was directed to the medical information contact center phone number owing to the complexity of the response.

Table 2. Medical request metrics by pilot.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Pilot 1, n</th>
<th>Pilot 2, n</th>
<th>Pilot 3, n</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total medical requests</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Tier two requests</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Confirmed US health care professional requests</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>After hours requests</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Requests redirected to call number</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>
Pilot 3
During the first 3 weeks of Pilot 3, 3 unsolicited medical requests were received (Table 2 and Figure 2). Of these, 2 were directed to the medical information contact center phone number (1 asking about nondrug treatment and the other asking about general disease state help). The third question asked about diagnostic imaging. A tweet was sent asking for US HCP confirmation, but the requestor did not reply. All 3 requests came in after designated monitoring hours. No unsolicited medical requests were received during the American Headache Society Annual Scientific Meeting.

Discussion
Pilot Comparison of Request Volume
During the 3 pilots, 9 unsolicited medical requests were received, with medical request numbers ranging from 2 to 4 requests per pilot (Table 2). Pilot 1, during the 2016 American College of Rheumatology Annual Meeting, saw the most activity with 4 total medical requests and 1 Tier Two request. Pilot 2, during the 2017 American Society of Clinical Oncology Annual Meeting, saw the least activity with only 2 total medical requests. All 3 of the requests received during Pilot 3 came in during the first month.

Account Comparison of Request Volume
Of the 4 social media accounts used during the 3 pilots, 2 were owned by Marketing, and 2 were corporate-owned accounts (Figure 2). The marketing accounts received more unsolicited medical requests than the corporate accounts (7 vs 2, respectively). This could be owing to the marketing accounts posting more scientifically detailed material while the corporate accounts posted higher level, corporate-focused information.

The 3 Twitter accounts saw more overall engagement (ie, medical requests and other general engagement) than the LinkedIn account, which only received 1 medical request. This may be owing to most of the pilots occurring during a medical congress, where Twitter activity tends to increase with the use of congress-specific hashtags.

Hours of Operation
Normal medical information contact center hours of operation are from 9 am-8 pm EST Monday through Friday. However, the 9 am-5 pm EST monitoring timeframe was chosen for Pilot 1 owing to the scheduled working hours for the community managers. During Pilot 1, 3 of the 4 unsolicited medical requests that were received were after the scheduled monitoring hours of 9 am-5 pm EST. As a result, hours of operation were expanded during Pilots 2 and 3 to cover 9 am-8 pm EST during congress days, when activity was expected to be higher while maintaining the 9 am-5 pm EST working hours during standard business weekdays. Even with the expanded hours, a majority of the requests continued to come in after scheduled monitoring hours during Pilots 2 and 3.

Health Care Professional Versus Consumer Requests
Only 1 of the 9 unsolicited medical requests was from a confirmed US HCP. The other requests were from potential consumers or did not respond to the tweet asking them to confirm they were a US HCP. Although the capability was intentionally set up for US HCPs, much of the engagement on the sites appeared to be from consumers. Having a parallel capability setup for answering medical requests from US consumers in addition to US HCPs would provide a better experience for all customers.
Social Media Question Nuances and Preparation
With the addition of new digital channels comes the potential for new types of questions owing to the nature of the channels. Since HCP use of social media, especially Twitter, tends to increase around medical congresses, congress logistics questions may be more prominent. These questions can be more time-sensitive, as experienced in the pilot, as opposed to questions received in other HCP RUR channels. Having approved responses prepared for standard congress logistics questions would help minimize the response time to the customer while also minimizing the workload of the medical information personnel. Another item to consider when preparing for potential questions is the type of information that is planned to be presented or released during the congress, as this information is more likely to appear in social media discussions.

Awareness of the Capability
When adding new innovative medical information contact center digital channels, awareness is key. Awareness often takes months to years to build up enough responsiveness to see the true desired use of a channel. As was found in the market research proof of concept, a majority of HCPs, who said they have never asked a medical or product-related question on social media, said it was because they simply had not thought to ask this type of question on social media. However, 71% (10/14) of these nonusers said they would consider using social media to ask a medical information question to a pharmaceutical company in the future. Although most retail companies in the consumer market have a large customer service representation on social media, the pharmaceutical industry has been slow to adopt this capability owing to the highly regulated nature of their environment. Many pharmaceutical companies simply refer requestors to their contact center phone number, if they respond at all. Therefore, HCPs may not think their question will be answered if they submit a request to pharma on social media. However, to aid in awareness of the social media pilots, engagement guidelines (including items such as hours of operation) were published on participating social media account pages through a pinned tweet or within the guidelines section of the page. The new social media channel capability was also included within a larger medical-wide awareness campaign, which provided awareness regarding the medical organization and the various channels HCPs may use to ask a medical question.

Limitations
During Pilots 1 and 2, medical information contact center agents did not have direct access to the social media engagement tools owing to the limited timeframe of the pilots. This, in turn, added extra steps to the RUR workflow, which increased the overall response time to the requestor. In addition, pilot metrics included information to aid in pilot strategy and uptake but were limited in helping to gauge the overall response quality. Satisfaction surveys can be critical to help strategy leaders fully understand the quality of the capability. Although the pilots offer great insights into the incorporation of HCP RUR on Twitter, every social media platform tends to have its specific uses and features; for example, LinkedIn does not allow private messaging between company pages and individuals. Additional research needs to be conducted to understand the differences in how a company can respond using various platforms such as Facebook, Sermo, Doximity, etc. Furthermore, these 3 pilots were US-focused. Because regulations, digital channel usage, and digital platforms often vary by country, further research is needed to better understand the nuances in setting up social media RUR capabilities in countries around the world.

Conclusions
The 3 HCP RUR social media pilots produced 9 unsolicited medical requests. While this number is considered low for more traditional channels such as the phone, the new innovative medical information contact center channels often take time to build up an increased level of awareness of the new service offering. Providing channel awareness is critical to fully understand the channel’s true desired use. In addition, because consumers currently appear to make up a majority of social media engagement, companies should look into creating a combined consumer and HCP RUR strategy that can be carried out consistently across sites. In conclusion, the pilots provided pertinent strategy insights such as the initial volume to expect and resources required when developing a social media strategy for HCP RUR.
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Abstract

Background: Objective behavioral markers of mental illness, often recorded through smartphones or wearable devices, have the potential to transform how mental health services are delivered and to help users monitor their own health. Linking objective markers to illness is commonly performed using population-level models, which assume that everyone is the same. The reality is that there are large levels of natural interindividual variability, both in terms of response to illness and in usual behavioral patterns, as well as intraindividual variability that these models do not consider.

Objective: The objective of this study was to demonstrate the utility of splitting the population into subsets of individuals that exhibit similar relationships between their objective markers and their mental states. Using these subsets, “group-personalized” models can be built for individuals based on other individuals to whom they are most similar.

Methods: We collected geolocation data from 59 participants who were part of the Automated Monitoring of Symptom Severity study at the University of Oxford. This was an observational data collection study. Participants were diagnosed with bipolar disorder (n=20); borderline personality disorder (n=17); or were healthy controls (n=22). Geolocation data were collected using a custom Android app installed on participants’ smartphones, and participants weekly reported their symptoms of depression using the 16-item quick inventory of depressive symptomatology questionnaire. Population-level models were built to estimate levels of depression using features derived from the geolocation data recorded from participants, and it was hypothesized that results could be improved by splitting individuals into subgroups with similar relationships between their behavioral features and depressive symptoms. We developed a new model using a Dirichlet process prior for splitting individuals into groups, with a Bayesian Lasso model in each group to link behavioral features with mental illness. The result is a model for each individual that incorporates information from other similar individuals to augment the limited training data available.

Results: The new group-personalized regression model showed a significant improvement over population-level models in predicting mental health severity (P<.001). Analysis of subgroups showed that different groups were characterized by different features derived from raw geolocation data.

Conclusions: This study demonstrates the importance of handling interindividual variability when developing models of mental illness. Population-level models do not capture nuances in how different individuals respond to illness, and the group-personalized model demonstrates a potential way to overcome these limitations when estimating mental state from objective behavioral features.
Introduction

One key research area in computing and mental health is finding relationships between objective markers of user behavior and mental state. Objective markers in this context may include physical activity levels, geographic movements, interaction with social networks, sleep quality and circadian regularity, and interaction with technology, among others. Commonly, these markers may be recorded continuously from smartphones, which provide easy access to an array of sensors that can provide such data in a completely passive way, although wearable devices and other sensors may also be used.

Objective behavioral markers have been explored in a number of previous studies. Physical activity level was one of the first behavioral markers to be widely studied. For example, Wielopolski et al. [1] found significantly lower levels of physical activity in patients with acute unipolar depression than in healthy controls and that physical activity correlated with improvement in symptoms in 19 patients with depression. In contrast, Wang et al. [2] found that the levels of activity in students were negatively correlated with self-rated loneliness scores, but not with self-ratings of depression. Use of technology, especially mobile phones, has also been studied, with Saeb et al. [3] reporting that both frequency of phone usage and total time spent interacting with the phone correlated with levels of depression in a community cohort of 21 individuals, with more depressed individuals interacting more with their phones. Mehrotra et al. [4] also reported that the way users interacted with their phones, such as the number of notifications responded to and the time taken to respond, strongly correlated with depression scores from 25 individuals. Another promising behavioral data source is the geographic movement of individuals, which indicates activity on a higher level with potentially greater accuracy than physical activity recorded through accelerometry. While people may not carry their phones during all physical activity, they are likely to carry them when moving across larger geographic distances. Among the earliest work on using geolocation for mental state estimation, Grünerbl et al. [5-6] demonstrated that it is possible to use geolocation-derived features to detect episodes in patients with bipolar disorder. Saeb et al. [3] further showed that features derived from geolocation data correlated with depression levels in individuals recruited over the internet; the results were later replicated with a sample of students [7].

The previous work summarized above has focused mainly on finding population-level models [3,6,7] or correlations [2,4] that link measured behavioral markers to mental state. Specifically, most studies either attempt to classify groups of patients by condition or perform regression to estimate the patient’s mental state (usually using patient self-ratings—a limitation explored further in the Discussion). Population-level models use all available data from a given population to link the mental states of individuals to their behavioral features. This is also the case in the popular approach of classifying patient groups based on their behavioral symptoms. It is implicitly assumed that the same set of features will have discriminative power across the whole population. While this is a promising approach, it is widely accepted that natural variability in the usual behavioral patterns of different individuals, or differences in their behavior for a given level of illness, are major limitations of these models. Mohr et al referred to this as the “curse of variability” [8]. A recent review by Berrouiguet et al. [9] also highlighted the need to move toward a personalized approach for developing digital tools, especially in mental healthcare. While agreeing that different individuals may have different models that link their behavior to their mental states, how best to define such individual models is still an open question. Training “fully personalized” models on any available training data for each individual (for example, by asking the individual to provide objective data and questionnaire responses for a number of weeks) would in theory produce the most accurate model for that individual because it would eliminate any interindividual variability. Grünerbl et al. [5] used this approach to identify mental state in patients with bipolar disorder from geolocation-derived features. Similarly, Canzian and Musolesi [10] reported correlations calculated for individual participants between geolocation-derived features and daily self-reported depression scores in 28 participants who provided at least 20 usable data points. Significant correlations were shown between depression scores and the maximum distance between any 2 locations over the last 14 days for 18 of the 28 participants; this again demonstrates the utility of geolocation as a predictor for depression. However, in practice, this approach is limited by the amount of data that would be required from each individual to train the model, may not generalize to unseen states, and will likely overfit available data, leading to reduced out-of-sample performance.

A compromise between population-level models and fully personalized models is to create groups of individuals with similar characteristics [11]. New individuals can then be allocated to an existing group based on their similarity to individuals in that group. If limited training data are available from new individuals, then their data can be combined with data from similar individuals. In a large study of over 18,000 people, Servia-Rodríguez et al. [12] found correlations between most of the available demographics (age, gender, occupation, etc.) and smartphone-recorded behavioral data. This means that another way of achieving personalized models is by conditioning on available demographics, but this approach is limited by the level of detail in the recorded demographic data. Hong et al. have also previously demonstrated that demographic features poorly predict sensor data similarity [13]. Likely more subtle subgroups exist in the population, with similar correlations between behavioral data and mental state, but these groups may not be identifiable by explicit demographic features alone. The
challenge is finding these subgroups, which can be thought of as “behavioral phenotypes” within the population. In addition to providing improved models of patient health, understanding the characteristics of these phenotypes may help develop our understanding of how to classify or subclassify mental illness [14].

Personalization by finding similar individuals in the population has long been considered in activity recognition from sensor data [11]. For example, Lane et al [15] developed, and Abdullah et al [16] extended, an approach for finding groups of individuals based on the similarity of their demographics, lifestyle, and sensor data. An advantage of this method is that it does not require any calibration data for new individuals. However, clustering on distributions of sensor data and not on relationships between sensor data and model output (in the present case, mental state) may miss important differences or similarities among individuals.

This paper proposes a novel, data-driven approach toward group-personalized regression. We describe an extension to classical linear regression whereby groups of individuals who exhibit similar linear models linking objective behavioral data and mental state are automatically identified. This model’s ability to identify groups of similar individuals is demonstrated by comparing traditional population-level regression with the novel approach for the estimation of self-reported levels of depression from objective geolocation-derived features.

**Methods**

**Data Collection**

Data were collected from participants in the Automated Monitoring of Symptom Severity (AMoSS) study at the University of Oxford [17,18]. The AMoSS study was approved by the Research Ethics Committee of the East of England (reference 13/EE/0288), and all participants provided written informed consent. During the AMoSS study, a range of behavioral data were collected from patients diagnosed with bipolar disorder and borderline personality disorder as well as healthy control individuals without any symptoms of mental disorder. All participants were screened by an experienced psychiatrist using the Structured Clinical Interview for the Diagnostic and Statistical Manual of Mental Disorders, Fourth edition. Objective behavioral data were collected from a custom Android-based app as well as other wearable devices. The app recorded individuals’ activity levels, geographic movements (described below), light exposure, and social interaction. We also collected physiological data during some parts of the study, as presented by Carr et al [19,20]. More details about the study design are available in our previous work [17].

**Mental State Reporting**

Participants self-reported their mental state throughout their participation in the study, using a variety of clinically validated questionnaires, administered weekly. One questionnaire, the 16-item Quick Inventory of Depressive Symptomatology (QIDS) Self-Report questionnaire [21], was used to assess the level of depression in individuals. This questionnaire asks 16 questions assessing depression based on clinical diagnostic criteria and provides a single score from 0 (no symptoms of depression) to 27 (severe symptoms of depression). A score over 10 is considered a suitable threshold for clinically significant depression. A simple custom mood questionnaire was also administered daily on the app, which Tsanas et al have shown to correlate well with QIDS [22,23].

**Location Data Overview**

One of the key sources of behavioral data that can be easily recorded through a mobile phone is the individual’s geographic movements. We described in detail the collection, noise-removal, processing, and feature extraction from geolocation data in our previous work [18], wherein we demonstrated that several features can clearly discriminate between nondepressed and depressed weeks in patients with bipolar disorder.

Features were extracted from preprocessed geolocation data. In total, 10 features described in Table 1 were extracted and used in this paper, with full details available in our previous work [18]. All features were calculated on full calendar weeks of data (Monday to Sunday).

**Data Inclusion**

For the analysis presented here, it is important to have multiple data points available for each individual. For this reason, only participants who provided ≥6 weeks of geolocation data with associated QIDS scores were included in the analysis. A total of 59 participants provided the required minimum of 6 labeled weeks of data. Demographic characteristics of the included participants are shown in Table 2, which also shows summary statistics of the data available for analysis. Healthy control participants had the lowest mean QIDS scores and least variability. Participants with borderline personality disorder had the highest mean QIDS scores and also the highest variability, with participants with bipolar disorder between the two.

**Standard Population-Level Regression Model**

Previous studies estimating continuous mental health severity from objective markers [3], commonly work with standard linear regression models [24] of the form: \( y = \beta x + \mu \). In our case, \( x \) would be a vector of the geolocation-derived features in Table 1, and \( y \) is the predicted QIDS score. This regression model therefore forms the core baseline model for comparison of the group-personalized model described in the following section. Linear models as given above are prone to overfitting the available training data resulting in poor out-of-sample performance. One well-known method to reduce the overfitting of the model is the Lasso by Tibshirani [25], which adds an \( \ell_1 \) regularization term to select only the most important features to include in the model. In its Lagrangian dual form [26], the Lasso is parameterized by \( \lambda \). When \( \lambda \) is large, many (or all) of the coefficients of \( \beta \) will be reduced to exactly zero.
### Table 1. Summary of features extracted from preprocessed geolocation data.

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location variance</td>
<td>A measure of the variance in the location coordinates visited.</td>
</tr>
<tr>
<td>Number of clusters</td>
<td>The number of unique locations visited.</td>
</tr>
<tr>
<td>Entropy of locations</td>
<td>The information-theoretic entropy calculated on the proportion of time spent in each of the locations visited.</td>
</tr>
<tr>
<td>Normalized entropy</td>
<td>The entropy of locations feature normalized by dividing by the log of the number of location visited, resulting in a feature ranging between 0 and 1, which is less correlated with the number of clusters feature.</td>
</tr>
<tr>
<td>Home stay</td>
<td>The percentage of time that the individual is recorded at home.</td>
</tr>
<tr>
<td>Transition time</td>
<td>The percentage of time that the individual is recorded traveling between locations.</td>
</tr>
<tr>
<td>Total distance</td>
<td>The total distance traveled by the individual.</td>
</tr>
<tr>
<td>Diurnal movement</td>
<td>A measure of the diurnal regularity in the movements of the individual, calculated from the power in sinusoids fitted to the data with periods around 24 hours.</td>
</tr>
<tr>
<td>Diurnal movement on normalized coordinates</td>
<td>Similar to the diurnal movement feature, but calculated on normalized coordinates, making it less sensitive to the different distances that individuals may travel.</td>
</tr>
<tr>
<td>Diurnal movement on distance from home</td>
<td>Similar to the diurnal movement and diurnal movement on normalized coordinates features, but calculated on the single dimensional distance of the current location coordinates from the home location of the individual.</td>
</tr>
</tbody>
</table>

### Table 2. Demographic and data characteristics of participants included in the analysis.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Healthy controls (n=22)</th>
<th>Bipolar disorder patients (n=20)</th>
<th>Borderline personality disorder patients (n=17)</th>
<th>Total (n=59)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Female</td>
<td>15</td>
<td>13</td>
<td>16</td>
<td>44</td>
</tr>
<tr>
<td>Age, median (IQR(^a))</td>
<td>42 (12)</td>
<td>44 (20)</td>
<td>38 (9.75)</td>
<td>41 (15.75)</td>
</tr>
<tr>
<td>Body mass index, median (IQR)</td>
<td>24 (5.37)</td>
<td>27 (4.22)</td>
<td>31 (10.25)</td>
<td>26 (8.50)</td>
</tr>
<tr>
<td>Weeks of data per participant, median (IQR)</td>
<td>17 (15.0)</td>
<td>16 (19.5)</td>
<td>20 (24.5)</td>
<td>19 (19.75)</td>
</tr>
<tr>
<td>QIDS(^b) mean, median (IQR)</td>
<td>2 (1.92)</td>
<td>5 (6.74)</td>
<td>14 (4.67)</td>
<td>4 (9.96)</td>
</tr>
<tr>
<td>QIDS range, median (IQR)</td>
<td>3 (2.07)</td>
<td>7 (6.64)</td>
<td>10 (7.34)</td>
<td>5 (7.52)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.
\(^b\)QIDS: Quick Inventory of Depressive Symptomatology.

### Figure 1. High-level overview of the group-personalized model.

**Group-Personalized Regression Model**

Here, we will introduce a method for splitting the total population into groups of individuals that have similar relationships between their geolocation-derived features and their QIDS scores. Each group will be represented by a Lasso model where the regression coefficients \( \hat{\beta} \) and offset \( \mu \) will differ between subsets. This group-personalized regression model has been developed to improve regression performance by finding models in subgroups that fit individuals better than the population-level model trained across all available individuals, while not training an individual model for each subject.
Figure 1 depicts the high-level framework of the group-personalized model used to find groups of individuals that have similar regression models linking mental states and behavioral features. During initialization, all available individuals are randomly split into groups, and a Lasso regularized linear regression model is trained for each group. The performance of all individuals under the model for each group is then evaluated, and individuals are reassigned between groups as appropriate. Note that the number of groups is dynamic and optimized as the model is run. This process is repeated to convergence. Using Lasso regularized linear regression as the core of the group-personalized model allows identification of the most relevant subset of features for each group.

In a practical realization of the model depicted in Figure 1, a framework that combines the predictive model and clustering is required. The Dirichlet process (DP) provides a suitable framework [27]. A DP mixture model splits individuals into distinct groups, trains a model on individuals in each group, and then allows individuals to switch groups until clustering is optimized. One feature of the DP is that the number of clusters does not need to be specified in advance, and individuals may create new clusters if they do not fit well into existing ones.

The DP is a Bayesian model where any well-specified generative model can be used as the model for individual clusters (with the requirement that model priors can be sampled and that the joint likelihood can be calculated).

Park and Casella [28] have previously presented a Bayesian version of the Lasso. In this work, we extend the Bayesian Lasso to operate over multiple individuals and apply a DP prior to provide clustering of individuals based on the relationship between their behavioral features and their levels of self-reported depression.

The full generative form of the group-personalized regression model is given in Figure 2. Free parameters in the model are the concentration parameter of the DP; the regularization parameter of the Lasso model for each group; the priors of the variable (the regression offset); and the priors of the variable (the noise in the model). The concentration parameter and the regularization parameter were both optimized by a grid search maximizing the likelihood of the model’s joint probability. Parameter values of and were found optimal and are used to generate the results presented here. Other free priors have much less impact on the model and were set to ; ; ; and .

The group-personalized regression model defined in Figure 2 can be sampled using a standard implementation of Algorithm 8 by Neal [27,29]. In each iteration of sampling the DP, individual grouped model variables are Gibbs sampled from the distributions given in Figure 3.

Figure 2. Formal definition of the group-personalized regression model.

\[ \begin{align*}
    y_k | Z_k, \beta, \mu, \sigma^2 & \sim \mathcal{N}_{N_k}(\mu_{1N_k} + Z_k \beta, \sigma^2 I_{N_k}) \\
    \beta, \mu, \sigma^2 | G & \sim G \\
    G | G_0 & \sim \text{DP}(\alpha, G_0)
\end{align*} \]

\[ \begin{align*}
    G_0 & \text{ is defined as a distribution over the main variables } \{\beta, \mu, \sigma^2\} \text{ and auxiliary variables } \{\tau^2_1, \ldots, \tau^2_p\} \text{ such that} \\
    G_0^\beta & = \mathcal{N}_p(0, \sigma^2 D), \\
    \tau^2_1, \ldots, \tau^2_p, \sigma^2 & \sim G_0^{\tau^2_1, \ldots, \tau^2_p, \sigma^2}, G_0^\tau, G_0^\sigma, \\
    D & = \text{diag}(\tau^2_1, \ldots, \tau^2_p) \\
    G_0^{\tau^2_1, \ldots, \tau^2_p, \sigma^2} & \sim \text{Exp}_{\tau^2} \left( \frac{\tau^2_v}{\frac{1}{2}} \right), \\
    G_0^{\mu, \mu^2} & = \mathcal{N}(\mu, \sigma^2), \\
    G_0^{\sigma^2, \gamma_{\sigma^2}} & = \text{Inv-Gamma}(\gamma_{\sigma^2}).
\end{align*} \]

\[ k \text{ is the index of the individual; } N_k \text{ is the number of data points for individual } k; 0_n \text{ and } 1_n \text{ return } n\text{-length column vectors of zeros or ones respectively; } I_n \text{ is the } n \times n \text{ identity matrix.} \]
Figure 3. Gibbs sampler distributions for variables in the group-personalized regression model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Distribution sampled</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_j^2 )</td>
<td>( \frac{1}{\tau_j^2} ) is sampled from an inverse Gaussian distribution with mean parameter ( \mu'<em>{\eta_j^2} = \frac{\sigma^2 \lambda_j^2}{\beta_j^2} ) and scale parameter ( \lambda'</em>{\eta_j^2} = \lambda_j^2 )</td>
</tr>
</tbody>
</table>
| \( \tau_j^2 \) | \( \beta \) is sampled from a multivariate normal distribution with mean parameter \( \mu'_{\beta} = A^{-1}B^T \) and covariance parameter \( \Sigma'_{\beta} = \sigma^2 A^{-1} \)

\( \beta \) \[ \text{where} \]
\[ A = D^{-1} + \sum_{k=1}^{M} Z_k^T Z_k, \quad D = \text{diag}(\tau_1^2, \ldots, \tau_p^2) \]
\[ B = \sum_{k=1}^{M} (y_k - \mu_{1N_k})^T Z_k \]

| \( \mu \) | \( \mu'_{\mu} = \frac{\sigma^2 \mu_{\mu} + \sigma^2 \sum_{k=1}^{M} (y_k - Z_k^T \beta)^T 1_{N_k}}{\sigma^2 + \sigma^2 \sum_{k=1}^{M} N_k} \) and standard deviation \( \sigma'_{\mu} = \sqrt{\frac{\sigma^2 \mu_{\mu}^2}{\sigma^2 + \sigma^2 \sum_{k=1}^{M} N_k}} \) |

| \( \sigma^2 \) | \( \sigma'_{\sigma^2} = \left( \sum_{k=1}^{M} \frac{N_k}{2} \right) + p/2 + \alpha_{\sigma^2} \) and scale parameter \( \beta'_{\sigma^2} = \frac{1}{2} \sum_{k=1}^{M} (y_k - \mu_{1N_k} - Z_k^T \beta)^T (y_k - \mu_{1N_k} - Z_k^T \beta) + \beta^T D^{-1} \beta/2 + \gamma_{\sigma^2}, \quad D = \text{diag}(\tau_1^2, \ldots, \tau_p^2) \) |

Model Evaluation

Evaluation Framework
This study’s aim was to predict QIDS scores from geolocation-derived features and to compare the performance of population-level, fully personalized, and group-personalized regression models for this purpose. For this reason, several models described below have been implemented to present comparative results.

Most models described in the following sections were tested in a “leave-one-participant-out” framework where each participant is left out and the relevant model is trained on data from other relevant participants (as described for each model in turn). In practice, fully personalized and group-personalized models generally require a certain level of calibration data (behavioral features and QIDS scores). To simulate this, in most models, a subset of data from the start of the recording for the left-out test individual were included in the model’s training (but were excluded when evaluating test performance). The number of weeks of calibration data included in the model training is defined as the first half of the available data for the test individual up to a maximum of 8 weeks. For example, for an individual who provided 10 weeks of data, the first 5 weeks are used as calibration data included in model training and the last 5 weeks are used for evaluation. For an individual who provided ≥16 weeks of data, the first 8 weeks are used as calibration data and all remaining data are used for evaluation.
In all cases except the clustering model, standard Bayesian Lasso models by Park and Casella [28] were trained on the calibration data for the left out individual and all data from other relevant individuals. The Bayesian Lasso model was trained with regularization parameter $\lambda=0.4$ (the same value found optimal for running the group-personalized model) for 1000 iterations. Because the Bayesian Lasso is implemented using a Gibbs sampler, this leads to 1000 samples of model coefficients. The model’s performance was evaluated in each iteration by applying the Bayesian Lasso with the sampled coefficients on the evaluation data for the left out individual. The mean absolute error (MAE) of the estimated QIDS scores and self-reported values was calculated in each iteration, and overall performance was evaluated as the mean MAE over all iterations. Improvements in performance were compared using a single-tailed paired $t$ test of the mean MAE over all iterations for each individual.

**Population-Level Model**

The population-level model was tested by training a Bayesian Lasso model on the calibration data from the test individual and all data available from all other individuals.

**Group-Personalized Model**

The group-personalized model was introduced by first finding groups of individuals in the population that have similar models linking their geolocation-derived features with their QIDS scores. To find these groups, the group-personalized regression model was run using Neal’s Algorithm 8 for 5000 iterations with all data available from all individuals.

To evaluate the performance of the optimal groups found using the group-personalized model, a Bayesian Lasso model was trained on the calibration data from the test individual and all data available from other individuals in the same group.

Note that if an individual ends up in a group containing just himself or herself, then the group-personalized model will be trained just on the calibration data from that individual, so that it reduces to the fully personalized model described below.

**Group-Personalized Model with Clusters Allocated Using Calibration Data**

The group-personalized model tested retrospectively, as described above, is useful to demonstrate principles of the model’s operation and the clinical relevance of the groups found.

To apply the model prospectively, only calibration data from new individuals must be used to allocate them into one of the groups. To test this, each individual was left out in turn, and separate Bayesian Lasso models were trained for each group. For the group that the left-out individual was originally assigned to, the Bayesian Lasso model was trained on that group’s remaining individuals (if any).

QIDS scores were estimated from the calibration data for the left-out individual using the model trained on each of the groups. The mean MAE of the estimated QIDS scores using the model for each group was evaluated, and the individual was allocated to the group that provided optimal performance.

To provide the final prediction, a new Bayesian Lasso model was trained using the calibration data from the left-out individual and all data from other individuals assigned to the allocated group.

**Fully Personalized Model Using All Available Data**

The literature [5,6,30] commonly uses cross-validation over all available data points from an individual to demonstrate a “personalized” model. This was implemented using random subsampling of data from each individual, where a Bayesian Lasso model was trained using 80% of data randomly selected from the test individual, with results presented on estimation of the remaining 20%. This split was repeated 10 times.

**Fully Personalized Model Using Calibration Data Only**

While the fully personalized model using all available data is commonly presented in the literature, it may not provide a fair representation of the model’s accuracy in practice because it does not demonstrate how well the model will generalize when trained with limited calibration data.

As an alternative, the fully personalized model using only calibration data was tested by training a Bayesian Lasso model on just the calibration data from the test individual.

**Clustering Model**

A comparative model was tested using the clustering method described by Lane et al [15] and Abdullah et al [16]. To provide a comparative result, only the part of the method that clusters individuals by similarity of their feature values was included. The clustering method by Lane et al and Abdullah et al used a locality-sensitive hashing method known as random projection [31] as a similarity measure of feature values between all pairs of individuals. The random projection method samples random values in the feature space and calculates the distance from these random values to extracted feature values for each individual. By repeating this process multiple times, features from similar individuals will commonly be closest to the same randomly sampled values. Lane et al and Abdullah et al used the resulting similarity matrix to condition an online boosting classification algorithm. Because the group-personalized model concerns regression rather than classification, this was replaced with a regression equivalent [32].

Because the clustering model does not use the relationship between behavioral features and model output, all available data from all individuals, including the test individual, were included when assessing similarity.

**Results**

**Extracted Feature Properties**

Raw feature values calculated from the geolocation data for included participants are shown in Figure 4 for 3 selected features (the number of locations visited on the left; entropy in the middle; and the percentage of time recorded at home on the right); highlighted are 6 participants (2 from each cohort). Standard population-level linear regression models predicting the QIDS score from all available data for each of the features individually are shown overlaid. The general trends follow what
is expected from the literature and has been presented in previous work. More depressed individuals tend to visit fewer locations and stay at home more. As a measure of variability in the locations visited, entropy tends to be lower in more depressed individuals, indicating that depressed individuals have less regularity in their routines.

Clearly, however, these trends are weak, and the features contain a high level of noise. Models trained over all available data (such as the population-level linear models shown in Figure 4) would therefore tend to estimate depression poorly on behavioral features.

The 6 participants highlighted in Figure 4 indicate that data from specific individuals tended to occur in clusters within the whole dataset. In some cases, such as the green borderline personality disorder individual, personalizing the model using the number of clusters visited should far outperform the population-level model.

Model Evaluation

The group-personalized regression model was run over all individuals as described above. In total, 17 groups were found, each containing between 1 and 9 individuals. Figure 5 shows how individuals were allocated to these groups. Each group is shown as a row, with the shading of the markers indicating how many individuals are from each cohort in that group. Groups 1-4 are predominantly healthy control individuals, together with participants with bipolar disorder who exhibit low variability in their QIDS scores. Groups 5 and 6 are predominantly individuals with bipolar disorder, and groups 7-10 are predominantly individuals with borderline personality disorder, all displaying greater variability in their QIDS scores. To groups 11-17, 9 individuals were assigned, with only 1 or 2 individuals in each group. These individuals have been shown as unassigned because they did not fit well into any of the other groups, and therefore solid conclusions cannot be drawn. As more individuals become available for analysis, these individuals would likely be assigned to larger groups.

The number of groups found (17 for 59 participants) indicates the high level of variability in the relationships between behavioral data and mental state for individuals in the study. The number of groups may also be affected by properties of the DP prior on smaller sample sizes. Asymptotically, the DP exhibits a “rich-getters-richer” property, where larger clusters tend to become larger [33]. This also has the side effect that with more data points, the number of clusters relative to the number of samples decreases (more precisely, the expected number of clusters grows logarithmically with the number of data points, proportional to the concentration parameter in the DP prior). With fewer data points, none of the clusters are yet large enough to sufficiently attract data points. This means that as more data become available to train the model, the relative number of clusters should decrease, thus improving the model’s stability.

These findings imply some overlap between healthy control individuals and individuals with bipolar disorder. This fits with the informal observation that individuals with bipolar disorder exhibit normal mood when well. By contrast, there is very little overlap between healthy control and borderline personality disorder group membership. This finding broadly aligns with other subjective measures of mental state, sampled much more frequently than weekly, which show a gradient of abnormal mood where healthy control<bipolar disorder<borderline personality disorder [19,20]. How more frequent sampling would combine with geolocation data is an important future question.

One of the key advantages of finding similar groups of individuals within the population is that models for each group found may indicate different characteristics of patient subgroups. This can be explored by inspecting the coefficient values sampled for each group. For this, a Bayesian Lasso model was run on all individuals allocated to each group. This results in the sampled coefficient values shown in Figure 6 for groups 7 and 9 in Figure 5.

The group on the left in Figure 6 is characterized mainly by the diurnal movement, transition time, and total distance features, while the group on the right is characterized by the number of locations and stay at home more. As a measure of variability in the locations visited, entropy tends to be lower in more depressed individuals, indicating that depressed individuals have less regularity in their routines.

Figure 4. All available data for 3 of the geolocation-derived features, with the data from 6 individuals highlighted, 2 from each cohort in the study. (HC: healthy control, BD: bipolar disorder, BPD: borderline personality disorder, QIDS: Quick Inventory of Depressive Symptomatology).
Inspection of the model coefficients in each of the clusters found indicate that they all model different characteristics of the range of relationships between behavioral data and QIDS scores. Most groups are also characterized by ≤3 main features, indicating the interpretability of the models found.

Performance of the different models tested across all individuals is summarized in Table 3. Results are presented as MAE, mean (SD) for all models. Overall estimation accuracy is increased from the population-level model by using both fully personalized and group-personalized models. Optimal results are achieved with the fully personalized model, trained using subsamples of all available data. This is not surprising since the full range of values is likely to be included in the model’s training. The group-personalized model with individuals allocated to their optimal groups improves over the population-level model and is similar to the fully personalized model. A single-tailed paired t test confirms that the performance improvement using the group-personalized model with optimized clusters from the population-level model is significant (P < .001). The group-personalized model with individuals assigned to groups using only their calibration data also performs significantly better than the population-level model. It also improves slightly on the fully personalized model trained only on the same calibration data, but the improvement is only mildly significant. Performance of the fully personalized model trained using only calibration data indicates the difficulty of generalizability of a model trained using limited data. The clustering method by Lane et al [15] and Abdullah et al [16] improves on the...
population-level model for bipolar disorder and borderline personality disorder participants, but does not perform better overall. This is can be explained by the method’s entire basis on similarity of input features, not on the similarity of the relationship between the input features and QIDS scores. Figure 7 shows the distributions of performance under 3 of the models tested: the top row shows the MAE of estimations made using the population-level model; the second row shows the MAE of estimations made using the fully personalized model; and the bottom row shows the MAE of estimations made using the group-personalized model. In all 3 graphs, bars are shaded in proportions corresponding to the cohort of individuals in that bar. Individuals with borderline personality disorder tend to perform worst under the population-level model.

Table 3. Mean absolute error of Quick Inventory of Depressive Symptomatology score estimation.

<table>
<thead>
<tr>
<th>Model</th>
<th>HC (mean (SD))</th>
<th>BD (mean (SD))</th>
<th>BPD (mean (SD))</th>
<th>Overall (mean (SD))</th>
<th>Significance of reduction in overall mean absolute error compared to reference models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population-level model</td>
<td>4.86 (2.54)</td>
<td>4.74 (2.07)</td>
<td>6.43 (2.58)</td>
<td>5.27 (2.48)</td>
<td>—</td>
</tr>
<tr>
<td>Fully personalized model using cross-validation validation over all data points</td>
<td>0.80 (0.76)</td>
<td>2.27 (1.44)</td>
<td>3.05 (1.67)</td>
<td>1.94 (1.60)</td>
<td>.001</td>
</tr>
<tr>
<td>Fully personalized model trained on calibration data</td>
<td>1.06 (0.75)</td>
<td>3.67 (2.60)</td>
<td>4.38 (2.43)</td>
<td>2.90 (2.49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Clustering based on Lane et al [15] and Abdullah et al [16]</td>
<td>5.33 (3.11)</td>
<td>4.50 (2.30)</td>
<td>6.15 (2.88)</td>
<td>5.29 (2.82)</td>
<td>—</td>
</tr>
<tr>
<td>Group-personalized model with optimized clusters</td>
<td>0.83 (0.52)</td>
<td>2.30 (1.96)</td>
<td>2.82 (1.28)</td>
<td>1.90 (1.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group-personalized model with clusters allocated using calibration data</td>
<td>0.86 (0.46)</td>
<td>3.30 (3.09)</td>
<td>3.75 (2.07)</td>
<td>2.52 (2.47)</td>
<td>.02</td>
</tr>
</tbody>
</table>

*HC*: healthy control.  
*BD*: bipolar disorder.  
*BPD*: borderline personality disorder.  
Not applicable.

Figure 7. Mean absolute error of Quick Inventory of Depressive Symptomatology score estimation using 3 of the models in Table 3. (HC: healthy control; BD: bipolar disorder; BPD: borderline personality disorder).
The best performance under the group-personalized model is from healthy control participants, who showed quite variable performance under the population-level model. However, this should be viewed with caution because healthy control participants also tended to show very low QIDS scores with very little variation, as demonstrated in Table 2, meaning that a model may just estimate a constant low value. Similarly, some participants with bipolar disorder also perform very well under the group-personalized model, but as shown in Figure 5, some individuals with bipolar disorder were allocated with healthy control individuals, indicating that they may also have relatively constant low QIDS scores. The remaining individuals with bipolar disorder and borderline personality disorder clearly showed great improvement under the group-personalized model.

**Discussion**

**Principal Findings**

Our previous work demonstrated the utility of using geolocation-derived features to classify weeks of depression in participants with bipolar disorder. In this paper, we investigated to what extent those features can be used as proxy for the level of depression in subjects with bipolar disorder and borderline personality disorder. We have shown that using a population-based estimate is suboptimal because variability in behavioral patterns between subjects is too high, as shown in Figure 4. While fully personalizing a model for each individual might make sense, doing so requires too much data to be practicable in a prospective fashion and provides little clinical insight into how behavior changes with varying levels of depression since every subject follows a different model. We introduce a group-personalized model as an alternative for personalization where subgroups of individuals that exhibit similar relationships between their behavioral data and mental states are automatically identified. This leads to plausible groupings since most healthy control individuals and individuals with bipolar disorder and borderline personality disorder have been assigned to different groups, reflecting the relationship between different disease categories and different behavioral patterns. However, further validation with more data is needed to assess whether these are “optimal” groupings.

While groupings provide insights, the key challenge for applying group-personalized models in practice remains the determination of which group to allocate new individuals to. In the results above, up to 8 data points (pairs of behavioral features and actual QIDS scores) were used to allocate each individual to a group based on the performance of QIDS score estimation using the model for each group. This provided a significant improvement over the population-level model and a smaller, but still mildly significant, improvement over the fully personalized model trained on the same data used for calibration. In practice, the main advantage of grouping might be to enable better understanding of patient characteristics. While the fully personalized model may take any form, the group-personalized model is restricted to a known set of behavioral phenotypes. With enough individuals available to train models, an exhaustive set of behavioral phenotypes can be obtained. Matching individuals to groups based purely on the predictive performance of the extracted groups on calibration data, as done here, is a naive approach, and using other indicators of similarity, such as demographics or similarity of sensor data, may improve group-matching when only limited calibration data are available.

The fact that a high number of groups relative to the number of individuals were found suggests that there is indeed a large amount of interindividual variability between subjects. Having access to larger datasets might also increase the number of subjects belonging to each group. With the current dataset, groups with clearly different behavioral patterns could be identified, as shown in Figure 6. Significant improvements in performance of estimating levels of depression from objective, geolocation-derived features were shown, demonstrating further the appropriateness of the groupings, but also the utility of using geolocation as an objective marker for mental health.

**Quick Inventory of Depressive Symptomatology Estimation Model**

The presented model uses standard linear regression as the core model within groups. This assumes a linear relationship between the model’s predictor(s) and output. Other authors, for instance, Abdullah et al [30], have used more advanced methods such as support vector regression in a similar application, which enables nonlinearity in the relationship between the behavioral features and output variable of interest to be modeled. In the present model, nonlinearity could be modeled using a generalized linear model in place of the standard linear regression. However, the individuals highlighted in the features shown in Figure 4 do not indicate that nonlinearity is a major limitation, but rather variability in the output. For this reason, incorporating nonlinearity may exacerbate any overfitting of the model to the training data available.

**Limitations**

While the results presented here demonstrate the utility of group-personalized models of behavior to improve regression performance—which might be a very useful approach beyond this application—a number of important limitations need to be discussed.

First, a limitation of this work, in common with many previous studies of objective markers of mental health, is reliance on and comparison with subjective proxies of mental state. In this work, the patient-reported QIDS questionnaire was used to train and evaluate models. Similar patient-reported questionnaires have been used in most previous work. Some studies use clinician-reported measures, but these are still fundamentally subjective proxies and are usually not available at a high sample rate. While this is an accepted limitation of the current work, as more longitudinal data become available for analysis, the properties of the behavioral phenotypes found may in turn help inform our understanding of mental illness.

The model presented here also assumes that individuals always remain in the same group. In reality, individuals may exhibit temporal variability in their response to illness. For example, in some individuals, improvements in mental state may follow different models to deterioration, or the same individual may have different relationships with behavioral features during different episodes.
The main area of interest in using objective markers to monitor levels of mental illness is the transition between states. Detailed investigation of state transitions compared with stable states may provide useful data about which variations in behavior are normal for an individual in remission (as in bipolar disorder) and which variations significantly correlate with the onset of illness episodes. Separating the two will always be crucial for predictive models to perform adequately. A limitation of the data used to train the models presented in this work is that most individuals did not exhibit both stability and variability in illness. Indeed, most individuals were relatively stable in their levels of depression. Again, as more data become available, more complex analysis can be performed.

Conclusions

This paper has demonstrated the limitations of using population-level models to estimate levels of mental illness from behavioral features. Population-level models do not account for natural interindividual variability in how individuals’ behavior changes in response to mental illness such as depression. On the other end of the spectrum, fully personalized models built using training data only from specific individuals limits interpretation into clinical phenotypes.

Group-personalized models were therefore presented as a way to augment limited training data available for an individual with data from a group of other individuals who have a similar relationship between their behavior and mental state. Predicting levels of self-reported depression from geolocation-derived features demonstrated the model’s appropriateness. Several previous studies have shown the need for personalized modeling for mental health applications due to the high noise levels in behavioral data, as also demonstrated in this work. While there is a clear advantage in using group-personalized models over population-level models, further work must validate these models. Optimal group allocation remains an open question, but the value in the interpretability of the grouped models has been demonstrated. As further data are collected, the utility of the model is expected to increase because more refined models can be inferred from the groups of individuals found.
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Abstract

Background: Chronic pain is a globally prevalent condition. It is closely linked with psychological well-being, and it is often concomitant with anxiety, negative affect, and in some cases even depressive disorders. In the case of musculoskeletal chronic pain, frequent physical activity is beneficial. However, reluctance to engage in physical activity is common due to negative psychological associations (eg, fear) between movement and pain. It is known that encouragement, self-efficacy, and positive beliefs are effective to bolster physical activity. However, given that the majority of time is spent away from personnel who can give such encouragement, there is a great need for an automated ubiquitous solution.

Objective: MyBehaviorCBP is a mobile phone app that uses machine learning on sensor-based and self-reported physical activity data to find routine behaviors and automatically generate physical activity recommendations that are similar to existing behaviors. Since the recommendations are based on routine behavior, they are likely to be perceived as familiar and therefore likely to be actualized even in the presence of negative beliefs. In this paper, we report the preliminary efficacy of MyBehaviorCBP based on a pilot trial on individuals with chronic back pain.

Methods: A 5-week pilot study was conducted on people with chronic back pain (N=10). After a week long baseline period with no recommendations, participants received generic recommendations from an expert for 2 weeks, which served as the control condition. Then, in the next 2 weeks, MyBehaviorCBP recommendations were issued. An exit survey was conducted to compare acceptance toward the different forms of recommendations and map out future improvement opportunities.

Results: In all, 90% (9/10) of participants felt positive about trying the MyBehaviorCBP recommendations, and no participant found the recommendations unhelpful. Several significant differences were observed in other outcome measures. Participants found MyBehaviorCBP recommendations easier to adopt compared to the control ($\beta_{int}=0.42, P<.001$) on a 5-point Likert scale. The MyBehaviorCBP recommendations were actualized more ($\beta_{int}=0.46, P<.001$) with an increase in approximately 5 minutes of further walking per day ($\beta_{int}=4.9$ minutes, $P=.02$) compared to the control. For future improvement opportunities, participants wanted push notifications and adaptation for weather, pain level, or weekend/weekday.

Conclusions: In the pilot study, MyBehaviorCBP's automated approach was found to have positive effects. Specifically, the recommendations were actualized more, and perceived to be easier to follow. To the best of our knowledge, this is the first time an automated approach has achieved preliminary success to promote physical activity in a chronic pain context. Further studies are needed to examine MyBehaviorCBP’s efficacy on a larger cohort and over a longer period of time.
chronic pain; machine learning; personalization; chronic back pain; reinforcement learning

Introduction

Background

Chronic pain is defined as pain that persists despite the resolution of injury or pathology [1] and attributed to changes in the central and peripheral nervous system resulting in amplified or uninhibited pain signals [2,3]. Persistent pain over long periods of time can affect people both physically and psychologically. Chronic pain is also closely linked with distress, affect behavior, and loss of productivity. Some studies have shown that 86% of people with chronic pain report difficulties with sleep [4], 70% have trouble concentrating [4], 44% to 51% report anxiety [5], and 88% express anger due to not seeing improvements [5]. Moreover, productivity losses can also be significant, with 4.6 hours per week rising to 5.5 hours per week lost due to chronic back pain [6]. These adverse effects can also result in other comorbidities such as depression [5,7-9].

In terms of global prevalence, the World Health Organization recognizes chronic pain as a public health problem worldwide [10] with a prevalence of 32% in low-income countries and 30% in high-income countries [11,12]. In the United States alone, 120 million adults are reported to be suffering from chronic pain [13] with related costs exceeding even that of diabetes, cancer, and heart disease [14]. Chronic pain is also related to substance abuse, with 12 million people (aged 12 years and older) reporting nonmedical use of pain medication, and overdose-related deaths are rising annually [15].

A particularly common form of chronic pain is of a musculoskeletal nature, which affects 1 in 10 adults globally. This form of chronic pain is also a leading cause of disability, with 28% reporting limitations in movement due to the condition [16]. That said, it is well understood that successful management of musculoskeletal chronic pain is achievable with regular and sustained physical activity [10]. This is due to activity having the effect of protecting against muscle weakening and inhibiting the neurophysiological mechanisms underlying the spread of pain [4]; in addition, physical activity does not have the issue of side effects that come with the consumption of pharmaceuticals [10,17]. Indeed, several recent reviews and guidelines from the US Centers for Disease Control and Prevention and UK National Institute for Health and Care Excellence have strongly encouraged clinicians to prescribe nonpharmacologic approaches that include movement-based therapies [10,18-20].

Despite the benefits of physical activity, adherence to regular and sustained physical activity is low [12,21]. This is principally due to perceived pain exacerbation from activity, which over time results in negative psychological associations (eg, fear) between movement and pain. Some of the psychological associations, typically fear and anxiety [22,23], manifest at an affective level [5] and are closely linked to more cognitive associations such as negative beliefs [5] and catastrophization [24], where subjective interpretation of pain severity may make the pain seem worse than it is [25,26]. These negative associations can lead to a reluctance to continue and even avoidance of activity and therapies [23,27] that in turn can lead to lowered self-efficacy to engage in preventative measures [24]. Lack of engagement over time can further result in weakening, disability, or even impairment in motor control where there is proprioceptive dysfunction [28].

Low adherence to physical activity is further compounded by the need to self-manage. Typically, in day-to-day life settings, there is no care provider present to offer encouragement and guidance [12,29]. A variety of mobile phone apps have been proposed in recent years for chronic pain self-management [12,30-32]; however, the majority of mobile health (mHealth) apps to date for chronic pain do not leverage the available array of onboard sensors [33,34]. In this paper, we argue that sensor data can offer a new method that makes self-management of physical activity easier for chronic pain. Self-management becomes easier because suggestions are generated and adapted automatically from sensor data, so participants do not need to manually manage or track the suggestions they want to follow. We further reduce self-management burden by prioritizing features that make the suggestions more actionable within the psychological barriers of chronic pain [35,36]. Thus, participants do not need to use trial and error to figure out which suggestions are more or less actionable for chronic pain.

Strategies to Address Psychological Barriers of Chronic Pain

While the utility of physical exercise for chronic pain is well known, it has also been found that introduction of new exercise tasks is more successful when small changes are made to current daily activities [12]. Other studies advocate a shift of attention strategy [37] as well as focusing on pleasurable activities [38]. These studies suggest the need to base any recommendation system on personal preferences and routine behavior. Given these lessons, we aimed to use mobile phone sensors as a natural way to acquire data on habitual behavior with respect to activity preferences. We also aimed to use this data as a basis from which new activity suggestions can be issued that are based on the contextual information taken from the tracked data. Such suggestions will likely be perceived as familiar. Also, given that the users know they have done similar activities before, this may lead to more positive beliefs and a better sense of self-efficacy. Thus, the suggestions themselves could be perceived as less effortful compared to fixed text message–based approaches, where messages are constructed before a study and the message contents do not adapt to routines or preferences of study participants [39].

A Personalized, Self-Efficacious, and Low-Effort Suggestion Engine

We developed MyBehaviorCBP, a mobile phone app that operationalizes various strategies to address psychological barriers of chronic pain. MyBehaviorCBP uses machine learning...
on sensor data and self-reported physical activity logs and automatically generates physical activity recommendations based on an individual’s past behavior. This strategy of persuasion has been shown to be effective in MyBehavior, our predating system designed for general populations [35,36]. This earlier app was designed to promote more energetic exercising and lower calorie dietary intake based on the user’s past actions. MyBehavior was shown to have affected a sustained positive behavior change within a general population in a 14-week pilot study. In this study, we repurposed this system and developed MyBehaviorCBP specifically for individuals with chronic pain. In MyBehaviorCBP, the user’s mobility state (episodes of walking or stationary state inferred from the accelerometer signals) and geolocation are passively tracked without the need for any user input. Activities that cannot be captured with sensors are entered manually. The next stage is to find recurring patterns within the physical activity data of each participant. Once recurring patterns are established, a set of new recommendations is issued based on these recurring patterns with small changes applied. We focus on these recurring patterns to generate new suggestions because participants have likely done similar actions before. Furthermore, the app uses the tracked movement data as a way to monitor which recommendations were actually preferred and executed. Subsequent recommendations are adapted based on the most acted upon previous recommendations. To the best of our knowledge, MyBehaviorCBP is the first app to promote physical activity with an automated data-driven approach in the chronic pain context.

Objective of This Study

In this paper, we report on a formative study on the use of MyBehaviorCBP and present results from a 5-week pilot study among individuals with chronic back pain (N=10). Since the MyBehaviorCBP automated suggestion generation approach is being tested for the first time in the chronic pain context, we investigate the feasibility and acceptability of the approach before an expensive randomized controlled trial. Prior works have recommended small pilot trials (N>4) for novel mHealth apps to investigate early evidence of acceptance and use demonstrating the intervention is affecting the intended outcomes and document lessons learned, if any, for future improvements [40,41]. To this end, we (1) determined whether the MyBehaviorCBP recommendations were perceived as easy and actionable compared to randomly generated recommendations, (2) examined preliminary evidence to see whether the intentions led to an actual increase in physical activity behavior, and (3) solicited participant feedback on using the app to fine-tune future versions of the app.

Methods

Study Design

We conducted a 5-week within-subject study on 10 individuals with chronic back pain. The first week of the study served as a baseline period where participants familiarized with the app. No physical activity recommendation was given in the first week. The next 2 weeks were a control phase where 7 suggestions were randomly chosen every day from a pool of suggestions. This pool of suggestions was created by a fitness expert according to the US National Institutes of Health guidelines for healthy living [42,43] and these suggestions were pilot-tested in past studies [35,36]. These suggestions, however, were generic and unrelated to participants’ past behaviors. In weeks 4 and 5, the experimental phase was conducted where participants received MyBehaviorCBP-generated recommendations based on their own behaviors. The study was single-blinded in that only the experimenters were aware of when the different types of suggestions during the control and experimental phases were activated.

During each day of the control and experimental phases, participants filled out a short in-phone survey in the evening. The survey asked about the ease of following recommendations, how many recommendations they followed, and their emotional state. In addition to the daily surveys, participants completed a Web-based exit survey after the study. The exit survey asked about the helpfulness of the recommendations, what future changes they would want to see, and whether they would recommend this app to other people with chronic back pain.

Participants

Given the prevalence of chronic pain, invitation of the study was sent via the Wellness Center and retiree mailing lists from Cornell University. Recruitment was restricted to participants with a history of chronic back pain (≥6 months in duration) and willingness to use MyBehaviorCBP on an Android mobile phone, either their own or one provided by the study. Further inclusion criteria were having some reasonable level of outdoor movement (eg, traveling to and from work), not being significantly housebound, having a basic level of mobile phone proficiency, being between ages 18 and 65 years, and being fluent in English. Exclusion criteria, determined during an initial interview, were the need of mobility aids; having had joint replacement, arthrodesis, or limb amputation; having a learning disability; or being pregnant, but no subject fell into these categories. Eligible participants were invited for a face-to-face session where informed consent was acquired and instructions for using the app were provided (Figure 1 shows the participant flow diagram); 10 participants (3 male, 7 female, aged 31 to 60 years) were recruited, and all participants completed the study. Participants reported a range of causes for their chronic back pain, including herniated disc, rotated vertebrae, scoliosis, sciatica, and tendinitis [44] and had histories of 5 to 33 years of chronic back pain. It should be noted here that independent clinical diagnoses past that of the subjects’ own declarations about their respective causes of chronic pain were not applied. Since we are only interested in the chronic pain aspect of their condition rather the specific causes, we followed the approach of self-reporting of pain. As pain is subjective, self-report of the presence, level, and persistence of pain remains the standard assessment approach. After initial contact, some participants were further excluded as our app was limited to the Android operating system and there was a limited number of available replacement phones. Also, some potential participants were excluded because they would not be in their normal daily routines (eg, going on vacation) during the time of the user study. From the initial 30 contacted, 16 were excluded and 10 enrolled with 4 on standby.

http://www.jmir.org/2018/10/e10147/
The MyBehaviorCBP Intervention

The MyBehaviorCBP app comprised 2 modules: routine behavior recognition module and recommendation generation module.

Routine Behavior Recognition Module

The first stage of MyBehaviorCBP is to log the physical activities of an individual with a combination of movement sensors (geolocation and accelerometer) along with manual input. Similar recurring activities are then grouped together to find routine behaviors. Specifically, activity states such as walking, running, stationary, and in-vehicle are automatically tracked using movement sensors within the phone; these activities are also tagged with the geographical location [45]. Physical activities that cannot be automatically inferred by phone sensors can be manually recorded using a drop-down menu that contains a searchable preloaded set [46]. Once an activity is logged, it is grouped together with other similar activities that have previously occurred. The method for this grouping is a data-clustering algorithm, details of which have been previously published [35,36]. The main intuition is that the same type of activities will co-occur at similar locations and are therefore assigned to the same cluster. For example, episodes of stationary state that occur in an office will have a similar GPS location and would be grouped together. Stationary episodes at a different location would be in a separate cluster from the “stationary in the office” cluster. Episodes of other mobility states are also grouped separately. For example, episodes of walking from an office to a coffee shop would show a similar trajectory of GPS locations and will be grouped together; in principle this would be a different cluster to walking from the office to a bus stand. For the manually searched and logged activities, similar exercises within the preloaded list are grouped together. Figure 2 shows a few examples of physical activity patterns extracted from 2 users.

Figure 2. Visualization of a user’s movements over a week: (a) heatmap showing the locations where the user is stationary everyday, (b) location traces of frequent walks by the user, and (c) location traces of frequent walks by another user.
In the interest of consistency, we will refer to each of these multifaceted clusters as a “behavior” in the remainder of this paper. Note the clustering process is determined for each participant separately without using data from other participants. Furthermore, the clustering is carried out in the phone, and no location data is exported to the cloud, minimizing privacy risks.

**Suggestions Generation Module**

Once the tracked data are grouped into different behaviors, the app then uses a sequential decision-making algorithm (multi-armed bandit or MAB [47,48]) to select and rank recommendations that are maximized to be both actionable and beneficial. In the following, we describe the main factors within the data that we consider to be important in the context of chronic pain. Subsequently, we will describe how the algorithm operationalizes these factors as part of its optimization process.

- Most frequent and repeated behaviors are prioritized. In doing this, we aim to exploit the fact that participants are familiar with these frequent behaviors and they likely have a higher level of mastery or sense of self-efficacy toward undertaking those actions [49].
- Less intensive and energetic actions are prioritized. For example, walking is prioritized over running or gym exercises. This factor is considered to promote easier or perceived as easier suggestions, which may be more compelling in situations when there is fear or anxiety of contemplating exercise [39].
- Newly generated suggestions are based on the continuation of small changes made to a user’s existing repeated behaviors. As suggested in Singh et al [12], it is attractive for those with chronic pain if less change to current behavior is needed when adopting a new therapy compared to suggestions that significantly differ from their existing routine.
- Suggestions will be uniquely contextualized to each user. Contextual information such as road or place names (Figure 2) and durational information can be added to the suggestion to further elicit a sense of familiarity [12].

In addition to the main tenets listed above, a further requirement is the need for the system to be adaptive and future proof. Since the suggestions are generated when the app is being used and data acquired, the system only has an account of the user’s past behaviors and the suggestions that have been actualized. This information is incomplete to inform what may happen in the future (eg, an ineffective suggestion from the past may become effective at a later point in time and vice versa). Thus, the system needs to have the capacity to adjust over time and adapt if necessary. Within the MAB framework, principles from the reinforcement learning (RL) branch of artificial intelligence are used, and this learning paradigm is designed to address the task of being continually adaptive. In this context, the RL agent can take a sequence of decisions in an environment to reach a predefined objective where each subsequent decision is based on the success or failure of the previous decisions.

One can consider the MyBehaviorCBP system as an RL agent as follows: let $X=\{x_1, x_2, x_3, ..., x_d\}$ denote the set of recommendations where each $x_i$ is related to a user behavior (ie, walking to bus stop, sitting in the office). At the start of day $d$, the system chooses a subset of $X$ and issues them to its user. At the end of the day, a reward score $r_{id}$ for recommendation $x_i$ is calculated according to the following quantity: $r_{id}=m_{id} \cdot \text{easiness}(x_i)$, where $m_{id}$ represents number of minutes a participant spent actually doing $x_i$ during the day $d$; $m_{id}$ is equal to zero if the recommendation is not adopted. The \text{easiness}($x_i$) function depends on how light or less vigorous the recommendation $x_i$ is (eg, walking is lighter than running or gym exercise). We quantify the lightness of an activity as inverse of metabolic equivalent of task (MET) because vigorous activities tend to have higher MET values [46]. To summarize, the longer a recommendation is followed and the lower MET value it has, the higher reward it receives (eg, a longer walk would receive a higher reward than a shorter walk). But, between behaviors of the same duration but different action, eg, 30 minutes of walking and 30 minutes of gym exercise, walking would receive a higher reward because it is easier with a lower MET value.

One exception to the above equation for $r_{id}$ is when there is a stationary behavior (eg, sitting). This is because being stationary has a low MET value, and a lot of time is generally spent in a sedentary manner. Thus, our prior formulation of $r_{id}$ would give high reward to stationary behavior because both $m_{id}$ and \text{easiness} are higher. However, rewarding more stationary behavior makes little sense, and MyBehaviorCBP’s goal is to reward more movement. Therefore, MyBehaviorCBP make the following adjustment to the reward of stationary behaviors; for each stationary behavior $x_i$, the reward is: $r_{i3} = m_{i3} \cdot \text{easiness}(\text{walking}) \times 3/60$, where easiness of walking is the inverse of the MET value of walking activity. Defined this way, MyBehaviorCBP would suggest a small change of 3-minute walking breaks for every hour of stationary behavior.

At the end of each day $d$, 2 quantities for each $x_i$ are computed: mean daily reward, $r_{i}^d = \frac{\sum_{d=1}^{n} r_{id}}{n}$ and mean daily minutes spent $m_{i}^d = \frac{\sum_{d=1}^{n} m_{id}}{n}$. A suggestion with high $r_{i}^d$ means the suggestion is easy and repeated often. On day $d+1$, a new subset of recommendations is chosen with the following composition: 80% with the highest $r_{i}^d$ and 20% randomly chosen from the remaining; moreover, the total $m_{i}^d$ for the selected recommendations cannot exceed 60 minutes. In this setup, MyBehaviorCBP ensures 80% of the recommendations are easy and have been frequently followed before. For the remaining 20%, we allow for exploration of other recommendations to see if they get adopted. Finally, the limit of 60 minutes is set to aim for a predefined duration of exercise. This is done since the therapeutic objective here is not necessarily to encourage as much activity as possible but to regularly adhere to some predefined target. To operationalize this, we use a MAB variant called the multi-armed bandit with knapsack [50] using an $\epsilon$-greedy strategy [48]. This would encourage the issuance of easier-to-do recommendations that simply target reaching 60 minutes rather than having no upper bound.

Figure 3 shows examples of MyBehaviorCBP suggestions for 2 different users. The screenshots are distinct and show...
MyBehaviorCBP’s capability to personalize to different users. Short encouraging texts are also added to the recommendations, such as (1) continuing existing walking behaviors, (2) taking short walking breaks as a small change to stationary behaviors, or (3) encouraging to continue other exercises. Along with this text, the app shows how many minutes are achievable (equal to $m^*$) and should be done for each of the suggestions.

**Measures**

The MyBehaviorCBP system intends to encourage more physical activity over a sustained period of time. However, given the early stage of the technology, a 5-week pilot study was conducted. The goal of the pilot was to investigate the feasibility of MyBehaviorCBP, which was measured by 3 factors: use, acceptability, and early efficacy. In addition, we report lessons learned for future improvements [40,41,51]. These factors are measured with a combination of phone logs, daily evening surveys during the study, and an exit survey (see Table 1 for measured outcomes). Phone logs contain passively collected records of whether MyBehaviorCBP was opened and the type of physical activity (ie, walking, stationary) for every minute during the study. The daily evening surveys were done in the phone each day of the 5-week study; in these daily evening surveys, we asked about relative ease of the recommendations received, how many recommendations they followed, and their emotional state during the day. After the 5-week study, an exit survey was conducted on the Web that asked about the helpfulness of the recommendations, what future changes they would want to see, and whether they would recommend this app to other people with chronic back pain.

Use was measured by how frequently study participants opened the app, recorded from the phone log. Acceptability, a more complex quantity, was measured by triangulating a variety of self-reports that focused on intention and behavior toward the recommendations. We specifically measured perceived easiness, which indicates the actionability of the recommendations [39,49], intention, behavior, and helpfulness. Early efficacy is another complex quantity we measured with several proximal measures that can lead to reduction of pain in the long term [52]. Finally, open-ended questions were used to pin down which features participants found useful and what features they saw as missing; this data will be used to map out future refinements of MyBehaviorCBP.

**Analysis Plan**

Number of times the app is accessed was analyzed using the simple descriptive statistics of mean and standard deviation. The acceptability and early efficacy outcomes are less straightforward to analyze because data points from the same subject being likely correlated and different subjects having different baseline conditions at the start of the study (eg, different levels of physical activity and type of chronic back pain) [53,54]. Therefore, we apply linear mixed-effect models to adjust for repeated measures and intersubject variability [53].

![MyBehaviorCBP’s personalized suggestions for 2 users.](image-url)
Use

The type of intervention is considered as a fixed effect, and we coded the intervention type as 0 and 1 for control (ie, the static suggestions generated by experts) and experimental phases (ie, MyBehaviorCBP suggestions), respectively. Coded this way, the intervention coefficient would represent the relative improvement of the outcome measure of MyBehaviorCBP over the control. When we included time (as day within the study) as a fixed effect, it was found to be not significant. Also, we tested the study participant identity as a random effect and found it to be significant in likelihood ratio tests ($P<.01$) for all outcome measures [53], which means significant interpersonal variability exists and a mixed-effect model is necessary. The parameter estimation for all models was generated using maximum likelihood estimation [53]. In addition, we computed effect size measures by dividing the mean difference of an outcome measure between the control and experiment phases with pooled standard deviation [55]. Finally, the open-ended questions in the exit survey are broken down into themes using thematic analysis [56].

Results

Use

Over the 5-week study with 10 participants, the mean number of times the MyBehaviorCBP app was opened is 106.9 during the control and experiment phases ($\mu=106.9$, $\sigma=56.9$, $q_{25}=76.1$, $q_{50}=89.6$, $q_{75}=105.5$), which is 3.2 times on average per day. Figure 4 shows the average number of times a participant opened the MyBehaviorCBP app over time. For both control (ie, static suggestions) and experiment phases (ie, MyBehaviorCBP-generated suggestions), there is an initial period of high use but over time the use decreased.

Acceptability of the Suggestions

In the exit survey, the participants reacted positively about MyBehaviorCBP recommendations, with 2 of 10 participants finding MyBehaviorCBP recommendations very helpful and 8 of 10 finding MyBehaviorCBP recommendations somewhat helpful. No participant reported the recommendations unhelpful. All participants (10/10) reported that they would likely recommend the app to other people with chronic back pain.

The acceptability of MyBehaviorCBP was also measured using (1) self-reported rating of easiness of the recommendations, (2) how many recommendations the participants wanted to follow, and (3) how many recommendations the participants actually followed. The results of the statistical analysis are reported in Table 2, and Figure 5 shows the mean and standard deviations. In the interest of convenience, only important statistics are shown in Table 2. The intervention coefficients ($\beta_{int}$) are reported along with $P$ values ($P_{int}$) and 95% confidence intervals. We observe there were significant changes of $\beta_{int}$ for number of recommendations followed ($\beta_{int}=0.46$, $P<.001$). In real terms, participants within the experimental phase adopted 1 extra recommendation every 2 days. On the other hand, participants wanted to follow the control phase recommendations more than the experimental phase ($\beta_{int}=-0.2$, $P=.02$), which means control group recommendations were effective to increase intention but not for actualizing a recommendation. Regarding easiness, participants perceived the MyBehaviorCBP recommendations to be easier than the control, which means they were perceived as low-burden ($\beta_{int}=0.42$, $P<.001$). This is important in the chronic pain population, which is often reluctant to be physically active.

<table>
<thead>
<tr>
<th>Data collection methods and description of outcome measure</th>
<th>Purpose of outcome measure</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App use</strong></td>
<td></td>
</tr>
<tr>
<td>Record of how many times the app is opened</td>
<td>Use</td>
</tr>
<tr>
<td><strong>Physical activity log</strong></td>
<td></td>
</tr>
<tr>
<td>Number of minutes spent walking per day</td>
<td>Early efficacy</td>
</tr>
<tr>
<td>Number of minutes spent in nonwalking exercises per day</td>
<td>Early efficacy</td>
</tr>
<tr>
<td><strong>Daily evening survey</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived easiness: How easy did today’s suggestions seem after reading them? (Likert scale: 1=I could always do these suggestions to 7=I could always do these suggestions)</td>
<td>Acceptability</td>
</tr>
<tr>
<td>Intention: How many suggestions did you want to follow today? (integer value between 0 and 7)</td>
<td>Acceptability</td>
</tr>
<tr>
<td>Behavior: How many suggestions did you follow today? (integer value between 0 and 7)</td>
<td>Acceptability</td>
</tr>
<tr>
<td>Pain level: Please indicate your pain level today. (Likert scale: 0=no pain to 10=extreme pain)</td>
<td>Early efficacy</td>
</tr>
<tr>
<td><strong>Exit survey</strong></td>
<td></td>
</tr>
<tr>
<td>Did receiving suggestions from your phone help you to be more active? (multiple choice: not helpful, somewhat helpful, very helpful)</td>
<td>Acceptability</td>
</tr>
<tr>
<td>How likely are you to recommend this app to another person with back pain? (multiple choice: not likely, somewhat likely, very likely)</td>
<td>Acceptability</td>
</tr>
<tr>
<td>What changes do you think could be made to the app that would make it more effective in helping you be more active? (open-ended)</td>
<td>Future improvement</td>
</tr>
</tbody>
</table>

Table 1. Different outcome measures captured in the MyBehaviorCBP pilot study and their purposes.
The number of self-reported recommendations followed and wanted to follow, however, had important differences for different emotional states in the day. Figure 6 shows the means for several outcomes under different emotional states captured through the PAM [57]. Generally, participants adopted or wanted to adopt more recommendations during positive emotional states. However, during high positive emotional states, generic recommendations were perceived as easy and participants wanted to follow them more, but the MyBehaviorCBP recommendations were adopted more. During negative emotional states, the number of recommendations participants wanted to follow and actually followed are both higher than the control group recommendations.

**Figure 4.** Number of times a day MyBehaviorCBP app was accessed.

**Table 2.** Summary of differences between control and MyBehaviorCBP as collected from survey and physical activity logs.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>$\hat{\beta}_{int}$</th>
<th>$P_{int}$</th>
<th>95% CI$_{int}$</th>
<th>d</th>
<th>$-2\log L$</th>
<th>AIC$^a$</th>
<th>BIC$^b$</th>
<th>LR$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>How easy were the suggestions</td>
<td>0.42</td>
<td>&lt;.005</td>
<td>0.2 to 0.6</td>
<td>0.25</td>
<td>817.5</td>
<td>879</td>
<td>894.6</td>
<td>0.009</td>
</tr>
<tr>
<td># of suggestions followed</td>
<td>0.46</td>
<td>&lt;.005</td>
<td>0.2 to 0.7</td>
<td>0.11</td>
<td>4795</td>
<td>4809</td>
<td>4839</td>
<td>0.01</td>
</tr>
<tr>
<td># of suggestions wanted to follow</td>
<td>–0.2</td>
<td>.02</td>
<td>–0.5 to –0.1</td>
<td>–0.2</td>
<td>4795</td>
<td>4809</td>
<td>4839</td>
<td>0.002</td>
</tr>
<tr>
<td>Walked (minutes/day)</td>
<td>4.9</td>
<td>.02</td>
<td>0.8 to 8.9</td>
<td>0.31</td>
<td>2123</td>
<td>2131</td>
<td>2144</td>
<td>0.009</td>
</tr>
<tr>
<td>Exercised (minutes/day)</td>
<td>9.5</td>
<td>.31</td>
<td>–6.3 to 21.8</td>
<td>0.03</td>
<td>2986</td>
<td>2993</td>
<td>3008</td>
<td>0.01</td>
</tr>
<tr>
<td>Pain level</td>
<td>–0.19</td>
<td>.24</td>
<td>–0.5 to 0.14</td>
<td>0.17</td>
<td>1160</td>
<td>1168</td>
<td>1183</td>
<td>0.001</td>
</tr>
</tbody>
</table>

$^a$AIC: Akaike information criterion.

$^b$BIC: Bayesian information criterion.

$^c$LR: likelihood ratio test between the fitted models compared to unconditional mean models [35,53].

**Figure 5.** Mean and standard deviations of acceptability measures.
**Preliminary Efficacy on Increasing Physical Activity and Reducing Pain**

From Table 2 and Figure 7, the intervention coefficient for daily walked minutes ($\beta_{int} = 4.9, P = .02$) indicates that participants walked for a further 4.9 minutes per day compared to the control phase. $\beta_{int}$ for nonwalking exercise ($\beta_{int} = 9.5, P = .31$) indicated that participants in the experimental phase exercised for a further 9.5 minutes, but the difference was not significant. Regarding pain level, there was a small nonsignificant 0.19 unit of reduction of pain ($\beta_{int} = -0.19, P = .24$).

**Qualitative Feedback and Lessons Learned**

Participants provided qualitative feedback in the exit survey, which provided further insights about the quantitative results and gave directions for future changes. For instance, when we asked participants to compare control group recommendations with MyBehaviorCBP, participants reported that they liked the personalization of MyBehaviorCBP. They also mentioned MyBehaviorCBP recommendations were more actionable and easier, and they were more likely to succeed if they tried the recommendations.

*I really liked the personalization. I thought it was a nice touch. Suggestions were more specific and tailored, which for me made them more relevant and likely for me to use them.* [P1]

*...most of the suggestions were fairly easy; at least the ones that involved walking.* [P3]

*Because the suggestions of MyBehaviorCBP were based on my own chosen activities, I was much more likely to follow them.* [P4]

*I liked them more because it seemed more likely that I could do them—I was more likely, in my mind, to succeed.* [P6]

*Again, because the suggestions were based on my activities, they felt more feasible. I didn’t have to take the extra step of thinking about how I might get the right tools (eg, bike) or where I can do the suggested exercise.* [P9]

*Other than changing the sitting behavior, I liked the fact that they seemed more do-able.* [P10]

In addition, some participants liked the specificity of the recommendations and how they could be carried out in a smaller piecewise manner.

*...they were location specific, smaller chunks of time.* [P3]

*...more detailed explanations/suggestions, based on past exercises logged, and having the location helped, too!* [P8]
Regarding the control phase suggestions, some participants struggled with their nonpersonalized nature and how they needed to plan ahead to execute them.

...which I wanted to do the longer suggestions in version 2 [i.e., control phase], unless I scheduled or planned it, I couldn't do most of them. [P8]

...I received the suggestion to ride a bike, but that's currently simply not possible, logistically. [P1]

However, one participant did not like MyBehaviorCBP recommendations and wanted more variety.

There was very little variation in the suggestions during the final 2 weeks—almost everyday was walk slightly farther and play tennis for a few minutes more... In the 2 to 3 weeks, there was a greater variety of things to try and I tried a few novel suggestions. [P2]

Participants also asked for the following features: (1) a reminder system to plan in the morning and notifications in the moment, (2) adapt suggestions based on weather or weekend/weekday, and (3) better insight to relate high pain days and activity level, etc.

It would be helpful to have reminders and suggestions pop up in the morning or at other chosen times. This could be optional and set by the user. [P1]

Maybe adding an alarm or something, to say “here, you should go do this thing now.” I think if I had something bugging me to get up and take a short walk, for example, I would be more likely to do it than just looking at a list of things I might do. [P3]

If it could ask me to rank the things I enjoy doing and then download weather data for the following days. This could suggest times when I have performed these tasks in the past and also match it with weather predictions. “You played tennis last Tuesday in the afternoon for 90 minutes. How about from 2 to 4 today when the weather will be clear and 85.” [P7]

Maybe a tally at the end of each week regarding days unable to exercise, based on back pain. [P10]

Finally, one participant wanted to use the app even after the study, and mentioned the following:

I liked this app and look forward to possibly using it permanently in the future. [P9]

Discussion

Principal Findings

To the best of our knowledge, MyBehaviorCBP is the first mobile app to provide automatically generated data driven physical activity recommendations in the chronic pain context. We conducted a pilot study to examine the feasibility of the approach. In the study, we found participants used the MyBehaviorCBP app 1 or more times a day. Furthermore, we observed early indication of acceptance and efficacy in both the qualitative and quantitative data. For instance, in the daily surveys, participants perceived the tracked data-based recommendations to be easier to follow. In the qualitative feedback on the exit survey, participants were positive to successfully complete MyBehaviorCBP recommendations. This means participants likely had a greater sense of self-efficacy toward MyBehaviorCBP-generated suggestions. According to protection motivation theory, higher self-efficacy may cause the recommendations to be carried out despite the presence of fear in chronic pain [58]. Indeed, empirically the participants also acted on the MyBehaviorCBP suggestions according to the automated walking inference. This increase gives early evidence that the perceived easiness may have transferred to actual behavior. However, the change in nonwalking exercise was not significant. This may have happened because it is hard to ascertain regularity in exercising within a 2-week period [35]. Furthermore, there was a small reduction of reported pain, which was not significant. This can be a type II error, and the small-scale study may not be sufficient to reject the system's efficacy [54].

Scopes for Future Improvement

From Figure 4, we observed that the number of times participants opened the app decreased over time. This may mean engagement decreased over time. Fortunately, participants also gave us valuable feedback to improve future versions of the app, which may increase engagement. For instance, several of our participants asked for notifications when the context was appropriate for a recommendation. Indeed, Fogg [39] argues that a trigger or notification may be necessary even when the suggested action can be executed with less effort. However, providing just-in-time notifications has particular technical barriers since it requires constant monitoring to detect the right context without draining the phone battery. In addition, the notifications can interrupt the participants’ daily workflow, and it is unclear when the right time to provide an intervention would be. Therefore, future research may focus on just-in-time interventions that are acceptable to participants and more battery efficient.

Relationship With Earlier MyBehavior Work

The current MyBehaviorCBP system is a variant of a prior system, MyBehavior [36]. MyBehaviorCBP borrows several ideas from MyBehavior, such as clustering routine activities and the MAB algorithm. However, there are a few key differences between MyBehavior and MyBehaviorCBP. MyBehavior was designed for a weight loss population with no chronic pain, and the objective function of the MAB was to maximize calorie expenditure. On the other hand, MyBehaviorCBP is designed for people with chronic pain, and the goal of the MAB is to maximize number of minutes performing low-effort exercises. As a result, between walking and gym exercise, MyBehaviorCBP would prioritize walking since walking is less effortful, but MyBehavior would prioritize gym exercises since gym exercises give more calorie expenditure. In addition, MyBehaviorCBP provides recommendations such that the total number of recommended minutes to exercise does not exceed 60 minutes. MyBehavior did not have any limit on total calories for the recommendations. Despite the similarities between the two systems, the effect sizes in Table 2 are lower than those in the previous MyBehavior
trials [36]. This is expected, since MyBehavior was designed for weight loss and did not deal with the negative psychological challenges in chronic pain. Indeed, out of the 321 reported daily surveys for the MyBehaviorCBP, in 39.9% cases negative emotions were reported in the PAM [57]. In a study with MyBehavior, out of 687 daily survey responses, 32.1% cases negative emotions were reported. Therefore, MyBehaviorCBP likely made participants active despite the prevalence of negative emotions.

**Relationship With Prior mHealth Apps for Chronic Pain Self-Management**

Over the years, a variety of mobile apps have been proposed for chronic pain self-management, with some apps aiming at prescribing cognitive behavioral components [15,30,32]. Other apps use diary-based approaches by logging subjective self-reports and provide basic feedback such as reminders for medication [12], and some newer apps such as the WebMD PainCoach [31] enable pain monitoring, setting and tracking activity goals, and generating related messages. However, MyBehaviorCBP differs in that it uses an in-phone machine learning approach directly on tracked physical activity data and automatically generates new person-specific suggestions based entirely on this. This also lends MyBehaviorCBP’s automated approach to be complementary to other approaches (eg, methods based on cognitive behavioral therapy that could be combined with the tracked data-driven suggestions from MyBehaviorCBP).

**Limitations**

One limitation is the small number of study participants and relatively short study length. However, MyBehaviorCBP is an early stage technology. It is difficult to acquire resources to conduct efficacy trials with unproven technology on a potentially vulnerable chronic pain population. As a result, the purpose of this pilot study was to inform feasibility and acceptability. In our future work, we will use the lessons learned in this pilot study to conduct longer term studies on a larger population and also to include specific back pain outcomes such as the Oswestry Low Back Pain Disability Questionnaire [59]. Another limitation is that MyBehaviorCBP does not fully address the question of whether even moderate exercise can have adverse consequences. If there is a short-term pain flare, then moderate exercising can temporarily increase pain and MyBehaviorCBP should not recommend exercising during a pain flare. However, it is not clear whether exercising has any long-term adverse effect on pain. Some prior work [60,61] argues exercising may have longer term effects and suggests activity pacing, where a participant engages in an active phase of exercise for a certain amount of days followed by a resting phase with decreased or no exercise. However, we are not aware of any published studies that have examined the question of long-term adverse effects empirically. Some providers recommend rest while others recommend that patients remain active without “overdoing it” based on their clinical experience.

**Conclusion**

In this paper, we presented the acceptability and feasibility of MyBehaviorCBP, a data-driven physical activity recommender system for chronic pain. We found preliminary evidence of increased walking activity; a few key areas of improvements have been also identified. In future work, we will incorporate these improvements and run a randomized controlled trial. If efficacy is demonstrated, then a technology like MyBehaviorCBP could have great promise because it is an automated system with no second person involved (eg, a physiotherapist). Also, all the data processing of MyBehaviorCBP is kept inside the phone which allows the app to preserve user privacy. Such automated and privacy-preserving features imply that MyBehaviorCBP has few barriers to scalability.
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We read with interest the validation study of the commercially available CheckMe blood pressure (BP) monitor by Schoot et al [1]. We agree with the authors that the development of cuffless BP devices may improve rates of out-of-office BP measurement for adults with hypertension and that the value of such devices depends on the devices’ accuracy. We feel there are aspects of their report where clarification might be helpful.

One of the reported strengths of the study is that it met European Society of Hypertension International Protocol (ESH-IP) validation guidelines [2]. However, some aspects of the study deviated from the ESH-IP, including obtaining of measurements in varying anatomical positions. Usually, validation is performed in the manufacturer’s recommended position of measurement, which is typically in the same position as calibration [3]. Additional information would be helpful to better understand the performance characteristics from the device itself and to assess for bias introduced from protocol deviations.

First, presenting correlation coefficients and scatterplots can help readers assess the relationship between measurements from the devices. Next, the authors present a relative difference in mean systolic BPs, which is near zero. Presenting mean absolute difference between devices would be more informative to the accuracy of the device [2]. A modified version of the ESH-IP’s validation table is presented not in the usual numerical categories. Calculating these categories, the CheckMe deviates from the reference device by ≤5 mmHg, ≤10 mmHg, and ≤15 mmHg for 16%, 62%, and 86% of the measures, respectively. These performance characteristics do not meet the threshold of passing ESH-IP’s first part of validation. Finally, contrary to the description in the manuscript, we note that the reference device used has not undergone independent validation and its accuracy is not known [4]. Thus, it is difficult to interpret the accuracy of CheckMe without understanding the performance characteristics of the reference device.

We recognize that it is not possible to adhere to the ESH-IP with novel cuffless BP-measuring devices, since the ESH-IP assumes that the tested monitor does not require user-specific calibration. In response to the ongoing interest in cuffless BP measurement the Institute of Electrical and Electronics Engineers (IEEE) released a guideline specifically for the validation of these devices [5]. Because validation of a cuffless BP monitor immediately after calibration at the same BP could artificially increase its perceived accuracy [3], the IEEE protocol...
includes validation measurements after changes in BP from the calibration measurement and validation measurements after a significant period since calibration.

In conclusion, we encourage the authors to present additional analyses and results to improve the understanding of the CheckMe’s performance, and to follow up with a formal IEEE-protocol validation study. In the present study, the device is reported to be a Conformité Européenne-approved category IIa category medical device compliant with directive 93/42/European Economic Community, but it did not meet that directive’s accuracy requirements (EN 1060-3). The CheckMe has United States Food & Drug Administration approval for measurements of heart rate, oxygen saturation, temperature, and activity, but not for measurement of systolic blood pressure [6]. As the device does not meet ESH-IP accuracy criteria for blood pressure in this study, we are concerned that it is available for sale directly to consumers and may place adults at undue harm.
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Authors’ Reply: Comment on “A New Cuffless Device for Measuring Blood Pressure: A Real-Life Validation Study”

We thank van Helmond et al [1] for their critical appraisal of our recent study [2] on the use of the CheckMe, a cuffless blood pressure measuring device. Patient-friendly and easy-to-use blood pressure monitors will make an important contribution to self-management of the cardiovascular risk profile. It is however important that we learn how these new devices perform in terms of reliability, accuracy, and to what extent they are usable in current practice of hypertension management.

For this reason, we carried out a very first real life validity study, in which we have followed the conditions of the European Society of Hypertension International Protocol (ESH-IP) as much as possible. This rightly raises a number of questions, which we have also addressed in the article. First of all, cuffless blood pressure measurement involves a completely different technique, using of the pulse transition time measured with a pulse oximeter and the electrical heart signal, measured with electrodes. By calibrating once with a classic bracelet blood pressure monitor, an estimate of the missing vessel wall compliance is made, which is then used as a constant factor for follow-up measurements with the CheckMe. Compared to classic Korotkoff tones or oscillometric measurement, new variables are introduced with the cuffless technique.

At present, a description in the ESH-IP is lacking of the way in which such calibration measurement, necessary for the cuffless blood pressure measurement technique, is to be performed. Therefore, no formal validation study can be performed and it is also not possible to determine whether the CheckMe formally meets the criteria stated in the ESH-IP, as we stated in the article.

In anticipation of expected developments in technology and protocoling, we performed a first ’real life’ comparison, in which we performed the calibration measurement and gold standard blood pressure measurement with a frequently used automatic office blood pressure monitor. Outside the ESH-IP we examined whether the position of the CheckMe with respect to the heart, which changed the pulse transition time from heart to fingertip, had an effect on the results. We believe that pioneering work in the field of new techniques for e.g. blood pressure measurement stimulates further development. We fully agree that a formal assessment of accuracy must be made according to the consensus in international guidelines. However, in the absence of in this case the requirement for performing the calibration measurement, only that part of the protocol that applies can be followed.

We appreciate the suggestions made by Helmond et al to also present data in an alternative manner and seriously consider a follow-up manuscript for adequate presentation and interpretation. We also recognize that the blood pressure measurement is not included in the FDA approval of the CheckMe. The required pulse oximetry and ECG recording are included, but as we estimate, for the above reason an FDA approval for blood pressure has never been issued.
We appreciate that our preliminary scientific data on the cuffless blood pressure measurement in persons with a broad range of blood pressure values is correctly assessed. We hope this will trigger a discussion about the use of this promising technique in patient care and will follow formal validation studies based on an adapted protocol [3].
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