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Abstract

Background: When trying to access interventions to improve their well-being and quality of life, family caregivers face many challenges. Internet-based interventions provide new and accessible opportunities to remotely support them and can contribute to reducing their burden. However, little is known about the link existing between the components, the use of behavior change techniques, and the outcomes of these Internet-based interventions.

Objective: This study aimed to provide an update on the best available evidence about the efficacy of Internet-based interventions for caregivers of older adults. Specifically, the components and the use of behavior change techniques and how they impact on the efficacy of the intervention were sought.

Methods: A systematic review searched primary source studies published between 2000 and 2015. Included studies were scored with a high level of evidence by independent raters using the GRADE criteria and reported caregiver-specific outcomes about interventions delivered through the Internet for caregivers of people aged 50 years and older. A narrative synthesis identified intervention components (eg, content, multimedia use, interactive online activities, and provision of support), behavior change techniques, and caregiver outcomes (eg, effects on stressors, mediators, and psychological health). The risk of bias within the included studies was assessed.

Results: A total of 2338 articles were screened and 12 studies describing 10 Internet-based interventions were identified. Seven of these interventions led to statistically significant improvements in caregiver outcomes (eg, reducing depression or anxiety, n=4). These efficacious interventions used interactive components, such as online exercises and homework (n=4) or questionnaires on health status (n=2) and five of them incorporated remote human support, either by professionals or peers. The most frequently used behavior change techniques included in efficacious interventions were provision of social support (n=6) and combinations of instructions to guide behavior change and barrier identification (n=5). The design and aim of the included studies did not permit determining exactly which component and/or behavior change technique was more efficacious in producing positive outcomes in caregivers. The risk for selection bias was low for all the studies, and low to high for performance, detection, and attrition biases.
Conclusions: In sum, Internet-based interventions that incorporate professional and social support, and provide instructions to change behavior and problem solve in an interactive manner appear to lead to positive outcomes in caregivers. Studies isolating the specific effect of components are needed to improve our understanding of the underlying mechanism of action.

(Keywords: systematic review; caregivers; aged; Internet-based interventions; Internet; behavior change)

Introduction

A family caregiver (henceforth described as caregivers) is a person who provides care without any financial compensation for a family member, a friend, or a loved one with long-term health problems or disabilities [1]. Approximately 5.4 million Canadians [2] and 34.2 million Americans [3] are caregivers of older adults. Aging and associated frailty are the main causes of caregiving needs [2,3], which are expected to increase because of population aging in Western countries. Moreover, older adults are more prone to experience disability related to long-term physical conditions and memory problems [3,4], which altogether increase the caregiver burden. The term “burden” is used to describe the harmful physical, emotional, and social effects caregivers may experience [5]. Role overload and burden put caregivers at higher risk for depression, anxiety, and negative levels of stress [6,7]. In 2012 in Canada, one in two caregivers of an older adult felt anxious about their responsibilities and one in six experienced depressive symptoms [8]. In the United States, 17% of the caregivers of older adults report poor or fair health and one in five report a decrease in their health due to caregiving [3].

Stress Process Model

The Stress Process Model [9] is a conceptual framework that is used to explicate the stress and burden experienced by caregivers. Caregiving may produce primary stressors, which are situations that are perceived as problematic or harmful by the caregiver. These stressors can be described objectively (eg, low level of independence of the care recipient, observable behaviors) and subjectively (eg, feelings of overload and relational deprivation). If stressors persist, they may lead to secondary role strains (eg, job-caregiving conflicts, constriction of social life) and intrapsychic strains (eg, decreased self-esteem and sense of mastery, loss of self). Primary stressors and secondary strains contribute to overall caregiver burden, which can result in adverse outcomes on psychological and physical health as well as on social participation. According to the Stress Process Model, personal resources, such as coping strategies and access to social support, are mediators of the stress process that can help mitigate adverse outcomes. The model also acknowledges that caregiving can lead to positive effects, such as a sense of inner growth while facing challenges.

Considering the stress and burden they experience, caregivers of older adults require health care, psychosocial, community, and respite services to prevent negative outcomes related to their caregiving role. However, caregivers experience many barriers when trying to obtain those services, such as lack of transportation to access the intervention, unavailability of a secondary caregiver to take over in their absence, and lack of flexibility to participate in a highly demanding intervention [10]. Consequently, programs that are delivered outside of the home setting have been shown to be less attended to by caregivers than home-based programs, such as telephone counseling, home visits, and technology-based interventions [10]. Internet-based interventions can thus offer an easily accessible alternative [11-17] and can be more cost-effective than traditional face-to-face interventions [18].

Internet-Based Interventions for Caregivers

Internet-based interventions, also referred to as eHealth interventions or information and communication technology-based interventions, are defined as therapeutic programs with specific health objectives delivered mainly using the Internet [19]. They have been classified by Barack and Klein [19] into six categories: Web-based education interventions, self-help Web-based therapeutic interventions, human-supported Web-based therapeutic interventions, online counseling, Internet-operated therapeutic software, and other online activities. Each category of Internet-based intervention is described with respect to four major types of components: (1) content (eg, educational or aimed for behavior change), (2) multimedia (eg, text, images, videos), (3) interactive online activities (eg, online quizzes, homework), and (4) guidance and supportive feedback (eg, automatic reminders, professional feedback).

To our knowledge, seven reviews [11-17] have described the efficacy of Internet-based interventions for caregivers of older adults, but the portrait they provide is incomplete regarding the quality of the evidence and the components driving the success of the interventions. The reviews included Internet-based interventions for caregivers of all ages [12,13] or caring for people with cancer [14], dementia [11,17], for community-dwelling older adults [15], or for adults and older adults with intellectual disabilities [16]. The reviews report that Internet-based interventions can effectively reduce depression and caregiver burden [11-14,16,17], as well as having positive effects on caregivers’ sense of competence/self-efficacy [11,17], coping strategies [14], knowledge about the care recipient’s condition [17], and quality of life [14]. Lastly, the review by Magnusson et al [15] gave interesting insights on success factors and feasibility of Internet-based interventions, universal design principles, and older adults’ thoughts and attitudes toward technology, but not on the efficacy of included interventions.

Concerning methodological aspects, only two reviews produced a complete analysis of the quality of evidence, which was deemed poor [11] or acceptable [13]. Other reviews either described the quality of the evidence using scales [12,14], but did not use this assessment to critically appraise the strength of reported results or did not report anything on the study designs.
or risk of bias [15-17]. None of the seven reviews used a framework to classify the components, thus making it difficult to compare components of efficacious Internet-based interventions and to identify hypothetical causes of efficacy. In sum, the currently available reviews indicate that Internet-based interventions for caregivers of older adults facing different health conditions have the potential to generate positive outcomes on psychological health. The strength of evidence of these results, however, is uncertain and reasons of observed improvements in caregivers’ outcomes were poorly documented and not reported uniformly.

**Behavior Change Techniques in Internet-Based Interventions**

One factor that might explain the efficacy of Internet-based interventions, aside from the components of the intervention itself, is the incorporation of behavior change techniques (BCTs). BCTs are strategies that promote behavior change by, for example, providing information on consequences of behavior on health, prompting users to identify barriers to behavior change or offering social support. A review by Webb et al [20] found that Internet-based interventions promoting healthy living habits that are theoretically grounded and using BCTs are associated with larger effect sizes when compared with another intervention or no intervention at all. Similarly, a rapid review on the potential of Internet-based interventions for self-management argued that the incorporation of cognitive-behavioral therapy as well as BCTs is required to attain certain behavioral outcomes (eg, healthier living habits, safer sex) [21]. Given the encouraging results of integrating BCTs in the fields of health promotion and prevention for care recipients, the investigation whether Internet-based interventions for caregivers should enhance self-management by encouraging the development of new behaviors with the use of BCTs is relevant. For this, the taxonomy by Abraham and Michie [22], which proposed a series of BCTs to incorporate into interventions aiming to support behavior change, can be used to identify and classify BCTs as a way of pinpointing underlying mechanisms of effects. This has not been done in any previous reviews for caregivers of older adults to our knowledge.

**Aim and Specific Objectives**

This study aimed to provide an update on the best available evidence about the efficacy of Internet-based interventions for caregivers of older adults. Specific objectives were to (1) classify the components that are found in Internet-based interventions for caregivers of older adults, (2) describe the BCTs used in these Internet-based interventions, and (3) explore which intervention components and BCTs of Internet-based interventions are associated with efficacious outcomes in caregivers.

**Methods**

**Information Sources and Search Method**

Following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [23], a systematic literature search was conducted in MEDLINE, EMBASE, and CINHAL, covering studies published from January 2000 to July 2015. With the help of a biomedical research librarian, a list of more than 50 medical subject headings, descriptors, and keywords, matched to the specific thesaurus of every database consulted, was used to identify the population (caregivers) and the interventions (Internet-based) of interest (see Multimedia Appendix 1). In addition, we used keywords related to the concepts of self-management and behavior change to target interventions with BCTs for achieving outcomes on the health and well-being of caregivers.

**Eligibility Criteria**

Studies were included if they (1) were original papers published in peer-reviewed journals, (2) reported on an intervention of which the principal mode of delivery was the Internet, (3) reported caregiver-specific outcomes, (4) targeted caregivers of older adults and thus had a sample including at least one caregiver of a person aged 50 years or older, and (5) were of a high level of evidence according to the Grading of Recommendations Assessment, Development and Evaluation (GRADE) criteria [24]. As per these criteria, the initial level of evidence was determined based on study designs (eg, high level for randomized controlled trials, moderate level for quasi-randomized controlled trials, and low levels for observational studies). Studies were scored lower if a combination of serious limitations were present (eg, lack of allocation concealment, lack of blinding, incomplete accounting of patients and outcomes events, selective reporting, and other limitations). Studies were scored higher than their original level if they displayed strong methodological qualities (eg, no plausible cofounders, no major treats to the validity of the results), if a dose-response gradient was found, or if the effect would have been reduced by cofounders. Studies were excluded if they were not written in either French or English. Descriptive studies analyzing data consisting of Internet transcripts (eg, messages on a forum, blogs, posting) were also excluded.

**Study Selection**

The complete selection process is detailed in Figure 1. Titles and abstracts were reviewed by the first author. Full-text articles were obtained for relevant studies and the preceding criteria were applied. When the first author was uncertain about the inclusion of studies, they were reviewed independently by a second author (DGB). If consensus could not be reached, discrepancies were resolved with the help of a third author (CA). A manual search was conducted in the reference lists of reviews found during this search.
Data Collection and Coding

The first author abstracted data from included studies using Excel forms to record the study characteristics, components of the Internet-based interventions, and the use of BCTs. Caregiver population, experimental and control conditions, data collection for reported outcomes, analyses performed, and additional characteristics specific to Internet-based trials as outlined in the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials) guidelines (eg, computer literacy, intended dosage, usage outcomes) [25] were documented.

Caregiver outcomes were classified with the Stress Process Model [9] to outline which factors of the stress process were measured: primary stressors, secondary role strains, secondary intrapsychic strain, or outcomes.

All Internet-based interventions and their components were coded using the Barack and Klein categorization [19]. Following this classification, interventions were classified in one of six possible categories. First were Web-based education interventions, which are online programs or websites providing general standardized content to improve knowledge, awareness, and understanding of users, but not their behavior. Second and third were self-help Web-based therapeutic interventions and human-supported Web-based therapeutic interventions, which are both multicomponent online interventions with content tailored to support behavior change. Those two distinguish themselves by the amount of guidance and feedback they provide: self-help interventions are designed to be self-guided by the user and so do not require interactions with humans, whereas human-supported interventions provide a variety of support means from professionals or peers. Online counseling is the fourth category and refers to programs or technologies that primarily enable professional-user communication for remote counseling, usually on subjects such as mental health or psychological follow-ups. Within the fifth category were Internet-operated therapeutic software, which are programs or devices that use advanced computer capabilities (eg, artificial intelligence principles, augmented realities, or algorithms) to produce a robotic therapist simulation providing dialog-based therapy with patients, rule-based systems/games (eg, WII console), or three-dimensional environments (eg, Second Life). Finally, the category of other online activities consisted of any other websites, blogs, informal support groups, wikis, podcasts, and self-assessments available on the Web that did not have a specified therapeutic goal. Components found from the description of interventions provided by the authors in the article were classified within the four major component categories, as described in Textbox 1.
Behavior change techniques were also extracted from the description of interventions found in the report using the taxonomy of Abraham and Michie [22]. This taxonomy details 26 BCTs that can be incorporated in interventions, ranging from the simple provision of information on consequences of one’s behavior to more complex techniques such as providing complete goal setting, modeling appropriate behavior, or providing detailed feedback on behavior performance.

Finally, although a high level of evidence per the GRADE criteria was a condition for inclusion, risk of bias was still assessed as “high,” “low,” or “unclear” for the random sequence generation and concealment of allocation (selection bias), for blinding of outcome assessors and the use of valid measures (detection bias), for the blinding of the participants (performance bias), and for how withdrawals were statistically accounted for (attrition bias). This was done as recommended by the Cochrane Handbook for Systematic Reviews of Interventions [26]. Given the difficult nature of double blinding in psychosocial and self-management intervention trials, which comprise the majority of Internet-based interventions for caregivers [12], the double-blind criterion was not assessed.

After applying the search strategy detailed in Figure 1, a total of 12 studies were retained for a narrative synthesis [27-38]. Records were excluded mainly because they were not a primary source study, they were not delivered through the Internet, or they did not report caregiver-specific outcomes. Twenty-nine studies were excluded because of the quality of their study design; per the GRADE criteria, 8 were of a moderate level of evidence [39-46], 18 of a low level [47-64], and 3 were of a very low level [65-67]. Three reports were downgraded from a high level of evidence to a moderate level because of high differential rates of dropouts between control and experimental conditions that were not accounted for with proper intention-to-treat analysis [40,42,43]. None of the studies were upgraded.

Characteristics of the Included Studies
The main characteristics of the included studies are presented in Tables 1 and 2. Regarding the studied population, caregivers were mainly female adults or older adults and generally were either a spouse or a child of the care recipient. They cared for people with dementia [27,28,30,38], stroke [32,33,36,37], cancer [29,31,35], or traumatic brain injury [34].

Table 1. Characteristics of the study population of included studies (N=12).

<table>
<thead>
<tr>
<th>Author</th>
<th>Country</th>
<th>N</th>
<th>Mean age (SD)b</th>
<th>Femaleb</th>
<th>Relationship with care recipientb</th>
<th>Diagnosis of care recipientb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beauchamp et al [27]</td>
<td>USA</td>
<td>299</td>
<td>46.9 (12.2)</td>
<td>73%</td>
<td>Child (67%)</td>
<td>Dementia</td>
</tr>
<tr>
<td>Blom et al [28]</td>
<td>Netherlands</td>
<td>245</td>
<td>61.2 (12.37)</td>
<td>69.4%</td>
<td>Spouse (58.4%)</td>
<td>Dementia</td>
</tr>
<tr>
<td>Chih et al [29]</td>
<td>USA</td>
<td>235</td>
<td>56</td>
<td>64.2%</td>
<td>Spouse/partner (69.3%)</td>
<td>Dementia</td>
</tr>
<tr>
<td>Cristancho-Lacroix et al [30]</td>
<td>France</td>
<td>49</td>
<td>64.2 (10.3)a</td>
<td>16 (64%)a</td>
<td>Child (64%)a</td>
<td>Dementia</td>
</tr>
<tr>
<td>DuBenske et al [31]</td>
<td>USA</td>
<td>246</td>
<td>55.56</td>
<td>68.3%</td>
<td>Spouse/partner (72%)</td>
<td>Cancer</td>
</tr>
<tr>
<td>Eames et al [32]</td>
<td>Australia</td>
<td>61</td>
<td>55.5</td>
<td>64%</td>
<td>Spouse/partner (67%)</td>
<td>Stroke</td>
</tr>
<tr>
<td>Kim et al [33]</td>
<td>South Korea</td>
<td>36</td>
<td>53 (13.7)</td>
<td>NR</td>
<td>Spouse (66.7%)a</td>
<td>Stroke</td>
</tr>
<tr>
<td>McLaughlin et al [34]</td>
<td>USA</td>
<td>201</td>
<td>NR, 34.6% aged 51-60a</td>
<td>86.4%a</td>
<td>NR</td>
<td>TBI</td>
</tr>
<tr>
<td>Namkoong et al [35]</td>
<td>USA</td>
<td>285</td>
<td>55.56</td>
<td>68.3%</td>
<td>NR</td>
<td>Cancer</td>
</tr>
<tr>
<td>Pierce et al [36]</td>
<td>USA</td>
<td>103</td>
<td>54 (12.2)a</td>
<td>69.4%a</td>
<td>Wife (41.7%)b</td>
<td>Stroke</td>
</tr>
<tr>
<td>Smith et al [37]</td>
<td>USA</td>
<td>32</td>
<td>55.3 (6.9)a</td>
<td>100%</td>
<td>Wife (100%)</td>
<td>Stroke</td>
</tr>
<tr>
<td>Torkamani et al [38]</td>
<td>UK, Spain, and Greece</td>
<td>60</td>
<td>60.69 (13.90)</td>
<td>45%</td>
<td>NR</td>
<td>Dementia</td>
</tr>
</tbody>
</table>

aFor intervention group only.
bNR: none reported; SD: standard deviation; TBI: traumatic brain injury.
Table 2. Description of the intervention and control groups of included studies (N=12).

<table>
<thead>
<tr>
<th>Author</th>
<th>Intervention</th>
<th>Description</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beauchamp et al [27]</td>
<td>Usual care wait list</td>
<td>Caregiver’s Friend: Dealing with Dementia—an ongoing worksite Web-based support program providing materials tailored to the needs of caregivers in 3 distinct modules (being a caregiver, coping with emotions, and common difficulties)</td>
<td>149</td>
</tr>
<tr>
<td>Blom et al [28]</td>
<td>Mastery Over Dementia: a 9-lesson online program; the first 8 lessons followed the same sequence: provision of information, exercises, homework, and feedback; lessons were about coping with behavioral problems, relaxation, arranging help from others, changing nonhelping thoughts, and communication; final lesson was a recap and booster session</td>
<td>149</td>
<td>E-bulletin sent by email every 3 months; content did not overlap with intervention</td>
</tr>
<tr>
<td>Chih et al [29]</td>
<td>Comprehensive Health Enhancement Support System (CHESS): a password-protected website in which users self-directed to a variety of services (information, communication, and coaching); content covered cancer, caregiving and palliative care, emotional distress, use of coping techniques, and communication techniques</td>
<td>118</td>
<td>Access to the same intervention, without one component (clinical report) for 12-24 months</td>
</tr>
<tr>
<td>Cristancho-Lacroix et al [30]</td>
<td>Diapason: a password-protected website offering information, skills training and a forum for caregivers; content was divided in 12 thematic sessions with videos covering caregiver stress, understanding the disease, maintaining the loved ones’ autonomy, understanding their reactions, coping with behavioral and emotional troubles, communicating, improving their daily lives, avoiding falls, pharmacological and nonpharmacological interventions for caregivers, social and financial support, and about the future</td>
<td>25</td>
<td>Universal care</td>
</tr>
<tr>
<td>DuBenske et al [31]</td>
<td>Comprehensive Health Enhancement Support System (CHESS): a password-protected website in which users self-directed to a variety of services (information, communication, and coaching); content covered cancer, caregiving and palliative care, emotional distress, use of coping techniques, and communication techniques</td>
<td>124</td>
<td>Access to a list of cancer and palliative care websites constructed from the opinions of clinicians in addition to usual care</td>
</tr>
<tr>
<td>Eames et al [32]</td>
<td>What You Need to Know About Stroke: an educational package online containing a list of 34 topics regarding stroke; the Web-based intervention was reinforced with 3 face-to-face and 3 telephone meetings with participants</td>
<td>31</td>
<td>Usual care for the care recipient</td>
</tr>
<tr>
<td>Kim et al [33]</td>
<td>A Web-based program incorporating education and resources to support self-efficacy in the home setting. Content was divided in nine video sessions covering three themes: understanding stroke, recurrence prevention, and family life</td>
<td>18</td>
<td>Access to an e-bulletin over the course of 6 months</td>
</tr>
<tr>
<td>McLaughlin et al [34]</td>
<td>Brain Injury Partner: a Web-based program designed to improve family advocacy skills with content covering advocacy skills, strategies for reducing stress, and to determine necessary professional support needs</td>
<td>104</td>
<td>Access to the Brain Injury Association of America (BI-AUSA)</td>
</tr>
<tr>
<td>Namkoong et al [35]</td>
<td>Comprehensive Health Enhancement Support System (CHESS): a password-protected website in which users self-directed to a variety of services (information, communication, and coaching); content covered cancer, caregiving and palliative care, emotional distress, use of coping techniques, and communication techniques</td>
<td>141</td>
<td>Access to a list of high-quality patient-directed cancer and palliative care websites in addition to usual care</td>
</tr>
<tr>
<td>Pierce et al [36]</td>
<td>Caring-Web: an educational and support intervention that answered questions, discussed options, and gave up-to-date information covering frequently requested topics like stroke disease process, safe transfer techniques, and emotional changes</td>
<td>51</td>
<td>Specific instructions to not buy or use Internet during the study in addition to usual care</td>
</tr>
<tr>
<td>Author</td>
<td>Intervention Description</td>
<td>Control group</td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>--------------------------------------------------------------------------------------------</td>
<td>---------------</td>
<td></td>
</tr>
<tr>
<td>Smith et al [37]</td>
<td>A Web-based conferencing and video education intervention designed to provide the caregiver with knowledge, resources, and skills; content was divided in 9 weekly video topics covering how to get in touch with your feelings as a caregiver, understanding what it’s like to be a care recipient, being a good listener, nonverbal behavior, choice/control/predictability, relaxation and positive imagery to control stress, and the role of pleasant activities</td>
<td>17 Access only to one component of the intervention that presents links to resources</td>
<td></td>
</tr>
<tr>
<td>Torkamani et al [38]</td>
<td>A technology platform for the Assisted living of DementiaelDerly Individuals and their carers (ALADDIN): a Web-based program designed to provide support and information with content covering dementia and relaxation/exercises techniques</td>
<td>30 No attention or intervention given</td>
<td></td>
</tr>
</tbody>
</table>

aBefore attrition.
bLength of access to intervention.
cIn addition to usual care.

One Internet-based intervention was designed specifically to answer the needs of caregivers who were also workers [27]. None of the other studies mentioned the working status of caregivers. Three studies [29,31,35] assessed caregiver comfort levels with using the Internet on a five-point scale ranging from not comfortable to extremely comfortable. On the whole, caregivers rated themselves as being somewhat comfortable with using the Internet (mean scores ranging from 2.36 to 2.54). One study enrolled only novice users of the Internet [36].

The setting of the interventions varied across the included studies in terms of dosage, comparison conditions, and reported adherence. Half of the Internet-based interventions were administered to the experimental group without specification regarding dosage or a “use as you will” instruction [27,29,31,35,36,38], meaning that users could use the intervention whenever they wanted and how long they wanted.

The other studies provided a set of explicit directions, such as requiring the user to log in at least once every week to view certain content [30,33] or for specific amounts of time [34,37]. Duration of interventions varied between 30 days [27] to 2 years [29,31,35]. Three control conditions were found within the included studies: (1) access to online resources (eg, e-bulletin on specific subjects, list of websites) [28,31,33-35], (2) access to selected portions of the experimental intervention [29,37], or (3) usual care/wait list [27,30,32,36,38]. Usual care for caregivers was either defined as the provision of information and education regarding care for the loved one [30,32] or not defined at all [31,33,36]. Adherence and usage were reported in six studies [27,30,31,33,34,36] and varied across interventions. For example, Kim et al [33] reported 100% adherence to requested usage (eg, all participants completed all the nine sessions planned in the program), whereas DuBenske et al [31] reported that 73% of the participants logged in at least once during the study.

As detailed in Table 3, the risk for selection bias was low for all the studies, and low to high for performance, detection, and attrition biases according to the tool of the Cochrane handbook [26]. Reasons for higher risk of bias concerned blinding of participants and outcome assessors, lack of control for co-intervention, and high rates of dropouts. Risk of bias in how participants performed and rated their health status at the time of completion was high overall, as only one study blinded their participants to group allocation [28] and one controlled for co-intervention [30]. A possibility for detection bias was also present for all studies because all assessments used for reporting the outcomes were based on self-report. This could have also led to a social desirability bias. Furthermore, the study of Beauchamp et al [27] did multiple testing without apparent statistical corrections, which can also lead to a detection bias. One study was judged to present a very high risk for detection bias because the outcome assessor was not blinded and the measures were administered during a face-to-face session [30]. As for the dropout rates, they were of 30% or more in both groups in five studies [29-31,35,36] and differed by 10% or more between the experimental and control groups in two studies [28,37]. Reasons for dropouts were always explored and missing data were treated with proper statistical analysis (eg, imputation techniques, intention-to-treat analysis, statistical models). Although these measures were taken, risk of bias for attrition was still judged high for these studies with large rates of dropouts and/or differential rates between experimental and control groups.
Table 3. Risk of bias.  

<table>
<thead>
<tr>
<th>Author</th>
<th>Selection bias</th>
<th>Performance bias</th>
<th>Detection bias</th>
<th>Attrition bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beauchamp et al [27]</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Blom et al [28]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Chih et al [29]</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Cristancho-Lacroix et al [30]</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>DuBenske et al [31]</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Eames et al [32]</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Kim et al [33]</td>
<td>+</td>
<td>–</td>
<td>?</td>
<td>+</td>
</tr>
<tr>
<td>McLaughlin et al [34]</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Namkoong et al [35]</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Smith et al [37]</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Torkamani et al [38]</td>
<td>+</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

+a: low risk of bias; – high risk of bias; ?: unclear risk of bias.

**Categories and Components of Internet-Based Interventions**

The included studies reported results concerning 10 interventions because the outcomes of one intervention were reported in three different articles [29,31,35]. Three intervention categories were found: Web-based education interventions [32,36,38], self-help Web-based therapeutic interventions [27,34], and human-supported Web-based therapeutic interventions [28-31,33,35,37]. There were neither online counseling activities nor Internet-operated therapeutic software in our sample. The components, as categorized by Barack and Klein [19], are presented in Table 4 and concern the use of multimedia, interactive online activities, and the provision of guidance and support, either automatically by the program or by a human (peer or professional).

**Multimedia**

All interventions used written text as their main multimedia component and some also used videos [27,28,30,33,34,37]. Videos were skill-based or educational; in the intervention by McLaughlin et al [34], the videos were designed to teach the caregivers a specific set of advocacy skills, whereas in the intervention by Kim et al [33] the videos were recorded lectures, supported by PowerPoint presentations, intended for the caregiver to watch and learn about various topics related to stroke.

**Interactive Online Activities**

Most interventions offered interactive online activities, either in the form of homework, quizzes, and exercises to reinforce the educational content [28,33,34,37], or in the form of online questionnaires [27,29,31,35,38]. In the intervention by Beauchamp et al [27], online questionnaires asked about caregiver status to tailor the intervention so that participants would view only relevant content for their situation. For example, selecting the “spouse” status revealed content about finances, socializing, and losing a companion. Similarly, online questionnaires about the caregiver and care recipient’s health status in a multicomponent intervention for caregivers of people with cancer [29,31,35] were used for tailoring. In this intervention, answers were also compiled by the program and shared with the clinical team in the form of a clinical report, including graphics visually representing the answers and the evolution in the dyad’s health status. It was also the only Internet-based intervention with a decision aid system, called the “coaching service,” which offered caregivers detailed action plans and instructions to change behavior based on a detailed analysis of the responses to online questionnaires.

**Guidance and Supportive Feedback**

Human support was given asynchronously (eg, forum, email, bulletin boards) [28-31,33,35-38] and synchronously (eg, live chat session) [37]. Human support was offered by a health professional (eg, nurse, clinician, or psychologist) in six interventions [28,29,31,33,35-38] to address questions and problems caregivers might have during the intervention. The intervention by Blom et al [28] offered professional feedback regarding caregiver homework and exercises, and participants could progress in the intervention only if they opened and checked the feedback. Five interventions also offered opportunities for peer support [29-31,35-38], with the intervention by Smith et al [37] being the only one using a group-support context with live chat sessions guided by a professional.

Other common components included the provision of links to additional resources [29,31,33-37] and written or videotaped testimonials of other caregivers [27,29-31,35].
Table 4. Component categories for each category of the Internet-based interventions.

<table>
<thead>
<tr>
<th>Author</th>
<th>Multimedia</th>
<th>Interactive online activities</th>
<th>Guidance and supportive feedback</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eames et al [32]</td>
<td>Text</td>
<td>NR</td>
<td>NR</td>
<td>Professional support; nurse specialist and rehabilitation team respond to questions with a private asynchronous module (email forum); peer support: asynchronous discussions facilitated by a nurse (email)</td>
</tr>
<tr>
<td>Pierce et al [36]</td>
<td>Text</td>
<td>NR</td>
<td>NR</td>
<td></td>
</tr>
<tr>
<td>Torkamani et al [38]</td>
<td>Text</td>
<td>Online questionnaires on CR and CG health status</td>
<td>Professional support: clinicians receive answers from IOA, facilitating the speedy delivery of appropriate interventions; clinicians are also reachable with a “contact us” button; peer support: asynchronous discussion sessions (forum)</td>
<td>Musical entertainment; relaxation and exercise techniques</td>
</tr>
</tbody>
</table>

**Self-help Web-based therapeutic interventions**

<table>
<thead>
<tr>
<th>Author</th>
<th>Multimedia</th>
<th>Interactive online activities</th>
<th>Guidance and supportive feedback</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beauchamp et al [27]</td>
<td>Text; videos</td>
<td>Online questionnaires on CG personal situation; changing role button to select the relationship with CR</td>
<td>NR</td>
<td>IOA used to tailor content; testimonials</td>
</tr>
<tr>
<td>McLaughlin et al [34]</td>
<td>Text; videos</td>
<td>Video-based skills exercises</td>
<td>NR</td>
<td>List of relevant Web links and articles</td>
</tr>
</tbody>
</table>

**Human-supported Web-based therapeutic interventions**

<table>
<thead>
<tr>
<th>Author</th>
<th>Multimedia</th>
<th>Interactive online activities</th>
<th>Guidance and supportive feedback</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blom et al [28]</td>
<td>Text; videos</td>
<td>Homework and exercises online; evaluation at the start and end of each lesson</td>
<td>Professional support: psychologist provides asynchronous feedback on IOA (electronic secured app); automatic reminders to send homework or attend lessons</td>
<td>Consultation of feedback is mandatory to have access to the next lesson</td>
</tr>
<tr>
<td>Cristancho-Lacroix et al [30]</td>
<td>Text; video lectures</td>
<td>NR</td>
<td>Peer support: asynchronous discussion sessions moderated by a psychologist (forum)</td>
<td>Relaxation training; testimonials; glossary; bank of activities to stimulate CR</td>
</tr>
<tr>
<td>Chih et al [29]; DuBenske et al [31]; Namkoong et al [35]</td>
<td>Text; graphic</td>
<td>Online questionnaires on CR and CG health status; coaching service that automatically generates graphics of health status, offer decision aids, and structures an action plan</td>
<td>Professional support: cancer information specialist available via an “ask and expert” button.; Clinician report: summaries of users’ health available to the clinical team on demand, from a threshold alert or two days before a clinic visit; peer support: asynchronous discussion sessions moderated by a professional facilitator (bulletin board)</td>
<td>IOA and interactions through supportive feedback component used to tailor content; FAQs; list of relevant Web links, articles and community services; cancer news; testimonials; personal webpage</td>
</tr>
<tr>
<td>Kim et al [33]</td>
<td>Video lectures; PowerPoint slides</td>
<td>Online quizzes following the viewing of video lectures</td>
<td>Professional support: asynchronous service to network with health professionals (email)</td>
<td>List of relevant Web links</td>
</tr>
<tr>
<td>Smith et al [37]</td>
<td>Text; video of enacted support group</td>
<td>At-home apps given by a nurse</td>
<td>Professional support: two times per week, a synchronous chat session directed by a nurse for the viewing and commenting of the weekly video (Adobe connect); the nurse is also available by asynchronous communication (email); peer support: asynchronous discussion sessions (email and message board)</td>
<td>List of relevant Web links, instructional videos and PDF files; online library of educational information; search engine</td>
</tr>
</tbody>
</table>

---

*a* As categorized by Barack and Klein [19].

*b* CG: caregiver; CR: care recipient; FAQ: frequently asked question; IOA: interactive online activities; NR: none reported.
Behavior Change Techniques

All three Web-based education interventions used less than two BCTs [32,36,38] (Table 5). All the other interventions incorporated four to 10 BCTs each. Overall, 15 BCTs were used within our sample, out of the 26 possibilities of Abraham and Michie’s taxonomy [22]. The most commonly used technique was “social support” and this was offered through the component of peer support [29-31,35-38], except for one intervention that trained caregivers in planning social support instead of offering it to them [27]. Half of the interventions also provided a combination of two techniques: “providing instructions” and “prompting barrier identification” [27-31,34,35]. These instructions were given by multimedia components and/or reinforced by interactive online activities and professional support. “Stress management techniques” [28-31,34,35,37,38], “prompting practice of behavior” [30,34,37], and “modeling or demonstrating behavior” [27,28,34] were other common techniques used. The multicomponent intervention for caregivers of people with cancer [29,31,35] was the only intervention using “goal setting” and “action planning” techniques with their coaching service component. The intervention by Smith et al [37] incorporated the highest number of BCTs (n=10). Specifically, caregivers had to watch videos of enacted support group, which offered opportunities for social comparison and identification with role models. They also had to complete homework and report on their performance in subsequent discussion sessions to receive comments from professionals and peers, which prompted practice of behavior, self-monitoring, and provided feedback on performance.

Table 5. Behavior change techniques for each category of Internet-based interventions.

<table>
<thead>
<tr>
<th>Author</th>
<th>Behavior change techniques</th>
<th>Caregiver outcomes (ES)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Web-based education interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eames et al [32]</td>
<td>NR</td>
<td>NSSD in caregiver strain</td>
</tr>
<tr>
<td>Pierce et al [36]</td>
<td>NR</td>
<td>NSSD in depression symptoms and satisfaction with life</td>
</tr>
<tr>
<td>Torkamani et al [38]</td>
<td>Social support; stress management</td>
<td>NSSD in caregiver burden, occurrence of psychiatric, and/or behavioral problems, depressive symptoms, and quality of life</td>
</tr>
<tr>
<td><strong>Self-help Web-based therapeutic interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beauchamp et al [27]</td>
<td>Barrier identification; instructions; modeling; social support</td>
<td>↓ stress (0.5); ↑ intention to get support (0.3); ↓ caregiver strain (0.2); ↑ caregiver gain (0.2); ↓ depressive symptoms (0.2); ↓ state anxiety (0.2); ↑ self-efficacy (0.2); NSSD in the use of specific stress-reduction strategies</td>
</tr>
<tr>
<td>McLaughlin et al [34]</td>
<td>Barrier identification; instructions; modeling; prompt practice; stress management</td>
<td>↑ skill application (1.01); ↑ intention to use (0.7); ↑ knowledge (0.67); NSSD in satisfaction with life</td>
</tr>
<tr>
<td><strong>Human-supported Web-based therapeutic interventions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blom et al [28]</td>
<td>Barrier identification; instructions; modeling; feedback on performance; stress management; time management</td>
<td>↓ symptoms of anxiety (0.48); ↓ depressive symptoms (0.26)</td>
</tr>
<tr>
<td>Cristancho-Lacroix et al [30]</td>
<td>Information on behavior-health link and on consequences; barrier identification; instructions; prompt practice; social comparison; social support; stress management</td>
<td>↑ knowledge (0.79); NSSD in perceived stress</td>
</tr>
<tr>
<td>Chih et al [29]; DuBenske et al [31]; Namkoong et al [35]</td>
<td>Information on behavior-health link and on consequences; barrier identification; instructions; goal setting; social support; stress management; time management</td>
<td>↓ negative mood at 6 and 12 months; ↓ caregiver burden at 6 months; ↑ bonding = ↑ active coping; NSSD for preparedness, physical burden, and in levels of disruptiveness</td>
</tr>
<tr>
<td>Kim et al [33]</td>
<td>Information on behavior-health link and on consequences; instructions; feedback on performance</td>
<td>↑ caregiver mastery</td>
</tr>
<tr>
<td>Smith et al [37]</td>
<td>Information on behavior-health link and on consequences; intention formation; instructions; self-monitoring of behavior; feedback on performance; prompt practice; social comparison; social support; identification to role models; stress management</td>
<td>↓ depression at 11 weeks and 1 month follow-up; NSSD in sense of mastery, self-esteem, and social support</td>
</tr>
</tbody>
</table>

As categorized by Abraham and Michie [22].

Arrows show the direction of statistically significant differences in intervention group compared to control for outcomes measured (P<.05). ES: value of effect sizes as originally reported by the authors; NR: none reported; NSSD: not statistically significant difference.
Table 6. Classification of the statistically significant outcomes by categories of Internet-based interventions and according to the Stress Process Model.a

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Web-based education interventions</th>
<th>Self-help Web-based therapeutic interventions</th>
<th>Human-supported Web-based therapeutic interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[32]</td>
<td>[36]</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>[27]</td>
<td>[34]</td>
<td>[28] [30]</td>
</tr>
<tr>
<td></td>
<td>[29,31,35]</td>
<td>[33]</td>
<td>[37]</td>
</tr>
</tbody>
</table>

**Primary stressors**
- Problematic behavior: 0
- Relationship quality: 0b

**Secondary role strains**
- Disruptiveness: 0

**Secondary intrapsychic strains**
- Caregiver gain: +
- Mastery: 0 + 0
- Self-esteem: 0

**Outcomes**
- Depression: 0 0 + + 0 + +
- Anxiety: + +
- Stress: 0b 0
- Caregiver strain: +
- Caregiver burden: 0 0 0 +
- Physical burden: 0
- Self-perceived health:
  - Quality of life: 0 0 0

**Mediators**
- Intention to get support: 0b
- Social support: 0
- Coping: 0 0b

**Others**
- Self-efficacy: 0b 0b
- Knowledge: 0b 0b
- Skill application: 0b
- Perceived bonding: +

*a*: Statistically significant effect ($P<.05$) of the intervention on the measured outcome (either improving positive factors or decreasing adverse factors); 0: not statistically significant effect.

b: Validation process of the measure was not reported.

**Outcomes**

A list of all the outcomes measured and statistically significant effects found at time of completion for each intervention is classified according to the Stress Process Model in Table 6. Outcomes were assessed with self-reported measures in all the included studies, either online [27-29,31,34,35], during phone calls [32,33,36,37], and/or face-to-face interviews [30,32,33,38]. All studies assessed outcomes at time of completion. Some also had an assessment half-way through the intervention [28,29,31,35,36,38] and two studies had a follow-up period of one [37] and six months [30].

Concerning outcomes at time of completion, none of the Web-based education interventions reported statistically significant differences on any outcomes when compared to usual care [32,36,38]. Efficacious interventions were thus found within the self-help and human-supported Web-based therapeutic interventions categories [27-31,33-35,37]. The most frequently assessed outcome was depression; it was shown as being significantly decreased by four interventions [27-29,31,37]. The intervention by Beauchamp et al [27] generated the largest number of positive effects on caregivers; in addition to decreased depression and anxiety, the intervention had positive effects on intrapsychic strains (eg, increase in caregiver gain), on mediators
of stress (eg, intention to get support), and on self-efficacy. Namkoong et al [35] found that users of their multicomponent intervention, which integrated peer support, experienced a sense of bonding with the other participants, which in turn had a positive influence on mediators of stress such as coping abilities. In terms of longitudinal outcomes, neither of the two studies with a long-term follow-up showed statistically significant outcomes at these time points [30,37].

**Discussion**

The goal of this study was to systematically review the best available evidence regarding the efficacy of Internet-based interventions for caregivers of older adults. Specifically, we sought to narratively synthesize the components integrated in such interventions following the classification of Barack and Klein [19] and the taxonomy of Abraham and Michie [22] to eventually link intervention components and BCTs with outcomes on caregivers’ stress process and well-being. Twelve studies with a high level of evidence covering 10 Web-based Internet interventions were found and analyzed in depth. A synthesis of the results in a comprehensive table is available online (Multimedia Appendix 2).

**Categories and Components of Internet-Based Interventions**

Results from the review concerned Web-based education intervention, self-help Web-based therapeutic interventions, and human-supported Web-based therapeutic interventions. Online counseling, Internet-operated therapeutic software (including emerging technologies such as robotics, therapeutic gaming, and three-dimensional environments), and other online activities were not found in studies of a high level of evidence, which may reflect the novelty of research in these categories. Studies from these categories of Internet-based intervention are currently either at a pilot stage or have a lower level of evidence [39,54], which were not considered in this review.

Concerning the components, a combination of interactive online activities and provision of human support seemed to generally lead to better outcomes in caregivers. Exercises, homework, and questionnaires were the most used components from the interactive online activities’ category and appeared to be part of the success of the efficacious interventions. This can be explained by the fact that they linked to the use of BCTs and to the provision of human support. On one hand, exercises and homework were used to reinforce and build on the knowledge and skills caregivers learned while reading or viewing the content of the interventions, which can be viewed as the usage of “prompt practice” and “model behavior” techniques. In this way, Internet-based interventions represent a valuable advantage over telephone-based interventions or printed educational material [17] because they can enable participation to such interactive online exercises. On the other hand, results of online questionnaires were often sent to health professionals, which contributed to creating a continuous link between participants and clinicians. The ability to easily communicate with care providers and to monitor one’s own health or the health of the care recipient can be of high importance for remote caregivers, especially if they do not live with the care recipient [68].

Effective monitoring, with online questionnaires and planned professional support, also addresses a need for longitudinal assessment of caregiver outcomes, as recommended by guidelines for interventions for caregivers [7]. Furthermore, interactive online activities were used to tailor the content accessed by caregiver, thus rendering the intervention more meaningful and personal to every participant’s own needs and situation. Tailoring is an effective way to transmit content and to engage participants in an intervention [69,70], which can be easily done by Internet-based interventions with internal algorithms. Overall, interactive online activities may be used as an axe component that link different parts of the intervention to make it more appealing and engaging for the caregiver.

Human support, either provided by a health professional or peers, asynchronously or synchronously, was a component widely used in the interventions included and might account for the reported efficacy of human-supported Web-based therapeutic interventions. Having rapid and remote access to a health professional for advice and tailored support has been reported in previous studies of Internet-based interventions for care recipients as the primary factor predicting adherence [69,71] and positive effects on behavior change [20]. Qualitative results from previous research on Internet usage for professional support among caregivers suggest remote professional support was appreciated for the rapidity of the answers [47] and can alleviate barriers caregivers sometimes experience during face-to-face appointments (eg, feeling like a burden for the professional, hesitant to ask questions or express feelings) [72]. Knowing that they have access at any time and place to professional support may also make caregivers feel less worried [47,72]. Support from a group of peers was also found as a key factor of the efficacy of Internet-based interventions for older adults [71] and is reported as one of the three main reasons of using Internet among caregivers of people with cancer [73]. Furthermore, Kinnane and Milne [73] reported that caregivers viewed online support groups as means to communicate information about caring, planning for future steps to come, exchanging support in difficult moments, and venting feelings. Thus, peer support appears to be an effective component of BCT, possibly in relation to the fact that it can help support the development of effective coping strategies, which are important mediators of stress [9]. It is difficult to say if the way human support is provided (asynchronous vs synchronous) has any impact on the efficacy of human support itself because most of the included interventions used asynchronous human support. Asynchronous communication can cost less to developers and be used more easily by caregivers than complex synchronous communication modes, such as videoconference. However, in a study comparing a chat group to a video support group for caregivers of people with Alzheimer disease, caregivers reported feeling more at ease on the video group and experienced a more natural communication with the other caregivers, despite technical difficulties [44]. This sense of closeness and fluent conversation should not be underestimated and could have potential impact on caregiver outcomes, especially in interventions focusing on providing peer support. Overall, available evidence and results from this review suggest that human support should be considered as an efficacious component when designing Internet-based interventions.
Behavior Change Techniques

Despite recommendations [20], integration of BCTs was not consistent across interventions. Indeed, little more than half of the 26 possible BCTs [22] were incorporated in the Internet-based interventions and concerned mostly the provision of “social support,” “instructions,” and “problem-solving techniques.” Yet, in a meta-analysis of Internet-based interventions promoting behavior change, Webb et al [20] found that interventions incorporating stress management had the greatest effect on behavior. Only four interventions used this technique in our sample [28-31,34,35] by offering caregivers concrete strategies to reduce stress, relaxation activities, or a detailed action plan to manage daily life and stressors. Moreover, results from the most recent national survey on caregiving in the United States show that stress management is the second information caregivers want to obtain, after information on how to maintain the care recipient at home [3]. Lastly, none of the three Web-based education interventions, which included only generic education content, had significant effects on any caregiver outcomes [32,36,38], which has also been reported by a review of Internet-based interventions for caregivers of people with dementia [11]. This can be explained by the lack of behavior change content and the use of very few to no BCTs to support the caregiver in achieving better health and well-being. Likely, traditional education interventions, delivered through printed material or face-to-face, have been shown to have little to no effect on caregivers’ outcomes [74]. In general, Internet-based interventions should incorporate more BCTs with possibly more focus on stress management techniques and contributing factors.

Outcomes

The efficacy of Internet-based interventions for caregivers of older adults has been primarily demonstrated for psychological outcomes, such as a reduction in depression, anxiety, and burden, in this review and previous ones [11-14,16,17]. These results, although informative, permit only partial understanding of the underlying causes on which the interventions act. Indeed, in the Stress Process Model, depression, anxiety, and burden are only the outcomes of a long chain of primary and secondary stressors. Very few of the included interventions sought to measure more proximal indicators of well-being in the stress process, such as the quality of the relationship with the care recipient, disruptiveness, self-efficacy, and sense of mastery. Yet, these indicators are of clinical interest [7] and can prevent overexhaustion and serious mental difficulties if they are targeted earlier in the service delivery continuum. Furthermore, Internet-based interventions should be more concerned with enhancing mediators of stress, such as coping strategies and social support, as these are among the principal predictors of burden and decreased health for caregivers of older adults [75]. Finally, studies that measured quality of life did not show significant differences between groups at three months [34,36,38], possibly because these outcomes may not improve during a relatively short intervention.

Research Gaps and Recommendations

Methodological and reporting differences in the studies limit the conclusions that can be currently drawn concerning Internet-based interventions for caregivers of older adults. Firstly, there was considerable heterogeneity in factors that can impact on the efficacy of the intervention, namely the dosage, the adherence, and the comfort of the users with the Internet. Only half of the studies reported usage metrics or adherence statistics, making it difficult to establish the frequency and the length of usage needed for an Internet-based intervention to reach full efficacy. Without knowing if participants adhered to instructions given, it is also difficult to draw conclusions about the feasibility of the intervention or whether it adds to the burden of care. To rectify this situation, intended use should be described and adherence should be carefully monitored throughout each trial and reported as a process outcome [69], with reasons for nonadherence detailed. This could inform future studies to determine the best delivery protocols for Internet-based interventions.

Secondly, chosen control conditions for all studies, except two [29,37], did not permit to exactly isolate which components were associated with efficacy. Rather, we can only hypothesize on which combination of components and factors can lead to better outcomes in caregivers. Although comparing Internet-based interventions to usual care or educational e-bulletin serves to demonstrate their combined efficacy, it does not permit isolation of the effects of each component specifically. The work of Chih et al [29] is a good example of how to obtain that information; the participants in the control group had access to the same Internet-based intervention (CHESS), but without the component of interest (eg, clinical reports). Isolation of the effects of each component could help future research provide better cost-benefit analyses because some components require more resources than others to develop. This could also help developers and decision makers in health care prioritize what components to incorporate in Internet-based interventions to maximize the efficacy of current services.

Thirdly, there were several methodological weaknesses within the studies that reduced the validity of their findings, namely lack of blinding, high rates of attrition, uncontrolled risks for co-intervention, and unclear reporting. Blinding is a difficult criterion to fulfill within psychosocial intervention trials, but not impossible as demonstrated by Blom et al [28]. Future Internet-based trials should do likewise to reduce bias in reported outcomes. Unsurprisingly, trials that targeted caregivers of people with terminal or degenerative conditions (eg, cancer, dementia) registered higher levels of attrition, mainly due to the death of the care recipient or the overwhelming burden of the caregiver. Some studies did not clearly report critical information, which made it difficult to determine the validity of methods employed. Following guidelines for reporting Internet-based trials, such as the CONSORT-EHEALTH guidelines [25], could improve reporting and increase the confidence in the findings.

Finally, with the current sample it is not possible to determine if positive effects of Internet-based interventions are maintained over time. Indeed, measures were mainly taken on completion of programs and only two studies had a moderate to long-term follow-up period (one and six months) [30,37]. Future trials could document long-term outcomes to compare the efficacy
of Internet-based interventions to traditional face-to-face interventions over time.

Limitations and Strengths

In terms of methods, there are several limits to this systematic review. First, a meta-analysis of the data was not performed given the heterogeneity of the outcomes, which restricts the findings to the state of hypotheses. Second, initially included studies were not counterverified by a second author. To ensure that we would capture the best evidence available despite this weakness, the research strategy was expanded to all possible wording of keywords of interest. Uncertainty concerning the inclusion of a study was always resolved with a second or third opinion. Therefore, we are confident that this systematic review covers the best evidence currently available in the field of Internet-based interventions for caregivers of older adults. Third, coding of the included interventions was performed by only one author and relied on the information reported by the authors in the studies, which might not adequately represent all the components of the delivered intervention. A hallmark of this review was the use of appropriate categorizations to describe and analyze the Internet-based interventions and the use of BCTs. This proved relevant in comparing different interventions with varying levels of interactivity and guidance, which helped to draw useful conclusions.

Conclusions

The findings from this systematic review suggest that Internet-based interventions with tailored behavior change content that are interactive, provide human support either by professionals or peers, and incorporate BCTs, such as provision of specific instructions regarding the behavior, problem solving, and stress management, can have positive effects on the psychological well-being of caregivers of older adults. Further randomized controlled trials that demonstrate the effect of each component individually with appropriate control conditions, analyze their outcomes considering adherence to protocol, and structure their report according to reporting guidelines in eHealth are needed to strengthen the validity of these results.
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Abstract

This viewpoint reviews the perspectives for dermatology as a specialty to go beyond the substantial impact of smoking on skin disease and leverage the impact of skin changes on a person's self-concept and behavior in the design of effective interventions for smoking prevention and cessation.

(J Med Internet Res 2017;19(9):e326) doi:10.2196/jmir.8743
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Most smokers start smoking during their early adolescence, often with the idea that smoking is glamorous; the problems related to impaired wound healing, erectile dysfunction, and oral cancers are too far in the future to fathom. In contrast, for the majority of teenagers, attractiveness is the most important predictor of their own self-esteem [1].

Interventions focusing on the negative dermatologic changes due to smoking have been effective in altering behavior, both in adolescence [2-4] and young adulthood [5,6]. Skin damage due to smoking that is culturally associated with a decrease in attractiveness (ie, wrinkles, early hair loss, declined capillary perfusion, pale or grayish skin [7-9]) predominantly affects the self-concept of young people with low education [1], who are at significantly greater risk for tobacco addiction [10-12] and benefit the most from abstinence [13]. After reviewing the evidence regarding facial changes due to smoking on PubMed, we designed Figure 1 in order to extrapolate the typical...
appearance of a smoker’s face as frequently seen and noted by dermatologists.

**Figure 1.** Normal aging versus effects of smoking a pack a day for 15 years.

First steps have been taken to disseminate this dermatologic knowledge on irreversible aesthetic damage to the target groups and measure its effectiveness in randomized trials (ie, via the free photoaging app Smokerface, in which a selfie is altered to predict future appearance) in Germany [3,4,14,15] and Brazil [16] with a total of more than 150,000 downloads. In addition, photoaging desktop-based interventions in France [6], Switzerland [2], and Australia [5] showed promising results that justify definitive randomized trials. The relevance of skin-based appearance for individual behavior was also confirmed in the setting of skin cancer prevention [4,17-21].

Dermatology as an interdisciplinary specialty needs to go beyond the substantial impact of smoking on skin disease [22,23] and leverage the impact of skin changes on a person’s self-concept [1] and behavior [5] in the design of effective interventions for the largest cause of preventable death and disease in the western world [24]. Future dermatologic research should focus on developing, evaluating, and optimizing new ways to implement the specialty’s superior ammunition in the war against smoking.
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Abstract

Background: In 2010, the human papillomavirus (HPV) vaccination was introduced in the Dutch National Immunization Program for 12-year-old girls, aiming to reduce the incidence of cervical cancer in women. HPV vaccination uptake turned out to be lower than expected: 61% versus 70%, respectively. Mothers were shown to play the most important role in the immunization decision about this vaccination. They had also expressed their need for interactive personal information about the HPV vaccination over and above the existing universal general information. To improve the effectiveness of the existing education about the HPV vaccination, we systematically developed a Web-based tailored intervention with virtual assistants providing mothers of girls to be invited with tailored feedback on their decision making about the HPV vaccination.

Objective: The aim of this study was to evaluate the effectiveness of the Web-based tailored intervention for promoting HPV vaccination acceptance by means of a randomized controlled trial (RCT).

Methods: Mothers were recruited via the Dutch vaccination register (Praeventis) (n=36,000) and three Web-based panels (n=2483). Those who gave informed consent (N=8062) were randomly assigned to the control (n=4067) or intervention condition (n=3995). HPV vaccination uptake, as registered by Praeventis once the HPV vaccination round was completed, was used as the primary outcome. Secondary outcomes were differential scores across conditions between baseline (before the provided access to the new tailored intervention) and follow-up (just before the first vaccination) regarding the mothers’ degree of informed decision making (IDM), decisional conflict, and critical determinants of HPV vaccination uptake among which are intention, attitude, risk perception, and outcome beliefs.

Results: Intention-to-treat analysis (N=8062) showed a significant positive effect of the intervention on IDM, decisional conflict, and nearly all determinants of HPV vaccination uptake (P<.001). No effect was found on uptake (P=.60). This may be attributed to the overall high uptake rates in both conditions. Mothers evaluated the intervention as highly positive, including the website as well as the virtual assistants that were used to deliver the tailored feedback.

Conclusions: This computer-tailored intervention has the potential to improve HPV vaccination acceptability and IDM and to decrease decisional conflict among mothers of invited girls. Implications for future research are discussed.

Trial Registration: Trialregister.nl NTR4935; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4935 (Archived by WebCite at http://www.webcitation.org/6srT7i9EM)
vaccination; health promotion; web-based intervention computer-tailing; randomized controlled trial

Introduction

Worldwide, cervical cancer is the third most common cancer in women [1]. Persistent infection by the human papillomavirus (HPV) is the causative agent of cervical cancer [2]. In the Netherlands, yearly 750 new cases of cervical cancer are detected, of which 242 are with fatal consequences [3], despite the presence of a national cervical cancer screening program for women aged 30 to 60 years [4]. In 2008, the Health Council advised the Ministry to include the HPV vaccination for girls aged 12 years in the National Immunization Program (NIP) [5]. Initial implementation started with a catch-up campaign in 2009 for girls aged 13 to 16 years. From 2010, new cohorts of 12-year-old girls have been invited by the NIP to receive the HPV vaccination on a yearly basis. The municipal health services organize local sessions for group-based HPV vaccination, usually at large venues. This restricts the opportunity for interaction between the parent and girl with the professional. The vaccination itself is given by young health professionals (ie, medical doctors, nurses, or doctor’s assistants). The vaccination is voluntary and is offered free of charge. Complete vaccination includes 2 injections with a 6-month interval.

So far, HPV vaccination uptake in the Netherlands has remained lower than expected: 61% uptake in 2016 while 70% was targeted [6]. Research has indicated that mothers play the most important role in decision making about the girls’ immunization [7]. Currently, the regular invitation for the HPV vaccination comprises an introduction folder and a link to a website providing universal information about HPV and HPV vaccination. However, research has already indicated that mothers feel more in need for interactive personal information about the HPV vaccination, over and above this universal information [8]. To improve the existing educational strategy targeting HPV vaccination uptake, we developed a computer-tailored intervention with virtual assistants using the 6-step Intervention Mapping protocol for developing theory- and evidence-based health promotion interventions [9]. The intervention was aimed at Dutch mothers of girls to be invited for the HPV vaccination in 2015 (ie, girls born in 2002).

To date, only few tailored interventions to encourage HPV vaccination have been tested [10-13]. Three of these showed positive results. Hopfer [11] found that HPV vaccination uptake doubled among participants who were exposed to a culturally tailored video, compared with controls. Gerend and colleagues [12] found that, compared with general information, information tailored to the individual participant’s perceived barriers increased HPV vaccination intention. Grandahl and colleagues [13] found that an intervention delivered individually, that is face-to-face, by school nurses positively affected beliefs toward HPV prevention as well as vaccination uptake. However, to our knowledge, effective interventions promoting HPV vaccination that can reach large groups at relatively low costs (eg, Web-based tailored interventions) [14] do not exist yet. Social cognitive determinants of the mothers’ decision making about their daughters’ HPV vaccination that appeared both relevant and changeable were selected as targets for developing the intervention [9]. These included HPV vaccination-related intention, attitude, outcome beliefs, risk perception, anticipated regret, subjective norms, habit, relative effectiveness of the HPV vaccination, and self-efficacy [7,8,15]. These determinants appeared to account for large proportions of variance in the mothers’ decision-making outcome (80-82%) [7]. Also, large proportions of the mothers do not actively acquire and process information about the pros and cons of the HPV vaccination and feel ambivalent about their decision [7,8]. This indicates that these decisions are based on rather unstable grounds, which makes them vulnerable for arguments challenging their initial attitudes and/or intention. Because informed decision making (IDM) is expected to make mothers less vulnerable for counterarguments, this was also chosen as a relevant intervention target. According to Marteau and colleagues [16], an informed decision is based in sufficient and relevant knowledge and in the congruence between the person’s values (ie, their attitude toward the HPV vaccination) and the behavioral outcome (ie, whether mothers had their daughters vaccinated against HPV). Consequently, knowledge was also targeted by the intervention. In addition, decisional conflict was selected as a target as this appears strongly related to IDM, with the possibility that decisional conflict may arise when feeling uninformed [17].

The aim of this study was to assess the effectiveness of the Web-based tailored intervention with virtual assistants on HPV vaccination uptake among the participants’ daughters (primary outcome). Secondary outcomes were the mothers’ degree of IDM, decisional conflict, and the social cognitive determinants of decision making about the daughters’ HPV vaccination uptake (eg, attitude, intention, and beliefs). When compared with the control condition, significantly positive effects were expected in the intervention condition with respect to HPV vaccination uptake, social cognitive determinants of the mothers’ decision making about the vaccination, levels of informed decision making, and levels of decisional conflict.

Methods

Participants

Mothers were randomly recruited from Praeventis, the Dutch National Immunization Register, and three Internet panels. The latter was to assure a high response rate [7]. This gave us the opportunity to assess differential effects of the intervention under (1) more controlled conditions (ie, panel sample) and (2) more naturalistic conditions as will be the case when the intervention has become part of the national implementation strategy (ie, Praeventis sample). This provided a basis for inferences concerning the intervention’s efficacy and
effectiveness [18]. This is also why we did not reward the mothers from the Praeventis sample. The panel members received a small financial reimbursement for each survey that they completed (2-3 euros per survey). The amount of money received was panel specific. Extra financial reimbursement was provided to those in the intervention condition who completed all surveys (1-3 euros extra). In total, the participants in the control group could receive between 4 and 6 euros (completing baseline and follow-up), whereas participants in the experimental group could receive between 5 and 9 euros (completing baseline, intervention, and follow-up). Panel members were prestratified by region to ensure geographic diversity.

Power Calculation
Power analyses indicated that 1200 mothers per sample (ie, Praeventis and panels) were needed at baseline (600 per arm) to detect a 10% difference in HPV vaccination uptake between the intervention and control group, and small effects on the continuous secondary outcomes (Cohen $d=0.10$-$0.30$), with a power of 0.80, a two-sided alpha of 0.05, and an expected dropout of 30% at the last survey. Given previous experiences [7,8], a response rate of 3% was expected in the Praeventis sample. A total of 36,000 mothers were initially invited to participate via Praeventis and 1200 mothers via the Internet panels.

Design
This study, approved by the Ethical Committee of the VU Medical Center in Amsterdam, was conducted between January 2015 and March 2015. Effectiveness was evaluated by a 2-arm randomized controlled trial (RCT). Intervention effects on HPV vaccination uptake were assessed objectively using Praeventis. Because invited girls were given the opportunity to catch up on their missed HPV vaccinations, complete data on uptake were only available 18 months after baseline (ie, July 2016). The effects on secondary outcomes were examined by two Web-based surveys; at baseline, just before they had access to the experimental education, and at follow-up, just before they received the first HPV vaccination (time intervals around 2 months). Participants in the intervention condition were invited to visit the Web-based intervention between baseline and follow-up. Participants in both arms had access to the universal information about the HPV vaccination as part of the regular invitation for the HPV vaccination.

Procedure
An invitation letter to participate in the study was sent in January 2015 by postal mail to the Praeventis sample and by email to the panel sample. This letter included information about the study, a link to a secured website, and a unique code for entrance to the baseline survey. The same code was used for entering the follow-up survey and for gaining access to the tailored intervention (only participants in the intervention condition). Securing the website and providing unique codes was done to reduce the risk of spillover effects. The mothers in the intervention condition were explicitly requested not to share the link with others. On the website, the participants were assured of their privacy, confidentiality, and security in handling their responses and were informed that they could withdraw from participation at any time. Participants were then asked to provide informed consent and to give us permission to derive their daughters’ HPV vaccination status from Praeventis. After having provided informed consent, participants were randomly assigned to either the control or intervention condition. A reminder was sent 1 week after the first invitation. One week after the reminder, participants in the intervention condition received an email inviting them to visit the Web-based tailored feedback. Two weeks after this invitation, a reminder was sent. The website could be visited until the invitation to complete the follow-up questionnaire, 8 weeks after the initial invitation for the baseline questionnaire. All participants were given 2 weeks to complete the follow-up survey; a reminder was sent after the first week. These timelines (see Figure 1) were chosen as these fit with the standard procedures for the HPV vaccination in the Netherlands.

Intervention
The intervention consisted of a website providing mothers with tailored feedback from 2 virtual assistants, one being visualized in Figure 2. In Multimedia Appendix 1, a selection of screenshots of the website is presented. Computer-tailoring was the basic method for change and fitted the outcome of a previously conducted needs assessment indicating that the mothers preferred personalized feedback [8]. Tailoring is a health communication strategy in which messages are individualized to the person’s preferences and needs [19]. Meta-analyses have shown computer-tailored interventions to be more effective than universal interventions in achieving behavioral change outcomes (eg, [20,21]). Examples of change techniques that were used in addition to tailoring were consciousness raising (targeting risk perception) [22], belief selection (targeting beliefs) [23], active learning (targeting knowledge retention) [24], and motivational interviewing (targeting decisional conflict and attitude change) [25]. Before completing the concept intervention, we experimentally pretested three different intervention components [26,27] and conducted three focus groups for pretesting the prototype’s feasibility.

Also, innovative was the use of 2 virtual assistants for delivering the tailored feedback; a mother- and doctor-like assistant. They provided opportunities for two-way interactions and for creating a highly personal experience. The added value of using a virtual assistant over a text and/or picture-based website is that it improves information recall [28], transfer of learning [29], amount of learning [30], self-efficacy expectations, literacy, and behavioral change [31-33].
The website consisted of four menu options: (1) two-sided information about the HPV vaccination, (2) a decisional balance, (3) practical background information, and (4) frequently asked questions (see Multimedia Appendix 1). In the first menu, mothers were able to collect tailored information about the HPV vaccination such as information about the risk of contracting an HPV infection, which may cause cervical cancer, as well as the risks and effectiveness of the HPV vaccine. In the second menu, a decisional balance gave mothers the opportunity to weigh their perceived pros and cons to balance the mothers’ position toward vaccinating versus not vaccinating the daughter (see Figure 2). In the third menu, mothers received practical information such as how and where to get the HPV vaccination and how to talk to their daughter and/or partner about the HPV vaccination.

**Outcome Measures**

**Primary Outcome: HPV Vaccination Uptake**

HPV vaccination uptake was derived from Praeventis, which was registered as having received no HPV injection (0=not vaccinated) versus having received 1 or 2 HPV injections (1=vaccinated), as data showed that the determinants of HPV vaccination contrasted in these groups contrasted the most.

**Secondary Outcomes: IDM and Decisional Conflict**

According to Marteau and colleagues [16], a choice is considered to be informed when people have sufficient and relevant knowledge (knowledge) and when the person’s values (attitude) and behavior match. As such, IDM is usually expressed dichotomously (eg, see [34]). However, as we think the selection of the cut-off points is somewhat arbitrary, yet critical for the outcome [35], we also constructed a continuous measure for IDM. Post hoc analyses showed the correlation to be high between the two (Spearman ρ [rho]=.78). Both scores were derived from the Multi-dimensional Measure of Informed Choice [16,34,36].
By constructing the dichotomous IDM, the mother was classified as an informed decision maker, if (1) she had sufficient knowledge and (2) her attitude was consistent with the behavior (HPV vaccination uptake). Knowledge was considered to be sufficient when it was higher than the baseline mean score. A decision was considered to be consistent when the mother’s attitude was positive (higher than 4 on a 7-point scale) and the daughter was vaccinated, or when her attitude was negative (lower than 4 on a 7-point scale) and her daughter was not vaccinated. Any other combination was categorized as an uninformed decision.

By constructing the continuous measure of IDM, we first recoded the attitude scale into a scale ranging from −3 (extremely negative) to 3 (extremely positive). Consistency (ranging from −3 to 3) resulted from multiplying this attitude score with uptake (−1=no injection vs 1=1 or 2 injections). Then, the resulting consistency score was recoded from 0 (least consistent) to 6 (most consistent). Next, knowledge (−8 to 8, see Table 1) was recoded into a scale ranging from 0 (least knowledgeable) to 8 (most knowledgeable); the original scores below 0 were all recoded to 0. Finally, the continuous scale for IDM was computed by multiplying knowledge (range 0−8) with consistency (range 0−6), resulting in a scale ranging from 0 (not/least informed) to 48 (most informed).

Decisional conflict was measured using the “Uncertainty” subscale of the Decisional Conflict Scales [37], which included three 7-point scaled items (eg, “as regards to the HPV-vaccination, I felt sure about my choice) (1=completely disagree to 7=completely agree). Internal consistency was high (Cronbach alpha=.94).

Determinants of HPV Vaccination Uptake

Composite scores were computed for determinants of HPV vaccination uptake in case the scaled items showed internal consistency (Cronbach alpha >.60 or Pearson r>.64). See Table 1 for an overview of the primary and secondary outcome measures. All scores on scaled items were averaged into a scale because they showed sufficient internal consistency (Cronbach alpha ≥.78/Pearson r ≥.64); Cronbach alpha was used for scales consisting of more than 2 items, whereas Pearson r was used for scales consisting of 2 items; items with an (R) were reverse coded.
Table 1. Overview of primary and secondary outcome measures.

<table>
<thead>
<tr>
<th>Measures and items</th>
<th>Score/scale (minimum to maximum value)</th>
<th>Cronbach alpha (α) or Pearson r (r)^2</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HPV^\text{a} vaccination uptake</strong></td>
<td>0=not vaccinated, 1=vaccinated</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Uptake of the HPV vaccination is obtained through data from Praeventis.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IDM^\text{c} outcome (dichotomous)</strong></td>
<td>0=not informed, 1=informed</td>
<td>N/A</td>
<td>[16], [34], [36]</td>
</tr>
<tr>
<td>An informed decision has been made when:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The knowledge score was higher or equal to the mean of knowledge at baseline, the attitude score was higher than 4 (positive) and the HPV vaccination has been received.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The knowledge score was higher or equal to the mean of knowledge at baseline, the attitude score was lower than 4 (negative), and the HPV vaccination has not been received.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any other combination was categorized as an uninformed decision.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IDM outcome (continuous)</strong></td>
<td>0=least informed decision to 48=most informed decision</td>
<td>N/A</td>
<td>[16], [34], [38]</td>
</tr>
<tr>
<td>Attitude was recoded from 0-7 to -3 (negative) to 3 (positive attitude) and HPV uptake was recoded from 0 or 1 to -1 (no injection) or 1 (1 or 2 injections).</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of consistency was measured by multiplying the scores for attitude by those for HPV uptake (-3=low consistency; 3=high consistency). Consistency was then recoded into 0 (low) to 6 (high). Both consistency and sufficient knowledge were considered prerequisite for an informed decision.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge scores (-8=low; 8=high) lower or equal to 0 were considered insufficient (0=no insufficient knowledge; 8=high knowledge).</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The level of IDM outcome was determined by multiplying the scores for knowledge with those for consistency.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Decisional conflict about the HPV vaccination</strong></td>
<td>1=high to 7=low decisional conflict</td>
<td>.94 (α)</td>
<td>[17]</td>
</tr>
<tr>
<td>As regards the HPV vaccination:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I felt sure about my choice</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The decision was relatively easy to make</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I was clear about the best choice for my daughter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HPV vaccination intention</strong></td>
<td>1=low intention to vaccinate to 7=high intention to vaccinate</td>
<td>.92 (r)</td>
<td>[7,8]</td>
</tr>
<tr>
<td>Are you planning on getting your daughter vaccinated against HPV?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How big is the chance that you will get your daughter vaccinated?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Attitude toward the HPV vaccination</strong></td>
<td>1=negative to 7=positive attitude</td>
<td>.98 (α)</td>
<td>[38]</td>
</tr>
<tr>
<td>Vaccinating my daughter against HPV is...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>very undesirable to very desirable</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>very bad to very good</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>very negative to very positive</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>very unimportant to very important</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Risk perception (having received no HPV vaccination)</strong></td>
<td>1=low to 7=high risk perception</td>
<td>N/A</td>
<td>[38,39]</td>
</tr>
<tr>
<td>Imagine that your daughter was not vaccinated against HPV.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The chance that my daughter will get cervical cancer is...</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Measures and items

<table>
<thead>
<tr>
<th>Measures and items</th>
<th>Score/scale (minimum to maximum value)</th>
<th>Cronbach alpha (α) or Pearson r (r)^2</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Risk perception (having received the HPV vaccination)</strong></td>
<td>Imagine that your daughter was vaccinated against HPV.</td>
<td>N/A</td>
<td>[38,39]</td>
</tr>
<tr>
<td></td>
<td>The chance that my daughter will get cervical cancer is...</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anticipated regret about rejecting the HPV vaccination</strong></td>
<td>Imagine your daughter has not received the HPV vaccination and she gets cervical cancer in the future.</td>
<td>N/A</td>
<td>[7,8]</td>
</tr>
<tr>
<td></td>
<td>How much would you regret your decision to let her receive no vaccination?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Beliefs about the HPV vaccination</strong></td>
<td>If the government offers the vaccination, I assume it will be safe.</td>
<td>1=negative to 7=positive beliefs about the HPV vaccination</td>
<td>[39,40]</td>
</tr>
<tr>
<td></td>
<td>Our government shows responsibility for the health of the Dutch population by introducing the HPV vaccination.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The HPV vaccination was only introduced because the pharmaceutical industry will earn a lot of money from it (R).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>There is too little known about whether the HPV vaccination effectively protects against cervical cancer (R).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>There is too little known about the detrimental side effects of the HPV vaccination (R).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>My daughter is too young to receive the HPV vaccination (R).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>My daughter does not need the vaccination because she is not yet sexually active (R).</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Subjective norms toward the HPV vaccination</strong></td>
<td>Normative beliefs:</td>
<td>.64 (r)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regarding the HPV vaccination of your daughter, what is your expectation on the opinion of...</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Social referents: partner^e, daughter</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Motivation to comply:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>How motivated are you to comply with the opinion of...?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Habit strength toward the HPV vaccination</strong></td>
<td>Letting my daughter receive the HPV vaccination is something I do:</td>
<td>.78 (r)</td>
<td>[41]</td>
</tr>
<tr>
<td></td>
<td>automatically</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>without thinking</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-efficacy expectations toward the HPV vaccination</strong></td>
<td>To what extent would you succeed in dealing with the following statements?</td>
<td>.82 (α)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Guiding my daughter in the decision regarding the HPV vaccination</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Having a good talk with my daughter about the HPV vaccination</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Having a good talk with my partner^e about the HPV vaccination</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Motivating my daughter to have herself vaccinated</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Getting the actual HPV vaccination/2 injections with my daughter</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Measures and items

<table>
<thead>
<tr>
<th>Measures and items</th>
<th>Score/scale (minimum to maximum value)</th>
<th>Cronbach alpha (α) or Pearson $r(r)^2$</th>
<th>References</th>
</tr>
</thead>
</table>

#### Knowledge about the HPV vaccination

Are the following statements true or false?
- HPV is sexually transmittable.
- Condoms fully protect against HPV.
- My daughter is obliged to get the HPV vaccination when she is invited.
- You will always notice when you are infected by HPV.
- Only women can get infected by HPV.
- Women who received the HPV vaccination are still advised to participate in the cervical cancer screening in the Netherlands.
- The HPV vaccination fully protects against cervical cancer.
- My daughter does not need to get the HPV vaccination if she is already sexually active.

#### Relative effectiveness of the HPV vaccination

How would you rate the effectiveness of the following methods of preventing cervical cancer:
- having safe sex
- having sex with only 1 person in a lifetime
- participating in the cervical cancer screening
- having a healthy lifestyle (eg, not smoking)
- the HPV vaccination

Participants rated the effectiveness of each method

-8 Incorrect, 8 Correct

#### Sociodemographics

Sociodemographics were modeled as background variables (ie, age, educational level, country of birth, and religion). Level of education referred to the highest level the mother had completed. Educational level was classified into low (less than secondary or vocational education), intermediate (secondary through preuniversity education) or high (professional or university education) [7,8]. Country of birth was dichotomized into “Netherlands” versus “other,” as in our sample only 562 (6.97%) of 8062 (100%) mothers appeared to be born in a country other than the Netherlands. Religion was measured by asking the mothers about their religious convictions (Protestant, Roman Catholic, Muslim, Jewish, Buddhist, Hindu, other, or no religion). This was later classified as “Protestant” versus “not Protestant” as Protestants most refrain from vaccination compared with other religious or nonreligious groups in the Netherlands [7,8].

### Statistical Analyses

Descriptive statistics were used to describe the baseline sample. For analyzing the effects of the intervention, we used intention-to-treat (ITT) instead of complete case analysis. By
using ITT, power increases while the risk of bias possibly caused by selective dropout decreases [42]. To deal with missing data, we applied multiple imputation by chained equations [42,43]. There were 15 imputed datasets generated using the predictive mean matching algorithm in Statistical Package for the Social Sciences (SPSS, IBM Corp). The results from the imputed datasets were pooled together using Rubin’s rules [37]. Convergence of the imputations was checked by inspecting the iteration plots.

Intervention effects were examined by logistic and linear regression analyses (for dichotomous and continuous variables, respectively) by using the outcome at the follow-up as the criterion and the outcome-score at baseline and condition as the independent variables [44]. In view of multiple testing, an effect was considered significant when $P<.003$ (Bonferroni corrected alpha=0.05/15 factors). The odds ratio was used as an indicator for effect size (Bonferroni corrected alpha=0.05/14 factors). Effect sizes of the linear regressions were calculated in R (R Development Core Team) [45] using Cohen $\hat{f}^2$ ($R^2$ including the outcome at baseline and condition/1−$R^2$ only including the outcome at baseline). These were interpreted as 0.02=small, 0.15=medium, 0.35=large [46]. Complete case analyses were performed as a sensitivity check for substantial differences with the results based on ITT.

Furthermore, we performed exploratory moderation analysis (Bonferroni corrected alpha=0.05/15) to examine differences in effects regarding sociodemographics (ie, age, country of birth, education level, and religion) and sample (ie, Praeventis vs panels) by including a two-way interaction term (eg, condition × sample) in each of the aforementioned regression analyses [47]. In addition, we explored whether intention (at baseline) moderated the effects found in the primary and secondary outcomes. For this, intention was divided into three subgroups: (1) mothers with a negative intention (scores below half a standard deviation (SD) below the centered mean score of intention at baseline), (2) mothers who were hesitating (scores between half an SD below and above the centered mean of intention at baseline), and (3) mothers with a positive intention (scores more than half an SD above the centered mean score). Finally, subjective evaluations and objective use of the program were assessed by using descriptive analysis. IBM statistical package SPSS version 23 was used for analyzing the data [44].

**Results**

**Response Rates and Attrition**

We invited 36,000 participants via Praeventis and 2483 via the panels. A flow diagram of the recruitment and response is shown in Figure 3. From the 9124 participants who were initially randomized at T0, 8593 (94.18%; 4277 in the intervention group and 4316 participants in the control group) completed the baseline questionnaire, whereas 4678 (51.27%; 2197 in the intervention group and 2481 participants in the control group) completed the follow-up questionnaire 8 weeks later (T1). Dropout analysis showed significantly more dropout in the Praeventis sample. There was also selective nonresponse with regard to condition (ie, more dropout in the intervention condition), sociodemographics (ie, more dropout in those not born in the Netherlands, and in those low in education), HPV vaccination uptake (more dropout in mothers having a daughter not being vaccinated), and secondary outcomes (ie, more dropout in mothers with low levels of IDM, risk perception, and self-efficacy and in mothers with high attitude scores). In total, 1067 participants were excluded (564 in the intervention group and 503 participants in the control group), as they did not meet the inclusion criteria (ie, being a mother of a daughter born in 2002 and aged 24-62 years) or were found to be duplicates across the two samples. The final sample for ITT analysis consisted of 8062 mothers: 3995 mothers in the intervention condition versus 4067 in the control condition.
Figure 3. Flow diagram of the recruitment and response of study participants. Notes: (1) Participants could be excluded based on multiple criteria (e.g., a male with an invalid age). Therefore, the total number of Praeventis participants excluded differed from the sum of separate criteria for exclusion. (2) In order to assess the intervention’s effectiveness (Praeventis sample) versus efficacy (panel sample), the recruitment and response is displayed per sample within each condition.
Sample Description

See Table 2 for the sample description. As there were no data available on sociodemographics of the population from which the sample was derived (ie, Dutch mothers of girls aged 12 years in the Praeventis database), we were unable to assess the representativeness of the study sample. The mean age of mothers was 43.64 years (SD 4.25). On average, mothers had a positive intention toward the HPV vaccination of their daughter at baseline (mean 5.35 [SD 1.69]). Compared with the national HPV vaccination uptake, uptake was higher in the study sample (n=59,866; 60.98% vs n=5880; 72.93%, respectively).

Table 2. Sample description (N=8062). In case of missing values, the number of missing values (Nmissing) was presented. By reporting 2 decimal points for the percentages, summing the percentages for each category up may differ from 100%.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intervention (ntotal=3995), n (%)</th>
<th>Control (ntotal=4067), n (%)</th>
<th>Total (Ntotal=8062), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, n (%)</td>
<td>43.70 (4.27)</td>
<td>43.58 (4.22)</td>
<td>43.64 (4.25)</td>
</tr>
<tr>
<td>Country of Birth, n (%)</td>
<td>Nmissing=4 (0.10)</td>
<td>Nmissing=4 (0.10)</td>
<td>Nmissing=8 (0.10)</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>3715 (92.99)</td>
<td>3777 (92.87)</td>
<td>7492 (92.93)</td>
</tr>
<tr>
<td>Other</td>
<td>276 (6.91)</td>
<td>286 (7.03)</td>
<td>562 (6.97)</td>
</tr>
<tr>
<td>Religion, n (%)</td>
<td>Nmissing=7 (0.18)</td>
<td>Nmissing=6 (0.15)</td>
<td>Nmissing=13 (0.16)</td>
</tr>
<tr>
<td>Protestant</td>
<td>753 (18.85)</td>
<td>737 (18.12)</td>
<td>1490 (18.48)</td>
</tr>
<tr>
<td>Not protestant</td>
<td>3235 (80.98)</td>
<td>3324 (81.73)</td>
<td>6559 (81.36)</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td>Nmissing=4 (0.10)</td>
<td>Nmissing=3 (0.07)</td>
<td>Nmissing=7 (0.09)</td>
</tr>
<tr>
<td>Low</td>
<td>588 (14.72)</td>
<td>540 (12.28)</td>
<td>1128 (13.99)</td>
</tr>
<tr>
<td>Middle</td>
<td>1736 (43.45)</td>
<td>1735 (42.66)</td>
<td>3471 (43.05)</td>
</tr>
<tr>
<td>High</td>
<td>1660 (41.55)</td>
<td>1786 (43.91)</td>
<td>3446 (42.74)</td>
</tr>
<tr>
<td>HPV(^a) vaccination uptake, n (%)</td>
<td>2923 (73.17)</td>
<td>2957 (72.71)</td>
<td>5880 (72.93)</td>
</tr>
</tbody>
</table>

\(^a\)HPV: human papillomavirus.

Intervention Effects on Primary and Secondary Outcomes

In Table 3, an overview of the intervention effects on the primary and secondary outcomes is given. A higher mean score means a higher X (eg, more positive attitude) except for decisional conflict; here, a higher mean score means less decisional conflict If an odds ratio (OR) is higher than one, this means that the higher the score on a factor, the higher the outcome of IDM or the higher the chance of the daughter being vaccinated. If an OR is less than one, this means that the higher the score on a factor, the lower the outcome of IDM or the lower the chance of the daughter being vaccinated. ITT analyses showed that there was no effect of the intervention on HPV vaccination uptake (odds ratio, OR=1.03, P=.03, respectively). Compared with the control group, at follow-up, mothers in the intervention group were more informed (dichotomous measure: OR=1.28, P<.001; continuous measure: beta=1.72, P<.001), experienced less decisional conflict (beta=.21, P<.001), had a more positive attitude toward vaccinating their daughter (beta=.18, P<.001), had more positive beliefs (eg, beliefs about the safety and effectiveness of the HPV vaccination; beta=.12, P<.001), had a lower risk perception when they imagined that their daughter was vaccinated (beta=−.11, P<.001), perceived more positive subjective norms (beta=.82, P<.001), reported a higher relative effectiveness (beta=.46, P<.001), and had more knowledge (beta=.35, P<.001). Effect sizes were small (see Table 3). Results from complete case analyses were similar, except for an additional effect of the intervention on anticipated regret and self-efficacy.
Table 3. Effects of the intervention on the outcome measures according to intention-to-treat analyses (N=8062).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Control (N=4067)</th>
<th>Intervention (N=3995)</th>
<th>Beta (standard error)</th>
<th>Cohen f^2 or OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretest</td>
<td>Posttest</td>
<td>Pretest</td>
<td>Posttest</td>
</tr>
<tr>
<td>Primary outcome</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HPV vaccination uptake^a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has received no HPV injection (reference), n (%)</td>
<td>1106 (27.19)</td>
<td>1066 (26.67)</td>
<td>.03 (.05)^b</td>
<td>1.03</td>
</tr>
<tr>
<td>Has received one or two HPV injections, n (%)</td>
<td>2961 (72.81)</td>
<td>2929 (73.32)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDM: dichotomous</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not informed (reference), n (%)</td>
<td>2689 (66.12)</td>
<td>2194 (52.91)</td>
<td>1.03 (.05)</td>
<td>1.28</td>
</tr>
<tr>
<td>Informed, n (%)</td>
<td>1376 (33.83)</td>
<td>2106 (47.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDM: continuous (0-48), mean (SD)</td>
<td>18.95 (11.45)</td>
<td>24.28 (11.82)</td>
<td>1.72 (.27)^c</td>
<td>0.07</td>
</tr>
<tr>
<td>Decisional conflict (1-7), mean (SD)</td>
<td>4.33 (1.74)</td>
<td>5.17 (1.45)</td>
<td>0.09 (.04)^c</td>
<td>0.08</td>
</tr>
<tr>
<td>Intention (1-7), mean (SD)</td>
<td>5.35 (1.70)</td>
<td>5.42 (1.97)</td>
<td>.18 (.03)^c</td>
<td>0.06</td>
</tr>
<tr>
<td>Attitude (1-7), mean (SD)</td>
<td>5.19 (1.46)</td>
<td>5.22 (1.57)</td>
<td>.15 (.03)^c</td>
<td>0.06</td>
</tr>
<tr>
<td>Beliefs (1-7), mean (SD)</td>
<td>4.21 (.72)</td>
<td>4.37 (.80)</td>
<td>.12 (.02)^c</td>
<td>0.01</td>
</tr>
<tr>
<td>Risk perception not vaccinated (1-7), mean (SD)</td>
<td>3.73 (.98)</td>
<td>3.70 (1.05)</td>
<td>.06 (.02)^d</td>
<td>0.01</td>
</tr>
<tr>
<td>Risk perception vaccinated (1-7), mean (SD)</td>
<td>2.76 (1.06)</td>
<td>2.74 (1.08)</td>
<td>.11 (.03)^c</td>
<td>0.04</td>
</tr>
<tr>
<td>Anticipated regret (1-5), mean (SD)</td>
<td>3.68 (1.27)</td>
<td>3.50 (1.33)</td>
<td>.07 (.03)^d</td>
<td>0.01</td>
</tr>
<tr>
<td>Subjective norm (−20 to 20), mean (SD)</td>
<td>5.92 (7.90)</td>
<td>6.46 (9.46)</td>
<td>.82 (.20)^c</td>
<td>0.04</td>
</tr>
<tr>
<td>Habit (1-7), mean (SD)</td>
<td>4.26 (1.79)</td>
<td>4.36 (1.82)</td>
<td>.14 (.04)^c</td>
<td>0.04</td>
</tr>
<tr>
<td>Relative effectiveness (1-10), mean (SD)</td>
<td>−2.01 (2.24)</td>
<td>−1.84 (2.36)</td>
<td>.46 (.07)^c</td>
<td>0.05</td>
</tr>
<tr>
<td>Self-efficacy (1-7), mean (SD)</td>
<td>6.24 (.76)</td>
<td>6.24 (.78)</td>
<td>.04 (.02)^c</td>
<td>0.01</td>
</tr>
<tr>
<td>Knowledge (−8 to 8), mean (SD)</td>
<td>4.42 (2.16)</td>
<td>5.41 (2.09)</td>
<td>.35 (.05)^c</td>
<td>0.09</td>
</tr>
</tbody>
</table>

^aHuman papillomavirus (HPV) vaccination uptake was not assessed at baseline.
^bP=.60.
^cP ≤.001, thus significant (P<.003; Bonferroni: 0.05/14 factors).
^dP=.01.
^eP=.03.

Moderation of Intervention Effects

Regarding sociodemographics, no significant interaction effects on any of the outcome measures were found for country of birth (P ≥0.08) or religion (P ≥.08). For educational level, we found an interaction effect with condition on relative effectiveness (beta=.59, P<.001): the intervention had more positive effects on relative effectiveness for those with high education compared with those low in education. There was no significant interaction between condition and sample on any of the outcome measures (P ≥.04). For the interaction effects between intention at baseline and the outcome measures, See Table 4. If an OR is higher than one, this means that the higher the score on a factor, the higher the outcome of IDM or the higher the chance of the daughter being vaccinated. If an OR is less than one, this means that the higher the score on a factor, the lower outcome of IDM or the lower the chance of the daughter being vaccinated. In the first 2 columns, the reference category is those with a negative intention. For a comparison between those in doubt (reference category) and a positive attitude, see the third column. Significant interaction effects between intention at baseline and condition were found on intention, attitude, decisional conflict, subjective norm, and relative effectiveness. For mothers who had a negative intention, the intervention had more positive effects on intention and relative effectiveness compared with mothers who were doubting (beta=.26, P=.002; beta=.39, P=.001, respectively) or had a positive intention (beta=.40, P<.001; beta=.53, P<.001, respectively). In addition, for mothers with a negative intention, the intervention had a more positive effect on attitude (beta=.21, P=.001) and on subjective norms (beta=1.64, P<.001) compared with mothers with a positive intention. For mothers who were doubting, the intervention had
more positive effects on decisional conflict compared with mothers who had a negative intention (beta=.26, \(P=.001\)). No differences on intervention outcomes were found between mothers who were doubting and mothers who had a positive intention (\(P \geq .004\)).

Table 4. Moderation effects of intention subgroups on the outcome measures according to the intention-to-treat analyses (N=8062).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Negative—in doubt</th>
<th>Negative—positive</th>
<th>In doubt—positive</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HPV(^a) vaccination uptake</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has received no HPV injection (reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has received one or two HPV injections</td>
<td>-.21 (.13)</td>
<td>.22 (.18)</td>
<td>.97 (.22)</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDM(^b) : dichotomous</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not informed (reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informed</td>
<td>.18 (.15)</td>
<td>.22 (.15)</td>
<td>.56 (.10)</td>
</tr>
<tr>
<td>IDM: continuous (0-48)</td>
<td>.92 (.69)</td>
<td>.18 (.65)</td>
<td>.12 (.65)</td>
</tr>
<tr>
<td>Decisional conflict (1-7)</td>
<td>.26 (.08)</td>
<td>.01 (.07)</td>
<td>.57 (.08)</td>
</tr>
<tr>
<td>Intention (1-7)</td>
<td>-.26 (.08)</td>
<td>-.40 (.08)</td>
<td>-.14 (.07)</td>
</tr>
<tr>
<td>Attitude (1-7)</td>
<td>-.17 (.06)</td>
<td>.09 (.06)</td>
<td>.01 (.06)</td>
</tr>
<tr>
<td>Beliefs (1-7)</td>
<td>-.04 (.04)</td>
<td>.36 (.04)</td>
<td>.68 (.04)</td>
</tr>
<tr>
<td>Risk perception not vaccinated (1-7)</td>
<td>.04 (.07)</td>
<td>.51 (.07)</td>
<td>.18 (.07)</td>
</tr>
<tr>
<td>Risk perception vaccinated (1-7)</td>
<td>.04 (.06)</td>
<td>.51 (.06)</td>
<td>.38 (.10)</td>
</tr>
<tr>
<td>Anticipated regret (1-5)</td>
<td>-.03 (.07)</td>
<td>.70 (.07)</td>
<td>.81 (.06)</td>
</tr>
<tr>
<td>Subjective norm (−10 to 10)</td>
<td>-1.18 (.47)</td>
<td>-1.64 (.43)</td>
<td>-.46 (.37)</td>
</tr>
<tr>
<td>Habit (1-7)</td>
<td>.08 (.08)</td>
<td>.34 (.08)</td>
<td>.45 (.08)</td>
</tr>
<tr>
<td>Relative effectiveness (1-10)</td>
<td>-.39 (.12)</td>
<td>-.53 (.12)</td>
<td>-.14 (.11)</td>
</tr>
<tr>
<td>Self-efficacy (1-7)</td>
<td>-.00 (.05)</td>
<td>.97 (.04)</td>
<td>.03 (.05)</td>
</tr>
<tr>
<td>Knowledge (−8 to 8)</td>
<td>-.01 (.13)</td>
<td>.92 (.12)</td>
<td>.29 (.11)</td>
</tr>
</tbody>
</table>

\(^a\)HPV: human papillomavirus.

\(^b\)IDM: informed decision making.

\(^c\)\(P<.003\), thus significant (Bonferroni: 0.05/14 factors).

### Discussion

#### Principal Findings

This study investigated the effectiveness of a Web-based tailored intervention with virtual assistants promoting HPV vaccination acceptability among mothers of invited girls. As hypothesized, positive intervention effects were found with respect to the social cognitive determinants of the mothers’ decision making about the vaccination (eg, HPV vaccination-related intention, attitude, and outcome beliefs), levels of IDM, and levels of decisional conflict. The positive effect of tailored education on HPV vaccination intention was also found by Gerend et al [12] among young women. However, they did not assess other determinants of HPV vaccination acceptability (next to intention) nor did they measure levels of IDM, levels of decisional conflict, or actual HPV vaccination uptake.

The findings described above suggest that this intervention has potential in promoting HPV vaccination acceptability and IDM. This is important, given the currently moderate HPV vaccination uptake and the fact that large proportions of the mothers do not actively acquire and process information about the pros and
consequences of this HPV vaccination and that many feel ambivalent about the decision [7,8]. Less informed decisions are decisions constituted in rather unstable beliefs that are susceptible to counterarguments. Nowadays, counterarguments are all around on the Internet and Web-based social media [48]. Because the intervention initiated active processing of verifiable information about the risks and effectiveness of the HPV vaccination, it inculcates mothers with arguments that become accessible at the moment they are confronted with (new) information that might challenge their initial positive attitudes and intentions [49,50].

No effects were found on mothers’ perceived risk of their daughter getting cervical cancer without the HPV vaccination, anticipated regret in case their daughter would get cervical cancer later in life, and self-efficacy. As for risk perception, baseline scores indicated that the mothers overestimated the probability of contracting cervical cancer to a great extent when taken into account the actual population incidence [51]. Because the intervention presented mothers this actual low probability of attracting cervical cancer, it seems unlikely that their perceived risk was brought to higher levels. The lack of effect on anticipated regret might be explained by the fact that we removed the intervention component specifically targeting anticipated regret. This was removed because our pilot studies and focus groups revealed that resistance was evoked by asking mothers how much regret they would have if they did not vaccinate their daughter against HPV and their daughter developed cervical cancer later in life. Also, emphasizing the impact of cervical cancer might be fear-arousing, which, in turn, may have been detrimental for exploring and processing other information provided by the program [52]. Finally, it appeared that we encountered a ceiling effect for self-efficacy as the scores at baseline among both groups were above 6 on a 7-point scale.

No effects of the tailored intervention were found on HPV vaccination uptake. This is contrary to both our expectations and to what has been found by others; Hopfer found that among female college students, HPV vaccination uptake doubled after they were exposed to a tailored video compared with controls (22% vs 12%, respectively) [11]. However, in their study, vaccination rates were quite low in the control condition (12%), leaving much room for improvement. In our study, however, the uptake rates were high in both conditions (intervention: n=3995; 73.17% and control: n=4067; 72.71%) especially when compared with the national Dutch uptake (n=59,866; 60.98%) [6]. This may explain why we, as opposed to Hopfer, did not find an effect on HPV vaccination uptake. After all, we did find a larger increase in intention among mothers in the intervention compared with the control condition, and according to theory [23] and empirical findings [53], intention is an important predictor of (HPV vaccination) behavior.

Mothers evaluated the intervention as positive, specified by the high subjective evaluation of both the website (7.6 on a 10-point scale) and the virtual assistants that were used to deliver the tailored feedback (7.4 on a 10-point scale). Objective program use was also high, with 62.80% (n=2509) of the invited mothers having visited the website. In addition, on average, they spent quite some time on the website (22 min). Taken together, the intervention has potential for broad national dissemination and implementation.

Furthermore, subgroup analysis with 3 intention groups (ie, negative, in doubt, and positive) showed that the intervention had the most positive effects on decisional conflict for mothers who were doubting. For mothers with a negative intention, the most positive effects were found on intention, attitude, and subjective norms. This is promising, as for a population-wide program it is relevant to guide those in doubt toward making an informed choice without decisional conflict and to persuade those having negative intentions toward vaccination. Fortunately, we did not find any adverse effects of the intervention in mothers with a negative intention, such as a further decrease in their intention or attitude.

Methodological Considerations
There are two methodological considerations. First, with large sample sizes, as in this study, even small effects can become statistically significant [54]. However, the positive intervention effects were consistently found on almost all outcomes. In addition, the large sample provided us with sufficient data for conducting analyses on subsamples (ie, based on sociodemographics, sample, and three intention groups) while maintaining sufficient levels of power [54]. The effect sizes that we found are in line with other Web-based interventions targeting health behavior outcomes [55]. We believe these, even small effects, are of relevance in public health as they become substantial at the population level. In addition, the intervention was of help for those in doubt and did not have any detrimental effect. We therefore find this Web-based tailored program is a substantial step forward in improving both research and practice in the context of the promotion of HPV vaccination acceptability.

Second, we used a scale comprising two items of the Self-Report Habit Index for measuring habit [41]. This accounted for the extent to which getting the HPV vaccination was something mothers did (1) naturally and (2) without thinking. The positive intervention effect on the composite measure might indicate that the intervention induced perceptions about the HPV vaccination as something you take for granted, without thinking. The latter is unwanted, considering the aim of initiating active processing of information about the vaccination. Fortunately, secondary analysis separating the two items showed that there was a positive effect of the intervention on the first item (ie, “naturally”) but not on the second (ie, “without thinking”). In retrospect, the label “habit” attributed to the two-item operationalization appears misleading, though the intervention strengthened the mothers’ belief about getting the HPV vaccination as something natural.

Strengths and Limitations
Important strengths of this study are the randomized controlled design, adequate sample sizes, and the reliable objective assessment of HPV vaccination uptake. Furthermore, the systematic, stepwise development of the intervention was a notable strength, as well as the mothers’ positive subjective evaluation of the intervention and the objectively assessed high level of program use.
Some limitations of this study should be considered as well. First, the study was subject to a considerable amount of attrition. Unfortunately, attrition is quite common in studies on Web-based interventions [56]. Dropout analysis showed that dropout was selective. For instance, there were higher dropout rates in the intervention condition, which has also been reported for other (tailored) interventions [57-59]. In this study, we handled the missing data and selective dropout by using multiple imputation [60]. Results from the complete case analyses only slightly differed from those from the ITT analyses. Thus, it seems unlikely that the observed effects are spurious or due to selective dropout. Second, caution is needed when generalizing the results of this study to the general population (ie, Dutch mothers of girls aged 12 years) because we were unable to check the sample’s representativeness. However, we did not find any differences in effectiveness of the intervention in specific subgroups of participants, as indicated by the conducted moderation analyses with sociodemographics.

**Conclusions and Recommendations**

The study findings suggest that this Web-based tailored intervention has the potential to improve both HPV vaccination acceptability and IDM, and decrease decisional conflict among mothers of invited girls. Therefore, we recommend nationwide dissemination and implementation. Furthermore, we recommend developing (tailored) interventions targeting the daughter and the mother’s partner, as these have appeared to be important social referents [7,8]. Research has indicated that tailoring the intervention could have beneficial effects for girls, as they also expressed their need for interactive and personal information about the HPV vaccination [8]. This still needs to be investigated for the partners. In addition, boys may also become a relevant target group. In other countries, such as Australia, boys are already included in the national immunization program. This may contribute to the achievement of herd immunity and to a reduction of the global burden of a variety of HPV-related cancers in women and men [61-63].
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Abstract

Background: Computerized cognitive behavioral therapy (cCBT) has been proven to be effective in depression care. Moreover, cCBT packages are becoming increasingly popular. A central aspect concerning the take-up and success of any treatment is its user acceptance.

Objective: The aim of this study was to update and expand on earlier work on user acceptance of cCBT for depression.

Methods: This paper systematically reviewed quantitative and qualitative studies regarding the user acceptance of cCBT for depression. The initial search was conducted in January 2016 and involved the following databases: Web of Science, PubMed, the Cochrane Library, and PsycINFO. Studies were retained if they described the explicit examination of the user acceptance, experiences, or satisfaction related to a cCBT intervention, if they reported depression as a primary outcome, and if they were published in German or English from July 2007 onward.

Results: A total of 1736 studies were identified, of which 29 studies were eligible for review. User acceptance was operationalized and analyzed very heterogeneously. Eight studies reported a very high level of acceptance, 17 indicated a high level of acceptance, and one study showed a moderate level of acceptance. Two qualitative studies considered the positive and negative aspects concerning the user acceptance of cCBT. However, a substantial proportion of reviewed studies revealed several methodical shortcomings.

Conclusions: In general, people experience cCBT for depression as predominantly positive, which supports the potential role of these innovative treatments. However, methodological challenges do exist in terms of defining user acceptance, clear operationalization of concepts, and measurement.

(J Med Internet Res 2017;19(9):e309) doi:10.2196/jmir.7662
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Introduction

Depressive disorders are among the most common and serious mental illnesses [1]. Globally, 350 million people of all ages are estimated to suffer from depression. If depressive disorders are detected at an early stage, they are highly treatable in the majority of cases [2]. There are known effective psychological treatments, for example, cognitive behavioral therapy (CBT) [3]. However, individuals suffering from depression often find themselves confronted with barriers to receiving appropriate care such as social stigma associated with mental disorders, long waiting times, or the logistical difficulties of appearing in person for treatment [4,5]. For these reasons, computerized programs present an innovative approach to improving access to psychological treatments for depression. There is evidence that computerized cognitive behavioral therapy (cCBT) is effective in the treatment of various mental disorders, including depression [6-10]. There are a number of advantages that are associated with cCBT such as anonymity, wide availability, or location-independent and around-the-clock access [9,11]. Well-known cCBT programs such as Beating The Blues and MoodGYM have been shown to provide a promising option for the treatment of mental health problems [9,12,13]. A prerequisite for cCBT programs to be effective is its user acceptance, as the implementation of an innovative intervention such as cCBT can be affected negatively because of individuals being unwilling to use it. For example, the absence of a contact person and the resulting anonymity can have a negative impact on the user’s motivation to start or keep up with a cCBT program. Therefore, it is of utmost importance to consider user acceptance when developing and implementing a cCBT program for the treatment of depression.

The concept of user acceptance arose as a key term in the scientific discourse. Definitions of the term differ widely depending on the intended use [14]. One of the most popular approaches is the technology acceptance model (TAM) developed by Davis [15]. TAM illustrates user acceptance determined by two factors: perceived usefulness and perceived ease of use. According to Davis [15], both have a significant impact on a person’s attitude toward using a new technology. Kollmann [16] and Rogers [17] went one step further and combined different phases in their acceptance models. Therefore, the user passes through phases from getting to know a new technology, to forming an attitude toward it, to a decision whether to use or not to the confirmation of the decision. On this basis, user acceptance can be defined as the willingness of individuals to employ information technology for the tasks it is designed to support, the realization, and approval of the decision to employ. All of these models have one thing in common: user acceptance is considered to be a process beginning with an attitude toward the innovation and developing into satisfaction with the innovation; it is not an instantaneous act. Accordingly, we have conceived acceptance as the act of accepting, experiencing, and being satisfied.

Since the emergence of the first cCBT programs, there have been a number of reviews addressing the user acceptance of cCBT; however, they have utilized different approaches. In their reviews, Titov [18], Andrews et al [8], and Vallury et al [19] focused broadly on effectiveness and user acceptance of cCBT for several mental disorders, including depression and anxiety disorders. Waller and Gilbody [20] reviewed quantitative and qualitative studies examining adverse consequences, accessibility, and acceptability of cCBT programs for treating anxiety and depression. However, Kaltenthaler et al [21] provide the only review with a very comprehensive and focused insight into the user acceptance of cCBT for depression, including research up to June 2007. They systematically reviewed sources of information on acceptability to patients of cCBT for depression. As a result, they documented several studies reporting positive expectancies and high satisfaction in routine care cCBT services for those completing the treatment and argued that studies should reveal more detailed information on patient recruitment methods, dropout rates, and reasons for dropping out. Furthermore, they drafted well-designed surveys and qualitative studies included alongside trials to determine levels of patient acceptability as implications for further research.

On this basis, we provide a systematic overview on user acceptance of cCBT for depression over the last 10 years and widen the perspective to include the notion that the process of user acceptance spans a number of phases, including accepting, experiencing, and being satisfied with cCBT. We intend to answer the following research questions: (1) which measures were used to examine the user acceptance of cCBT for depression? and (2) to what degree do users accept cCBT for depression?

Methods

This systematic review was conducted according to guidelines from the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [22]. On the basis of the PICO (Patient, problem, or population; Intervention; Comparison, control, or comparator; Outcome) approach and the review by Kaltenthaler et al [21], the criteria for inclusion were as follows.

Eligibility Criteria

Population

Since cCBT programs may be also designed for people not undergoing medical treatment, we decided to widen the focus on people with or without medical attention. Thus, studies with participants of all ages with a diagnosis of depression of all degrees of severity were regarded as eligible for inclusion in this review.

Interventions

All cCBT interventions and their subtypes (eg, mindfulness-based cognitive therapy and behavioral activation) delivered alone or as part of a package of care via the Internet were taken into consideration.

Comparison

Randomized controlled trials (RCTs), nonrandomized comparative trials, noncomparative trials, and qualitative studies published from July 2007 to January 2016 were included.

http://www.jmir.org/2017/9/e309/
Outcome

Studies were included if they reported on the following: data on user acceptance in terms of acceptability, satisfaction, or experiences concerning cCBT; studies with depression as a primary outcome; and studies providing information on study design and measures, including a description of the delivered treatment and the sample including the number, age, and sex of participants. Studies were excluded if they were not reported in English or German or if they were single case reports.

Search

The search for relevant literature was conducted in four bibliographic databases from July 1, 2007 to January 31, 2016, which are as follows: Web of Science, PubMed, the Cochrane Library, and PsycINFO. Furthermore, the bibliographies of identified papers were searched to identify other potentially eligible papers. Since studies about user acceptance emanate from a young research area, it is conceivable that many studies measure or report about it via proxy indices, which was considered in the search strategy of this study. Considering British and American spelling, a search strategy combining the following search terms was used to ensure complete coverage of studies: Concept 1 (“internet” OR “web” OR “DVD” OR “CD-ROM” OR “online” OR “computer*” OR “e-health” OR “electronic” OR “program” OR “programme”) AND Concept 2 (“CCBT” OR “CBT” OR “cognitive therapy” OR “behavior therapy” OR “behavioral therapy” OR “behaviour therapy” OR “behavioural therapy”) AND Concept 3 (“accept*” OR “satisfaction” OR “adherence” OR “compliance” OR “take up rates” OR “patient dropout rates” OR “reasons for dropout” OR “patient drop-out rates” OR “reasons for drop-out”) AND Concept 4 (“depress*” OR “dysthym*” OR “mood disorder” OR “affective disorder” OR “melancholia”).

Study Selection

After removing duplicates identified in databases and reference lists, titles and abstracts of the texts were scanned to examine indications for meeting the inclusion criteria. For all remaining papers that deemed relevant, the full text was reviewed. All information from the included studies was gathered by one reviewer and checked by a second.

Data Collection Process

We extracted information on the characteristics of the program, as well as information on the study design, the setting, the ways of recruitment, the sample, dropout and completion rates, and, if available, reasons for dropout.

Synthesis of Results

To allow a better comparability, we transferred the results into levels of acceptance that range from low (−−) to moderate (−) to high (+) to very high (++++). The levels follow the results reported in percentage and scale values that were assigned to quartiles. Therefore, results ranging between 0% and 25% were assigned to low, between 26% and 50% to moderate, 51% and 75% to high, and 76% and 100% to very high. This also applies equivalently to scale values. For example, Danaher et al [23] used a 4-point scale for the elicitation of satisfaction (1=not at all satisfied, 4=very satisfied), for which the quartiles are as follows: 1 to 1.75 (low), 1.76 to 2.5 (moderate), 2.6 to 3.25 (high), and 3.26 to 4 (very high). The study reported mean scores of 3.3 (satisfaction with features of the program) and 3.4 (helpfulness of personal coach calls). Thus, the level of acceptance can be described as very high.

If there were considerations of positive and negatives aspects concerning the user acceptance of cCBT, they were characterized (−).

Results

Study Selection

As shown in Figure 1, a total of 1736 potentially relevant papers were identified through database searching; 36 additional papers were identified from reference lists. After removing a total of 564 duplicates, 1208 papers were screened based on their titles and abstracts. A total of 1123 publications were excluded because they did not fulfill the inclusion criteria. Hence, the remaining 85 full-text papers were assessed for eligibility. Of those, 56 publications were excluded mainly because depression was not defined as a primary outcome (n=28), and user acceptance was not examined as described in their titles or abstracts (n=17). Furthermore, one study could not be taken into consideration because of a highly selected sample comprising caregivers of anorexia nervosa patients. Finally, we included 29 studies for further analysis.

Study Characteristics

Objects of investigation were several cCBT programs, including “MoodGYM” and “Beating the Blues” that were examined most commonly. Table 1 presents further information on the characteristics of the cCBT programs. As Multimedia Appendix 1 shows, 16 of included studies were RCTs, 8 were noncomparative trials, 3 were qualitative studies, and 2 were comparative but nonrandomized trials. Five of the studies had a special feature: three studies made a comparison between guided and unguided programs [24-26] and the remaining two studies compared two programs [27,28].
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flowchart of the study selection and eligibility process.
Table 1. Characteristics of the computerized cognitive behavioral therapy (cCBT) programs.

<table>
<thead>
<tr>
<th>Author, year, country</th>
<th>Description of the program</th>
<th>Support (nontherapeutic support; therapist support)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahmedani et al, 2015, United States [29]</td>
<td>iCBT® program (no name), brief tailored mobile health intervention, based on a combination of motivational interviewing and CBT® models</td>
<td>yes; no</td>
</tr>
<tr>
<td>Berger et al, 2011, Switzerland [24]</td>
<td>Deprexis, a self-help program comprising 10 content modules and a summary module covering a variety of therapeutic content that is broadly consistent with a cognitive behavioral model</td>
<td>no; yes (participants randomized in guided self-help condition received email contact with a therapist)</td>
</tr>
<tr>
<td>IG I: unguided self-help condition IG II: guided self-help condition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boeschoten et al, 2012, The Netherlands [31]</td>
<td>cCBT® program (no name), based on the original “problem-solving therapy,” adjusted for multiple sclerosis patients with comorbid depression and comprising 5 modules containing text, exercise, and examples</td>
<td>yes; no</td>
</tr>
<tr>
<td>Burns et al, 2011, United States [32]</td>
<td>Mobilize!+, an 8-week mobile phone- and Internet-based intervention for depression</td>
<td>yes; yes</td>
</tr>
<tr>
<td>Cartreine et al, 2012, United States [33]</td>
<td>ePST, a 6-session, stand-alone multimedia, interactive, computer-based problem-solving treatment</td>
<td>not reported</td>
</tr>
<tr>
<td>Choi et al, 2012, Australia [34]</td>
<td>The Brighten Your Mood Program, a cultural adapted version of the Sadness Program comprising 6 lessons</td>
<td>yes; no</td>
</tr>
<tr>
<td>Danaher et al, 2013, United States [23]</td>
<td>MomiMoodBooster, an interactive guided Web-based intervention for postpartum depression comprising 6 sessions</td>
<td>yes</td>
</tr>
<tr>
<td>de Graaf et al, 2009, The Netherlands [35]</td>
<td>Colour Your Life, a Web-based multimedia, interactive, self-help cCBT program for depression based on the Dutch version “Coping With Depression course” and comprises 8 weekly sessions</td>
<td>no; only participants who got the intervention + TAU Colour Your Life + TAU</td>
</tr>
<tr>
<td>Dear et al, 2013, Australia [36]</td>
<td>Managing Your Mood, a structured 5-lesson Web-based intervention that encourages participants to learn and practice core CBT psychological skills</td>
<td>yes</td>
</tr>
<tr>
<td>Dimidjian et al, 2014, United States [37]</td>
<td>Mindful Mood Balance, a Web-based, 8-session self-administered platform</td>
<td>not reported</td>
</tr>
<tr>
<td>Geraedts et al, 2015, The Netherlands [38]</td>
<td>Happy@Work, a brief 6-lesson Internet intervention based on problem-solving treatment, cognitive therapy, and a guideline for employees to help them prevent work-related stress</td>
<td>yes</td>
</tr>
<tr>
<td>Gerhards et al, 2011, The Netherlands [39]</td>
<td>Colour Your Life, a Web-based multimedia, interactive computer program for depression comprising 8 weekly sessions and a 9th booster session</td>
<td>no; no</td>
</tr>
<tr>
<td>Hind et al, 2010, United Kingdom [27]</td>
<td>Beating the Blues, an interactive computer program with 8 modules for the treatment of depressive and anxiety disorders</td>
<td>yes</td>
</tr>
<tr>
<td>MoodGYM, a freeware cCBT program comprising 5 modules IG I: Beating the Blues IG II: MoodGYM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hatfödt et al, 2013, Norway [12]</td>
<td>MoodGYM, a Web-based program containing 5 modules comprising written information, animations, interactive exercises, and quizzes</td>
<td>no; yes</td>
</tr>
<tr>
<td>Kay-Lambkin et al, 2011, Australia [40]</td>
<td>SHADE, a clinician-assisted computer-based psychological treatment comprising 10 sessions and delivered on DVD</td>
<td>yes</td>
</tr>
<tr>
<td>Knowles et al, 2015, United Kingdom [28]</td>
<td>MoodGYM, a Web-based program containing 5 modules comprising written information, animations, interactive exercises, and quizzes Beating the Blues, an interactive computer program with 8 modules for the treatment of depressive and anxiety disorders</td>
<td>no</td>
</tr>
<tr>
<td>Kok et al, 2014, The Netherlands [41]</td>
<td>Depressionfree, comprising Internet-based preventive cognitive therapy with 8 modules, telephone-delivered psychotherapy and mood monitoring Depressionfree + TAU</td>
<td>yes; yes</td>
</tr>
</tbody>
</table>
### Measures of Acceptance

As illustrated in Multimedia Appendix 2, the studies made use of several measures to examine the user acceptance of cCBT. The large majority of studies (n=25) used direct measures such as questionnaires or qualitative methods; two studies used indirect measures such as take-up rates, completion rates, or dropout rates; and two studies used a combination of direct and indirect measures. Of those using direct measures, four employed qualitative methods, five made use of well-established questionnaires, and 16 used study-specific questionnaires. These study-specific questionnaires varied substantially in their level of complexity. For example, Dear et al [36] ascertained the user acceptance of cCBT through 2 questions: (1) would you recommend the program to a friend? and (2) was the program worth your time? Berman et al [30] and Cartreine et al [33] employed the Acceptability of Self-Guided Treatment Questionnaire (AST) with 16 statements to be rated on a 7-point scale. The majority of study-specific developed questionnaires were left unspecified or roughly outlined (see Multimedia Appendix 2).

---

<table>
<thead>
<tr>
<th>Author, year, country</th>
<th>Description of the program</th>
<th>Support (nontherapeutic support; therapist support)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lintvedt et al, 2013, Norway [42]</td>
<td>MoodGYM, a self-help program based on principles of CBT, interpersonal therapy, and relaxation techniques comprising 5 modules</td>
<td>no; no</td>
</tr>
<tr>
<td>Lucassen et al, 2014, New Zealand [43]</td>
<td>Rainbow SPARX, an interactive fantasy game comprising 7 modules designed to deliver CBT for the treatment of clinically significant depression; customized for sexual minority youth</td>
<td>yes</td>
</tr>
<tr>
<td>McMurchie et al, 2013, United Kingdom [44]</td>
<td>Beating the Blues, an interactive computer program with 8 modules for the treatment of depressive and anxiety disorders</td>
<td>yes; no</td>
</tr>
<tr>
<td>Merry et al, 2012, New Zealand [45]</td>
<td>SPARX, an interactive fantasy game comprising 7 modules designed to deliver CBT for the treatment of clinically significant depression</td>
<td>no; no</td>
</tr>
<tr>
<td>O'Mahen et al, 2013, United Kingdom [46]</td>
<td>Postnatal Internet-based behavioral activation (iBA(^a)), adapted for postnatal Web-based delivery from the manual developed for behavioral activation, comprising 11 weekly sessions</td>
<td>Access to Netmums’ general depression chat room monitored by parent supporters and specialist health visitors</td>
</tr>
<tr>
<td>Perini et al, 2009, Australia [47]</td>
<td>The Sadness Program, a cCBT comprising 6 Web-based lessons, homework assignments, participation in an online discussion forum, and regular email contact with a mental health clinician</td>
<td>yes; yes</td>
</tr>
<tr>
<td>Richards and Timulak, 2013, Ireland [25]</td>
<td>Beating the Blues, an interactive computer program with 8 modules for the treatment of depressive and anxiety disorders</td>
<td>no; only participants who were treated with intervention II got additional support from a therapist</td>
</tr>
<tr>
<td>Schneider et al, 2014, United Kingdom [48]</td>
<td>MoodGYM, a Web-based program containing 5 modules comprising written information, animations, interactive exercises, and quizzes</td>
<td>yes; no</td>
</tr>
<tr>
<td>Sheeber et al, 2012, United States [49]</td>
<td>Mom-Net program, an 8-session, Internet-facilitated CBT treatment for subthreshold and full syndrome depression, tailored to mothers of young children; the content foundation for the program was the Coping With Depression course</td>
<td>yes</td>
</tr>
<tr>
<td>Stasiak et al, 2014, New Zealand [50]</td>
<td>The journey, a cCBT with 7 modules of well-established core cognitive behavioral therapy techniques.</td>
<td>yes; no</td>
</tr>
<tr>
<td>Titov et al, 2010, Australia [26]</td>
<td>The Sadness Program, a cCBT program comprising 6 Web-based lessons, printable summary and homework assignments, automatic emails, and additional resource documents</td>
<td>yes; yes</td>
</tr>
</tbody>
</table>

\(^a\)iCBT: Internet-based cognitive behavioral therapy.  
\(^b\)CBT: cognitive behavioral therapy.  
\(^c\)IG: intervention group.  
\(^d\)cCBT: computerized cognitive behavioral therapy.  
\(^e\)TAU: treatment-as-usual.  
\(^f\)iBA: Internet-based behavioral activation.
There were four studies that ascertained take-up, dropout, or completion rates as a means of assessing the user acceptance of cCBT. As Multimedia Appendix 3 shows, plenty of studies provided dropout and completion rates by default. Therefore, 17 studies revealed information about program completion, three reported dropout rates, seven trials commented on both, and two studies did not give any information about completion or dropout rates. For those reporting on rates for completing the entire program, the mean percentage of completion was 67.17% (standard deviation [SD] 20.29) with a range of 26.7% to 100%. With regard to the trials that compared guided with unguided programs, highly varying completion rates have been reported. Whereas Berger et al [24] documented that 36% of participants in the unguided self-help condition and 56% of participants in the guided self-help condition completed the entire program, Richards and Timulak [25] reported a completion rate of 16.28% in the unguided condition and 8.11% in the guided condition.

For the studies reporting on dropout rates, the mean percentage of dropout rates was 31.5% (SD 19.49), with a range of 0% to 63%. Twelve trials listed reasons for dropout. The most commonly stated reasons were a lack of time (n=6), technical difficulties, or computer-related problems (n=4), or participants experiencing the treatment as inconvenient (n=4). Since the trials differed in terms of study design, the extent of disclosure, and definitions of dropout and completion, it was difficult to draw comparisons between them regarding completion and dropout rates. Moreover, four studies documented take-up rates as follows: 83.3% [39], 56.9% [44], 97% [40], and 39% [12].

User Acceptance: Acceptability, Satisfaction, and Experiences

Multimedia Appendix 2 shows the results of all eligible studies regarding the user acceptance in terms of acceptability, satisfaction, and experiences with cCBT for depression. As shown here, results were primarily reported descriptively (eg, by reference to rated statements or responses to questions in a qualitative dimension) irrespective of whether the study type was quantitative or qualitative. According to the levels adapted by the author, eight studies (28%) reported a very high level of acceptance [23,26,36,43,45,47-49]. 17 studies (59%) indicated a high level of acceptance [12,24,25,29-35,38,40-42,44,46,50], and one study (3%) showed a moderate level of acceptance [27]. No study showed a low level of user acceptance. One study (3%) gave conflicting information [37], which is why an allocation to a level of acceptance was not possible.

Two qualitative studies (7%) referred to considerations of positive and negative aspects concerning the user acceptance of cCBT. Specifically, Gerhards et al [39] and Knowles et al [28] focused on differentiated perceptions of cCBT that they extracted from qualitative interviews with participants. Gerhards et al [39] described the main barriers to be a lack of identification with cCBT, an absence of support to adhere to the program to gain deeper understanding, and inadequate computer and Internet skills. Motivators included the opportunity to use the program independent of time and location and added support as an improvement with regard to adherence and the course content. Knowles et al [28] showed that the same aspects of cCBT could be perceived positively and negatively, depending on the participant’s experience and preference. For example, anonymity was associated with reduced pressure as compared with being face-to-face; however, it was also experienced as isolating and enhancing the feeling of loneliness. Similarly, flexibility was experienced as positive because patients are afforded a high degree of control but also as negative because the program can be seen as to be easy to avoid and difficult to sustain.

One special feature of three of the studies is the comparison of guided and unguided programs [24-26]. Whereas Titov et al [26] did not ascertain any differences concerning the satisfaction between the clinician-assisted cCBT and the technician-assisted cCBT, Berger et al [24] found evidence that participants in the guided condition were a little more satisfied than those in the unguided condition. Richards and Timulak [25] documented that most participants in both groups found the treatment helpful, even though there was a nonsignificant trend showing that participants in the unguided condition found the treatment easy to use and were more likely to report lasting effects than participants in the guided condition.

Although results give evidence of cCBT for depression being highly accepted, it should be noted that several studies do not give an exact definition of their object of investigation. As a consequence, the studies’ stated objective is not in accordance with the measures that were used to examine the user acceptance of cCBT. These questionnaires did not refer explicitly to acceptability, satisfaction, or experiences but target related constructs such as ease of use [25,49], usefulness [41,42], or credibility or expectancy [26].

Discussion

Summary of Evidence

We intended to conduct a comprehensive review of studies regarding the user acceptance of cCBT for depression, updating the findings of Kaltenthaler et al [21] who aimed to assess studies regarding the acceptability to patients of cCBT for depression. Because user acceptance of a treatment may be a determinant for individuals to start and adhere to cCBT, the objective of this paper was to systematically evaluate studies that refer to the user acceptance of cCBT for depression in terms of acceptability, satisfaction, and experiences.

Corresponding with the findings of Kaltenthaler et al [21], the majority of the 29 reviewed studies report high or very high levels of user acceptance of cCBT programs. In addition to the scientifically proven effectiveness of cCBT for depression [6-10], this result indicates a positive prognosis for future usage of cCBT programs.

When examining the user acceptance of cCBT for depression, most studies employed direct measures. Only a few studies made use of only indirect measures and consulted take-up, dropout, or completion rates for examining the user acceptance of cCBT [37,40,44]. In light of the fact that there was no information provided as to why participants do not start or continue a program, the validity of take-up, dropout, and completion rates is limited. Therefore, reasons that were not associated with the quality and appeal of a cCBT program, such
as technical problems (eg, incompatible graphics software), personal reasons (eg, a lack of motivation because of a medical condition), or circumstances of research (eg, availability of an incentive) can lead to misinterpretations in terms of user acceptance. Kaltenharter et al [21] had similar objections and concluded that the refusal to take part in a study regarding cCBT may show reluctance to enter a trial, rather than a dislike of cCBT. To examine the reasons why eligible persons who consented to participate in cCBT chose not to begin or drop out of the program, qualitative research efforts should be developed similar to those of Gerhards et al [39].

In general, the reported take-up rates for cCBT programs were wide ranging, making it difficult to draw comparisons with take-up rates for face-to-face CBT. However, the majority of studies reported dropout rates that are comparable with those reported for face-to-face CBT. In the RCT by Ekeblad et al [51], there was a dropout rate of 40%. Hans and Hiller [52] published a meta-analysis in which a dropout rate of 24.63% with a range from 0% to 68% was reported. Thinn and Antonsen [53] conducted a trial that revealed a dropout rate of 17.5%.

Upon closer examination of the reviewed studies, a number of methodological inaccuracies become apparent. Often no precise distinctions were made regarding the definition of acceptance, operationalization, and presentation of results. As a consequence, terms such as acceptance or acceptability, satisfaction, and usability were used interchangeably, although they can have different meanings [12,23,26,34,36,42,47]. Moreover, measures that did not correspond to the object of investigation were used [12,23,26,36,37,41,42]. These findings imply that research on acceptance is reflective of the fact that this is still a young field and, hence, there is a lack of precise definitions and adequate quantitative and qualitative measures, as these can only be realized over time.

These theoretical considerations are central to Kollmann [16] and Roger [17] who analyzed the construct of acceptance. Kollmann [16] defines acceptance as a combination of the inner reflection and the expectation formation (level of attitude), an adoption of the innovative product (level of action), and a voluntary problem-centered use of it (level of usage). This corresponds with the reflections of Rogers [17] who developed a model of stages in the innovation-decision process, which posits that individuals pass through an innovation-decision process, starting from first knowledge of an innovation such as cCBT, to forming an attitude toward the innovation, to deciding to adopt or reject, to implementing the new idea, and finally to confirming of this decision [17]. Thus, a person’s decision about the engagement with an innovative computerized treatment is not an instantaneous act; rather, it is a process that occurs over time, comprising a series of actions and decisions [17]. The examination of all these levels or stages culminating in acceptance over time requires a number of well-matched measures that can be employed longitudinally.

The studies that made a comparison between guided and unguided cCBT programs regarding user acceptance revealed highly diverse results [24-26]. Further research is needed to shed more light on the user acceptance of guided and unguided cCBT programs.

Differentiated user perceptions of cCBT were central in the presentation of qualitative results by Gerhards et al [39] and Knowles et al [28]. Both gained deeper insights into the perspective of participants toward the user acceptance of cCBT for depression with the help of semistructured interviews. The findings were expressed in terms of motivators and barriers, as well as strengths and weaknesses. Therefore, these qualitative findings extend the knowledge gained in quantitative studies by providing cross-connections of participants’ views and comprehensive insights in their experiences of these innovative treatments.

Strengths and Limitations

To our knowledge, this is the first review updating the state of the art regarding the user acceptance of cCBT for depression since Kaltenharter et al [21] published their review about the patient acceptability of cCBT for depression in 2008. The major strength of this review is the comprehensive insight into the state of research regarding the user acceptance of cCBT by looking at various study types that give information about different approaches to ascertain the user acceptance of cCBT for depression.

There are a number of limitations to this review. The results of the studies provide a good overview of the user acceptance of cCBT for depression; however, they differ considerably in design, including sample characteristics, program features, and the condition under which treatment was offered. For example, four studies gave information on the user acceptance of cCBT reporting only on those participants who completed the treatment [29,32,33,50], whereas 18 studies analyzed data on user acceptance of cCBT also from noncompleters [12,24,26,28,30,31,34,35,37,40,43,44,47-49]. Seven studies did not provide any information as to whether completers or noncompleters or both had been included in analyses regarding the user acceptance of cCBT [23,25,36,41,42,45,46]. These different approaches to the consideration of participants for analysis make the studies difficult to compare.

There had been considerations to assess the quality of the studies formally. Since we included various study types ranging from RCTs to comparative trials to qualitative studies (see Multimedia Appendix 1), it was difficult to scrutinize them. Therefore, we decided to waive a quality assessment.

Furthermore, research on user acceptance is vulnerable to a selection bias because the process of accepting may already begin “before” using an innovative treatment, which means that people who have reservations regarding cCBT for depression may do not get involved in the first place. Moreover, it remains unknown if the refusal to participate in a study originates from reservations regarding cCBT or research itself. At the same time, research aspects may have an opposite unintended consequence; the program may encourage participation and adherence simply because it is being researched. Furthermore, user acceptance of cCBT for depression may be influenced by aspects associated with the user’s medical condition. Thus, depressive mood, a loss of energy and drive as characteristics of depressive disorders may affect the motivation to start or adhere to cCBT. In addition to these aspects, the severity of
symptoms and possible comorbidities are difficult to examine in terms of user acceptance.

**Conclusions and Implications for Further Research**

In conclusion, users of cCBT for depression experience the treatment as predominantly positive, which supports the potential benefit of innovative treatments such as cCBT. The preferred measures for examining the user acceptance in terms of acceptability, satisfaction, and experiences with cCBT were well-established questionnaires but principally study-specific developed questionnaires. Indirect measures such as completion, take-up, and dropout rates, as well as reasons for take-up and dropout were less common. However, there is considerable discrepancy regarding the objective’s definition and operationalization.

As can be seen in Figure 2, future research on user acceptance of cCBT should, therefore, include a theoretical framework and a definition of acceptance, adequate operationalization, and quantitative as well as qualitative data collection instruments that should be used in longitudinal and multidimensional approaches considering the stages of the process of acceptance.

The consideration of qualitative data is important since the accumulated material contains more details about the perspectives of trial participants than quantitative data does.

Figure 2. Recommended examination of user acceptance.

Hence, in addition to take-up, completion, and dropout rates, it is important to learn about the reasons for take-up and dropout because one cannot be sure if discontinuing a treatment results from a negative attitude toward the treatment or other reasons such as those associated with research, technical, or personal circumstances.

A combination of quantitative and qualitative investigation examining expectations and experiences may prove beneficial. With the help of the juxtaposition of expectations and experiences, research on acceptance may fulfill its interpretation as a process in keeping with Kollmann’s [16] notion of acceptance, including the levels of attitude, action, and usage as well as Rogers’ [17] considerations regarding the five stages of the innovation-decision process. For this purpose, appropriate measures should be developed that are suitable for longitudinal studies. In general, the examination of user acceptance should be included alongside trials that focus basically on effectiveness.

In accordance with Kaltenthaler et al [21] and Waller and Gilbody [20], future research on user acceptance of innovative treatments such as cCBT should also include health care providers. Since physicians and therapists give therapy recommendations to their patients, it is important to learn more about their attitude toward cCBT.
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Personalized Hypertension Management Using Patient-Generated Health Data Integrated With Electronic Health Records (EMPOWER-H): Six-Month Pre-Post Study

Abstract

**Background:** EMPOWER-H (Engaging and Motivating Patients Online With Enhanced Resources-Hypertension) is a personalized-care model facilitating engagement in hypertension self-management utilizing an interactive Web-based disease management system integrated with the electronic health record. The model is designed to support timely patient-provider interaction by incorporating decision support technology to individualize care and provide personalized feedback for patients with chronic disease. Central to this process were patient-generated health data, including blood pressure (BP), weight, and lifestyle behaviors, which were uploaded using a smartphone.

**Objective:** The aim of this study was to evaluate the program among patients within primary care already under management for hypertension and with uncontrolled BP.

**Methods:** Using a 6-month pre-post design, outcome measures included office-measured and home-monitored BP, office-measured weight, intervention contacts, diet, physical activity, smoking, knowledge, and health-related quality of life.

**Results:** At 6 months, 55.9% of participants (N=149) achieved office BP goals (<140/90 mm Hg; \( P < .001 \)) and 86.0% achieved clinically meaningful reduction in office BP (reduction in systolic BP [SBP] ≥5 mm Hg or diastolic BP [DBP] ≥3 mm Hg). At baseline, 25.2% of participants met home BP goals (<135/85 mm Hg), and this percentage significantly increased to 71.4% (\( P < .001 \)) at 6 months. EMPOWER-H also significantly reduced both office and home SBP and DBP, decreased office-measured weight and consumption of high-salt and high-fat foods (all \( P < .005 \)), and increased intake of fruit and vegetables, minutes of aerobic exercise, and hypertension knowledge (all \( P < .05 \)). Patients with higher home BP upload frequencies had significantly higher odds of achieving home BP goals. Patients receiving more total intervention, behavioral, pharmaceutical contacts had significantly lower odds of achieving home BP goals but higher improvements in office BP (all \( P < .05 \)).

**Conclusions:** EMPOWER-H significantly improved participants’ office-measured and home-monitored BP, weight, and lifestyle behaviors, suggesting that technologically enabled BP home-monitoring, with structured use of patient-generated health data and a personalized care-plan facilitating patient engagement, can support effective clinical management. The experience gained in this study provides support for the feasibility and value of using carefully managed patient-generated health data in the day-to-day clinical management of patients with chronic conditions. A large-scale, real-world study to evaluate sustained effectiveness, cost-effectiveness, and scalability is warranted.

Introduction

Hypertension is a major risk factor for cardiovascular disease (CVD), with an estimated annual cost of US $46 billion in the United States [1,2]. In national data, 29% of American adults have been diagnosed with hypertension and among those, only 52% have adequately controlled blood pressure (BP) under the recommended level of 140/90 mm Hg [3]. An additional 28% of Americans have prehypertension, a precursor of hypertension characterized by BP of 120/80 mm Hg to 139/89 mm Hg [4]. Furthermore, the problem is growing; it is estimated that 41% of American adults will have hypertension by 2030, with an estimated annual cost of US $274 billion [1]. Although common and costly, hypertension is preventable and modifiable through promotion of a healthy lifestyle, such as weight loss, healthy diet, and physical activity, or improving medication adherence.

Health policies have begun to shift away from episodic management of individual patients toward managing and paying for ongoing health care services that drive engagement and achieve valuable outcomes for groups of patients [5]. Population health management, the proactive application of strategies and interventions to defined groups of patients in an effort to improve health efficiently and at the lowest necessary cost [6], has been shown to be effective and cost-effective for conditions such as hypertension [7-9]. Population health management to prevent and control hypertension requires scalable and sustainable lifestyle interventions. Pragmatic technology-assisted approaches offered by the existing health care infrastructure may facilitate patient self-management and increase the potential for widespread reach and adoption, resulting in improved long-term effectiveness and a shift toward a population-based management model. Growing evidence [10,11] suggests that new approaches including technology-assisted clinical tools can both increase access and decrease cost for primary care–based hypertension prevention and management programs that traditionally place a heavy burden on personnel and resources. For example, technologies such as the Internet-based home BP telemonitoring can increase patient engagement and alert out-of-limit BP readings, which is a proven strategy for improved BP control [12-14]. Such technology-assisted programs have the potential to assist patients in self-managing their chronic conditions, including support for lifestyle changes, thus reducing reliance on health care personnel. Whereas evidence suggests that technology-assisted interventions in health care settings for hypertension prevention and control are potentially scalable and cost-effective, best practices remain unknown.

The Engaging and Motivating Patients Online With Enhanced Resources (EMPOWER) program is an innovative care delivery model for chronic disease management utilizing an interactive Web-based system integrated with the electronic health record (EHR). The model is designed to support timely patient-provider interaction by incorporating decision support technology to individualize care. The program also supports patient self-management and engagement by providing real-time feedback on progress against clinical goals to facilitate care-plan engagement. The model is designed to be generalizable to any chronic condition where behavior change has a direct impact on health outcomes. In this pilot study, we sought to evaluate the EMPOWER-Hypertension (EMPOWER-H) program among patients with uncontrolled BP in the context of primary care, using data from home BP monitoring as a major input to clinical decision making.

Methods

We evaluated the EMPOWER-H intervention using a pre-post design. An institutional review board of Palo Alto Medical Foundation (PAMF), an affiliate of Sutter Health, approved the study. All participants provided written informed consent.

Study Participants

Participants were recruited (March 2012 to June 2012) from two clinical sites at PAMF, a large ambulatory health care system. Patients were eligible to participate in the pilot study if they were in the age range of 35 to 75 years, had uncontrolled BP, and had been treated within PAMF during the previous 6 months. Participants were considered to have uncontrolled BP if (1) the average of 2 BP readings taken within 6 months of the study start date and separated by at least 2 weeks was 140 mm Hg to 175 mm Hg for SBP or 90 mm Hg to 110 mm Hg for DBP or both and (2) BP was within this same range when taken by the research staff during an in-person baseline visit. Exclusion criteria included having serious medical conditions (eg, diabetes, renal failure type III or IV, coronary artery disease, or stroke), requiring management of psychiatric issues, being under primary care management for a diagnosis of hypertension for less than 6 months, participating in other research projects, or having special life circumstances (eg, pregnancy, planned relocation, past or planned gastric bypass, or having no insurance). Of the 1467 patients contacted for recruitment, 527 patients declined participation, 142 were ineligible, 584 were not contactable or nonresponsive, 62 were interested but not enrolled as the study reached full enrollment before their initial study visit, and 3 consented but did not complete baseline home BP measurement or nurse care managers’ (NCMs) visit (first in-person intervention visit). This process yielded the target enrollment of 149 eligible and consenting participants (Figure 1).
Recruitment and Screening Process
Recruitment began by querying the EHR to identify patients who met the inclusion criteria. Upon identification, a clinical study coordinator conducted chart reviews to verify BP readings during the previous 6 months, as well as other exclusion criteria. A list of potentially eligible patients was provided to primary care physicians (PCPs) for final approval. After approval, PCPs contacted their eligible patients either via a secure Web-based patient portal (My Health Online) message, or by letter and encouraged them to participate in the study. The Web-based patient portal is an integral part of the PAMF EHR. Patients can log in to message their medical providers, view lab results, and receive information about appointments. The initial communication included instructions on accessing the study enrollment site where the patient could read a description of the study, provide consent online, complete a self-screening questionnaire (eg, age, and pregnancy) and, if eligible, complete a baseline questionnaire.

For patients who were eligible per the initial Web-based screening, trained research staff arranged an in-person baseline visit where written consent was attained, and BP was measured in the office using the patient’s home BP monitor according to standardized protocols [15] to confirm that the patient met the BP inclusion criteria.

Intervention
EMPOWER-H was a 6-month intervention delivered by a care team, including 2 NCMS, a registered dietitian (RD), and a pharmacist for consultation. The intervention was based on theoretical constructs such as perceived severity of a health threat; relevant values; self-efficacy; perceived barriers to action, as described in the theory of planned behavior [16]; health belief model [17]; and social cognitive theory [18]. It used an enhanced version of the Web-based disease management system as deployed to support EMPOWER-Diabetes (EMPOWER-D) [19], a precursor of EMPOWER-H. EMPOWER-H included (1) a wireless BP monitor that transmitted home BP readings to PAMF’s EHR and the EMPOWER system; (2) a smartphone (Apple iPhone 3) with 2 study apps (described below); (3) a comprehensive dashboard of the status of a patient’s personalized action plan, treatment goals, and self-monitoring data, available directly from within PAMF’s Web-based patient portal (My Health Online); (4) a pedometer for monitoring steps; (5) Web-based messaging system for communicating between patients and members of the care team; (6) NCMS assisted by RD for nutrition and weight management and pharmacist to provide consultation and make medication changes; and (7) patient-specific text and video educational nuggets (Multimedia Appendix 1). On the smartphone, the Numera app allowed wireless transmission of the home BP data to the smartphone and then to the EHR and EMPOWER system. The EMPOWER-H app displayed the patient-generated home data,
allowed visualization and tracking of personal goals, and provided access to educational nuggets.

At the baseline visit, research staff provided eligible patients with their study tools as described above, including the BP monitor with appropriate sized cuff, a pedometer, and a smartphone, along with instructions for use. Research staff also introduced patients to their personal dashboard and provided educational handouts and actions to take in case of very high or very low BP measurements. Patients were instructed to measure and upload BP readings in the morning and evening at regular times or events (eg, before breakfast or dinner) for at least 3 days a week over the following 7 days (baseline home BP monitoring) and to continue the same pattern of uploading during the entire 6-month intervention. They were also encouraged to use their pedometer and upload daily step count. A scale that allowed wireless upload of weight was provided to selected patients at a later visit, based on clinical indications determined by an RD.

Participants had a first in-person visit with an NCM as soon as possible after the 7-day baseline home BP collection period. This visit included the following activities: (1) addressing participants’ questions; (2) providing education about cardiovascular risks; (3) reviewing how to use study tools; (4) setting 2 to 3 small attainable goals utilizing motivational interviewing techniques; (5) visiting the Web-based dashboard, entering the personalized goals, and showing patients how to enter and view their data; and (6) developing a personalized BP management plan (eg, frequency of contacts for check-ins, goal-setting, and data upload) informed by the 7-day baseline home BP. Home BP goals were set at American Heart Association’s (AHA) recommended levels of <135 mm Hg for SBP and <85 mm Hg for DBP [20]. The NCM encouraged all patients to have a separate visit with an RD to discuss diet history, current dietary habits, and recommended changes. The vast majority (95.3%) of patients had at least one contact with an RD.

The NCM contacted each patient via EHR secure messaging or telephone or both as soon as possible 1 week after the first visit to assess engagement, challenges with both the technology and clinical management, as well as to check BP control and modify the BP management plan if needed.

During the 6-month intervention, patients were monitored daily using a provider dashboard which used both a 14-day average of home BP data and frequency of BP uploading (as a measure of engagement) to prioritize patients into high-risk (red), medium-risk (yellow), or low-risk (green) category (Multimedia Appendix 2). The dashboard also provided alerts if individual home BP measurements were at a critical level (SBP ≥90 or ≥160; DBP ≤55 or ≥100). NCMs who worked with an RD and pharmacist strictly followed the hypertension clinical management protocol that was developed for registered nurse (RN) management of hypertension based on the 7th report of the Joint National Committee on Prevention, Detection, Evaluation, and Treatment of High Blood Pressure [2] and approved by PAMF nursing governance to provide continuous patient support. The protocol provides narrowly defined parameters within which an NCM may make adjustments to medical and therapeutic management, including limits on how frequently management adjustments may be made. Situations that fall outside the defined areas for modifications to management must be referred to the treating physician, a PCP, or a specialist for determination of action. When further assistance with medication adjustment was needed, the pharmacist reviewed charts and consulted with an NCM.

An NCM or RD had a library of Web-based education handouts and feedback message nuggets (texts, links to Web pages, or short videos) that could be sent via secure messaging on the Web-based patient portal throughout the intervention. NCMs and RD primarily used secure messaging to provide regular pertinent electronic messages and timely feedback about participants’ clinical variables (eg, home BP readings, medication doses, weight, and steps). In addition to these Web-based learning opportunities, participants were invited to participate in other engagement activities throughout the intervention, including healthy shopping tours and cooking classes at a grocery store, educational and interactive webinars on behavioral change, a pedometer challenge, and a healthy recipe challenge.

Outcome Measures

The 149 enrolled participants were assessed at baseline and 147 (98.7%) were assessed at 6 months (Figure 1). All outcome assessors were trained to perform the measurements per standardized protocols and procedures (Multimedia Appendix 3).

We assessed the effectiveness of the intervention using BP measurements taken in the office by trained research staff (office BP) and taken at home by the patient (home BP) as part of self-monitoring for the intervention. Office BP was measured by trained research staff according to standardized protocols [15]. The primary outcome for this study was the percentage of participants achieving office BP goals (<140 mm Hg for SBP and <90 mm Hg for DBP) at 6 months as measured in controlled circumstances. Secondary BP outcomes included change in office BP, percentage of participants achieving clinically meaningful reductions in office BP (a drop in SBP of ≥5 mm Hg or a drop in DBP of ≥3 mm Hg) [21-24], change in home BP measurements, and percentage of participants achieving home BP goals (<135 mm Hg for SBP and <85 mm Hg for DBP) at 6 months. Baseline home BP was calculated as an average of BP self-monitored during the 7 days after baseline, and 6-month home BP was an average of BP self-monitored during the 7 days before the 6-month visit.

Other secondary outcomes included number of participants meeting weekly home BP monitoring frequency target (upload twice a day and 3 days in a week), body mass index (BMI), weight, dietary intake, physical activity, smoking status, hypertension knowledge, as well as health-related quality of life (HRQoL). Home-monitored BP data were extracted from the EHR that pulled data from the Numera database. Indicators of dietary intake included frequency of consuming fruit and vegetables, high-salt food, and high-fat food measured by scales adapted from the validated Block food screeners [25,26]. Physical activity was measured by the Stanford Exercise Behavior Scale [27]. Hypertension knowledge was measured...
using a 13-item knowledge questionnaire. HRQoL was measured by the Veterans RAND 12-Item Health Survey (VR-12) [28-31]. The VR-12 was developed from the Veterans RAND 36-Item Health Survey that was developed and modified from the original RAND version of the 36-item Health Survey version 1.0 (also known as the "MOS SF-36").

Indicators of engagement in the intervention included total number of times patients uploaded BP measurement, pedometer step data, weight, stress (ie, stress level on a 5-point scale), and medication (ie, whether medication was taken as prescribed) to the Numera and EMPOWER-H apps. Other indicators of intervention engagement included participation in 6 additional activities designed to support education and motivation (ie, pedometer and recipe challenges, 2 cooking classes, and 2 learning webinars).

In addition, we tracked the number of intervention contacts (ie, total or patient-initiated intervention visits, My Health Online messages, phone messages, or phone calls on behavioral, pharmaceutical, laboratory, or technical issues).

Participant activation was measured by the 13-item Patient Activation Measure (PAM) assessing patient’s knowledge, skill, and confidence for self-management [32,33]. PAM score has a range of 0 to 100, with higher score indicating higher patient activation.

**Statistical Analyses**

To examine our primary outcome, we used a one sample proportion test to compare the percentage of participants achieving office BP goals (<140 mm Hg for SBP and <90 mm Hg for DBP) at 6 months with the 0% who were meeting goals at baseline. As supplementary analyses, we compared the percentage of participants achieving office BP goals at 6 months with the percentage of patients who achieved normal BP with usual care alone in the same clinics during a similar period (30%). Frequencies and percentages were calculated for categorical variables, and means and standard deviations (SD) were calculated for continuous variables. Study outcomes at baseline and 6 months were compared using paired t tests for continuous outcomes and McNemar tests on paired proportions for categorical outcomes. McNemar exact tests were performed for the outcomes with small counts within certain categories (eg, 20% of cells with expected frequencies <5). We used mixed model growth curve analysis for all available home-monitored BP during the study period and plotted the results according to time. We analyzed SBP and DBP as an outcome in two separate models; each included random intercept and random and fixed effects of slope and quadratic term of days from start. The quadratic term of days was removed in the final model for both home-monitored SBP and DBP because it was not significant. We used logistic regression and regression models to examine the bivariate associations of indicators of intervention engagement with the categorical and continuous BP outcomes, respectively.

All analyses were conducted in Statistical Analysis System (SAS) version 9.3 (SAS Institute Inc). Statistical significance was set at \( P < .05 \) (two-tailed). We powered this study on the primary outcome of percentage of participants achieving office BP goals (<140 mm Hg for SBP and <90 mm Hg for DBP) at 6 months. A sample of 149 had 80% power to detect at least 40% of participants achieving office BP goals at 6 months at alpha=.05 (two-sided), assuming at least 90% retention at 6 months based on our prior experiences. We based our estimates on the 30% transition rate from abnormal BP to normal BP without intervention using patient data from our EHR assessed from 2009 to 2010.

**Results**

**Baseline Characteristics**

Participants had a mean (SD) age of 62.2 (9.5) years, 51% were female, 73% were married or lived with partner, and 76% were non-Hispanic white (Table 1). Most participants completed at least some college, had an annual family income of >US $75,000, were full-time employees or retired, and were never or former smokers. At baseline, their mean (SD) for BMI was 28.7 (6.2) kg/m², SBP was 149.8 (9.8) mm Hg, DBP was 91.0 (8.0) mm Hg, and PAM score was 43.1 (6.1).
Table 1. Baseline characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All participants (N=149)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>62.2 (9.5)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>76 (51.0)</td>
</tr>
<tr>
<td><strong>Marital status, n (%), n=147</strong></td>
<td></td>
</tr>
<tr>
<td>Married or partner or domestic partnership</td>
<td>107 (72.8)</td>
</tr>
<tr>
<td>Divorced or separated or widowed</td>
<td>25 (17.0)</td>
</tr>
<tr>
<td>Single</td>
<td>15 (10.2)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%), n=146</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>111 (76.0)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>9 (6.2)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>4 (2.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>18 (12.3)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (2.7)</td>
</tr>
<tr>
<td><strong>Education, n (%), n=147</strong></td>
<td></td>
</tr>
<tr>
<td>High school or GED&lt;sup&gt;b&lt;/sup&gt; or less</td>
<td>5 (3.4)</td>
</tr>
<tr>
<td>College, 1-3 years</td>
<td>28 (19.1)</td>
</tr>
<tr>
<td>College, 4 years or more</td>
<td>44 (29.9)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>70 (47.6)</td>
</tr>
<tr>
<td><strong>Annual family income in US dollars, n (%)</strong>, n=111</td>
<td></td>
</tr>
<tr>
<td>$35,000--&lt;$75,000</td>
<td>19 (17.1)</td>
</tr>
<tr>
<td>$75,000--&lt;$100,000</td>
<td>28 (25.2)</td>
</tr>
<tr>
<td>$100,000--&lt;$125,000</td>
<td>18 (16.2)</td>
</tr>
<tr>
<td>$125,000--&lt;$150,000</td>
<td>10 (9.1)</td>
</tr>
<tr>
<td>$150,000+</td>
<td>36 (32.4)</td>
</tr>
<tr>
<td><strong>Employment status, n (%), n=147</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>67 (45.6)</td>
</tr>
<tr>
<td>Part-time</td>
<td>10 (6.8)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>8 (5.5)</td>
</tr>
<tr>
<td>Retired</td>
<td>49 (33.3)</td>
</tr>
<tr>
<td>Unemployed or disabled or something else</td>
<td>13 (8.8)</td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>101 (67.8)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>8 (5.4)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>40 (26.9)</td>
</tr>
<tr>
<td><strong>Body mass index, kg/m&lt;sup&gt;2&lt;/sup&gt;, mean (SD), n=140</strong></td>
<td>28.7 (6.2)</td>
</tr>
<tr>
<td>Systolic blood pressure, mm Hg, mean (SD), n=145</td>
<td>149.8 (9.8)</td>
</tr>
<tr>
<td>Diastolic blood pressure, mm Hg, mean (SD), n=145</td>
<td>91.0 (8.0)</td>
</tr>
<tr>
<td>Patient activation measure score&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>43.1 (6.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SD: standard deviation.

<sup>b</sup>GED: general education diploma.

<sup>c</sup>13-item Patient Activation Measure (PAM) assessing patient’s knowledge, skill, and confidence for self-management has a range of 0 to 100. Higher score indicates higher patient activation.
### Changes in Clinical Outcomes

Table 2 shows that 55.9% of the participants achieved office BP goals (<140 mm Hg for SBP and <90 mm Hg for DBP) at 6 months ($P<.001$). Additionally, this was also significantly higher than 30%, which was achieved with usual care alone based on 2009-2010 patient data in EHR ($P<.001$). Paired $t$ test results show that mean (SD) systolic office BP was significantly reduced from 149.8 (9.8) to 134.4 (14.0) mm Hg and mean (SD) diastolic office BP from 91.0 (8.0) to 84.5 (8.6) mm Hg (both $P<.001$). At 6 months, 86% of participants achieved clinically meaningful reduction in office BP (reduction in SBP ≥5 mm Hg or reduction in SBP ≥3 mm Hg).

Home-monitored BP measurements show that percent of participants achieving home BP goals (<135 mm Hg for SBP and <85 mm Hg for DBP) significantly increased from 25.2% to 71.4% ($P<.001$), with a mean (SD) reduction of 11.7 (11.5) mm Hg for systolic and 6.1 (6.5) mm Hg for diastolic home BP (both $P<.001$; Table 2). Figure 2 shows significant linear downward trends in both home-monitored SBP and DBP (both $P<.001$). Of 132 participants with both baseline and 6-month home BP measurements, 27 (20%) started and stayed within the home BP goal at 6 months, 67 (51%) were not at goal at baseline and were meeting goal at 6 months, 6 (5%) started within goal but were above goal at 6 months, and 32 (24%) started and stayed outside goal at 6 months (data not shown). Comparison between office and home BP shows that change in office and home BP at 6 months was significantly correlated ($P<.001$ for SBP and $P=.005$ for DBP; data not shown).

#### Table 2. Changes in office-measured blood pressure (BP), home-monitored BP, and body mass index at 6 months.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>n</th>
<th>Baseline</th>
<th>6 months</th>
<th>Change</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Office-measured BP</strong> b</td>
<td>149, 143, 143</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants achieving BP goals, %c</td>
<td>0</td>
<td>55.9</td>
<td>55.9</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Systolic BP, mm Hg, mean (SD)</td>
<td>149.8 (9.8)</td>
<td>134.4 (14.0)</td>
<td>−15.2 (15.3)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Diastolic BP, mm Hg, mean (SD)</td>
<td>91.0 (8.0)</td>
<td>84.5 (8.6)</td>
<td>−6.4 (7.5)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Home-monitored BP</strong></td>
<td>147, 133, 132</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants achieving BP goals, %c</td>
<td>25.2</td>
<td>71.4</td>
<td>46.2</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Systolic BP, mm Hg, mean (SD)</td>
<td>138.4 (10.6)</td>
<td>126.7 (9.8)</td>
<td>−11.7 (11.5)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Diastolic BP, mm Hg, mean (SD)</td>
<td>84.5 (7.8)</td>
<td>78.6 (6.9)</td>
<td>−6.1 (6.5)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Body mass index, kg/m$^2$, mean (SD)</td>
<td>140, 136, 132</td>
<td>28.7 (6.2)</td>
<td>28.3 (6.0)</td>
<td>−0.4 (1.5)</td>
<td>.01</td>
</tr>
<tr>
<td>Weight, kg, mean (SD)</td>
<td>142, 138, 134</td>
<td>84.0 (21.7)</td>
<td>82.0 (20.7)</td>
<td>1.2 (4.5)</td>
<td>.002</td>
</tr>
</tbody>
</table>

a $n$ is provided for baseline, 6 months, and change in order.   
b BP: blood pressure.   
c Office BP goals are <140 mm Hg for systolic and <90 mm Hg for diastolic.   
d SD: standard deviation.   
e Home BP goals are <135 mm Hg for systolic and <85 mm Hg for diastolic.

---

Figure 2. Predicted means and 95% CIs resulting from the random coefficient regression model of home-monitored blood pressures (N=149).
Compared with baseline, participants’ BMI and body weight were significantly reduced ($P<.01$ for BMI and $P=.002$ for body weight; Table 2). Of the 149 participants, 121 (81.2%) received a wireless weight scale. There was no significant correlation between number of weight uploads and weight loss ($P=.49$).

### Changes in Behavioral Outcomes

Participants significantly increased consumption frequency of fruit and vegetables ($P<.01$) and reduced consumption frequency of high-salt and high-fat foods (both $P<.001$; Table 3). Minutes of aerobic exercise per week significantly increased ($P=.03$), whereas minutes of stretching or strengthening remained the same ($P=.91$). Participants’ hypertension knowledge also significantly improved ($P<.001$); however, smoking status and HRQoL measured by VR-12 remained unchanged ($P>.05$ for all; Table 3).

#### Table 3. Changes in behavioral outcomes, knowledge, and quality of life at 6 months.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>n $^a$</th>
<th>Baseline</th>
<th>6 months</th>
<th>Change</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diet, times/week, mean (SD) $^b$</td>
<td>147, 140, 138</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fruit and vegetables$^c$</td>
<td>25.5 (10.5)</td>
<td>27.9 (11.3)</td>
<td>2.3 (10.8)</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>High-salt food$^d$</td>
<td>8.4 (5.1)</td>
<td>6.5 (3.8)</td>
<td>-1.8 (4.5)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>High-fat food$^e$</td>
<td>15.9 (8.9)</td>
<td>12.5 (7.0)</td>
<td>-3.3 (6.3)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Physical activity, minutes/week, mean (SD)</td>
<td>147, 140, 138</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stretching or strengthening</td>
<td>51.7 (60.3)</td>
<td>53.0 (58.9)</td>
<td>-0.5 (55.7)</td>
<td>.91</td>
<td></td>
</tr>
<tr>
<td>Aerobic exercise</td>
<td>178.6 (132.4)</td>
<td>206.4 (126.2)</td>
<td>25.7 (133.1)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Smoking status, %</td>
<td>149, 139, 139</td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Never smoker</td>
<td>67.8</td>
<td>66.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>5.4</td>
<td>2.9</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Former smoker</td>
<td>26.9</td>
<td>30.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension knowledge, mean (SD)$^f$</td>
<td>147, 140, 138</td>
<td>11.3 (1.6)</td>
<td>12.3 (1.0)</td>
<td>1.0 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>VR-12, physical component score, mean (SD)$^g$</td>
<td>147, 140, 138</td>
<td>49.7 (8.0)</td>
<td>50.2 (7.8)</td>
<td>0.5 (7.1)</td>
<td>.39</td>
</tr>
<tr>
<td>VR-12, mental component score, mean (SD)$^g$</td>
<td>147, 140, 138</td>
<td>53.1 (7.2)</td>
<td>53.5 (8.3)</td>
<td>0.1 (8.6)</td>
<td>.90</td>
</tr>
</tbody>
</table>

$^a$ n is provided for baseline, 6 months, and change in order.

$^b$ SD: standard deviation.

$^c$ Sum of eating frequency (0.5=less than 1/month or never, 1=once a week, 2.5=2 to 3 times a week, 5=4 to 6 times a week, 7=once a day, and 14=2 or more times a day) for 7 fruit and vegetable subgroups (fruit juice; fresh, canned, or frozen fruit; vegetable juice; green salad; potatoes; vegetable soup or stew with vegetables; and any other vegetables, including string beans, peas, corn, broccoli, or any other kind).

$^d$ Sum of eating frequency (0.5=less than 1/month or never, 1=once a week, 2.5=2 to 3 times a week, 5=4 to 6 times a week, 7=once a day, and 14=2 or more times a day) for 6 high-salt food consuming and using behaviors (restaurant food; packaged snack foods such as chips, pretzels, popcorn, salted nuts; canned soups, canned vegetables, or frozen meals or TV dinners; cured or salted meats; add salt to your food at the table; add any of the following to your food when preparing meals or eating out: salt, mustard, pickles, relish, soy sauce, ketchup, meat tenderizer, or MSG).

$^e$ Sum of eating frequency (0.125=less than 1 time per month or never, 0.375=2 to 3 times a month, 1.5=1 to 2 times a week, 3.5=3 to 4 times a week, and 6=5+ times a week) for 17 high-fat foods or food subgroups (hamburgers, ground beef, meat burritos, tacos, enchiladas; pork chops, beef; fried chicken; hot dogs or Polish or Italian sausage, organ meats; cold cuts, lunch meats, ham; bacon or breakfast sausage; salad dressing; margarine, butter, lard or mayo spread on bread or potatoes; margarine, butter, lard or oil in cooking; eggs; pizza; cheese; cheese spread; whole milk or chocolate milk; French fries or fried potatoes; corn chips, potato chips, popcorn, crackers, peanuts; doughnuts, pastries, cake, cookies, pan dulce; ice cream).

$^f$ Hypertension knowledge was measured using a 13-item knowledge questionnaire. Higher score indicates better knowledge.

$^g$ Physical and mental component scores are calculated to report an overall measure of physical and mental functioning that is comparable among the surveys. These summary scales have been normalized in the US population (value=50). The higher score indicates better self-reported health-related quality of life.
Table 4. Bivariate associations of office-measured blood pressure (BP) with number of home BP, pedometer, weight, stress, and medication uploads and number of intervention contacts (n=143).

<table>
<thead>
<tr>
<th>Intervention engagement measures</th>
<th>Achieving BP goals&lt;sup&gt;a&lt;/sup&gt; OR&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>Achieving clinically meaningful BP&lt;sup&gt;c&lt;/sup&gt; improvement&lt;sup&gt;d&lt;/sup&gt; OR (95% CI)</th>
<th>SBP&lt;sup&gt;e&lt;/sup&gt; change&lt;sup&gt;f&lt;/sup&gt; coefficient (95% CI)</th>
<th>DBP&lt;sup&gt;g&lt;/sup&gt; change&lt;sup&gt;f&lt;/sup&gt; coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of weeks meeting home BP monitoring frequency target</td>
<td>1.04 (1.00-1.08)</td>
<td>0.98 (0.93-1.04)</td>
<td>−0.16 (−0.47 to 0.16)</td>
<td>0.16 (−0.09 to 0.22)</td>
</tr>
<tr>
<td>Number of other uploads</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedometer</td>
<td>0.99 (0.99-1.00)</td>
<td>0.99 (0.98-1.00)</td>
<td>0.11 (−0.05 to 0.07)</td>
<td>0.03 (−0.01 to 0.07)</td>
</tr>
<tr>
<td>Weight</td>
<td>1.00 (0.99-1.01)</td>
<td>0.99 (0.98-1.01)</td>
<td>0.03 (−0.05 to 0.11)</td>
<td>0.02 (−0.01 to 0.05)</td>
</tr>
<tr>
<td>Stress</td>
<td>1.00 (0.99-1.01)</td>
<td>0.998 (0.99-1.00)</td>
<td>0.001 (−0.04 to 0.04)</td>
<td>−0.005 (−0.02 to 0.01)</td>
</tr>
<tr>
<td>Medication</td>
<td>1.00 (1.00-1.01)</td>
<td>1.00 (0.99-1.01)</td>
<td>−0.01 (−0.05 to 0.04)</td>
<td>−0.01 (−0.03 to 0.01)</td>
</tr>
<tr>
<td>Number of challenges</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedometer</td>
<td>0.88 (0.45-1.72)</td>
<td>1.38 (0.51-3.77)</td>
<td>−2.39 (−7.49 to 2.72)</td>
<td>−0.68 (−3.20 to 1.85)</td>
</tr>
<tr>
<td>Recipe</td>
<td>1.33 (0.31-5.81)</td>
<td>1.13 (0.13-9.68)</td>
<td>−1.89 (−12.93 to 9.15)</td>
<td>1.80 (−3.64 to 7.24)</td>
</tr>
<tr>
<td>Optional events</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based learning</td>
<td>1.26 (0.34-4.69)</td>
<td>0.54 (0.13-2.35)</td>
<td>3.64 (−6.17 to 13.44)</td>
<td>3.20 (−1.61 to 8.02)</td>
</tr>
<tr>
<td>Cooking classes</td>
<td>1.01 (0.40-2.55)</td>
<td>0.73 (0.22-2.35)</td>
<td>−0.25 (−7.36 to 6.86)</td>
<td>2.21 (−1.28 to 5.70)</td>
</tr>
<tr>
<td>Total number of intervention contacts</td>
<td>1.03 (0.99-1.07)</td>
<td>1.06 (0.99-1.13)</td>
<td>−0.42 (−0.71 to −0.14)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.18 (−0.32 to −0.04)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Behavioral contacts</td>
<td>1.07 (0.98-1.17)</td>
<td>1.05 (0.92-1.20)</td>
<td>−0.73 (−1.37 to −0.10)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>−0.14 (−0.45 to 0.18)</td>
</tr>
<tr>
<td>Pharmaceutical contacts</td>
<td>1.01 (0.90-1.12)</td>
<td>1.06 (0.89-1.26)</td>
<td>−0.68 (−1.49 to 0.13)</td>
<td>−0.40 (−0.80 to −0.001)&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>Laboratory contacts</td>
<td>1.22 (0.91-1.64)</td>
<td>1.21 (0.76-1.92)</td>
<td>−0.71 (−2.8 to 1.41)</td>
<td>−0.53 (−1.57 to 0.51)</td>
</tr>
<tr>
<td>Technical contacts</td>
<td>1.09 (0.91-1.31)</td>
<td>1.28 (0.91-1.92)</td>
<td>−0.50 (−1.84 to 0.84)</td>
<td>−0.25 (−0.91 to 0.41)</td>
</tr>
<tr>
<td>Total number of patient-initiated intervention contacts</td>
<td>1.07 (0.98-1.18)</td>
<td>1.16 (0.98-1.37)</td>
<td>−0.98 (−1.62 to −0.34)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.34 (−0.66 to −0.02)&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Office blood pressure goals are <140 mm Hg for systolic and <90 mm Hg for diastolic.

<sup>b</sup>OR: odds ratio.

<sup>c</sup>BP: blood pressure.

<sup>d</sup>Reduction in systolic BP ≥5 mm Hg or reduction in diastolic BP ≥3 mm Hg.

<sup>e</sup>SBP: systolic blood pressure.

<sup>f</sup>6-month office BP—baseline office BP.

<sup>g</sup>DBP: diastolic blood pressure.

<sup>h</sup>P<.01.

<sup>i</sup>P<.05.

The number of participants meeting home BP monitoring frequency target (uploading twice a day and 3 days in a week) gradually decreased during the course of the intervention (Figure 3). Table 5 shows that more weeks of meeting home BP upload frequency target was significantly associated with higher odds of achieving home BP goals (all P<.001). None of the intervention engagement measures was associated with improvements in values of home BP.

Additionally, none of the office and home BP outcomes were significantly associated with lower odds of achieving home BP goals (all P<.001). None of the intervention engagement measures was associated with improvements in values of home BP.

As measured by the PAM score (data not shown).
Figure 3. The number of participants meeting weekly home blood pressure monitoring frequency target (upload twice a day and 3 days in a week).

Table 5. Bivariate associations of home-monitored blood pressure (BP) with number of home BP, pedometer, weight, stress, and medication uploads and number of intervention contacts.

<table>
<thead>
<tr>
<th>Intervention engagement measures</th>
<th>Achieving BP&lt;sup&gt;a,b&lt;/sup&gt; goals&lt;sup&gt;c&lt;/sup&gt; (n=133), OR&lt;sup&gt;d&lt;/sup&gt; (95% CI)</th>
<th>SBP&lt;sup&gt;e&lt;/sup&gt; change&lt;sup&gt;f&lt;/sup&gt; (n=132), coefficient (95% CI)</th>
<th>DBP&lt;sup&gt;g&lt;/sup&gt; change&lt;sup&gt;f&lt;/sup&gt; (n=132), coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of weeks meeting home BP monitoring frequency target</td>
<td>1.05 (1.01-1.10)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.09 (−0.33 to 0.15)</td>
<td>−0.07 (−0.21 to 0.07)</td>
</tr>
<tr>
<td><strong>Number of other uploads</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedometer</td>
<td>1.00 (1.00-1.01)</td>
<td>−0.02 (−0.07 to 0.03)</td>
<td>−0.01 (−0.03 to 0.02)</td>
</tr>
<tr>
<td>Weight</td>
<td>1.00 (0.99-1.01)</td>
<td>−0.06 (−0.121 to 0.00)</td>
<td>−0.01 (−0.04 to 0.03)</td>
</tr>
<tr>
<td>Stress</td>
<td>1.01 (1.00-1.02)</td>
<td>−0.01 (−0.04 to 0.02)</td>
<td>−0.01 (−0.02 to 0.01)</td>
</tr>
<tr>
<td>Medication</td>
<td>1.01 (1.00-1.01)</td>
<td>−0.01 (−0.04 to 0.02)</td>
<td>−0.004 (−0.02 to 0.01)</td>
</tr>
<tr>
<td><strong>Number of challenges</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedometer</td>
<td>1.07 (0.50-2.30)</td>
<td>−0.80 (−4.81 to 3.21)</td>
<td>−0.38 (−2.66 to 1.90)</td>
</tr>
<tr>
<td>Recipe</td>
<td>1.21 (0.23-6.30)</td>
<td>−6.19 (−14.43 to 2.05)</td>
<td>−0.62 (−5.34 to 4.10)</td>
</tr>
<tr>
<td><strong>Optional events</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based learning</td>
<td>0.29 (0.07-1.17)</td>
<td>6.19 (−1.11 to 13.50)</td>
<td>3.78 (−0.36 to 7.93)</td>
</tr>
<tr>
<td>Cooking classes</td>
<td>0.52 (0.21-1.30)</td>
<td>2.21 (−1.28 to 5.70)</td>
<td>1.03 (−1.89 to 3.95)</td>
</tr>
<tr>
<td><strong>Total number of intervention contacts</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavioral contacts</td>
<td>0.90 (0.85-0.94)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>−0.08 (−0.31 to 0.15)</td>
<td>−0.07 (−0.20 to 0.06)</td>
</tr>
<tr>
<td>Pharmaceutical contacts</td>
<td>0.85 (0.76-0.94)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>−0.12 (−0.63 to 0.39)</td>
<td>−0.12 (−0.41 to 0.16)</td>
</tr>
<tr>
<td>Laboratory contacts</td>
<td>0.77 (0.67-0.89)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>−0.12 (−0.77 to 0.52)</td>
<td>−0.27 (−0.63 to 0.09)</td>
</tr>
<tr>
<td>Technical contacts</td>
<td>0.81 (0.61-1.09)</td>
<td>−0.71 (−2.32 to 0.89)</td>
<td>−0.37 (−1.28 to 0.54)</td>
</tr>
<tr>
<td>Total number of patient-initiated intervention contacts</td>
<td>1.06 (0.85-1.32)</td>
<td>−0.08 (−1.16 to 1.00)</td>
<td>0.06 (−0.55 to 0.68)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BP: blood pressure.
<sup>b</sup>Baseline home BP was an average of BP self-monitored during the 7 days after baseline, and 6-month home BP was an average of BP self-monitored during the 7 days before the 6-month visit.
<sup>c</sup>Home BP goals are <135 mm Hg for systolic and <85 mm Hg for diastolic.
<sup>d</sup>OR: odds ratio.
<sup>e</sup>SBP: systolic blood pressure.
<sup>f</sup>6-month home BP—baseline home BP.
<sup>g</sup>DBP: diastolic blood pressure.
<sup>h</sup>P<.05.
<sup>i</sup>P<.001.
Discussion

Principal Findings
This pre-post pilot study evaluated the EMPOWER-H program, a new personalized care delivery model utilizing an interactive Web-based disease management system integrated with the EHR for hypertension management. Compared with baseline, participants significantly reduced office-measured and home-monitored BP at 6 months, with 55.9% of the participants achieving office BP goals, 71.4% achieving home BP goals, and 86.0% achieving clinically meaningful reduction in office BP. The EMPOWER-H program also significantly decreased participants’ body weight, increased consumption frequency of fruit and vegetables, minutes of aerobic exercise, and knowledge; and reduced consumption frequency of high-salt and high-fat foods.

The findings of this study are consistent with previous studies showing that technology-assisted clinical tools and approaches hold great promise in improving the quality of hypertension management in the real world. The EMPOWER-H program led to a greater or similar reduction in systolic and diastolic office BP at 6 months compared with the amount of within-group reductions at 6 or 12 months achieved in previous information technology-supported interventions in primary care settings [34-39]. The EMPOWER-H program also resulted in similar percentage of patients meeting office BP goals compared with those achieving BP control in previous interventions [35,37].

The number of intervention contacts showed contrasting associations for office and home BP outcomes. Greater improvement in systolic or diastolic office BP was significantly associated with more intervention contacts, reflecting higher levels of clinical management. In contrast, higher odds of achieving home BP goals were significantly associated with fewer intervention contacts, reflecting lower levels of clinical management. We hypothesize that these results may be because of the clinical management challenges of different subsets of patients. Observation identified that some patients were highly motivated and able to meet their home BP goals independently, using their home BP data and adjustments in personal behavior. Other patients were less motivated, requiring significant clinical attention and more intervention contacts but achieving only moderate improvement in BP as manifested in office BP results [35,37].

The contrasting results may also be partially explained by changes in the need for intervention contact over time, with more contacts needed in the beginning of the study and less contacts needed once some improvement was seen in home BP values.

Population Health and Patient-Generated Health Data
Technology-assisted interventions in primary care are well aligned with a population health management strategy. About 90% of the American adults with poorly controlled hypertension have health insurance coverage and have received health care in the past year [40], suggesting an important opportunity to control hypertension in primary care settings. The US Preventive Services Task Force recommends that primary care providers offer or refer adults with CVD risk factors to intensive behavioral counseling interventions promoting a healthful diet and physical activity [41]. However, health care providers, including PCPs, nurse practitioners, and RNs usually do not have time or training to deliver lifestyle counseling themselves [42-44], suggesting that patient self-management is important for behavior change and disease management. In addition, the systems necessary to support self-management for larger groups of patient have not been readily available. Information technology-supported interventions in primary care, such as EMPOWER-H, have the potential to achieve hypertension control through facilitating patient engagement with support from health care providers. This study provides lessons for how such systems might be established effectively. The experience gained in this study provides support for the feasibility and value of using patient-generated health data, if properly structured and carefully collected, in the day-to-day clinical management of patients with chronic conditions. It allowed direct insights to clinical progress in the context of day-to-day life that were shared between patient and practitioner but without the need for the patient to visit the office. Reducing the need for office visits can potentially make such population health management strategies more efficient for patients, providers, and the health care system.

However, a number of barriers to wider use exist, and this study provides some insight into how these barriers may be overcome. In this study, whereas the primary outcome measure was office-measured BP, home-monitored values became the primary metric for day-to-day clinical management decisions. Using AHA recommended normal levels for home-monitored BP values provided clinical validity. The fact that patients could not alter the BP measurements allowed practitioners to build trust in the data over time. In addition, regular uploads showing patterns of BP changes, including insights to BP variability by time-of-day (eg, high BP only at night or only in the morning), presented new opportunities for personalized management. Although it is accepted that targets for home-monitored BP are lower than office-measured BP targets [20,45], there is limited real-world experience in the use of these lower targets for setting personal goals for home-monitored BP [46,47]. In addition, practicing clinicians are reported to value home-monitored BP less than office-measured BP for clinical management. They cite concerns about reliable monitors, patient instructions, and result interpretation [48], all of which are addressed by EMPOWER-H procedures.

The EMPOWER-H technology can be categorized as a population health software system. These systems are of increasing importance to health providers and payers to support the delivery of value-based care. A diverse range of information systems have been identified as supporting population health and subcategorization based on differentiation of features [49], and functional objectives can assist in understanding the primary aspect of population health management that individual systems are designed to support. Examples include: (1) systems that provide registry or analytic functions to assist the identification of populations with defined diagnoses and problems or facing specific risks, (2) systems that deliver evidence-based tasks known to drive improved outcomes and targeted to specific subpopulations, and (3) systems that drive the engagement of patients to comply with their personal program of care and make
sustained changes to behaviors that positively impact their health outcomes. The EMPOWER-H system falls into this last category.

Limitations

Our study has some methodological limitations such as small sample size, short intervention and follow-up duration, and lack of a control group. Furthermore, this study used a pre-post design, making it hard to discern whether the observed significant improvements were because of the EMPOWER-H intervention or the usual care treatments. Previous randomized controlled trials evaluated the primary care–based interventions that achieved less or similar amount of reduction in systolic and diastolic office BP compared with EMPOWER-H against a usual care condition [34-39]. The significant between-group differences favoring these interventions [34-39] suggest potential efficacy of EMPOWER-H compared with usual care. Despite these limitations, the study contributes to the current literature by testing an interactive Web-based disease management system linked to clinical workflows by interfacing self-monitoring devices (eg, BP monitor and pedometer), EHR, and a study dashboard for BP, weight, and lifestyle behavior management and communication between patients and providers. In addition, the retention rate of this study (99%) was higher than other similar 6-month studies [38,39,50], suggesting that the participants viewed the EMPOWER-H program as beneficial, and the format of the program delivery as acceptable.

Future studies are needed to answer the following questions: (1) What are the long-term effects of this kind of information technology–assisted interventions on clinical outcomes? (2) How could the approaches be further integrated into standard clinic workflows and the EHR, potentially relying more on patient-generated health data for routine care and reducing the need for office visits? (3) How could the approaches be automated (eg, an automated system for behavioral change, disease management, feedback, and risk notification for provider oversight), supporting patients to effectively self-manage their condition with lifestyle changes, to allow cost savings, and further transfer to the whole health care system at a scalable level? (4) How can these methods be applied to other clinical situations (eg, newly diagnosed hypertension and the management of other chronic diseases)? and (5) What is the cost-effectiveness and economic sustainability of such interventions when delivered at large scale?

Conclusions

This study demonstrates that a Web-based system for BP management, with a focus on home BP monitoring driving personalized feedback and care-plan engagement, can be integrated with the EHR and can improve BP among adult patients with poorly controlled hypertension. Furthermore, this study provides insight to the feasibility and value of using patient-generated health data in the day-to-day management of chronic conditions. Questions about generalizability, scalability, and economic sustainability remain, and therefore, a large-scale pragmatic study with a longer follow-up period is warranted. If future studies show that these questions can be addressed, the program has the potential for widespread positive impact through implementation in primary care settings.
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Abstract

Background: Relapse rates in bulimia nervosa (BN) are high even after successful treatment, but patients often hesitate to take up further treatment. An easily accessible program might help maintain treatment gains. Encouraged by the effects of Web-based eating disorder prevention programs, we developed a manualized, Web-based aftercare program (IN@) for women with BN following inpatient treatment.

Objective: The objective of this study was to determine the efficacy of the web-based guided, 9-month, cognitive-behavioral aftercare program IN@ for women with BN following inpatient treatment.

Methods: We conducted a randomized controlled efficacy trial in 253 women with DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, fourth edition) BN and compared the results of IN@ with treatment as usual (TAU). Assessments were carried out at hospital admission (T0), hospital discharge/baseline (T1), postintervention (T2; 9 months after baseline), 9-month follow-up (T3; 18 months after baseline). The primary outcome, abstinence from binge eating and compensatory behaviors during the 2 months preceding T2, was analyzed by intention to treat, using logistic regression analyses. Frequencies of binge eating and vomiting episodes, and episodes of all compensatory behaviors were analyzed using mixed effects models.

Results: At T2, data from 167 women were available. There were no significant differences in abstinence rates between the TAU group (n=24, 18.9%) and the IN@ group (n=27, 21.4%; odds ratio, OR=1.29; P=.44). The frequency of vomiting episodes in the IN@ group was significantly (46%) lower than in the TAU group (P=.003). Moderator analyses revealed that both at T2 and T3, women of the intervention group who still reported binge eating and compensatory behaviors after inpatient treatment benefited from IN@, whereas women who were already abstinent after the inpatient treatment did not (P=.004; P=.002). Additional treatment utilization was high in both groups between baseline and follow-up.

Conclusions: Overall, data from this study suggest moderate effects of IN@. High rates of outpatient treatment utilization after inpatient treatment may have obscured potential intervention effects on abstinence. An aftercare intervention might be more beneficial as part of a stepped-care approach.
Introduction

Bulimia nervosa (BN) is a severe disorder associated with serious medical morbidity and psychosocial comorbidity [1,2]. For a substantial proportion of patients, the long-term course is chronic; depending on outcome criteria and follow-up duration, less than half of the patients achieve full recovery [3,4]. Several studies indicate that higher frequencies of binge eating and purging at baseline, postintervention, and follow-up are negative prognostic factors [5-11].

In the past decades, a number of effective psychological treatments for BN have been developed and are available [12]. Both US (APA) and European guidelines [12,13] recommend cognitive behavioral therapy (CBT) [14]) as first-line treatment. Meta-analytic reviews [13,15,16] show good effects for eating disorder attitudes and moderate remission rates ranging between 20% and 30% for CBT. However, relapse rates within the first months of treatment are high even after significant reduction of core BN symptoms [8,17-19], and some women may even be reluctant to seek further treatment after experiencing relapses [20]. Maintaining treatment gains remains a challenge especially for the more severe and chronically ill BN patients [21].

Outside the eating disorders field, technology-enhanced approaches (ie, interventions delivered through the Internet or mobile apps) have been increasingly utilized as aftercare interventions following in- or outpatient treatment across mental health disorders (eg, [22-25]) or for specific disorders such as bipolar disorder [26] or pain disorder [27].

Compared with face-to-face interventions, Web-based interventions offer several potential advantages [28]. They can overcome existing barriers such as cost, service availability, wait time, transportation, and stigma, thus countering health care–related disparities, and can be easily tailored to individual needs. Greater anonymity may encourage individuals to seek help and reveal more sensitive health information. Finally, Web-based programs might be more cost-effective compared with face-to-face interventions [29] and have high user acceptability.

In the field of indicated prevention of eating disorders, Web-based approaches have proven to be efficacious in reducing core symptoms of eating disorders, including high weight and shape concerns, body dissatisfaction [30,31], binge eating [32], new onset of full-syndrome eating disorders [33,34], and shown promise for improving low body weight and restrained eating [35]. However, at the time of initiation of the current trial, no technology-based intervention was available for the maintenance of in- or outpatient treatment gains and prevention of relapses, and in the meantime, very few randomized controlled trials have utilized and tested the efficacy of technology-enhanced interventions following in- or outpatient treatment.

In an aftercare program based on text messaging [36], 165 German patients with BN were randomized to an intervention group (16-week short message service (SMS)-based maintenance) or a treatment as usual (TAU) control group following inpatient treatment. Remission rates at 8 months after hospital discharge were significantly higher in the intervention group than in the TAU group, independent of utilization of outpatient treatment. For patients of the intervention group who did not use any additional outpatient treatment, remission rates were even higher. Another German study [37] examined the efficacy of a Web-based relapse prevention program (RP) over 9 months after inpatient treatment in 258 women with anorexia nervosa (AN), randomized to the RP or TAU condition. At postintervention, RP completers had gained significantly more body weight (0.62 BMI points) than patients in the TAU condition and showed significant improvements in specific eating-related cognitions and behaviors. At 9-month follow-up, the subgroup of participants with high adherence to the program (“full completers”) achieved further improvements in body mass index (BMI) [38]. Finally, following an earlier pilot study with promising results conducted in Hungary, the effects of a Web-based support program following routine outpatient and inpatient care were also evaluated in a recent larger, randomized controlled trial [39]. A total of 105 women with BN and eating disorders not otherwise specified were randomly assigned to an immediate Web-based support program over 4 months or to a 4-month waiting-list TAU control condition. Both groups showed significant reductions in eating disorder-related attitudes at postintervention compared with baseline, with no significant effects of intervention on improvement.

Overall, the results of studies directed at the maintenance of treatment gains for different ED symptoms using technology-based interventions are encouraging, but do not show clear superiority for a relevant outcome measure. These trials also demonstrated that a substantial proportion of patients (28-93%) had utilized additional treatment [36,37,39].

Encouraged by the high acceptance [40] and efficacy of previously evaluated, Web-based indicated prevention programs for eating disorders [30,32,35], we decided to develop an Web-based aftercare program (IN@) for women with BN following inpatient treatment [41]. The aim of this study was to evaluate the efficacy of this program in maintaining or achieving abstinence from core BN symptoms in comparison with a TAU control group. We hypothesized that the aftercare intervention would lead to larger and more stable effects in core BN symptoms compared with TAU.
Methods

Study Design and Participants
We conducted a randomized, controlled efficacy trial in women with DSM-IV BN. The trial protocol, summarizing details on study design and intervention, has been published elsewhere [41]. Over a 4½-year period, patients were screened and recruited from 13 psychosomatic hospitals offering specialized inpatient treatment for eating disorders throughout Germany. Patients were eligible for inclusion if they were aged 17 years or older, fulfilled DSM-IV-TR criteria for BN at hospital admission, and had successfully completed inpatient treatment, defined by a reduction of binge eating and compensatory behaviors by at least 50% based on the past 2 weeks before discharge compared with admission. Patients were excluded if their BMI had dropped below 17.5 kg/m² during the inpatient treatment or if local hospital staff regarded them as unfit to participate in a Web-based program (eg, due to psychotic symptoms, acute suicidality, severe personality disorders, or language barriers).

Assessment points were as follows: prebaseline (T0; hospital admission), baseline (T1; hospital discharge), postintervention (T2; 9 months after baseline), and 9-month follow-up (T3; 18 months after baseline). Patients received up to 80€ for participating in all assessments, whereas there were no monetary incentives for using the Web-based intervention.

The study was approved by the local ethics committee of TU Dresden and by ethics committees of all other federal states in which participating hospitals were located. Written informed consent was obtained from all patients and—in case of minors—their legal guardians. The study was conducted according to the Declaration of Helsinki and Good Clinical Practice principles.

Quality-control methods comprised case-report forms, independent data management, on-site monitoring, and documentation of adverse and severe adverse events. Data management was provided by the independent Clinical Trials Center in Marburg and included regular checks for consistency and plausibility, and queries if inconsistencies or missing data became evident.

Randomization and Masking
Concealed randomization was carried out centrally by the independent Clinical Trials Center in Marburg after patients had been enrolled in the study and had given informed consent in a ratio of 1:1. The randomization was done with permuted blocks stratified by Center. Patients and psychologists involved in the moderation of the aftercare program could not be masked to intervention allocation. Assessors who carried out T0-T3 diagnostic assessments were blind to intervention allocation and neither involved in the moderation of the intervention nor in the final data analyses.

Procedures
Within the first 2 weeks after hospital admission, potentially eligible patients were contacted by hospital staff and informed about the study. Patients willing to participate were interviewed over the phone by trained interviewers at TU Dresden to confirm a DSM-IV diagnosis of BN and to assess comorbidity and received login data to access the password protected Web-based trial platform. During the week before or after discharge, patients were interviewed and asked to complete the Web-based assessments again. Patients who had reduced their core BN symptoms by 50% compared with hospital admission were then randomized to the IN@ or TAU condition.

The Intervention IN@
We designed IN@ to target the maintenance of inpatient treatment gains and reduce relapses after discharge. The intervention was based on principles of cognitive behavioral treatment for BN [14] and covered topics such as, eating behaviors and core bulimic symptoms, healthy exercise, body image, self-esteem, emotional and social skills. Table 1 provides an overview of the program content. Additional interactive features of the program were a monitoring log for bulimic symptoms, a body image, and a personal diary. Three clinical psychologists trained in behavior therapy for eating disorders guided the program, that is, provided individualized email feedback to entries in diaries and offered up to 9 monthly real-time individual chats of approximately 1 hour per participant. The program consisted of 11 Web-based sessions over 9 months with fortnightly sessions scheduled during the first 2 months after hospital discharge and monthly sessions thereafter.

The program’s home page also provided an overview of all participating hospitals and CVs of the program moderators once patients had logged in to facilitate the credibility of the intervention. Screenshot of the intervention are provided in Multimedia Appendices 1 and 2.

Treatment as Usual (TAU)
Patients assigned to the TAU group were assessed at all assessment points but did not receive additional treatment recommendations from the research team. However, most hospitals recommend some form of outpatient treatment following inpatient treatment. For ethical reasons, we did not interfere with these recommendations and subsequent decisions on concomitant treatment but documented it at all assessment points for both treatment arms.
### Table 1. Overview of the program content.

<table>
<thead>
<tr>
<th>Session</th>
<th>Module</th>
<th>Examples of content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction</td>
<td>Personal eating disorder history</td>
</tr>
<tr>
<td></td>
<td>Eating behaviors</td>
<td>Dietary restraint and binge eating</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Set-point theory</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Forbidden foods</td>
</tr>
<tr>
<td>2</td>
<td>Eating behaviors</td>
<td>Behavioral chain model for identifying high-risk situations</td>
</tr>
<tr>
<td></td>
<td>Body image</td>
<td>Cultural beauty ideals and their impact on self-esteem</td>
</tr>
<tr>
<td></td>
<td>Emotion regulation</td>
<td>Automatic thoughts and their consequences</td>
</tr>
<tr>
<td>3</td>
<td>Interpersonal relationships</td>
<td>Introduction to social skills training</td>
</tr>
<tr>
<td></td>
<td>and social skills</td>
<td>Role of emotions in driving functional and dysfunctional behaviors</td>
</tr>
<tr>
<td>4</td>
<td>Interpersonal relationships</td>
<td>Functional and dysfunctional beliefs and their impact on interpersonal relationships</td>
</tr>
<tr>
<td></td>
<td>and social skills</td>
<td>Role of emotions in triggering dysfunctional eating behaviors</td>
</tr>
<tr>
<td></td>
<td>Eating behaviors</td>
<td>Helpful and unhelpful eating habits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dieting</td>
</tr>
<tr>
<td>5</td>
<td>Emotion regulation</td>
<td>Coping with unpleasant emotions</td>
</tr>
<tr>
<td></td>
<td>Alternative behaviors</td>
<td>Increasing pleasant activities</td>
</tr>
<tr>
<td></td>
<td>Body image</td>
<td>Components of body image</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irrational beliefs regarding body image</td>
</tr>
<tr>
<td>6</td>
<td>Interim self-assessment</td>
<td>Coping with stress</td>
</tr>
<tr>
<td>7</td>
<td>Emotion regulation</td>
<td>Irrational perfectionist beliefs</td>
</tr>
<tr>
<td></td>
<td>Perfectionism</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Body image</td>
<td>Avoidance behavior</td>
</tr>
<tr>
<td></td>
<td>Interpersonal relationships</td>
<td>Dealing with critical comments</td>
</tr>
<tr>
<td></td>
<td>and social skills</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Emotion regulation</td>
<td>Mindfulness</td>
</tr>
<tr>
<td></td>
<td>Body image</td>
<td>Mirror confrontation</td>
</tr>
<tr>
<td></td>
<td>Exercise</td>
<td>Reduction of compulsive exercise</td>
</tr>
<tr>
<td>10</td>
<td>Self-assessment</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Summary</td>
<td></td>
</tr>
</tbody>
</table>

### Outcome Measures

The primary outcome was defined as abstinence from any core BN symptoms (binge eating, vomiting, laxative abuse, abuse of diuretics or other medication to control weight, and driven exercise) in the past 2 months before postintervention (T2) and not having resumed inpatient treatment after T1. Information on the primary outcome was derived both from the Structured Interview for Anorexia and Bulimia nervosa (SIAB-EX) and the weekly symptom checklists. If there was contradictory information from these two sources, the patient was classified as nonabstinent. Secondary outcomes were abstinence from any core BN symptoms in the 2 months before follow-up (T3) as defined earlier, the frequencies of episodes of binge eating, vomiting, and all compensatory behaviors per week in the past 3 months before postintervention (T2) and follow-up (T3), and recovery defined as not fulfilling DSM-IV-TR diagnostic criteria for an eating disorder anymore at postintervention (T2) and follow-up (T3). As abstinence rates are strongly influenced by definitions of abstinence [17], we chose to align our definition of abstinence with previous recommendations [17]. Regarding the frequencies of binge eating and compensatory behaviors as well as recovery, we aligned our definitions with the DSM-IV-TR criteria.

Because hospitals were located nationwide and patients lived in and returned to different parts of Germany, all interview assessments were carried out over the telephone. At all assessment points, trained assessors blinded to patients’ group assignment assessed eating disorder-specific and general psychopathology. We applied the SIAB-EX [42] to measure eating disorder symptomatology and general psychopathology and ascertain the diagnosis of BN at all assessment points. The interview was slightly modified by adding continuous items measuring the absolute frequencies (rather than categorical items of frequency spans) of binge eating and compensatory behaviors over periods of 2 weeks, 2 months, and 3 months. At
prebaseline, we also used the Structured Clinical Interview for DSM-IV axis I mental disorders (SCID-I [43]) to measure psychiatric comorbidity. All interview documentations were monitored and checked for plausibility by the study coordinator and the independent monitor, and assessors received regular feedback based on this monitoring.

Questionnaire assessments (for further moderator as well as mediator analyses) and the weekly symptom checklists were integrated into the Web-based platform that also hosted the intervention. Patients in both the intervention and the TAU group were prompted regularly to report the frequencies of all core BN symptoms.

At T2 and T3, we also assessed the amount of any additional in- and outpatient treatment patients had utilized during the IN@ intervention and the follow-up period (in-, out-, day-patient therapy, days of treatment, number of outpatient treatment sessions, and number of therapists).

Statistical Analyses
Sample size calculations were based on average rates of patients who do not remain abstinent of binge eating and compensatory behaviors after having achieved abstinence during treatment [17]. We assumed an average abstinence rate of 15% for TAU and of 35% for IN@, that is, we considered a difference of 20 percent points between groups, a clinically relevant reduction in core BN symptomatology. Using standard sample size formulae for the comparison of two rates by Fisher exact test at an alpha-level of 5% (two-sided) and statistical power of 85%, we calculated the minimum sample size to be n=90 for each group or a total of N=180 patients. Assuming a dropout rate of 30% at postintervention, a total of N=258 patients had to be included in the study.

We analyzed the primary outcome by intention to treat (ITT), which included all patients who had been randomized, using logistic regression analyses adjusted for prebaseline binge eating frequency, frequency of compensatory behaviors, BMI, SIAB general psychopathology, and baseline abstinence.

We analyzed the frequencies of episodes of binge eating, vomiting, and of all compensatory behaviors per week in the past 3 months preceding baseline (T1, discharge), postintervention (T2), and follow-up (T3) using mixed effects model to account for the nested data structure of three observations across time within individual participants [44]. Longitudinal mixed effects modeling is the method of choice for intent-to-treat analyses to assess clinical trial outcomes [45]. Multiple imputation before conducting longitudinal mixed effects modeling does not add value and is not necessary [46,47]. Episodes of binge eating, vomiting, and other compensatory behaviors were measured as count data and modeled as log-linked dependent variables to estimate intervention effects on change in rate from baseline to T2 or T3.

The percentage of women who did not fulfill diagnostic criteria for any eating disorders at T2 and T3 were compared between the groups by Fisher exact test.

Moderator analyses were performed for abstinence (from binge eating and compensatory behaviors) at postintervention and follow-up using mixed effects model. Because IN@ represents a novel aftercare approach and findings on patient characteristics as predictors of outcome for ED treatment are inconclusive, we decided to employ an exploratory approach as proposed by the MacArthur Foundation [48,49]. Accordingly, in a first step, we calculated correlations (Kendall’s Tau) between all available prebaseline and baseline variables and abstinence at postintervention and follow-up. A variable was considered a potential moderator if the correlation between the variable and abstinence at postintervention or follow-up was >.20. In a second step, each candidate moderator variable was entered separately into a mixed effects model. A variable was considered a moderator if there was a significant group × variable interaction effect on either postintervention or follow-up abstinence. Finally, if abstinence was moderated by more than one variable, all moderators were entered in a mixed effects analysis to determine the final prediction model. Statistical analyses were performed using SPSS 22 (IBM, Armonk, NY) and HLM7 (Scientific Software International, Inc., Skokie, IL).

Results
Patient Flow and Characteristics
Between 2007 and 2012, about 2500 patients were admitted for eating disorder treatment to collaborating hospitals and assessed for eligibility. A total of 431 women gave written informed consent to participate in the trial, of which 364 were reached for the prebaseline assessments, and of those, 315 fulfilled DSM-IV-TR criteria for BN (Figure 1).
Inpatient treatment comprised CBT-oriented (22%) and mixed (psychodynamic with CBT-elements; 78%) treatment approaches. At T1, 274 patients completed the baseline assessment and of those, 253 patients had reduced their core BN symptoms by at least 50% and were thus included in the trial (which would still result in 84% power under the initial planning assumptions); 126 were randomized to IN@ and 127 to TAU. At T2, 88 patients of the intervention group and 79 patients of the control group had completed postintervention assessments resulting in a dropout rate of 30% in the IN@ group and 38% in TAU. At T3, 82 patients of the IN@ group and 81 of the TAU group had completed follow-up assessments resulting in an overall dropout rate of 34.9% in IN@ and 36.2% in TAU.

Table 2 summarizes baseline characteristics of all patients. There were no relevant baseline differences between groups regarding BMI, age, illness duration, frequency of core BN symptoms, and frequency of any prior (in- and outpatient) psychiatric or psychotherapeutic treatment. However, a history of AN was more prevalent in the TAU group (45.6% vs 32.5%), whereas a current anxiety disorder was more prevalent in the IN@ group (46.0% vs 32.3%) and a current substance use disorder was more prevalent in the TAU group (6% vs 1%). Approximately 85.3% of patients had already received some kind of psychiatric or psychotherapeutic treatment before hospital admission.

Overall, patients’ BMI was in the normal range. Patients reported illness duration of 7.2 years on average and reported high levels of binge eating and vomiting episodes. In the 2 weeks preceding hospital discharge (baseline), the average number of objective binge eating and vomiting episodes per week had dropped considerably and 54.9% of patients were abstinent from binge eating and compensatory behaviors. Current or lifetime comorbidity was high.

Program Adherence
In total, 19 (15.1%) intervention participants never logged on to the program. Of the remaining 107 women, 46 (36.5%) accessed at least half of the intervention content. On average, participants opened 36% of the program pages (Median: 28%) and accessed 5 of 11 sessions (Median: 4 sessions). Furthermore, 47 women (37.3%) took part in at least one live chat. More detailed information on adherence and therapist time invested will be reported separately.

Effects of the Intervention on Abstinence Rates and Core BN Symptoms
The analysis of the primary outcome showed that at postintervention, about 1 in 5 patients in the ITT sample reported abstinence from binge eating and any compensatory behaviors during the previous 2 months, with no significant difference.
between the intervention group (21.4%) and the TAU group (18.9%; Table 3). Additional analyses also revealed no significant differences between the groups: In the CC sample (n=167), abstinence rates were 31.0% in the intervention group and 28.2% in the TAU group (P=.53). In the PP sample (n=68), the abstinence rate was 30.1% (P=.76). Abstinence rates at follow-up (a secondary outcome) remained stable, with no significant difference between the intervention group (22.2%) and the TAU group (17.3%).

Table 2. Sample key characteristics at hospital admission by group.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>IN@a, n=126</th>
<th>TAUb, n=127</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body mass index, (\text{in kg/m}^2), at prebaseline; mean (SD)²</td>
<td>21.49 (2.96)</td>
<td>21.99 (3.85)</td>
</tr>
<tr>
<td>Age, in years, at prebaseline; mean (SD)²</td>
<td>25.67 (7.18)</td>
<td>26.26 (6.92)</td>
</tr>
<tr>
<td>Duration of illness in years at prebaseline, mean (SD)²</td>
<td>6.62 (5.59)</td>
<td>7.65 (6.28)</td>
</tr>
<tr>
<td>Objective binge eating episodes per week in the past 3 months at prebaseline, mean (SD)²</td>
<td>13.72 (11.93)</td>
<td>15.67 (17.11)</td>
</tr>
<tr>
<td>Objective binge eating episodes per week in the past 2 weeks at baseline, mean (SD)²</td>
<td>0.48 (1.37)</td>
<td>0.66 (2.09)</td>
</tr>
<tr>
<td>Vomiting episodes per week in the past 3 months at prebaseline, mean (SD)²</td>
<td>18.10 (19.67)</td>
<td>18.73 (20.44)</td>
</tr>
<tr>
<td>Vomiting episodes per week in the past 2 weeks at baseline, mean (SD)²</td>
<td>0.63 (1.47)</td>
<td>0.80 (2.16)</td>
</tr>
<tr>
<td>Episodes of all compensatory behaviors per week in the past 3 months at prebaseline, mean (SD)²</td>
<td>22.57 (20.31)</td>
<td>23.39 (20.13)</td>
</tr>
<tr>
<td>Episodes of all compensatory behaviors per week in the past 2 weeks at baseline, mean (SD)²</td>
<td>1.49 (2.48)</td>
<td>1.71 (2.96)</td>
</tr>
<tr>
<td>Abstinent from binge eating and compensatory behaviors in the past 2 weeks at baseline, n (%)²</td>
<td>68 (54.0)</td>
<td>71 (55.9)</td>
</tr>
<tr>
<td>Any prior psychotherapeutic or psychiatric treatment, n (%)²</td>
<td>107 (84.9)</td>
<td>107 (84.2)</td>
</tr>
<tr>
<td>History of anorexia nervosa (AN), n (%)²</td>
<td>41 (32.5)</td>
<td>58 (45.6)</td>
</tr>
<tr>
<td>Current affective disorder at prebaseline, n (%)³</td>
<td>50 (39.7)</td>
<td>44 (34.6)</td>
</tr>
<tr>
<td>Current anxiety disorder at prebaseline, n (%)³</td>
<td>58 (46.0)</td>
<td>41 (32.3)</td>
</tr>
<tr>
<td>Current substance abuse disorder at prebaseline, n (%)³</td>
<td>1 (0.7)</td>
<td>7 (5.5)</td>
</tr>
</tbody>
</table>

Table 3. Abstinence rates by group at postintervention and follow-up (intent-to-treat analysis).

<table>
<thead>
<tr>
<th>Outcome of abstinence from binge eating and all compensatory behaviors in the past 2 months a,e</th>
<th>IN@b, n=126</th>
<th>TAUc, n=127</th>
<th>Odds ratio (95% CI)³</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>At postintervention⁷</td>
<td>27 (21.4)</td>
<td>24 (18.9)</td>
<td>1.29 (0.68-2.44)</td>
<td>.44</td>
</tr>
<tr>
<td>At follow-up⁷</td>
<td>28 (22.2)</td>
<td>22 (17.3)</td>
<td>1.49 (0.77-2.86)</td>
<td>.24</td>
</tr>
</tbody>
</table>

aIN@: Web-based aftercare intervention.
bTAU: Treatment as usual.
cAccording to modified Structured Interview for Anorexia and Bulimia nervosa (SIAB-EX [42]).
dAccording to Structured Clinical Interview for DSM-IV axis (SCID [43]).
eNo binge eating and compensatory episodes in the past 2 months according to modified structured interview for anorexia and bulimia nervosa (SIAB-EX [42]) and weekly symptom checklist.

"Patients who did not provide data were classified as nonabstinent.
IN@: Web-based aftercare intervention.
TAU: Treatment as usual.
Abstinence was coded as 1, nonabstinence as 0 in the model.
No binge eating and compensatory episodes in the past 2 months according to modified structured interview for anorexia and bulimia nervosa (SIAB-EX [42]) and weekly symptom checklist.
Group effect in logistic regression analysis adjusted for baseline binge eating frequency, frequency of compensatory behaviors, body mass index (BMI), and SIAB general psychopathology and baseline abstinence.
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Table 4. Frequencies of binge eating, vomiting, and all compensatory behaviors: final estimation of fixed effects (population-average model with robust standard errors).

<table>
<thead>
<tr>
<th>Fixed effect</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>t ratio</th>
<th>Event rate ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of objective binge eating episodes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.56</td>
<td>0.194</td>
<td>−2.872</td>
<td>0.57 (0.390-0.843)</td>
<td>.005</td>
</tr>
<tr>
<td>Postintervention slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.10</td>
<td>0.214</td>
<td>9.800</td>
<td>8.16 (5.353-12.450)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IN@ intervention effect</td>
<td>−0.32</td>
<td>0.178</td>
<td>−1.810</td>
<td>0.72 (0.510-1.029)</td>
<td>.07</td>
</tr>
<tr>
<td>Follow-up slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.98</td>
<td>0.222</td>
<td>8.909</td>
<td>7.23 (4.673-11.216)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IN@ intervention effect</td>
<td>0.03</td>
<td>0.670</td>
<td>0.040</td>
<td>1.03 (0.274-3.851)</td>
<td>.97</td>
</tr>
<tr>
<td><strong>Frequency of vomiting episodes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.33</td>
<td>0.161</td>
<td>−2.043</td>
<td>0.72 (0.522-0.992)</td>
<td>.04</td>
</tr>
<tr>
<td>Postintervention slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.39</td>
<td>0.216</td>
<td>11.070</td>
<td>10.94 (7.147-16.746)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IN@ intervention effect</td>
<td>−0.61</td>
<td>0.208</td>
<td>−2.951</td>
<td>0.54 (0.359-0.815)</td>
<td>.03</td>
</tr>
<tr>
<td>Follow-up slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.49</td>
<td>0.241</td>
<td>10.297</td>
<td>12.03 (7.479-19.378)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IN@ intervention effect</td>
<td>−0.53</td>
<td>0.407</td>
<td>−1.292</td>
<td>0.59 (0.265-1.318)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Frequency of episodes of all compensatory behaviors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.47</td>
<td>0.107</td>
<td>4.399</td>
<td>1.60 (1.294-1.981)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Postintervention slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.79</td>
<td>0.176</td>
<td>10.167</td>
<td>6.01 (4.246-8.508)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IN@ intervention effect</td>
<td>−0.36</td>
<td>0.187</td>
<td>−1.910</td>
<td>0.70 (0.483-1.011)</td>
<td>.06</td>
</tr>
<tr>
<td>Follow-up slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.94</td>
<td>0.184</td>
<td>10.565</td>
<td>6.96 (4.847-9.993)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IN@ intervention effect</td>
<td>−0.44</td>
<td>0.292</td>
<td>−1.490</td>
<td>0.65 (0.364-1.151)</td>
<td>.14</td>
</tr>
</tbody>
</table>

The frequency of binge eating episodes (Table 4) increased significantly in both groups after hospital discharge. At postintervention, the frequency of binge eating episodes in the intervention group was 28% lower than in the TAU group (3.4 vs 4.7 episodes per week), but the difference was not statistically significant. At follow-up, there was no difference between the groups (4.2 vs 4.1 episodes per week).

The frequency of vomiting episodes (Table 3) also increased significantly in both groups after hospital discharge (baseline). At postintervention, it was 46% lower in the intervention than in the TAU group (4.3 vs 7.9 episodes per week); this difference was statistically significant. At follow-up, the frequency of vomiting episodes in the intervention group was 41% lower than in the TAU group (5.1 vs 8.7 episodes per week), but the difference was no longer significant. The frequency of episodes of all compensatory behaviors (Table 3) increased significantly in both groups after hospital discharge (baseline). Although at postintervention the frequency of episodes of all compensatory behaviors in the intervention group was 30% lower than in the TAU group (6.8 vs 9.8 episodes per week), the difference was not statistically significant. At follow-up, the frequency of episodes of all compensatory behaviors in the intervention group was 35% lower than in the TAU group (7.2 vs 11.1 episodes per week), but the difference was not statistically significant.

At postintervention, 37 (43.5%) women in the IN@ group and 30 (36.5%) in the TAU group who provided data (CCs set) did not meet diagnostic criteria for any eating disorder anymore; the difference was not significant (P=.43); whereas, 25 women (29.4%) in the IN@ group and 37 women (45.1%) in the TAU group met criteria for full syndrome BN, 19 (22.3%) in the IN@ group and 9 (11.0%) in the TAU group met criteria for atypical BN, 1 woman in the IN@ group had crossed over to binge eating disorder and 1 woman in the TAU group had crossed over to binge-eating/purging type AN.

At follow-up, 44 (55.6%) women in the IN@ group and 39 (45.8%) in the TAU group who provided data did not meet diagnostic criteria for any eating disorder anymore; the difference was not significant (P=.27). However, 19 women (24.1%) in the IN@ group and 28 women (32.9%) in the TAU group met criteria for full syndrome BN; 14 women (17.7%) in the IN@ group and 17 (20.0%) in the TAU group met criteria...
for atypical BN; 2 women in the IN@ group had crossed over to binge eating disorder and 1 woman in the TAU group had crossed over to binge-eating/purging type AN.

**Moderator Analyses**

The following variables were identified as candidate moderators for abstinence at postintervention and follow up: number of diagnostic criteria for BN still present at baseline (hospital discharge), BMI at baseline, abstinence from binge eating and compensatory behaviors, frequency of episodes of binge eating, vomiting and all compensatory behaviors in the 2 weeks preceding baseline, and SIAB subscale scores at baseline.

Mixed model analyses revealed a significant group × variable interaction effect only for abstinence from binge eating both at postintervention and follow-up (Table 5).

**Adverse Events**

At the end of the intervention period, 13 women (14.8%) in the IN@ group and 13 women (16.5%) in the TAU group reported clinically relevant suicidal thoughts, with no difference between the two groups ($X^2=3.8$; $P=.44$). One of these women from the TAU group reported suicidal thoughts for the first time at the end of the intervention period; all other women had also reported suicidal thoughts at prebaseline or baseline. Four women (two from each group) reported suicide attempts during the intervention period. Three of those women had comorbid major depression.

Table 5. Moderation of abstinence from binge eating and compensatory behaviors at postintervention and follow-up: final estimation of fixed effects (Population-average model with robust standard errors).

<table>
<thead>
<tr>
<th>Fixed effecta</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.20</td>
<td>0.126</td>
<td>1.22 (0.948-1.568)</td>
<td>.12</td>
</tr>
<tr>
<td>Postintervention slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−2.43</td>
<td>0.329</td>
<td>0.09 (0.046-0.168)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Main effect: IN@ intervention</td>
<td>1.24</td>
<td>0.441</td>
<td>3.46 (1.451-8.233)</td>
<td>.005</td>
</tr>
<tr>
<td>Main effect: baseline abstinenceb</td>
<td>2.00</td>
<td>0.419</td>
<td>7.38 (3.230-16.858)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interaction effect: intervention X baseline abstinenceb</td>
<td>−1.71</td>
<td>0.595</td>
<td>0.18 (0.056-0.585)</td>
<td>.004</td>
</tr>
<tr>
<td>Follow-up slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−2.70</td>
<td>0.313</td>
<td>0.07 (0.036-0.124)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Main effect: IN@ intervention effect</td>
<td>1.61</td>
<td>0.4318</td>
<td>5.02 (2.146-11.742)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Main effect: baseline abstinenceb</td>
<td>2.21</td>
<td>0.409</td>
<td>9.08 (4.055-20.349)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Interaction effect: intervention X baseline abstinenceb</td>
<td>−1.82</td>
<td>0.595</td>
<td>0.16 (0.050-0.523)</td>
<td>.002</td>
</tr>
</tbody>
</table>

aAbstinence was coded as 1, nonabstinence as 0 in the model.
bAbstinence from binge eating and compensatory behaviors at baseline (hospital discharge).

Table 6. Utilization of treatment as usual (TAU) by group (two women in each group did not provide data on treatment utilization at follow-up).

<table>
<thead>
<tr>
<th>Utilization of TAU</th>
<th>IN@</th>
<th>TAU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Npost=85</td>
<td>Nfollow-up=77</td>
</tr>
<tr>
<td>Any psychotherapeutic or psychiatric outpatient treatment between baseline and postintervention, n (%)</td>
<td>70 (82.3%)</td>
<td>67 (81.7%)</td>
</tr>
<tr>
<td>No. of sessions, mean (SD)</td>
<td>21.7 (23.86)</td>
<td>22.9 (23.91)</td>
</tr>
<tr>
<td>Any psychotherapeutic or psychiatric outpatient treatment between postintervention and follow-up, n (%)</td>
<td>55 (71.4%)</td>
<td>61 (73.5%)</td>
</tr>
<tr>
<td>No. of sessions, mean (SD)</td>
<td>23.2 (49.71)</td>
<td>25.4 (31.16)</td>
</tr>
<tr>
<td>Any psychotherapeutic or psychiatric inpatient treatment between baseline and postintervention, n (%)c</td>
<td>6 (7.1%)</td>
<td>2 (2.4%)</td>
</tr>
<tr>
<td>Any psychotherapeutic or psychiatric inpatient treatment between postintervention and follow-up, n (%)c</td>
<td>9 (11.6%)</td>
<td>7 (8.4%)</td>
</tr>
</tbody>
</table>

aIN@: Web-based aftercare intervention.
bTAU: Treatment as usual.
cExcludes short interventions for suicidal tendencies or substance abuse.
Treatment Seeking

A high proportion of patients of both groups utilized psychotherapeutic or psychiatric outpatient treatment between baseline and postintervention as well as postintervention and 9-month follow-up (Table 6). Rates were almost identical in both groups for both time periods as were number of sessions (IN@: 44.9; TAU: 48.3). A small proportion of patients also utilized further inpatient treatment between hospital discharge and follow-up. Women of the intervention group who did not utilize any further treatment during the intervention period were more likely to terminate the IN@ intervention prematurely (7 out of 14 women [50.0%] opened less than 25% of program pages) than women who received additional CBT (7 out of 30 women [23.3%] opened less than 25% of program pages) or psychodynamic therapy (10 out of 26 women [38.5%] opened less than 25% of program pages). However, the type (CBT vs psychodynamic) or amount of TAU treatment was not significantly related to any of the reported outcomes.

Discussion

Principal Findings

This is one of the first studies to evaluate the efficacy of a program targeting maintenance or improvement of treatment gains achieved during inpatient treatment in patients with severe BN. On the basis of ITT analysis at T2, we found that individuals receiving IN@ did not differ significantly from individuals receiving TAU in rates of abstinence from binge eating and any compensatory behaviors (21.4% vs 18.9%) and these rates remained stable at follow-up. They were higher in the CCs (and PP) sample but also not significantly different between groups. Although the intervention resulted in a 28% lower frequency of binge eating episodes at posttreatment compared with the TAU group, this difference was not significant. However, at postintervention, the IN@ group achieved a 46% lower frequency of vomiting episodes and this difference was significant. At follow up, this frequency was still 41% lower than in the TAU group but the difference was no longer significant. Moderator analyses revealed that both at post-intervention and follow-up, women of the intervention group who still reported binge eating and compensatory behaviors after the inpatient treatment had higher odds of achieving abstinence at post-intervention and follow-up compared with women of the TAU group who still reported binge eating and compensatory behaviors after the inpatient treatment.

Comparison With Prior Work

The results of this study have to be discussed in the light of several important points: (1) general lack of comparison of maintenance studies for patients with BN, (2) illness severity, (3) additional treatment utilization and health care system in general, and (4) intervention characteristics.

For the primary outcome, abstinence of binge eating and any compensatory behaviors, only one other study for patients with BN has demonstrated that an aftercare intervention yields a significant reduction in abstinence while one other study did not find any differences on a number of self-report measures between the groups. In the first study, a 16-week, SMS for patients with BN after hospital discharge was investigated [36]. This relatively short intervention yielded significantly larger abstinence and partial remission rates at 8 months after hospital discharge than our intervention but the SMS-study differs in terms of duration of intervention and follow up, diagnoses (more EDNOS cases), and symptom frequency from ours. Additionally, treatment utilization in this study was 8-9 sessions over the 8 months of the intervention and follow-up compared with 27-29 sessions over 9 months of the intervention in our study. Because this study [36] was carried out as part of the same health care system as our own study, patients were probably not as severely ill as patients included in our study. In the second study [39] published after the starting of our study, both the Web-based support group and the waiting list group improved during the 4-month intervention with no significant differences between groups. Neither abstinence rates nor follow-up data were reported.

A second important point for the interpretation of the results of this study regards illness severity of the included patient group, indicated by symptom frequency, illness duration, and previous in- and outpatient treatment utilization. Patients in our study reported an average frequency of almost 15 binge eating episodes and over 18 vomiting episodes per week during the preceding 3 months before hospital admission. Although patients treated as inpatients may have higher frequencies of binge eating and purging episodes in general, these numbers clearly exceed frequencies reported in both earlier and more recent intervention trials for BN (eg, [50-52]). Our sample may therefore represent a more severely ill sample of BN patients which may limit the generalizability of the results.

The third crucial issue to be considered in the interpretation of the results is the amount of additional treatment utilization. Our study was originally planned to compare the efficacy of an aftercare intervention with TAU. However, at the time of planning the study, it was unclear what the “usual” amount of further treatment utilized by patients after hospital discharge would be, that is, whether and to what degree patients are recommended to take up further treatment following their inpatient stay and to what degree they would follow this recommendation. In this study, treatment utilization was surprisingly high: 82% of both groups engaged in additional treatment with 2-3 sessions per month during the 9-month intervention period and even higher numbers over the 9-month follow-up period. For patients, as severely ill as in this study, a Web-based aftercare intervention may have been less acceptable as stand-alone treatment compared with face-to-face treatment.

Finally, treatment utilization in this study may also be reflective of the specific health care context in which the study was conducted, that is, access to outpatient psychotherapeutic care and coverage of up to 80 sessions of outpatient psychotherapeutic treatment by health insurances in Germany. However, waiting times can be 6-12 months depending on regional differences. Because patients originated from different parts in Germany, the amount of further treatment utilization is even more surprising.
The characteristics of the intervention itself may also need to be discussed for the interpretation of the results. Adherence is a problem for Web-based interventions in general, also labeled as “law of attrition” [53]. Compared with targeted preventive interventions for eating disorders in student populations, in which adherence, defined as the number of opened pages and/or completed sessions, ranges between 50% and 80% [40], adherence to the IN@ intervention was lower. Participants opened on average 36% of the program pages; 15.1% of patients never logged on to the program after randomization and only 19.1% completed all 11 sessions of the program. However, the duration of preventive interventions is usually 8-10 weeks compared with 9 months in our study. For the included patients, the frequency of provided Web-based sessions especially during the first months may have been too low and the duration of the intervention and of individual sessions may have been too long. Future maintenance interventions may benefit from an overall shorter intervention duration and shorter, more frequent sessions which may also improve adherence to the intervention.

Clinical and Service-Related Implications

Although the intervention did not have a significant effect on abstinence rates at T2, the results of secondary outcomes, specifically vomiting rates, and moderator analyses may have important clinical implications: In the IN@ group, rates of vomiting episodes were almost half the rates of patients in the TAU group. From a clinical perspective, reducing vomiting episodes is often more difficult for patients than reducing binge eating, and while patients may have given up or reduced the frequency and quality of binge eating episodes considerably, vomiting is often the more persistent symptom. Because vomiting is also specifically associated with severe medical complications, its reduction during treatment is of essential clinical importance [54]. However, despite the marked reductions in vomiting rates during the intervention and follow-up, average rates were still above the diagnostically relevant threshold.

The intervention also proved to be specifically beneficial for patients who had not achieved abstinence at the time of hospital discharge. Thus, for a subgroup of potentially even more severely ill patients, participating in the aftercare intervention turned out to be specifically advantageous. In our study, only 54.9% of patients achieved abstinence of all BN symptoms during inpatient treatment in the past 2 weeks before baseline. Accordingly, a considerable proportion of patients were in need of further or more specific support to achieve full remission. Generally, the lack of studies examining short- and long-term effects of inpatient or residential treatments limits the comparability of these outcomes [55]. However, studies addressing long-term course and outcome of BN often demonstrate that relapses after the end of treatment are common and that patient status at posttreatment does not necessarily predict recovery status at follow-up [56]. The fact that patients in this study did not maintain improvements achieved during inpatient treatment and that a large proportion of patients did not improve markedly despite further treatment utilization and participation in IN@ may also demonstrate the need for a stepped—and more consistent and specialized—aftercare treatment provision. TAU after inpatient treatment is obviously provided irrespective of previous treatment gains or further needs in specific symptom domains. Although for some patients the aftercare intervention may have been sufficient to maintain their treatment gains, others may have needed even more intensive outpatient face-to-face treatment. To answer the question of who might need which amount of further Web-based or face-to-face treatment would require a change in current provision of health care delivery based on evidence rather than nonevidence based exploitation of existing health care structures.

Strengths and Limitations

Our study includes one of the largest sample sizes of patients of intervention trials for patients with BN, which clearly is a strength of the study. Follow-up duration is relatively long, BN symptoms and diagnoses were ascertained by a well-validated clinical interview, and the number of adverse events was not higher in IN@ compared with TAU. In a stepped-care model, the intervention could represent an economic alternative to face-to-face treatment if provided in a shortened version as first step and full alternative to TAU.

Limitations of the study are moderately higher dropout rates compared with face-to-face intervention trials and low adherence to the Web-based intervention. Future research efforts should therefore also be directed at adapting the intervention to increase adherence to the program and reduce dropouts.

Conclusions

Taken together, data from this study suggest moderate effects of IN@ for patients with severe and chronic BN. With regard to abstinence rates, IN@ did not show a marked superiority over TAU. However, the intervention had encouraging effects on vomiting rates and might also be particularly beneficial for women who have not achieved abstinence during previous inpatient treatment when compared with TAU.
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Abstract

Background: Around 90% of melanomas are caused by exposure to ultraviolet (UV) radiation and are therefore eminently preventable. Tanning behavior is mostly initiated in early adolescence, often with the belief that it increases attractiveness; the problems related to malignant melanoma and other skin cancers are too far in the future to fathom. Given the substantial amount of time children and adolescents spend in schools, as well as with their mobile phones, addressing melanoma prevention via both of these ways is crucial. However, no school-based intervention using mobile apps has been evaluated to date. We recently released a photoaging mobile app, in which a selfie is altered to predict future appearance dependent on UV protection behavior and skin type.

Objective: In this pilot study, we aimed to use mobile phone technology to improve school-based melanoma prevention and measure its preliminary success in different subgroups of students with regard to their UV protection behavior, Fitzpatrick skin type and age.

Methods: We implemented a free photoaging mobile phone app (Sunface) in 2 German secondary schools via a method called mirroring. We “mirrored” the students’ altered 3-dimensional (3D) selfies reacting to touch on mobile phones or tablets via a projector in front of their whole grade. Using an anonymous questionnaire capturing sociodemographic data as well as risk factors for melanoma we then measured their perceptions of the intervention on a 5-point Likert scale among 205 students of both sexes aged 13-19 years (median 15 years).

Results: We measured more than 60% agreement in both items that measured motivation to reduce UV exposure and only 12.5% disagreement: 126 (63.0%) agreed or strongly agreed that their 3D selfie motivated them to avoid using a tanning bed, and 124 (61.7%) to increase use of sun protection. However, only 25 (12.5%) disagreed with both items. The perceived effect on motivation was increased in participants with Fitzpatrick skin types 1-2 in both tanning bed avoidance (n=74, 71.8% agreement in skin types 1-2 vs n=50, 53.8% agreement in skin types 3-6) and increased use of sun protection (n=70, 68.0% agreement in skin types 1-2 vs n=52, 55.3% agreement in skin types 3-6), and also positively correlated with higher age.

Conclusions: We present a novel way of integrating photoaging in school-based melanoma prevention that affects the students’ peer group, considers the predictors of UV exposure in accordance with the theory of planned behavior, and is particularly effective...
in changing behavioral predictors in fair-skinned adolescents (Fitzpatrick skin types 1-2). Further research is required to evaluate the intervention’s prospective effects on adolescents of various cultural backgrounds.

*(J Med Internet Res 2017;19(9):e319) doi:10.2196/jmir.8661*
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**Introduction**

Skin cancer is the most common malignancy in fair-skinned populations, with melanoma incidence being the highest in New Zealand and Australia (50 and 48 per 100,000 population, respectively) and projected to increase in European countries such as the United Kingdom (from 17 to 36 per 100,000 population between 2007-2011 and 2022-2026 [1].

Around 90% of melanomas are caused by ultraviolet (UV) exposure and are therefore eminently preventable [2]. Recent data suggest that especially groups with a lower genetic risk benefit from UV protection [3,4] and underline the importance of aggressive prevention strategies for young target groups regarding indoor [5] and outdoor [6] UV exposure.

Unhealthy behavior in regard to UV exposure is mostly initiated in early adolescence [7], often with the idea that a tan increases attractiveness [8-10]; the problems related to malignant melanoma and skin atrophy are too far in the future to fathom. Given the substantial amount of time children and adolescents spend in schools, addressing skin cancer prevention in this setting is crucial and provides a unique opportunity to implement melanoma prevention programs [11]. In an attempt to reduce UV exposure, recent experimental studies designed for young target groups aimed at promoting sunscreen use as an end point [12-15] and others used different UV protection behaviors (including avoiding sunbeds) or behavior scores [9,16-23].

Appearance-based approaches were evaluated as superior to health-based approaches in a school-based randomized trial [12], which underlines the well-understood importance of self-perceived appearance for adolescent self-esteem [24,25].

Photoaging interventions specifically, in which a self-portrait (ie, a selfie) is altered to predict future appearance, indicated effectiveness in various behavioral change settings, including smoking cessation [26-28] or prevention [29-33], weight loss [34], and in recent years also in UV protection interventions [35-38].

We recently introduced the free mobile app Sunface, which takes advantage of the broad availability of smartphones and adolescents’ interest in their appearance by photoaging and 3-dimensional (3D) animation of the users’ selfie based on Fitzpatrick skin type and individual UV protection behavior [39]. Afterward, the app explains the visual results, provides guideline recommendations on sun protection plus the ABCDE rule for melanoma self-detection (assess border irregularity, color variety, diameter, and evolution [40]), and offers sharing options via photo or video (Multimedia Appendix 1).

To integrate this photoaging app for melanoma prevention in the school-based setting and to investigate how it would be perceived by adolescents who are most amenable to appearance-based interventions [24], we tested its effectiveness by the use of the mirroring approach in a pilot study. Mirroring means that the students’ altered 3D selfies on mobile phones or tablets were “mirrored” via a projector in front of the whole grade. This approach was previously introduced by our group in the tobacco prevention setting [30].

**Methods**

**Participants**
We included a total sample of 205 German secondary school students of both sexes in the age group of 13-19 years in our cross-sectional pilot study (median 15 years, SD 1.36; 111/205, 54.1% male; 93/205, 45.9% female) attending the two most common school types in Germany (grammar school: n=136, 66.4%; general comprehensive school: n=69, 33.6%). Almost all participants (201/205, 98.5%) owned a smartphone.

From a risk profile standpoint, 50.7% (104/205) of the participants had a Fitzpatrick skin type of 1 or 2 [41]; current sunbed use was reported by 5.9% (12/205) [42], and 77.0% (157/205) remembered having at least one sunburn in the past [43].

**Intervention**
The mirroring approach was implemented by medical students from the Education Against Tobacco nonprofit organization attending the University of Essen in Germany [31,44]. To increase familiarity with the photoaging app (called Sunface) and students’ participation in the mirroring intervention, students were asked to download the app before our visit, via a letter 1 week in advance. By this means, 36.3% (74/205) had the app on their mobile phones when we visited the schools.

In the first 15-minute phase, we used the displayed face of one student volunteer to show the app’s altering features to the peer group, providing an incentive for the rest of the class to test the app. In front of their peers and teachers, students could interact with their own animated face via touch (coughing, sneezing, etc) and display their future self based on their skin type (Figure 1) or use of sun protection (Figure 2) or tanning beds (Figure 3) at 5, 10, 15, 20, or 25 years in the future. Multiple device displays can be projected simultaneously, which we used to consolidate the altering measures with graphics (eg, to explain skin atrophy and solar elastosis). We implemented mirroring with a Galaxy Tab A tablet computer (Samsung, Seoul, South Korea) via Apple’s AirPlay interface (Apple Inc) using the app Mirroring360 (Splashtop Inc) for the Android operating system (Google Inc).
Figure 1. Start of the app: the user picks their Fitzpatrick skin type.

Figure 2. Effect view of the app: 25 years of aging with applied sun protection.
In the second 15-minute phase, we encouraged students to try the app on their own device or one of the tablet computers provided for students who did not own a smartphone or did not download the app. Both the provided tablet computers and the students’ own smartphones were connected to the projector.

**Data Collection**

We gathered the students’ sociodemographic data (sex, age, school type) and their risk profile (skin type, sex, age, sunburn in the past, sunbed use) directly after the intervention via an anonymous survey. We captured their reactions toward the intervention via 6 items on a 5-point Likert scale (ranging from 1=strongly agree to 5=strongly disagree): (1) change of intentions (2 items: indoor vs outdoor tanning); and (2) perceived reactions of the peer group on change in attractiveness (2 items: indoor vs outdoor tanning), whether they perceived the intervention as fun (1 item), and perceived effects of the app as realistic (1 item). The items have been previously used in other published studies [30,45] and were pretested in advance in accordance with the guidelines for good epidemiologic practice [46].

**Ethics Approval**

The study received ethics approval from the ethics committee at the University of Essen (17-7587-BO).

**Results**

We analyzed all data for the group as a whole (Figure 4) but also to learn about how well the app was received by different Fitzpatrick skin types (Figure 5), sex (Figure 6), and age groups (Figure 7). All figures are based on the data provided in Multimedia Appendix 2 and give total numbers rather than percentages to adjust for the 5-point Likert scale design of the items.
Figure 4. Overall results of the whole sample. 3D: 3-dimensional.

Figure 5. Results by Fitzpatrick skin types (st): 1-2 vs 3-6. 3D: 3-dimensional.

Figure 6. Results by sex: females vs males. 3D: 3-dimensional.
Realism of the Created Selfies
In our sample, we measured overall agreement with the subjective realism of the created selfies (72/202, 35.6% strongly agreed or agreed on realism, while n=44, 21.8% disagreed or strongly disagreed, and 42.6% (n=86) were not sure; Figure 4). These results varied notably in males (n=49, 44.5% agreement; n=21, 19.1% disagreement) versus females (n=23, 25.3% agreement; n=23, 25.3% disagreement; Figure 6) but not in other subgroups.

Motivation to Reduce Ultraviolet Exposure
We measured more than 60% agreement in both items that measured motivation to reduce UV exposure and only 12.5% disagreement (n=126, 63.0% agreed or strongly agreed that their 3D selfie motivated them to avoid the tanning bed and n=124, 61.7% to increase use of sun protection). Only 25 (12.5%) disagreed or strongly disagreed with this item and with increased use of sun protection in our sample. The perceived effect on motivation was larger in participants with Fitzpatrick skin types 1-2 in both tanning bed avoidance (n=74, 71.8% agreement in skin types 1-2 vs n=50, 53.8% agreement in skin types 3-6) and increased use of sun protection (n=70, 68.0% agreement in skin types 1-2 vs n=52, 55.3% agreement in skin types 3-6; Figure 5), and also positively correlated with higher age (Figure 7, Multimedia Appendix 2).

Perceived Subjective Norm During the Mirroring Intervention
The 2 items measuring the reactions of the peer group toward the individual selfie showed positive peer pressure in regard to both use of sun protection (n=117, 57.9%) and tanning bed avoidance (n=142, 72.1%; Figure 4). The subjective norm on decreasing UV exposure in order to look more attractive was perceived by a higher percentage of participants with Fitzpatrick skin types 1-2 than types 3-6, especially for tanning beds (Figure 5, Multimedia Appendix 2).

Global Feedback
A majority of participants claimed that they perceived the intervention as fun (n=103, 51.2% agreement vs n=14, 7.0% disagreement), and the fraction agreeing that the intervention was fun was at least two times larger than the fraction disagreeing throughout all subgroups. However, this perception was notably more prevalent in male participants (n=64, 59.3%) than in female participants (n=39, 42.4%; Figure 6). A total of 79 (39.1%) of participants reported that they would try the app again later on and 57 (28.4%) planned to show the app to another person after school (Multimedia Appendix 2).

Discussion
While multiple planned and completed trials on skin cancer prevention apps have been indexed in PubMed [47-51], to our knowledge this is the first implementation of an app-based intervention to prevent melanoma in the school setting. Our data suggest that such an intervention is effective in changing the predictors of behavior in young risk groups and introduces a way of yielding peer-group effects in accordance with the theory of planned behavior.

Interpretation
Available data on appearance-based behavioral change settings reveal that photoaging interventions appear to be more effective for girls [31]. In our sample, the female participants perceived the intervention as less realistic in comparison with males (n=23, 25.3% agreement vs n=23, 25.3% disagreement for females) versus males (n=49, 44.5% agreement vs n=21, 19.1% disagreement; Figure 6). However, it is notable that the relatively low perception of realism by both sexes was not accompanied by low scores in the global feedback, motivation to change behavior, or subjective norm categories. Even though the questionnaires were anonymous, which reduces confounding effects in surveys, we cannot entirely rule out that the self-reported data may have been influenced by a social desirability bias.

Previous publications stressed the relevance of targeting especially fair-skinned individuals with Fitzpatrick skin type of 1 or 2, as these are less protected against UV radiation and thus have a significantly greater risk for skin cancer [1]. In our sample, the perceived effect on motivation was larger in participants with Fitzpatrick skin types 1-2 in both tanning bed avoidance (n=74, 71.8% agreement in skin types 1-2 vs n=50,
53.8% agreement in skin types 3-6) and increased use of sun protection (n=70, 68.0% agreement in skin types 1-2 vs n=52, 55.3% agreement in skin types 3-6; Figure 5, Multimedia Appendix 2), which could be explained by the Sunface app having stronger altering effects in lighter skin than in darker skin types.

Our data also indicate that photoaging interventions have a higher impact in late adolescence (17-19 years) than in early adolescence (13-16 years), but both age groups appear to benefit (Multimedia Appendix 2). We hypothesize that this effect is due to the higher relevance of wrinkle formation (ie, due to solar elastosis) in late adolescence than in early adolescence.

Conclusions

We present a novel way of integrating photoaging in school-based melanoma prevention, which affects the students’ peer group, considers the predictors of UV exposure in accordance with the theory of planned behavior, and is particularly effective in changing behavioral predictors in fair-skinned adolescents (Fitzpatrick skin types 1 and 2). Further research is necessary to evaluate the intervention’s prospective effects on adolescents of various cultural backgrounds.
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Questionnaire results.
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Abstract

Background: The prevalence of noncommunicable diseases, including those such as type 2 diabetes, obesity, dyslipidemia, and hypertension, so-called cardiometabolic diseases, is high and is increasing worldwide. Strong evidence supports the role of physical activity in management of these diseases. There is general consensus that mHealth technology, including electronic activity monitors, can potentially increase physical activity in patients, but their use in clinical settings remains limited. Practitioners’ requirements when prescribing electronic activity monitors have been poorly described.

Objective: The aims of this qualitative study were (1) to explore how specialist physicians prescribe electronic activity monitors to patients presenting with cardiometabolic conditions, and (2) to better understand their motivation for and barriers to prescribing such monitors.

Methods: We conducted qualitative semistructured interviews in March to May 2016 with 11 senior physicians from a public university hospital in France with expertise in management of cardiometabolic diseases (type 1 and type 2 diabetes, obesity, hypertension, and dyslipidemia). Interviews lasted 45 to 60 minutes and were audiotaped, transcribed verbatim, and analyzed using directed content analysis. We report our findings following the Consolidated Criteria for Reporting Qualitative Research (COREQ) checklist.

Results: Most physicians we interviewed had never prescribed electronic activity monitors, whereas they frequently prescribed blood glucose or blood pressure self-monitoring devices. Reasons for nonprescription included lack of interest in the data collected, lack of evidence for data accuracy, concern about work overload possibly resulting from automatic data transfer, and risk of patients becoming addicted to data. Physicians expected future marketing of easy-to-use monitors that will accurately measure physical activity duration and intensity and provide understandable motivating feedback.

Conclusions: Features of electronic activity monitors, although popular among the general public, do not meet the needs of physicians. In-depth understanding of physicians’ expectations is a first step toward designing technologies that can be widely used in clinical settings and facilitate physical activity prescription. Physicians should have a role, along with key health care stakeholders—patients, researchers, information technology firms, the public, and private payers—in developing the most effective methods for integrating activity monitors into patient care.

(J Med Internet Res 2017;19(9):e328) doi:10.2196/jmir.8107
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Introduction

Physical inactivity is recognized as a leading cause of noncommunicable diseases, including cardiometabolic conditions such as type 2 diabetes, obesity, dyslipidemia, and hypertension [1,2]. Despite the well-established benefits of physical activity for preventive care and management of these diseases, it remains underprescribed by physicians [3]. The rapid expansion of mobile technology, including electronic activity monitors (EAMs), presents an opportunity for encouraging physicians to prescribe physical activity. EAMs typically track daily movement, mainly the number of steps taken, with sensors both recording acceleration and providing feedback to the user via a monitor display or a smartphone app [4]. Two recent randomized controlled trials showed that EAMs associated with individually tailored feedback may increase physical activity in individuals with overweight and obesity or type 2 diabetes [5,6]. However, a mismatch between information technology firms that are developing new technologies and the physicians who use them has been reported [7]. In addition, knowledge about the needs of physicians when prescribing EAMs to patients is very limited. The aims of this qualitative study were therefore (1) to explore how specialist physicians prescribe EAMs to patients presenting with cardiometabolic conditions, and (2) to better understand physicians’ motivations for and barriers to prescribing such monitors.

Methods

Procedures and Participants

We conducted qualitative semistructured interviews to investigate the prescribing of EAMs in patient care, following guidelines from the Consolidated Criteria for Reporting Qualitative Research (COREQ) [8]. This type of analysis is used when prior research on a subject exists but is incomplete or could benefit from further description [9].

Participants were hospital physicians with expertise in management of patients with cardiometabolic diseases (ie, type 1 and type 2 diabetes, obesity, dyslipidemia, and hypertension). Recruitment took place from March-May 2016 in one public university hospital in Paris (Assistance Publique-Hôpitaux de Paris, France). We contacted 11 physicians whom we knew by email and personally invited them to participate. All agreed to participate. We used purposive sampling to achieve a varied composition in terms of their sex, experience, status, and fields of expertise (Table 1).

Table 1. Characteristics of physicians interviewed.

<table>
<thead>
<tr>
<th>Code</th>
<th>Sex</th>
<th>Age range (years)</th>
<th>Medical specialty</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Male</td>
<td>50-59</td>
<td>Obesity</td>
<td>Hospital physician, university professor</td>
</tr>
<tr>
<td>P2</td>
<td>Female</td>
<td>30-39</td>
<td>Obesity, diabetes</td>
<td>Hospital physician</td>
</tr>
<tr>
<td>P3</td>
<td>Female</td>
<td>50-59</td>
<td>Cardiology, obesity</td>
<td>Hospital physician, private practice</td>
</tr>
<tr>
<td>P4</td>
<td>Male</td>
<td>≥60</td>
<td>Obesity, diabetes</td>
<td>Hospital physician, university professor</td>
</tr>
<tr>
<td>P5</td>
<td>Male</td>
<td>≥60</td>
<td>Diabetes</td>
<td>Hospital physician, university professor</td>
</tr>
<tr>
<td>P6</td>
<td>Female</td>
<td>50-59</td>
<td>Diabetes</td>
<td>Hospital physician</td>
</tr>
<tr>
<td>P7</td>
<td>Female</td>
<td>40-49</td>
<td>Diabetes</td>
<td>Hospital physician, university professor</td>
</tr>
<tr>
<td>P8</td>
<td>Male</td>
<td>50-59</td>
<td>Endocrinology, dyslipidemia</td>
<td>Hospital physician, university professor</td>
</tr>
<tr>
<td>P9</td>
<td>Male</td>
<td>50-59</td>
<td>Endocrinology, dyslipidemia</td>
<td>Hospital physician, university professor</td>
</tr>
<tr>
<td>P10</td>
<td>Male</td>
<td>50-59</td>
<td>Hypertension</td>
<td>Hospital physician, university professor</td>
</tr>
<tr>
<td>P11</td>
<td>Female</td>
<td>50-59</td>
<td>Obesity</td>
<td>Hospital physician, private practice</td>
</tr>
</tbody>
</table>

Diversity within the sample of specialist physicians was important so as to take into account different opinions and further improve understanding. Among the physicians, 4 were heads of their departments at the time of the study and 1 had headed a department in the recent past. Participants received a verbal explanation on the aim of the study prior to the interviews. The study complied with standards set by the Declaration of Helsinki, and we obtained written consent from all participants.

Interviews

We conducted all interviews at work in the physicians’ offices. No one was present besides the participant and the researcher conducting the interviews. Interviews lasted 45 to 60 minutes and were carried out by the first author (AB), a PhD student in sports science who had attended a training course on qualitative research prior to the study. We developed a discussion guide, including open-ended questions, prior to the first interview. We asked physicians to explain how they handled the issue of physical activity with their patients. As such, we examined 4 stages of physical activity counselling: (1) initial assessment of physical activity, (2) prescription, (3) patient education, and (4) follow-up evaluation [10]. Next, we asked physicians to describe their experiences with EAMs in routine clinical care, motivations for and barriers to prescription, and their expectations. All interviews were audiotaped with the consent of participants and transcribed verbatim. Field notes were made during the interviews to facilitate data analysis and interpretation [8].

Data Analysis

We used thematic analysis via a directed approach [9]. After completion of the interviews, repeated reading of transcripts enabled familiarity with the data. Then, 1 investigator coded the transcripts according to predefined categories (initial
evaluation, prescription, education, and follow-up evaluation). Data that could not be coded using the initial categories were identified and later analyzed to determine whether they represented a new category. We discussed the coding process with each other throughout the analysis. Physicians’ comments are presented verbatim (translated from French into English) in the Results and are identified by the physicians’ code (Table 1).

Results

Prescribing of Physical Activity
Interviewed physicians consistently recommended physical activity to their patients, mainly orally. Several barriers to prescribing physical activity emerged.

Lack of Evaluation Tools
Prescribing of physical activity was seen as requiring a specific diagnosis, often not available to physicians; they all reported difficulties in accurately assessing physical activity, especially its intensity.

Patients are not aware of their physical activity. They think they perform some physical activity just because they walk. But in reality, that’s not physical activity. I want them to sweat. [P10]

Opportunity Cost
Prescribing physical activity was described as a difficult, time-consuming task, especially when compared with prescribing a drug. Discussing physical activity with rather reluctant patients and reinforcing their motivation for physical activity would take more time and require greater involvement.

It’s much more difficult to give advice on moving 30 minutes a day than to say “Take this pill.” [P2]

In addition, accompanying patients in their daily practice of physical activity, although of prime importance, is not a main task for physicians. They deplored the lack of available solutions for patient follow-up.

Apart from pedometers, we have nothing to propose. There is no physical activity instructor in my department, and this is lacking. [P7]

Perceived Risk
Prescribing physical activity was considered more risky than prescribing drugs, mainly because physical activity cannot generally be accepted as a cure compared with drug treatment, the symbolic nature of which was mentioned.

You can provide a solution in less than 5 minutes with a drug prescription, just by saying “Try this and you’ll get better.” It’s like selling dreams, a cure, in just one sentence, it’s extraordinary. With physical activity, you can’t do that, unless maybe you find tools that tell you how to prescribe it. [P10]

Also, loss of credibility possibly resulting from lack of efficacy of physical activity appeared to be a barrier to prescription.

When we say to patients “Your blood glucose level will go down” and this does not turn out to be the case, we lose credibility. Whereas with medication, we know it’s going to work. [P8]

Prescribing of Electronic Activity Monitors
Experience With Electronic Activity Monitors
Physicians agreed that an increasing number of patients own an EAM.

Many patients have already downloaded an app for tracking physical activity. [P11]

Most physicians said that they spent time analyzing data with patients.

I ask where they stand, if it helps, I encourage them, look at the results and comment on them. [P7]

But only 4 physicians had already recommended either an EAM or the pedometer included in mobile phones, and only on rare occasions.

Perceived Benefits
Physicians acknowledged that EAMs might help patients to assess their physical activity level and might potentially motivate them, providing novelty and a recreational aspect in the context of long-term management of chronic disease. Some physicians also described EAMs as a means of improving the patient-doctor relationship.

It enables us to discuss something concrete. [P2]

Lack of Clinical Utility
Barriers to prescription of EAMs included lack of evidence on data validity and reliability, and lack of interest in data collected. Physicians felt that data collected by EAMs are unsuitable for meeting the goals they define for the patient.

I can’t see the benefit of an electronic activity monitor for me. The information isn’t useful. [P10]

Patients who bring their connected data, I have no time for that. Their number of steps…it’s not a goal I’ve defined. [P10]

Physicians expected an accurate measurement of relevant outcome (eg, physical activity duration and intensity, time spent sitting) that would be presented in the form of summary scores readily understandable by both the patient and physician. They also wished to personalize criteria such as physical activity goal, type of data synthesized, period of analysis, and prompts and feedback sent to the patient.

Positive feedback, okay, but not all the time. [P4]

Some physicians also suggested that physical activity data should be translated into motivating benefits, such as long-term health improvement (life-years gained), better short-term disease management (lower blood glucose, lower insulin dose, etc), and improved well-being.
Learning and Searching Cost

Physicians reported a lack of knowledge of available devices and difficulty in keeping aware of the continuously growing newly marketed devices.

I can’t be asked to learn about the available monitors. I don’t have time. It’s not the doctor’s role. [P8]

Convenience, ease of use, and prior knowledge of EAMs were strongly awaited. Physicians also feared work overload that would result from automatic data transfer, that is, data that would be automatically transferred electronically to the physician between medical consultations.

The problem with connected devices is the additional workload. Patients send me emails all the time. [P2]

In contrast, they did state that they wanted to discuss the data during the medical consultation.

The patient must bring data, otherwise I won’t have time to analyze them. [P1]

Monitoring and Privacy Costs

Physicians pointed out the risk of patients becoming addicted to data.

The main problem with self-monitoring is the risk of addiction. [P3]

The question is, how can I correctly use the electronic activity monitor and know I’m making progress, without becoming addicted to it? [P5]

They also highlighted the risk of potential control of insurance coverage over the patients.

If physical activity data are going to be sent to private insurers for a bonus-malus contract, then the answer is no. [P5]

Financial Issues

The high cost of devices was considered a barrier to their prescription. Most physicians recommended a selling price under $50 (about US $56) so as to be affordable for patients, and by analogy with the price of blood pressure self-monitoring devices. However, they explained that the monitors must have real added value to justify the expense.

Patients are not willing to pay high prices. The monitor must have real added value. [P6]

Reimbursement by public or private insurance was not viewed as essential. Physicians believed that renting the EAMs for a limited time period rather than purchasing it could decrease costs and risk of addiction to data, and emphasize its educational role.

Prescription of Self-Monitoring Devices

Blood pressure or blood glucose self-monitoring devices were frequently prescribed, with the principal aim of improving diagnosis and optimizing drug treatment.

Self-monitoring of blood glucose provides real information on whether the insulin dose is the right one. [P2]

When devices that are connected were available, physicians recommended them because they seem easier to use in everyday life settings. However, they were reticent about automatic data transfer. One physician explained that, in the context of chronic diseases, automatic data transfer goes against the principle of patient autonomy.

Transmitting blood glucose to a nurse who will tell the patient what to do, it’s ridiculous, even more so in diabetes, that requires immediate action. [P5]

Discussion

Principal Findings

Activity monitors are becoming increasingly popular among the general public. However, our results suggest that hospital physicians with expertise in management of patients with cardiometabolic diseases have not yet integrated EAMs into routine clinical care, which contrasts with their frequent prescription of other types of self-monitoring devices, such as blood pressure or blood glucose monitors.

While most physicians had never recommended EAMs, they acknowledged their potential to increase patient motivation through precise quantification of physical activity. However, they were concerned about data validity, which has been shown in several published studies to be insufficient [11]. EAMs are consumer-grade monitors often validated by the company only after market launching, without external validation [12].

The physicians we interviewed also questioned the clinical utility of recording step counts. Physicians followed current physical activity guidelines that recommend a given duration and intensity of physical activity but do not recommend a cutoff for steps taken per day [13-15]. Given the inability of patients to accurately estimate intensity, physicians expected this outcome to be measured by EAMs. It is surprising that companies have not yet designed EAMs measuring physical activity intensity, since it could be easily obtained via minute-by-minute analysis of step counts. Walking cadence (ie, number of steps/min) is recognized as a valuable reflection of intensity, and thresholds have been proposed to categorize intensity based on cadence [16]. Cadence has the advantage of being easily interpretable by patients and physicians. Real-time feedback of walking cadence would improve patients’ perception of intensity, highlighting the potential educational role of EAMs [17]. Moreover, by helping physicians to assess physical activity, EAMs could overcome a major difficulty in prescribing physical activity.

Beyond EAMs’ role in data collection, physicians attach great importance to the feedback provided by EAMs. They expected this to be easily understandable by both patient and physician, and to be presented in the form of summary scores over personalized periods of time. They also suggested that physical activity data be translated into short-term benefits related either to improved disease management (eg, better regulation of blood glucose, reduction in insulin dose) or to improved well-being. Emphasizing the benefits of physical activity would provide patients with immediate concrete rewards [18], which are known to have higher priority than greater but delayed rewards, and...
could therefore improve adherence to long-term lifestyle changes [19,20]. This proposition points out a major difference in how physicians use EAMs and blood glucose or blood pressure self-monitoring devices. The latter devices provide direct, more accurate and complete measures of health outcomes than does traditional monitoring. Their main benefits for physicians have been to optimize drug prescriptions and, for patients, to make appropriate treatment choices and motivate lifestyle changes [21]. Therefore, by analogy with widely adopted blood glucose and blood pressure monitors, EAMs could be designed to provide feedback concerning the benefits of physical activity for health outcomes. Such feedback would decrease the perceived risk associated with prescribing of physical activity. A simple translation of physical activity data into health benefits, as suggested by physicians, appears to be a feasible strategy that could be rapidly implemented by companies. Some authors have predicted that, in the near future, a single device will have the capacity to monitor a range of data, including both physical activity and relevant medical data [22], and will provide patients and physicians with a direct measure of physical activity benefits.

A striking finding of this study was that the learning and searching costs associated with use of EAMs prevented physicians from prescribing them. They deplored a lack of information about available EAMs and difficulties with choosing between the ever-growing number of devices on the market. In contrast, they appeared better informed about blood pressure or blood glucose monitors, which are regulated medical devices [23]. Lists of devices that have been independently validated for use in clinical practice are freely available [24], as are guidelines on how to use them for assessment and management of diabetes and hypertension, which is not yet the case for EAMs [21,25]. A broader adoption of EAMs will necessarily involve lowering learning and searching costs for physicians. Over the short term, the effort to gather information on the validity, features, or cost of commercially available EAMs could be assigned to other health care professionals, such as physical activity instructors. Over a longer term, EAMs that meet validity and effectiveness requirements of medical device regulations could be marketed, and the best practices to be shared between physicians and patients would be defined.

Physicians highlighted monitoring risks that patients might experience when using EAMs, especially that of addiction to data. Such risks have been described in patients using blood glucose and blood pressure self-monitoring devices [26,27]. Thus far, studies have suggested a decrease in adherence to EAMs over time, without mentioning the risk of addiction to physical activity data [22]. The physicians interviewed here supported the idea that patients should rent EAMs for a limited time period rather than purchasing them. Renting has the advantage of decreasing both the risk of addiction to data and financial costs that physicians consider too high to be affordable for patients of low socioeconomic status [28]. Physicians also warned against use of data by private insurers who might penalize insufficiently active patients. Such contracts have recently been authorized in some countries [29], although they are not authorized in others. This warning points to the critical issue of data privacy, now recognized as a priority by companies and regulators [29].

Finally, and surprisingly, all of the physicians we interviewed strongly opposed automatic data transfer, not only because of time constraints, but also because they considered that developing patient autonomy and self-care ability is a major aspect of patient education in the context of chronic diseases. The ability of wearable technology to transmit data to the physician is usually presented as attractive for clinical applications [30]. However, physicians have neither the time nor the desire to receive physical activity data, preferring to discuss data with the patient during the more traditional context of a medical consultation. Our data highlight the need for companies to work closely with physicians to determine when the contact with connected data is clinically useful, which may vary according to the disease, the type of data collected, and individual preferences [7].

**Strengths and Limitations**

First, this qualitative study provides a perspective on attitudes of hospital physicians regarding EAMs and their integration into patient care. To our knowledge, this is the first study that specifically targeted hospital physicians with expertise in cardiometabolic diseases, a set of conditions with increasing prevalence worldwide. Hospital physicians are opinion leaders in the medical community and influence the prescription habits of their colleagues [31]. Second, we explored barriers to physical activity prescription, a necessary first step in understanding whether and how EAMs might encourage physicians to prescribe physical activity.

Our study has some limitations. First, most physicians interviewed were aged 50 years or older. Younger physicians may have different beliefs regarding EAMs, since adoption of new technologies is higher at younger ages [32]. Second, the relatively small number of participants was also a limitation, although it is acknowledged that the number of participants can be reduced when the degree of expertise increases [33]. Third, the physicians we interviewed were working in a university setting in Paris, France, and the findings may not directly apply to other medical settings around the world. Assessing the views of other profiles of physicians about EAM use would be useful.

Fourth, we analyzed data using a directed content analysis, the main limitation being that researchers approach data with an informed and potential bias [9]. To limit bias, we asked only open-ended questions, so as to allow unexpected but relevant themes to emerge. In addition, we discussed coding of transcripts with each other throughout the analysis.

**Conclusions**

The increased use of EAMs provides a timely opportunity to encourage prescribing of physical activity. EAMs have the potential to improve patient education and motivation through better assessment of physical activity, to enable a more precise prescription of physical activity, and to reinforce the patient-doctor relationship. However, hospital physicians with expertise in management of cardiometabolic diseases have not yet adopted EAMs. To do so, numerous barriers must be overcome. Important adaptations could be rapidly achieved (eg,
measuring physical activity intensity through walking cadence, emphasizing health benefits), while others require more time and effort from key health care stakeholders (eg, defining best practices, regulating data privacy). This study pointed out questions related to the most effective use of EAMs for management of chronic diseases that should be explored in future studies.
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Abstract

Background: Health care providers value ready access to reliable synthesized information to support point-of-care decision making. Web-based communities, facilitated by the adoption of social media tools such as Facebook, Twitter, and YouTube, are increasingly being used for knowledge dissemination, bridging the gap between knowledge generation and synthesis and knowledge implementation.

Objective: Our objective was to implement and evaluate a structured social media strategy, using multiple platforms, to disseminate Cochrane Child Health evidence to health care providers caring for children.

Methods: Our social media strategy had three components: daily “tweets” using the Cochrane Child Health Twitter account, weekly WordPress blog posts, and a monthly journal club on Twitter (“tweet chat”). Each tweet, blog, and journal club shared Cochrane evidence on a child health topic. We evaluated the strategy through (1) Twitter and blog site analytics, (2) traceable link (Bitly) statistics, (3) Altmetric.com scores for promoted evidence, and (4) participant feedback. We also tracked the resources required to write the blog, tweet content, and manage the strategy.

Results: The 22-week social media strategy ran between November 2014 and April 2015. We created 25 blog posts, sent 585 tweets, and hosted 3 tweet chats. Monthly blog visits and views and Twitter account followers increased over time. During the study period, the blog received 2555 visitors and 3967 page views from a geographically diverse audience of health care providers, academics, and health care organizations. In total, 183 traceable Bitly links received 3463 clicks, and the Twitter account gained 469 new followers. The most visited and viewed blog posts included gastrointestinal topics (lactose avoidance), research on respiratory conditions (honey for cough and treatments for asthma), and maternal newborn care (skin-to-skin contact). On Twitter, popular topics were related to public health (vaccination) and pain management. We collected Altmetric.com scores for 61 studies promoted during the study period and recorded an average increase of 11 points. Research staff (n=3) contributed approximately 433 hours to promotion activities and planning (6.5 hours each per week) to implement the social media strategy, and study investigators reviewed all content (blog posts and tweets).

Conclusions: This study provides empirical evidence on the use of a coordinated social media strategy for the dissemination of evidence to professionals providing health services to children and youth. The results and lessons learned from our study provide guidance for future knowledge dissemination activities using social media tools.
KEYWORDS
social media; translational medical research; health knowledge, attitudes, practice; pediatrics

Introduction

Advances in technology have markedly changed the way individuals can access and use information. The use of social media and Web 2.0 technologies is rapidly changing the health landscape, redefining the way health care providers connect professionally with colleagues and patients [1,2]. Social media tools such as Facebook, Twitter, and YouTube are increasingly being used by health care providers to access virtual communities where research evidence can be shared and exchanged [3-6]. Please see Multimedia Appendix 1 for a glossary of social media terms. The Web-based interface of social media transcends many traditional geographic barriers, creating the potential for connecting health care providers who might not otherwise interact [7].

Health care providers value ready access to highly synthesized and reliable information to support point-of-care decision making. The wide reach and accessibility of social media create opportunities for expanded dissemination of evidence among professional health care networks and ultimately increase opportunities for the uptake and implementation of evidence in practice [8].

Social media may have great potential for use as a rapid, accessible, and cost-effective strategy to disseminate knowledge to health care professionals [8]. Proponents of the use of social media for knowledge translation in health care point to three key features that make these tools highly effective: personalization, presentation, and participation [9]. The tailoring of content allows users to access and share information that is most valuable to them, whereas the versatility of social media creates numerous options for the presentation of information.

The immediacy of social media also facilitates timely information sharing, and the availability of multiple formats (eg, blogging platforms, microblogging sites, and social networking sites) allows for flexible dissemination options, depending on the purpose of the tools and the preferences of the target population. The collaborative nature of social media allows for a meaningful contribution from all user groups [5].

Finally, social media can incorporate components of traditional knowledge translation interventions that have demonstrated effectiveness in changing health care providers’ behavior, including the combination of didactic and interactive content in the distribution of educational materials [10] and endorsement by local opinion leaders [11].

The body of literature exploring social media and their utility in health care is rapidly growing; however, focus is primarily given to social media as a tool that patients can utilize to support their health and how social media can be used to enhance communication between patients and health care professionals [1]. A recent integrative review reported a modest level of evidence that a desire to gain and exchange knowledge is a primary motivator for social media use by health care professionals [12]. The evidence suggests that clinicians communicate via social media mostly within their discipline and that gaining access to new knowledge is an essential benefit of engagement with social networks and virtual communities [12]. Despite the potential for social media as a knowledge translation strategy in health care and the enthusiasm surrounding its use, there is a lack of empirical and longitudinal studies examining the effectiveness of using social media as a basis for a knowledge mobilization strategy aimed at health care professionals [13].

Cochrane (formerly known as the Cochrane Collaboration) is an international network of health researchers, professionals, and consumers who work together to synthesize high-quality, trusted evidence to enhance health care knowledge and decision making [14]. The members of Cochrane translate review evidence for different audiences using a variety of formats such as decision aids, plain language summaries of Cochrane systematic reviews, and podcasts [15]. Cochrane entities, including Cochrane Musculoskeletal, Cochrane Croatia, and Cochrane Schizophrenia, have experimented with the use of social media tools (Facebook and Twitter) to disseminate Cochrane summaries [15-17]. Between March 2013 and June 2014, Cochrane Croatia measured Facebook activity for a page sharing Croatian translations of Cochrane summaries and gained 1441 followers. Contributing to the empirical evidence of the effectiveness of social media dissemination, Cochrane Schizophrenia designed a randomized controlled trial to assess the impact of tweeting Cochrane summaries and showed a nearly threefold increase in Web visits to the tweeted Cochrane content [17].

Cochrane Child Health advocates for and facilitates the conduct of systematic reviews on child health topics [18]. To build on the exploratory use of social media for knowledge translation of Cochrane evidence, the objectives of this study were to implement and evaluate a structured social media strategy using multiple platforms to disseminate child health–relevant Cochrane systematic reviews and summaries to health care providers caring for children.

Methods

Summary of Promotional Activities

For a 22-week study period between November 3, 2014 and April 5, 2015, we promoted high-quality child health evidence to professionals providing health services to children and youth through Cochrane Child Health’s social media presences. Our strategy comprised three key components: (1) a weekly blog post, (2) daily messages on Twitter (“tweets”), and (3) a monthly journal club hosted on Twitter as a “tweet chat.” We collected data on Web traffic and user engagement through metrics provided by a series of Web-based analytics tools described below.

http://www.jmir.org/2017/9/e308/
Identification of Evidence and Vetting of Content

Our selection of evidence to promote was guided by content contained in child health–relevant systematic reviews within the Cochrane Database of Systematic Reviews. Our efforts were informed by popular and topical Cochrane content, material included in Evidence-Based Child Health: A Cochrane Review Journal (eg, overviews of reviews and podcasts), and collaborations with other bloggers associated with Cochrane. Each week, we chose a new topic to profile as the focus of our blog posts and tweets. Our goal was to represent high-quality evidence across a spectrum of child-relevant issues to appeal to a diverse group of child health care providers. The blog posts were drafted by study investigators (MPD, ASN, DT, and LH), study staff (KS and AW), or content experts. All content (ie, blog posts and tweets) was reviewed by study investigators, and relevant content experts as needed, to ensure the accuracy of information shared.

Social Media Strategy

Our strategy focused on two commonly used social media tools: blogs and Twitter [19]. At the beginning of every week during the study period, we added a new post to our WordPress blog, summarizing the key messages from the Cochrane review or overview being featured that week (see Multimedia Appendix 2 for blog titles and topic categories). The blog posts were written with the goal of being succinct and written in plain language to facilitate uptake by our end users [20]. We also incorporated images and maximized the use of white space to increase visual appeal [21]. Along with our summary, we provided an appraisal of the evidence and links to the original research and supplementary material such as podcasts, Cochrane plain language summaries, and patient resources (see Multimedia Appendix 3 for a sample blog post).

For the remainder of each new week, we promoted our blog post and the evidence on Twitter (@Cochrane_Child). We published 21 tweets per week (3 tweets per day, 7 days per week). We used the Web-based scheduling tool Twuffer to ease daily resource demands and timed our tweets to be released in the morning, afternoon, and evening (local Mountain Standard Time). Common Twitter hashtags (keywords or phrases preceded by a hash symbol [#] to identify messages on specific topics) and handles (Twitter account names preceded by the @ symbol) for relevant pediatric interest groups were included in every tweet. The @Cochrane_Child Twitter account was monitored by a research staff member to respond to comments and engage with followers as applicable.

Over the course of the 22-week period, we hosted 3 journal clubs (tweet chats) on Twitter (see Multimedia Appendix 4 for journal club titles and topic categories). Each tweet chat was an hour long and took place at a prescheduled date and time. We promoted the meetings with blog posts and tweets. For our tweet chat meetings, we also recruited clinical experts known to the research team on the chosen topics to participate. Our expert collaborators helped us identify key discussion points related to the quality and applicability of the evidence. We used these discussion points to help facilitate the tweet chat and also to promote the event. The tweet chats were intended to be informal, allowing for discussion among and questions from participants.

However, we prepared tweets and a rough script for the meeting to maintain a consistent format and to ensure that all key points would be addressed. Journal club meetings were recorded and archived using the Web-based tool Storify. We promoted the archived tweet chats on the WordPress blog and Twitter.

Evaluation

Blog

Web traffic to and user engagement with the blog were measured using the built-in analytics program in WordPress. We tracked the numbers of page views and visitors per day, sources of site referrals, and the geographic spread of our visitors. Blog posts were open for comments, which we collected and analyzed.

Twitter

Twitter analytics and Twitonomy were used to obtain detailed metrics for our tweets, including engagement (number of times users interacted with our tweets), impressions (potential number of times users viewed our tweets), and the number of retweets (number of times users shared our tweets with their followers), clicks, favorites, and followers. We tracked specific tweets that received the most attention and classified these using the Cochrane review group structure to clarify the relevant clinical area. We also collected data on the number of followers the @Cochrane_Child Twitter account gained during the promotion and their behavior over the study period. Where possible, we extracted descriptive data (eg, profession, affiliation, and self-reported interests) on our followers from their public profiles.

Journal Clubs

Following each journal club, we asked participants to complete a brief survey using Google Forms. The survey was distributed via Twitter and comprised 8 multiple-choice and free-text questions (available in Multimedia Appendix 5). Ethics approval for the survey was obtained from the Health Research Ethics Board at the University of Alberta. For the tweet chat journal clubs, we also recorded the number of views each of the archived meetings received on Storify.

Accessing the Original Publications

To evaluate the impact of our social media strategy on the frequency that the original publications were accessed, we used traceable links generated by Bitly and alternative social media metrics (altmetrics) through Altmetric.com scores. For all hyperlinks that we posted on our blog and Twitter, we used shortened, unique Web addresses (URLs) created by Bitly. The Bitly account collected data on the number of clicks each link received, allowing us to directly measure audience interaction with our social media posts. Altmetrics measure Web-based attention based on how far scholarly content travels through the social Web and encompass reflections of both the quantity and the quality of attention received [22]. The Altmetric.com score is an automatically calculated weighted count of all attention a publication has received, based on the volume, sources, and authors [23]. The score increases as more people mention the publication; however, the amount by which the score will increase varies based on the source of the mention (eg, the score will increase more if the source of the mention was a newspaper
vs a tweet), self-promotion by authors, potential bias toward a journal or a publisher, and whether the content is being shared directly with its intended audience [23]. A decrease in the score may occur in unusual cases because of a fluctuation. A fluctuation can result from a tweet being removed by the original tweeter, a Twitter account being deemed “biased” according to an Altmetric.com moderator, or because of a change made to the algorithm being used to calculate the score [24]. For each publication we shared throughout the study, we collected Altmetric.com data before, during, and after the promotion effort. We attempted to collect data on article downloads for the promoted Cochrane systematic reviews from the publisher, but only the annual numbers of downloads and page views were available. We were unable to obtain information specific to our study period.

Resource Implications

Using an internal time log, we tracked data on the staff time dedicated to this project, including the upkeep of the social media accounts, identifying content, writing and publishing blog posts and tweets, and participating in journal club meetings. The data available do not reflect the time committed by the study investigators and other content experts.

Analysis

We used descriptive statistics, including numbers, frequencies, and means, to analyze quantitative data and content analysis to analyze qualitative data where applicable [25]. We collected data on our blog site, Twitter account, and Altmetric.com scores at the outset to establish a baseline of usage to compare data collected during the promotion; we continued to collect data for click counts and page views for 1 month beyond the promotion to allow our messages and posts time to be viewed and shared on social media sites. Popularity of blogs was determined by the number of visitors and views, and popularity of tweets was determined by the number of retweets, favorites, engagements, impressions, and URL click counts. The results were graphically displayed.

Results

Summary of Web-Based Attention Received

Over the study period, we shared 25 blog posts (22 topic posts and 3 journal club announcements; Multimedia Appendices 2 and 3), published 585 tweets (434 promoting the blog posts, 36 promoting the journal clubs, and 115 during journal club meetings), and hosted 3 journal club sessions. Overall, the blog received a total of 2555 visitors and 3967 page views, and the Twitter account gained 469 new followers from a baseline of 596 followers to 1065 followers at study completion (representing a 79% increase, 469/596). The degree of monthly engagement with both the blog and Twitter account increased over time (Figure 1).

Web Traffic and User Engagement

The following data were collected during the period October 6, 2014 to April 24, 2015, and data collection overlaps the study period by approximately 1 month on either end. Most views of the blog (50%, 1996/3967) originated via referrals from Twitter, followed by Facebook (16%, 640/3967). Facebook referrals were likely mainly from the accounts managed by Cochrane and Cochrane Canada. Also, one of our research collaborators (RF) had linked Facebook and Twitter accounts, which mirrored posts composed on each site. Of the total views, 1.4% (56/3967) (n=56) originated from the Cochrane Child Health website. Geographically, views were mainly from Canada (29%, 1181/3967) and the United Kingdom (28%, 1120/3967); however, the remaining views were distributed among an international audience (North America, excluding Canada: 24%, 946/3967; Europe: 23%, 897/3967; Australia: 5%, 207/3967; Africa: 3%, 117/3967; South America: 4%, 175/3967; and Asia: 1%, 44/3967).

The most popular blog topics were (1) “Honey: An effective cough remedy for kids?” (n=241 visitors; n=359 page views); (2) “To wheeze or not to wheeze” (long-acting beta-2-agonists [LABAs] for asthma) (n=216 visitors; n=340 page views); and (3) “Lactose avoidance: Worthwhile for reducing duration of diarrhea in kids?” (n=215 visitors; n=304 page views). These 3 blog posts were published in consecutive weeks (study weeks 16-18), and “LABAs for asthma” was the topic of our second journal club (during study week 17). Overall, 3 posts generated comments from viewers: “The power of touch: Skin-to-skin contact and kangaroo mother care for newborns” (link to evidence regarding skin-to-skin contact and pain management), “To wheeze or not to wheeze” (clinical comment regarding use of LABAs and inhaled corticosteroids for asthma), and “Children and youth with obesity—A growing global epidemic” (notification that our post had been reblogged).

Our Twitter account attracted mainly individuals who identified as health care providers (n=206) and academics (n=107). We also gained some attention from individuals representing organizations such as hospitals, nonprofit organizations, and professional associations (n=65). Self-reported interests often included child health and care (n=120), with additional categories including health evidence and resources (eg, evidence-based practice and knowledge translation; n=29) and social justice, advocacy, and policy (n=27). The classifications reported were not mutually exclusive.

Across clinical topics, our tweets were most frequently in the areas of acute respiratory infections (ARI; n=139), neonatology (n=43), and airways (n=42). Twitter followers were highly engaged with tweets related to public health (mean 4.5 retweets per tweet and 1.7 favorites per tweet) and pain (mean 3.6 retweets per tweet and 1.6 favorites per tweet). These results are summarized in Table 1. For individual tweets, the highest numbers of retweets were in the areas of ARI (antivirals for influenza; n=17), public health (obesity prevention programs; n=13), and airways and ARI (promotion for asthma journal club and measles-mumps-rubella [MMR] vaccination; n=12 each). Impressions were highest for 2 tweets about the MMR vaccine (n=3151 and 2983) and public health (n=2374), engagement was greatest for a tweet related to sucrose/glucose for infant pain (n=51), and the largest number of URL clicks were in tweets related to ARI (antibiotics for sore throat, n=28; bronchiolitis, n=20) and neonatology (procedural pain, n=25). See Table 2 for details.
Figure 1. Engagement with the Cochrane Child Health blog and @Cochrane_Child Twitter account over time.

Table 1. Summary of Twitter activity by tweet topic.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Total tweets (N=4.34), n (%)</th>
<th>Total retweets (N=10.28), n (%)</th>
<th>Mean retweets per tweet</th>
<th>Total favorites (N=3.57), n (%)</th>
<th>Mean favorites per tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute respiratory infections</td>
<td>139 (32)</td>
<td>318 (31)</td>
<td>2.3</td>
<td>126 (35)</td>
<td>0.91</td>
</tr>
<tr>
<td>Neonatology</td>
<td>43 (10)</td>
<td>92 (9)</td>
<td>2.1</td>
<td>23 (6)</td>
<td>0.53</td>
</tr>
<tr>
<td>Airways</td>
<td>42 (10)</td>
<td>80 (8)</td>
<td>1.9</td>
<td>47 (13)</td>
<td>1.1</td>
</tr>
<tr>
<td>Anxiety, depression, and neurosis</td>
<td>22 (5)</td>
<td>43 (4)</td>
<td>2</td>
<td>11 (3)</td>
<td>0.5</td>
</tr>
<tr>
<td>Cystic fibrosis and genetic disorders</td>
<td>22 (5)</td>
<td>19 (2)</td>
<td>0.86</td>
<td>4 (1)</td>
<td>0.18</td>
</tr>
<tr>
<td>Fertility regulation</td>
<td>21 (4.8)</td>
<td>36 (4)</td>
<td>1.7</td>
<td>9 (3)</td>
<td>0.43</td>
</tr>
<tr>
<td>Infectious diseases</td>
<td>21 (4.8)</td>
<td>45 (4)</td>
<td>2.1</td>
<td>16 (5)</td>
<td>0.76</td>
</tr>
<tr>
<td>Injuries</td>
<td>21 (4.8)</td>
<td>35 (3)</td>
<td>1.7</td>
<td>4 (1)</td>
<td>0.19</td>
</tr>
<tr>
<td>Pain, palliative and supportive care</td>
<td>21 (4.8)</td>
<td>76 (7)</td>
<td>3.6</td>
<td>34 (10)</td>
<td>1.6</td>
</tr>
<tr>
<td>Psychosocial and learning problems</td>
<td>21 (4.8)</td>
<td>43 (4)</td>
<td>2</td>
<td>8 (2)</td>
<td>0.38</td>
</tr>
<tr>
<td>Skin disorders</td>
<td>21 (4.8)</td>
<td>18 (2)</td>
<td>0.86</td>
<td>12 (3)</td>
<td>0.57</td>
</tr>
<tr>
<td>Cancer</td>
<td>20 (4.6)</td>
<td>134 (13)</td>
<td>3.4</td>
<td>29 (8)</td>
<td>0.73</td>
</tr>
<tr>
<td>Public health</td>
<td>20 (4.6)</td>
<td>89 (9)</td>
<td>4.5</td>
<td>34 (10)</td>
<td>1.7</td>
</tr>
<tr>
<td>Total</td>
<td>434</td>
<td>1028</td>
<td>2.23</td>
<td>357</td>
<td>0.74</td>
</tr>
</tbody>
</table>
Table 2. Summary and ranking of four most popular tweets by specific metrics.

<table>
<thead>
<tr>
<th>Tweet topic</th>
<th>Tweet content</th>
<th>Retweets, n (rank)</th>
<th>Favorites, n (rank)</th>
<th>Impressions(^a), n (rank)</th>
<th>Engagement(^b), n (rank)</th>
<th>URL clicks, n (rank)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute respiratory infections</td>
<td>Do antivirals work for #flu? @cochrancecollab evidence concludes they’re not as effective as we previously thought</td>
<td>17 (#1)</td>
<td>3 (-)</td>
<td>2175 (#4)</td>
<td>50 (#2)</td>
<td>7 (-)</td>
</tr>
<tr>
<td>Public health</td>
<td>#systematicreview of 37 studies w/27,964 children shows #obesity prevention programs reduce adiposity</td>
<td>13 (#2)</td>
<td>6 (#3)</td>
<td>1400 (-)</td>
<td>44 (-)</td>
<td>12 (-)</td>
</tr>
<tr>
<td>Journal club promotion</td>
<td>Passionate about #childhealth evidence? Join the #CochraneChild tweet chat Feb 25 @ 2 pm MST (9 pm GMT)</td>
<td>12 (#3)</td>
<td>6 (#2)</td>
<td>1974 (-)</td>
<td>45 (-)</td>
<td>8 (-)</td>
</tr>
<tr>
<td>Acute respiratory infections</td>
<td>Measles is making a comeback</td>
<td>#itsasmallworldafterall, so get vaccinated!</td>
<td>12 (#3)</td>
<td>1 (-)</td>
<td>3151 (#1)</td>
<td>32 (-)</td>
</tr>
<tr>
<td>Pain, palliative and supportive care</td>
<td>Pain relief important part of caring for kids</td>
<td>we need to address knowing-doing gap. #pain evidence</td>
<td>11 (#4)</td>
<td>4 (-)</td>
<td>1409 (-)</td>
<td>45 (-)</td>
</tr>
<tr>
<td>Neonatology</td>
<td>No more research needed on sucrose/glucose for infants pain</td>
<td>Now we need to put knowledge into action!</td>
<td>11 (#4)</td>
<td>5 (#4)</td>
<td>1690</td>
<td>51 (#1)</td>
</tr>
<tr>
<td>Acute respiratory infections</td>
<td>Blogging #childhealth evidence</td>
<td>This week: Cochrane meets controversy: Vaccines for measles, mumps, &amp; rubella</td>
<td>11 (#4)</td>
<td>4 (-)</td>
<td>2983 (#2)</td>
<td>43 (-)</td>
</tr>
<tr>
<td>Public health</td>
<td>Blogging #childhealth evidence</td>
<td>This week: Policies &amp; strategies for preventing childhood #obesity</td>
<td>11 (#4)</td>
<td>5 (#4)</td>
<td>2347 (#3)</td>
<td>39 (-)</td>
</tr>
<tr>
<td>Acute respiratory infections</td>
<td>Coughing kids? #honey better than placebo or diphenhydramine for improving sleep in children (and parents)</td>
<td>10 (-)</td>
<td>6 (#1)</td>
<td>1149 (-)</td>
<td>46 (-)</td>
<td>12 (-)</td>
</tr>
<tr>
<td>Acute respiratory infections</td>
<td>1 out of 3 babies will get #bronchiolitis in their 1st year</td>
<td>Despite its prevalence, clinical practice varies</td>
<td>7 (-)</td>
<td>3 (-)</td>
<td>823 (-)</td>
<td>49 (#3)</td>
</tr>
<tr>
<td>Infectious diseases</td>
<td>Oral rehydration? Lactose avoidance? Both? @giordanopg talks about how to treat acute diarrhea in kids</td>
<td>7 (-)</td>
<td>5 (-)</td>
<td>1186 (-)</td>
<td>49 (#3)</td>
<td>15 (-)</td>
</tr>
<tr>
<td>Acute respiratory infections</td>
<td>Are antibiotics over-prescribed for sore throat? @UKCochraneCentr</td>
<td>#childhealth evidence</td>
<td>6 (-)</td>
<td>5 (-)</td>
<td>1525 (-)</td>
<td>47 (#4)</td>
</tr>
</tbody>
</table>

\(^a\)Impressions reflect the number of times a user is served a tweet in timelines or search results.

\(^b\)Engagement reflects the total number of times a user interacted with a tweet.

\(^c\)(-) indicates that the tweet did not rank in the top four.

Tweet chats had limited numbers of active Web-based participants but gained usage through a Web-based repository where the journal clubs could be accessed after the meeting. The archived tweet chats on Storify received between 37 and 57 views each: January—bronchiolitis (n=57); February—asthma (n=22); and March—obesity prevention (n=37). Three participants responded to the surveys administered after each journal club: one in response to the bronchiolitis journal club and two in response to the asthma journal club. All 3 participants were physicians, with 1 physician being interested in Twitter generally and the other 2 physicians being specifically interested in the content (asthma). The perceived benefits of hosting a journal club on Twitter included it being a useful tool to check understanding of the subject matter and gain new ideas, as well as providing a level playing field for everyone interested in participating. A suggestion to improve the format of the journal club was to include key images with the tweets to add to the discussion.

Accessing the Original Publications

Over the course of the study, we created 183 customized, traceable Bitly links, which received 3463 clicks. Just over half of these clicks (55%, 1892/34.63) were directed to the Cochrane Child Health blog home page. As our new posts always appeared on the blog’s home page, we consistently promoted the home page link on social media channels. A considerable proportion of clicks (14%, 468/34.63) were related to the journal clubs, including the studies being discussed (7%, 232/34.63), links to the announcements (4%, 141/34.63), and archived discussions (2%, 61/34.63). The Cochrane review on interventions for preventing obesity in children was the most highly accessed (n=93 clicks; see Table 3; [26]). Other commonly accessed studies included those on oral antihistamine-decongestant-analgesic combinations for the common cold (n=99) and procedural pain in children (n=59; [27,28]).

We collected Altmetric.com data for 61 studies promoted during the study period (Multimedia Appendix 6). The mean change in score was an increase of 11 points (median: 5; range: −1 to
Usage for our study corresponded to an average of 10 clicks on the Bitly links to the studies that we promoted (median: 3; range: 0-97) and a mean change in Altmetric.com score per Bitly click of 3 (median: 1.5; range: −0.25 to 37). Most attention for these studies came from Twitter (n=2229 tweeters), Mendeley (n=981 readers), and Facebook (n=400 timelines). The topics of studies that experienced the greatest Altmetric.com score increase included the following: (1) neuraminidase inhibitors for preventing and treating influenza, (2) vitamin C for the common cold, and (3) zinc for the common cold (see Table 4). Of our journal club studies, the Altmetric.com scores increased by 36 points (range: 104-139) for the review on interventions for preventing obesity for children [26], 17 points (range: 0-17) for the review on LABAs for asthma [29], and 11 points (range: 0-11) for the overview on the treatment of bronchiolitis [30]. These scores placed the reviews and overviews in the 99th, 95th, and 88th percentiles, respectively, for Altmetric.com scores of studies of the same age and published in any journal.

Table 3. Most commonly accessed links.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Resource title link</th>
<th>Link type</th>
<th>Clicks</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Cochrane Child Health blog home page</td>
<td>Blog home page</td>
<td>1892</td>
</tr>
<tr>
<td>#2</td>
<td>Oral antihistamine-decongestant-analgescic combinations for the common cold</td>
<td>Cochrane systematic reviews</td>
<td>99</td>
</tr>
<tr>
<td>#3</td>
<td>The Cochrane Library and procedural pain in children: An overview of reviews</td>
<td>Cochrane overview of systematic reviews</td>
<td>97</td>
</tr>
<tr>
<td>#4</td>
<td>Interventions for preventing obesity in children</td>
<td>Cochrane systematic reviews</td>
<td>93</td>
</tr>
<tr>
<td>#5</td>
<td>The Cochrane Library and the treatment of bronchiolitis in children: An overview of reviews</td>
<td>Cochrane overview of systematic reviews</td>
<td>77</td>
</tr>
<tr>
<td>#6</td>
<td>Journal club announcement: LABAs for asthma</td>
<td>Journal club announcement</td>
<td>65</td>
</tr>
<tr>
<td>#7</td>
<td>The Cochrane Library and safety of regular long-acting beta2-agonists in children with asthma: An overview of reviews</td>
<td>Cochrane overview of systematic reviews</td>
<td>62</td>
</tr>
<tr>
<td>#8</td>
<td>The Cochrane Library and procedural pain in children: An overview of reviews [podcast]</td>
<td>Podcast</td>
<td>59</td>
</tr>
<tr>
<td>#9</td>
<td>Journal club announcement: Evidence for treatment of bronchiolitis</td>
<td>Journal club announcement</td>
<td>38</td>
</tr>
<tr>
<td>#10</td>
<td>Journal club announcement: Obesity prevention</td>
<td>Journal club announcement</td>
<td>38</td>
</tr>
<tr>
<td>#10</td>
<td>The Cochrane Library and the treatment of sore throat in children and adolescents: An overview of reviews</td>
<td>Cochrane overview of systematic reviews</td>
<td>37</td>
</tr>
<tr>
<td>#10</td>
<td>Does this patient have strep throat? The rational clinical examination</td>
<td>External evidence-based medicine resource</td>
<td>37</td>
</tr>
<tr>
<td>#10</td>
<td>Honey for acute cough in children</td>
<td>Cochrane systematic reviews</td>
<td>37</td>
</tr>
</tbody>
</table>

Table 4. Top Altmetric.com score growth among promoted studies.

<table>
<thead>
<tr>
<th>Article title</th>
<th>Journal</th>
<th>Total score increase, points (% increase)</th>
<th>Baseline score</th>
<th>Final score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuraminidase inhibitors for preventing and treating influenza in healthy adults and children</td>
<td>Cochrane Database of Systematic Reviews (CDSR)</td>
<td>73 (23)</td>
<td>312</td>
<td>385</td>
</tr>
<tr>
<td>Vitamin C for preventing and treating the common cold</td>
<td>CDSR</td>
<td>53 (18)</td>
<td>295</td>
<td>348</td>
</tr>
<tr>
<td>Zinc for the common cold</td>
<td>CDSR</td>
<td>40 (15)</td>
<td>271</td>
<td>311</td>
</tr>
<tr>
<td>Interventions for preventing obesity in children</td>
<td>CDSR</td>
<td>36 (35)</td>
<td>104</td>
<td>140</td>
</tr>
<tr>
<td>Honey for acute cough in children</td>
<td>CDSR</td>
<td>35 (97)</td>
<td>36</td>
<td>71</td>
</tr>
</tbody>
</table>

Resource Implications

Not including the time invested by the study investigators to write and review blog posts and tweets and to plan and participate in the journal club meetings, research staff (n=3) contributed approximately 433 hours to the project (approximately 6.5 hours each per study week). We involved a research librarian, a project coordinator, and a graduate student throughout the project; 2 undergraduate summer students were also briefly involved. These members of the team led the coordination of our Twitter activity and logistics of managing the blog and also contributed to drafting blog posts.

Discussion

Empirical Evidence of Social Media for Knowledge Dissemination

This study provides empirical evidence on the potential impact of social media activities for knowledge translation in the health sciences. We implemented a structured 22-week social media
strategy involving a coordinated approach using commonly accessed social media platforms (ie, WordPress blog and Twitter) and demonstrated that engagement with our blog and Twitter account increased steadily over time and was geographically diverse. However, we found our approach was resource intensive and required the involvement of several content experts.

Social media platforms have been widely explored in the context of facilitating communication and improving knowledge among health care professionals [4]. Our findings demonstrate that a coordinated social media strategy may be an effective approach for sharing health evidence among a geographically diverse audience of health care providers, academics, and health care organizations. Although our promotional activities originated in Canada, we also attracted attention across North America, Europe, Australia, Africa, Asia, and South America. Similarly, in a study conducted by Cochrane Croatia utilizing Facebook as a dissemination tool for Cochrane summaries, the intended audience was initially nationally focused but ultimately grew to include followers worldwide [16]. Ultimately, the reach of social media can far surpass intended immediate audiences, which reinforces the potential utility of social media tools for extending the global reach of health research.

Although social media can be an effective means for broadly sharing health research, the process is resource intensive and requires careful planning. To realize our social media strategy, the research staff (n=3) contributed approximately 433 hours to promotion activities and planning (6.5 hours each per week). In addition to research staff hours, each week, the study investigators were involved in reviewing all content (blog posts and tweets). Content experts provided a quote on the relevant review and, for journal clubs, moderated discussion for 1 hour. Investigators and content experts were involved to ensure information accuracy; however, this process was resource intensive and involved a trade-off in terms of effort for yield. Moreover, engaging content experts can be challenging because of the time required without formal acknowledgment of their contributions (eg, through academic recognition).

**Strengths and Limitations**

Previous research on disseminating Cochrane evidence through social media has primarily utilized single platforms such as Facebook [16] or Twitter [17] and has minimally utilized Web analytics (eg, page views or number of followers) to provide a quantitative impact assessment. To the best of our knowledge, this is the first study where a Cochrane group or knowledge translation program has evaluated a social media strategy using coordinated platforms (eg, Twitter and WordPress blogging) and a range of analytics (altmetrics, click counts, page views, site visits, and engagements) from different sources (Altmetric.com, Twitter analytics, Bitly, and WordPress analytics) to create a more complete and quantifiable usage picture. Recently, Cochrane review groups have highlighted their support for journal club activities [15], yet little research describing and evaluating the process of conducting journal clubs via Twitter (tweet chats) has been conducted. Our social media strategy provides insight with regard to this gap in the published literature through the development, implementation, and quantitative assessment of 3 tweet chats. Additionally, the quantification of required resources and staff time is an additional contribution of this study to the literature on social media for knowledge dissemination and will allow other research teams to estimate the time from staff and others needed to undertake such a project. This information is useful to a range of users, including those designing social media strategies, those interested in disseminating health information in general, and those interested in promoting specific items (eg, authors or publishers wishing to promote specific items).

Limitations of this study include a variable range of reporting periods for the statistics. Some statistics from free Web-based tools (ie, Bitly) were only available for a limited period of 30 days. In the case of Bitly click counts on our traceable URLs, we recorded data from the last 30 days of the promotion. In other cases, available statistics covered a longer period (ie, WordPress) than the 22-week promotion. WordPress blog site statistics were available for “all time” and extended back to when the blog was first created on October 6, 2014. The extended period of data collection may have contributed to an overestimate to usage than what we can directly attribute to our promotion. However, as the blog had very little activity before the promotion started, we do not consider that this extended reporting period contributed to a significant increase in usage. In the case of the journal clubs, we were unable to measure the number of passive Twitter users who viewed the tweet chat during the events. Recorded statistics for the Web archive of the journal clubs extended long past the time of the meetings (recorded in December 2016). Although inconsistent with the rest of our data collection activities, the tweet chat archive suggests continuing use of the materials, and we felt this information was worth collecting. A further limitation of the freely available analytics tools was an inability to exclude statistics from internal use. Our project team was aware of this problem and made every effort to limit the amount of site testing and internal clicks on our traceable links. There is, however, a possibility that some of our recorded numbers represent usage from our own team. Our study was also limited by the method in which Altmetric.com scores are informed. Not only do the Altmetric.com data capture our influence on evidence uptake, but they also encompass the impact of other sources during the same time frame. Due to this, we cannot distinguish between the impact of our social media promotion on article Altmetric.com scores and that of other sources. Finally, a greater potential challenge of this study, and to all dissemination research related to health evidence, is our inability to attribute knowledge sharing to behavior change and improvement in health outcomes. Our use of proxy measures allows for an overview of potential use of evidence; however, future research is needed to determine the health impact of knowledge-sharing activities, as well as methods to gather this information.

**Lessons Learned and Future Directions**

We have identified several lessons learned (seeTextbox 1) from our study that we believe are applicable to individuals interested in utilizing social media as a knowledge dissemination strategy across a variety of academic and professional fields. Foremost, the awareness of the amount of time and effort required to manage the social media strategy, including identifying and
creating content, is paramount. In this study, our recorded time
was limited to what was invested by research staff; investigators
and content experts (eg, clinicians and guest bloggers) invested
additional time weekly that was not captured in our results. Also
important to consider are the specific objectives or purposes of
the social media strategy. We focused our efforts almost entirely
on dissemination and thus generated very minimal interactivity,
which in many cases is one of the intended advantages of social
media. Further research evaluating processes and outputs related
to purposeful approaches to increased interactivity is required.
However, increasing interactivity will require greater investment
in terms of resources and time. This, in part, may be mediated
by pursuing focused topic areas and utilizing existing established
networks. Finally, considering the scope of topics included in
the social media strategy and the associated resource
implications of the chosen scope would be of benefit. In this
study, we found our broad focus (ie, child health evidence) and
our approach of changing specific topics each week to be
challenging in terms of finding and engaging numerous content
experts. Social media strategies within specific content areas
may be more effective at developing a social network or
engaging within an existing Web-based community, as well as
activating relevant opinion leaders. Subsequently, a more
content-specific approach may have a greater impact on
information uptake in practice.

Priorities for future research include identifying metrics to assess
the impact of social media and a given social media strategy’s
intended effects. Furthermore, conducting research focusing on
a better understanding of the experiences and motivations of
social media users and the uptake of disseminated information
in practice would be of benefit.

Textbox 1. Lessons learned.

• Consider allocation of time and budgeting resources for all personnel before commencing the social media strategy
• Consider the specific objectives of the social media strategy
• Consider the scope of topics to be covered in the social media strategy (eg, narrow or broad)
• Utilize existing established networks when available and feasible

Conclusions
Our coordinated knowledge dissemination strategy allowed us
to gather empirical evidence on how social media can be used
to share research evidence with an audience of child health
professionals. We increased Web-based followers for our social
media presences and, using proxy measures, observed an
increase in access to the evidence we were promoting. Time
tracked by our team members provides an estimate for
researchers planning to undertake a similar promotion using
social media tools. The range of analytics included in this study
contributes to our understanding of how to assess the reach and
impact of knowledge dissemination activities via social media.
Our methods of using coordinated activities via multiple social
media platforms expand on existing dissemination practice and
explore numerous opportunities to enhance health research
promotion.
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Abstract

Background: Traditional in-person cardiac rehabilitation has substantial benefits for cardiac patients, which are offset by poor attendance. The rapid increase in social media use in older adults provides an opportunity to reach patients who are eligible for cardiac rehabilitation but unable to attend traditional face-to-face groups. However, there is a paucity of research on cardiac patients’ experiences and perspectives on using social media to support their health.

Objective: The aim of this study was to describe cardiac rehabilitation patients’ experiences in using social media in general and their perspective on using social media, particularly Facebook, to support their cardiac health and secondary prevention efforts.

Methods: A mixed-methods study was undertaken among cardiac rehabilitation patients in both urban and rural areas. First, this study included a survey (n=284) on social media use and capability. Second, six focus group interviews were conducted with current Facebook users (n=18) to elucidate Facebook experience and perspectives.

Results: Social media use was low (28.0%, 79/282) but more common in participants who were under 70 years of age, employed, and had completed high school. Social media users accessed Web-based information on general health issues (65%, 51/79), medications (56%, 44/79), and heart health (43%, 34/79). Participants were motivated to invest time in using Facebook for “keeping in touch” with family and friends and to be informed by expert cardiac health professionals and fellow cardiac participants if given the opportunity. It appeared that participants who had a higher level of Facebook capability (understanding of features and the consequences of their use and efficiency in use) spent more time on Facebook and reported higher levels of “liking,” commenting, or sharing posts. Furthermore, higher Facebook capability appeared to increase a participants’ willingness to participate in a cardiac Facebook support group. More capable users were more receptive to the use of Facebook for cardiac rehabilitation and more likely to express interest in providing peer support. Recommended features for a cardiac rehabilitation Facebook group included a closed group, expert cardiac professional involvement, provision of cardiac health information, and ensuring trustworthiness of the group.
Conclusions: Cardiac health professionals have an opportunity to capitalize on cardiac patients’ motivations and social media, mostly Facebook, as well as the capability for supporting cardiac rehabilitation and secondary prevention. Participants’ favored purposeful time spent on Facebook and their cardiac health provides such a purpose for a Facebook intervention. The study results will inform the development of a Facebook intervention for secondary prevention of cardiovascular disease.

(J Med Internet Res 2017;19(9):e323) doi:10.2196/jmir.8081
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Introduction

 Coronary heart disease (CHD) is a leading cause of death worldwide [1]. A sizeable proportion of the burden of CHD is avoidable by targeting modifiable risk factors [2] such as tobacco use, high blood pressure, physical inactivity, poor diet, high body mass, and alcohol use [2]. Furthermore, attendance at group-based cardiac rehabilitation programs improves risk factors and subsequently reduces recurrent events [3]. Despite the benefits of cardiac rehabilitation, a vast majority of eligible patients, particularly those aged over 65 years, do not attend in-person services [4,5] because of geographical barriers, misconceptions, scheduling of programs, and conflicting demands [6,7].

 Rapid growth in the use of the Internet and mobile phones, including smartphones, has emerged as a potential solution to improve access to cardiac rehabilitation. In 2016, 87% and 68% of adult populations from countries with advanced economies reported using the Internet and owning a smartphone, respectively [8]. These rates are even higher among the Australian adult population, with 93% using the Internet and 77% owning a smartphone [8]. Even among adults aged 65 years or older, the use of mobile phones and social media are becoming deeply embedded in everyday life [9]. Pervasive adoption of technology offers alternative opportunities for researchers and clinicians to engage with this hard-to-reach cardiac population [4,5] and establish services to meet the needs of future generations.

 Platforms, such as Facebook, which enable social interactions through user-generated content, are collectively known as social media [10]. Social media usage among adults aged over 65 years has more than tripled from 2010 to 2015, from 11% to 35% in the United States [11]. Similarly, in Australia (2012-13), among the 46% of adults aged over 65 years who use the Internet, social media use is one of the four top Web-based activities [12]. As social influences are a primary factor in the adoption of health behaviors [13,14] and a core component of cardiac rehabilitation [15], adapting social support elements from cardiac rehabilitation programs for adjunct delivery via social media platforms is a logical progression to ensure flexible delivery and to maximize program reach [16].

 The most commonly used platform for adults aged over 65 years in Australia [17] and the United States [9] is Facebook. As a result of the increase in Facebook popularity among this population, social support elements for electronic health (eHealth) or mobile health (mHealth) cardiac rehabilitation programs are often integrated into investigator-designed platforms as an adjunct to a multicomponent program [18,19]. However, these programs often do not detail the social media component or the role of user experience in their development. Understanding the user experience of Facebook and the potential to use this platform to achieve behavior change is essential to ensure the effectiveness of any program developed [20,21]. To date, however, there is only limited research on patient acceptance of existing social media platforms, such as Facebook, as a potential delivery modality for cardiac rehabilitation.

 This study aims to describe cardiac rehabilitation patients’ social media use; and among current users, their experience and perspectives on using Facebook to support their cardiac health through secondary prevention.

Methods

Design and Participants

 This is a two phase mixed-methods study. Phase 1 comprised a survey of technology use in participants eligible for or currently attending cardiac rehabilitation. This survey was a component of a larger study (n=282) that screened cardiac patients regarding many aspects of their overall health technology use. Phase 2 comprised a series of focus groups with cardiac rehabilitation participants who were current Facebook users to elucidate their Facebook experience and the potential for using Facebook for the delivery and support of cardiac rehabilitation.

 Phase 1 participants were cardiac patients recruited from cardiac hospital wards as inpatients or outpatients attending cardiac rehabilitation programs in New South Wales (NSW) at two metropolitan (7 hospitals) and three rural health districts (3 hospitals). Participants were candidates for the survey if they were eligible to be referred to cardiac rehabilitation and spoke and understood sufficient English for consent and questionnaire processes. Participants were excluded if they had a neurocognitive disorder or a major visual deficit.

 Phase 2 participants were cardiac patients recruited from cardiac rehabilitation programs at one metropolitan and one rural hospital used in phase 1. Participants were eligible for this phase of the study, if in addition to the inclusion criteria for phase 1, they were currently using Facebook.

Ethical Considerations

The studies were approved by Northern Sydney Local Health District Human Research Ethics Committee in March 2016 (HREC ref LNR/15/HAWKE/450), and all patients gave written informed consent before participation.
Data Collection

During phase 1, technology acceptance was assessed using a 20-item survey combining components of questionnaires developed by Edwards et al [22] and Illiger et al [23]. Questions included access to mobile technology, current usage patterns including features used, and confidence and interest in usage for health. Sociodemographic and clinical data were collected using a checklist developed for a previous study by the team [24]. This questionnaire was pilot-tested on 15 cardiac rehabilitation patients and modified to improve accuracy and specificity. Data collection for phase 1 took place from March to November 2016. This study reports only a subset of the data relating specifically to social media use in general.

During phase 2, the details of participants’ Facebook experiences were collected using focus group interviews (n=6). The focus groups were aimed at understanding participants’ Facebook experience, engagement, and confidence to identify factors associated with Facebook acceptance and to examine the potential for Facebook platforms to support their cardiac health and for secondary prevention options. A semi-structured interview guide was used to elicit responses so that the question type and topics could vary according to participants’ answers, and issues raised by previous groups could be added. Each of the focus groups began with introductions and an outline of processes and aims from the facilitator (SRP). Thereafter, participants were encouraged to express their opinions and were provided with sufficient time to do so. Participants were also asked to complete a short questionnaire that included sociodemographic and clinical characteristics, as well as questions on access to a broad range of social media platforms, current usage patterns, and confidence and interest in using social media for health purposes. An additional researcher (PG or SRP) was present throughout the interview to assist with organization and audio-recording and to write field notes. The focus group recordings were transcribed verbatim for analysis.

Data Sources, Analysis, and Statistics

The survey data from phase 1 were analyzed using Statistical Package for the Social Sciences (SPSS) Statistics Version 22 (SPSS Inc). Descriptive statistics were used for continuous measures, including counts and percentages for participant demographic characteristics and technology use. Comparisons of demographic characteristics and technology use of non–social media users and social media users were conducted using chi-square tests.

The deidentified focus group transcripts were entered into NVivo version 10 software program (QSR International Pty Ltd). All focus groups were coded (SRP), allowing for data immersion and obtaining an overall sense of the data. An open coding approach was adopted, forming a general description of the research topic through generating codes and recurrent themes as they emerged. Discussion with additional researchers (AG and RG) familiar with the data finalized and confirmed emerging themes. Verbatim quotes illustrative of the themes and subthemes had been extracted. During this process of analyses, it became apparent that the participants’ preferences for features of a Facebook group suitable for cardiac rehabilitation attendees were being revealed. Therefore, a secondary analysis of the transcripts and field notes was undertaken to identify these aspects and preferences for current and future Facebook groups by one researcher (PG). Indications (both positive and negative) of the strength of preference for different aspects of social media groups were assessed in transcripts and field notes and independently assessed by another researcher (RG). The aspects and the associated negative and positive strengths of preference were discussed between 3 researchers (PG, SRP, and RG) until consensus was reached. Symbols are used to indicate the overall strength of preference, with “−−−” indicating the features considered to be least desirable and “+++” indicating those features considered most desirable.

Results

Phase 1: Technology Survey

Participant Profile

Survey results indicated that 28% (79/282) of the cardiac rehabilitation participants in the sample used social media regularly (Table 1). In comparison with nonusers, social media users were younger; more than half (38/75; 51%) of social media users were aged ≤59 years compared with 17% (33/202) of nonusers. A higher proportion of social media users compared with non–social media users were in full-time employment (47% [37/79] vs 23% [47/203], P<.001), had a secondary education qualification or higher (76% [60/79] vs 58% [118/203], P=.04), and regularly used smartphones (90% [71/79] vs 53% [108/203], P<.001) and tablets (64% [50/79] vs 34% [68/203], P<.001). Almost two-thirds of social media users compared with one-third of non–social media users were accessing information on health conditions (P<.001). Social media users compared with non–social media users were significantly more likely to use technology to access information on medications, heart conditions, heart treatments, and lifestyle changes. Additionally, 30% (24/79) of social media users compared with 12% (24/203) of nonusers were willing to communicate with health professionals using technology (P<.001). There was no statistically significant difference between social media users and nonusers with their willingness to use technology to communicate with other cardiac participants (8% [6/79] vs 4% [8/203], P=.17).

Phase 2: Focus Groups

Participants’ Profile

Of the 20 participants invited to participate in the focus groups, 18 took part (72% urban). Focus group participants had a mean age of 63 years (standard deviation [SD] 12; range: 38-79 years). The majority were males (13/18), had some form of tertiary qualification or higher (76% [60/79] vs 58% [118/203], P=.04), and regularly used smartphones (90% [71/79] vs 53% [108/203], P<.001) and tablets (64% [50/79] vs 34% [68/203], P<.001). There was no statistically significant difference between social media users and nonusers with their willingness to use technology to communicate with other cardiac participants (8% [6/79] vs 4% [8/203], P=.17).
Table 1. Phase 1 survey: demographics and technology use by cardiac rehabilitation participants compared for social medial use (N=282).

<table>
<thead>
<tr>
<th>Demographics and technology use</th>
<th>Non–social media users (N=203)</th>
<th>Social media users (N=79)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years (^a), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49 or younger</td>
<td>6 (3.0)</td>
<td>11 (14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50-59</td>
<td>27 (13.4)</td>
<td>27 (36)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>70 (34.7)</td>
<td>22 (29)</td>
<td></td>
</tr>
<tr>
<td>70-79</td>
<td>73 (36.1)</td>
<td>11 (14)</td>
<td></td>
</tr>
<tr>
<td>80 or older</td>
<td>26 (12.9)</td>
<td>4 (5)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>57 (28.1)</td>
<td>21 (27)</td>
<td>.80</td>
</tr>
<tr>
<td>**Language spoken at home, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>185 (91.1)</td>
<td>73 (92)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥year 12(^b)</td>
<td>118 (58.1)</td>
<td>60 (76)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Location, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>144 (70.9)</td>
<td>69 (87)</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Employed, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time or part-time</td>
<td>47 (23.2)</td>
<td>37 (47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Technology use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Device, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tablet or iPad</td>
<td>68 (33.5)</td>
<td>50 (63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Smartphone</td>
<td>108 (53.2)</td>
<td>71 (90)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Accessing information, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health conditions</td>
<td>66 (32.5)</td>
<td>51 (65)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medications</td>
<td>54 (26.6)</td>
<td>44 (56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart condition</td>
<td>36 (17.7)</td>
<td>34 (43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart treatment</td>
<td>32 (15.8)</td>
<td>29 (37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lifestyle changes</td>
<td>34 (16.7)</td>
<td>30 (38)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Communication, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health professionals</td>
<td>24 (11.8)</td>
<td>24 (30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other cardiac patients</td>
<td>8 (3.9)</td>
<td>6 (8)</td>
<td>.17</td>
</tr>
</tbody>
</table>

\(^a\)One non–social media user did not report age, and 4 social media users did not report age.

\(^b\)Secondary education or higher.
The short questionnaire completed by participants before the start of the focus group found that the most commonly used social media site was Facebook (16/18), followed by Instagram (7/18), LinkedIn (5/18), and Twitter (5/18). The average number of social media sites per participants used was three (range: 1-5). The majority were multidevice users, with 15 out of 18 using a computer or laptop, tablet, and a smartphone. Most participants accessed social media sites on their smartphone (13/18) and in combination with one other device—their computer or laptop (11/18) or their tablet (13/18).

**Focus Group Themes**

Participant discussion of their current Facebook use appeared to involve the interaction of three components, namely, motivation, opportunity, and apparent capability (Figure 1). As a result, the participants who were most likely to use Facebook demonstrated high levels of all three key attributes portrayed in Figure 1, that is, those most likely to use Facebook were also the most motivated, the most capable, and identified the most benefits from the potential opportunities Facebook provides. Participants were motivated to keep in touch with known family and friends, and they recognized that Facebook provided an opportunity for such social interactions. Participants’ use of Facebook strongly related to their apparent capability to use Facebook and their perceived benefits of social media use. For example:

I use it to keep in touch with friends, and groups, and uh, it’s very good for keeping touch with family that are living out interstate...It’s good. It helps you to keep in touch with people, finding out what they all know and what they’re doing. [Male, 69, focus group 1]

The thing I like the most is it keeps me in contact, it lets me see what other people are doing which I normally wouldn’t do. Like, I’ve got lots of extended family and cousins and different things and so they’ll put things on about their kids or somebody’s gone on holidays and all that and I think that’s good because we’re all so busy nobody has time to make phone calls these days. [Female, 59, focus group 2]

A secondary motivation for Facebook use described by younger participants as well as those who were older but “early adopters” was that it helped to fill in spare time. One of the participants stated:

The beauty of the phone is you can, you know, if you’re waiting for a train or waiting for anything you can entertain yourself as much or as little as you like. [Male, 69, focus group 1]

However, the motivation to keep in touch with family and friends seemed to be the most powerful, influencing their development of skills to engage and the way they engaged with Facebook.
Opportunity

From the focus groups, it appeared that participants harness the opportunity Facebook provided to keep in touch with family and friends in different ways and carefully balanced risks and benefits in an ongoing way. For instance, participants weighed the opportunity to keep informed of family events against the risk (as they perceive it) of excessive advertisements. Similarly, the balance of the opportunity to engage in a conversation with family and friends was weighed against the time required to filter and make posts and the risk of generating unwelcome responses. Additionally, participants weighed up these stated benefits with the time required to develop and define their online identity and to understand the rules of social engagement on Facebook.

Most participants mentioned that their use of Facebook involved observing and sharing personal photos, “liking” photos or updates of family and friends, and communicating through private messaging features but seldom communicated through groups, as stated below:

“I mostly browse but if it’s something that I really want to see, like I’ve got friends that live overseas and things like that and they’ll post cute photos of their kids and stuff, I definitely will like that and read it or something. Yeah, it’s a way of letting people know that you know what’s happening.” [Female, 59, focus group 2]

“I use Facebook a lot and Facebook Messenger, which I like because it’s a private conversation and you don’t have all the other things that you have to scroll through.” [Female, 79, focus group 1]

Participants had varying levels of trust of both the Facebook platform and of other users. Trust was informed by other, non-Facebook (eg, email and Internet banking) Web-based experiences removed from Facebook platforms and impacted the way participants navigated and used the platform. Frequent, confident Facebook users reported developing strategies to deal with trust issues while still using the platform, which is echoed by the following:

...even though I’m on Facebook and Wi-Fi a lot, every single day, I would not share anything that I consider to be personal, private, financial, medical information through that media and never have. Because you can’t guarantee that it’s secure...but I’ve got to be very very sure that I’m using something that has a secure transaction. [Female, 58, focus group 3]

“I take it with a grain of salt. Facebook is one of those mediums where people can write whatever they want, there’s no factual evidence that supports what their saying, it’s just their opinion and I take it as that, as their opinion I never take it as complete fact.” [Male, 38, focus group 3]

Sometimes there’s too much on there and you just think “oh well, whatever I’ve missed I’ve missed I don’t have time.” But yeah I find...there [is] a lot other stuff on there that you don’t want to see. [Female, 59, focus group 2]

However, less frequent or confident Facebook users did not describe having strategies in place to deal with their trust issues and reported less control of their online personal space. This increased their time on Facebook and appeared to negatively affect their Facebook experience, as expressed by some of the participants:

“What I don’t like about Facebook is how you can say what you want, you can swear, every word known to man, now I’m not a prude and they get away with it; if you put that in the paper you’d have, you’d be sued. How do they allow that? That’s my question...I think it’s putrid, it’s filthy. It’s putrid. But it’s technology.” [Male, 73, focus group 6]

“It’s like 4 people come up you don’t know from a bar of soap wanting to be your friends, what’s all that?...I don’t know who they are.” [Male, 59, focus group 6]

Participants expressed the view that spending a large amount of time on Facebook was undesirable because of the potential negative perceptions by others. Increased time spent on Facebook is perceived to signal that the person has no other interests or they are oversharing personal information or personal opinions of current popular culture or current affairs, irrespective of trust and capability; this was reiterated by some of the participants:

“I just think a person who’s posting a lot of stuff is spending a lot of time on Facebook...I think [they] should be doing something more with [their] life. That’s my personal opinion.” [Female, 79, focus group 1]

“I use it a lot I guess, but I don’t like to sit on it all the time, I like to get on and off and just enjoy what I am doing and then if I am going to do something then I’ll go on it, because I can’t just stand sitting on the computer, there’s got to be a reason for being there.” [Female, 58, focus group 5]

However, it appears that participants would reach a point or threshold when they considered they had invested too much time, particularly when using handheld devices, and they then described developing strategies to reduce use. For example:

Actually, I just deleted [Facebook] on my phone because I got sick of...I’d look at it too much. So I decided I’m only going to look at it on my iPad, which is not with me all the time.” [Female, 62, focus group 1]

Participants’ online Facebook behaviors appear to be a reflection of the rules of behavior they consider acceptable in their social group and in relation to communication with their friends and family. This included developing strategies to tolerate specific family and friends and not changing their reactions for an online context, as noted by some participants:

“You can unfollow and still be friends, I do that a lot. If someone keeps posting constantly you just click unfollow and you stay friends. They don’t know that you’re not seeing it.” [Female, 62, focus group 1]
Capability

Participants’ engagement and perception of Facebook were influenced by their apparent capability. Comments by participants revealed that their capability of understanding and using Facebook fell on a continuum of skill, expertise, and confidence, which then influenced whether they used the opportunity Facebook provided.

Participants who were apparently less capable with regard to Facebook use revealed their lower level of understanding of Facebook features in distinct ways in their comments during the focus groups, such as being less able to control the number and type of posts and notifications they received. As a consequence, they were more likely to be distracted and annoyed by common Facebook features and the amount of perceived trivial communication. This also increased the amount of time they spent on Facebook to achieve what they wanted, thus perceiving it as a “necessary evil” (Male, 73, focus group 6). Oftentimes, less capable Facebook users were unable to distinguish between Facebook platforms and the wider Internet. Their sense of safety or risk was then falsely enhanced, extending beyond what is possible. For example, one of the participants noted:

"I just got loaded with stuff and a lot of it was interesting, like I like bushwalking and I put down my interests. But then there was just so much going through that, I was bombarded, but I kept seeing things like “yes I’d like to do that one day” but in the end I just had to delete it, it was just overwhelming." [Female, 79, focus group 1]

Participants who were apparently more capable revealed a better understanding of Facebook features and the consequences of their use through their easy navigation of content with limited distractions. They also described their communication through the confident use of multiple features:

"If I’m just putting a post up myself or answering one of their posts then that would in the public domain and then when it came around to if we needed to discuss things of a family nature then that would go to private messaging." [Male, 56, focus group 4]

"If I’ve got something sensible to say I do, but a lot of people make silly comments and unnecessary comments and it is just time consuming." [Male, 69, focus group 1]

Differences in participants’ apparent capability were also revealed through the language used to describe Facebook actions and the desire for simplicity. Some participants were aware of their lower level of capability in using Facebook and discussed that their lower skill level was a result of learning Facebook at an older age:

"I mean, it’s [got to] be simple for our age group, I think. Like, that we don’t have to have other people to do it. You know, it’s [got to] be easy enough." [Female, 62, focus group 1]

"A lot of it is coming through the young people, the young ones with their work. They get very involved and learn about all these things, and we as the older generation learn from them. But it’s not something that we learned when we were at work so we’re kind of on the edge and catching up with the young ones. That’s what I find I do at times." [Female, 58, focus group 5]

Potential Use of Facebook for Cardiac Rehabilitation

No participant raised the potential for using Facebook for their own health or specifically for cardiac health; however, after being prompted to consider this possibility, a lot of discussion ensued. Most participants discussed that Facebook, in general, would provide an opportunity for continued interaction with known expert cardiac health professionals and cardiac rehabilitation peers to receive further cardiac specific information and be provided with personalized cardiac information. Participants who were more capable Facebook users recognized the benefits of Facebook private groups for this purpose and were more willing to participate in a Facebook group and to help others through peer-to-peer learning, which is echoed by the following:

"You know it is information at hand when you need it. You don’t have to physically go into a place and have a chat with someone, it’s there. Something that you use often and it’s available at a swipe. Someone can be there to answer any questions that you’ve got. I think it’s a great idea." [Male, 38, focus group 3]

"The beauty of it is it’s a very quick way of getting out information and it costs nothing, and it’s just very effective." [Male, 69, focus group 1]

"The other thing that may be a good idea either for myself or others is to be available to a group like that to mentor...because there are things that I’ve gone through, there are things that each of you, I’m sure had things that have been really beneficial, things that have been a struggle—to be a mentor to somebody, or a buddy, I don’t know call it what you will, that’s something I would be happy to do." [Female, 58, focus group 3]

Participants with lower perceived benefits of Facebook and apparently lower capabilities were still willing to “give it a go” (Male, 79, focus group 5). Another participant noted:

"I think that’s why people are cynical about Facebook...but if it is dealing with things that are, issues, whatever, then that’s a good thing. Like cardiac rehabilitation or something like that." [Male, 63, focus group 6]

Some of the participants expressed their hesitation about the level of sharing of personal health information required and privacy and confidentiality of shared health information:

"Yeah, I think it would do...be very good because you can share. Once you start sharing the tension and the
unknown is not as great and that releases any stress that you would generally hold on and wonder what's happening. [Female, 69, focus group 3]

As long as there’s privacy and I could trust it and it could be guaranteed then yeah definitely. So there’s a trust issue there. So it couldn’t be accessed by people flogging products or services. My dealing is with you and the hospital and not with the mob that’s selling water bottles for example. [Male, 63, focus group 1]

Recommendations of Features When Creating a Facebook Intervention for Cardiac Rehabilitation

In light of both the findings described above and the secondary analyses of preferences for Facebook, a series of recommendations have been generated regarding features to consider when creating a cardiac rehabilitation Facebook group (Table 2). Three categories need to be taken into consideration in relation to platform settings, the role of the moderator, and group interaction. Participants strongly preferred a closed or secret group, and they wanted to be able to access the platform on multiple devices. Strong preferences were also indicated for having an expert cardiac professional act as moderator and that content should focus on cardiac health information and provide link-outs to relevant material. Participants also emphasized the importance of trustworthiness of the group, whereas excessive notifications, advertisements, and hostile or augmentative posts were not favored.

Table 2. Facebook group preferences.

<table>
<thead>
<tr>
<th>Categories and features</th>
<th>Preferencea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Platform settings</strong></td>
<td></td>
</tr>
<tr>
<td>“Closed” or “Secret” group</td>
<td>+++</td>
</tr>
<tr>
<td>Multiple device access</td>
<td>++</td>
</tr>
<tr>
<td>Presence of advertisements</td>
<td>–</td>
</tr>
<tr>
<td>Excessive notifications</td>
<td>–</td>
</tr>
<tr>
<td><strong>Moderator role</strong></td>
<td></td>
</tr>
<tr>
<td>Expert cardiac professional</td>
<td>+++</td>
</tr>
<tr>
<td>Cardiac health information</td>
<td>++</td>
</tr>
<tr>
<td>Cardiac information link-outs</td>
<td>++</td>
</tr>
<tr>
<td><strong>Group interaction</strong></td>
<td></td>
</tr>
<tr>
<td>Trustworthiness of group</td>
<td>++</td>
</tr>
<tr>
<td>Ability to post or comment</td>
<td>+</td>
</tr>
<tr>
<td>Irrelevant posts</td>
<td>–</td>
</tr>
<tr>
<td>Hostile or argumentative posts</td>
<td>–</td>
</tr>
</tbody>
</table>

a+++ Most desirable; ––– Least desirable.

Discussion

Principal Findings

This mixed-methods study provides strong indications that a cardiac Facebook group has potential for cardiac rehabilitation purposes and provides a set of recommended features to consider when designing such a Facebook group. To our knowledge, this is the first study to elucidate cardiac rehabilitation participants’ perceptions of and engagement with social media and the potential for using Facebook for their cardiac health. Social media use was low but more common in participants who were under 70 years of age, employed, and had completed high school. It appeared cardiac rehabilitation participants’ Facebook engagement is influenced by a combination of personal motivation, opportunity, and capability of using the platform. When applied to cardiac rehabilitation, participants could be motivated to use Facebook because of the opportunity it provided to “keep in touch” with a known expert cardiac health professional and to further improve their cardiac health. More capable Facebook users may also be open to providing peer support in a social media group by acting as champions. The findings of this study will be used to develop a Facebook intervention for persons eligible for cardiac rehabilitation.

Key prerequisites in social media use in older adults were identified previously in a review by Leist [16] and include adoption of information and communications technology and social media–related knowledge, attitudes toward social media, and motivations for social media use. All participants in this study demonstrated varying levels of these prerequisites. A combination of their motivation to use Facebook for supporting their existing relationships and their capability of Facebook use seems to influence the participants’ Facebook-related knowledge and attitudes toward Facebook. Also similar to Leist [16], we found barriers such as lack of capability and skeptical attitudes that were described as more constraining with increasing age [25]. In this study, participants aged 70 years or older were much less likely to be using social media in general, which might limit the potential use of Facebook for cardiac rehabilitation.
rehabilitation. For instance, given that the mean age of heart attack participants in the study context of Australia is 67 years (SD 15), it is likely that many participants will not be capable of using a cardiac Facebook group option [26]. However, it is highly likely that age-related barriers to social media use will diminish rapidly among future generations of cardiovascular disease (CVD) participants because of the rapid rise and increased use of smartphone and social media use among younger generations and the influence of younger family members on older people [8]. Moreover, encouraging older people to use social media and emphasizing the benefits of social media use would likely result in more engagement with and positive attitudes toward social media [27]. Older adults are still likely to use the Internet to seek health information and to connect to individuals experiencing similar conditions, mainly through discussion groups [11].

Social media–based discussion groups present an important new resource for health researchers to understand, given the primary role of social networks in the adoption of health behaviors [13,14]. Social media features such as information sharing allow social reinforcement to occur in real time [28,29]. However, the aforementioned barriers to social media use identified in this study may prevent online discussion groups from achieving peer-to-peer interactions, which are comparable to traditional in-person support groups. This may be overcome by supporting less capable users through peer-led mentoring, which is recognized as a potentially effective resource; however, it remains underinvestigated in chronic disease management [30]. Participants in this study, who were capable Facebook users, volunteered to act as mentors to less capable users to become more acquainted with Facebook. This approach was also suggested by Leist [16], who identified Internet-savvy members of online communities who were willing to act as mentors and at times, moderators. Such an approach has additional benefits, as it may promote continuous engagement of users in an online group, which is likely to maximize benefits [16].

Our study findings indicate that some participants are very capable in terms of engaging with personal interest groups via Facebook. However, none of the participants in this study recognized the potential Facebook provided for continued interaction with known cardiac experts and peers until prompted. Previous studies have reported that lack of personal relevance to a social media platform resulted in negative attitudes and lower engagement [20]. The use of well-known and existing social media platforms such as Facebook for interventions for less capable persons may be important for continued engagement [16]. Furthermore, the use of personally relevant social media platforms may have the potential to increase engagement in capable users, as found in this study—participants’ favored purposeful time spent on Facebook.

The majority of studies to date reporting social media interventions for health-related behavior change have documented outcomes rather than the process of intervention development. In 2014, a systematic review of studies, which incorporated Web-based social media platforms, reported that there is modest evidence that behavior change interventions targeting key modifiable health behaviors may be effective, but this review noted that this field of research is still in its infancy [21]. This review highlighted the importance of maximizing retention and engagement within social networking interventions and the limited information reported on the long-term effectiveness of the resultant behavior change. Of the 10 interventions included in the review [21], only five used an existing social media platform [31-35], with one using Twitter [34] and four using the private group feature of Facebook [31-33,35]. These four studies utilized private Facebook groups as an adjunct to an existing intervention to enhance social support for participants. None reported prior formative research on the social media experience and perspectives of their target group, and none of these studies involved participants with CVD.

The effectiveness of social media use as a delivery medium for the secondary prevention of cardiac rehabilitation remains unclear. Two systematic reviews investigating the effectiveness of mHealth interventions for the secondary prevention of CVD are available but are limited in that none of the included studies have investigator-built online social support elements or social networking via established social media platforms [15,36]. One digital cardiac rehabilitation intervention, designed as an adjunct to traditional in-person services, has been tested [37]. This intervention contained a Web-based application as well as a mobile phone app for personalized health assistance, coupled with a social reinforcement network that aimed to encourage the adoption and maintenance of a healthier lifestyle. However, no process evaluation data are available to understand how participants interacted with the social reinforcement network or the potential influence on outcomes. Furthermore, a study protocol describing a remotely delivered exercise-based cardiac rehabilitation mHealth program with a secure social support component has been designed and incorporates self-efficacy elements; however, it has not yet been implemented [38].

Insights of current Facebook use by participants attending cardiac rehabilitation in this study have provided an essential foundation for the design of a Facebook intervention for the secondary prevention of CVD. mHealth interventions, including those with social media elements, underpinned by behavioral theories have been shown to be more effective compared with mHealth interventions with no theoretical underpinning [39,40]. The themes from this study, namely, capability, opportunity, and motivation and interaction between them, have commonality with both social cognitive theory and self-efficacy [41] and with the behavior change wheel [42]. On the basis of evidence from interventions that are not based on social media, integrating principles from these behavior change theories for the secondary prevention of CVD may significantly increase the likelihood of success and therefore has potential for social media–based interventions. In addition, frameworks for adapting existing social media delivery will be taken into consideration [43], as well as the process of communicating health information via social media [44,45].

**Strengths and Limitations**

The strength of this formative research is the use of both quantitative and qualitative data sources. A relatively diverse sample of both metropolitan and rural participants was represented in both phases of the study. However, it should be
emphasized that the nature of the focus group study and qualitative research limits the generalizability of the results to the wider cardiac rehabilitation population, including those patients who are eligible for cardiac rehabilitation yet do not attend as well as the rural patients. It is possible that these subgroups could offer useful insights into accessibility of services; however, they are difficult populations to recruit and engage with.

Conclusions

In this study, we have shown that group-based social media programs, using existing platforms such as Facebook, may offer an opportunity to access and engage cardiac rehabilitation patients. One in 4 cardiac rehabilitation patients are current users of Facebook—a proportion only likely to increase in the future, given the rapidly growing use of social media in older adults. Considering that cardiac rehabilitation patients who use social media are already frequently accessing information on their health, cardiac conditions, and lifestyle, it is important to leverage this potential with appropriate theory-based support. Capitalizing on the social media potential for cardiac patient support depends on understanding patients’ motivation to keep in touch with known health professionals and peers, efficiency of use, and ensuring that the benefits outweigh potential risks. This study has brought greater understanding of Facebook use and the perceptions of and engagement with Facebook by adults with CVD. As such, we have generated a set of recommendations for consideration when establishing cardiac rehabilitation Facebook groups. Future work will incorporate the findings and recommendations to develop a Facebook intervention to support adults with CVD to improve their modifiable risk factors and to lower their chances of further events.
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Abstract

Background: Human immunodeficiency virus (HIV) disproportionately impacts minority youth. Interventions to decrease HIV sexual risk are needed.

Objective: We hypothesized that an engaging theory-based digital health intervention in the form of an interactive video game would improve sexual health outcomes in adolescents.

Methods: Participants aged 11 to 14 years from 12 community afterschool, school, and summer programs were randomized 1:1 to play up to 16 hours of an experimental video game or control video games over 6 weeks. Assessments were conducted at 6 weeks and at 3, 6, and 12 months. Primary outcome was delay of initiation of vaginal/anal intercourse. Secondary outcomes included sexual health attitudes, knowledge, and intentions. We examined outcomes by gender and age.

Results: A total of 333 participants were randomized to play the intervention (n=166) or control games (n=167): 295 (88.6%) were racial/ethnic minorities, 177 (53.2%) were boys, and the mean age was 12.9 (1.1) years. At 12 months, for the 258 (84.6%) participants with available data, 94.6% (122/129) in the intervention group versus 95.4% (123/129) in the control group delayed initiation of intercourse (relative risk=0.99, 95% CI 0.94-1.05, P=.77). Over 12 months, the intervention group demonstrated improved sexual health attitudes overall compared to the control group (least squares means [LS means] difference 0.37, 95% CI 0.01-0.72, P=.04). This improvement was observed in boys (LS means difference 0.67, P=.008), but not girls (LS means difference 0.06, P=.81), and in younger (LS means difference 0.71, P=.005), but not older participants (LS means difference 0.03, P=.92). The intervention group also demonstrated increased sexual health knowledge overall (LS means difference 1.13, 95% CI 0.64-1.61, P<.001), in girls (LS means difference 1.16, P<.001), boys (LS means difference 1.10, P=.001), younger (LS means difference 1.18, P=.001), and older (LS means difference 1.08, P=.002) participants. There were no differences in intentions to delay the initiation of intercourse between the two groups (LS means difference 0.10, P=.56).

Conclusions: An interactive video game intervention improves sexual health attitudes and knowledge in minority adolescents for at least 12 months.
adolescent; videogame; intervention; randomized controlled trial; human immunodeficiency virus; risk reduction; primary prevention

**Introduction**

**Background**

Human immunodeficiency virus (HIV) disease and sexually transmitted infections (STIs) significantly impact young people, with racial/ethnic minority youth disproportionately affected. Nearly 10,000 youth were diagnosed with HIV in 2014 in the United States, accounting for 22% of new infections [1]. There is a considerable range in both the quantity and quality of education around sexual health, HIV, and acquired immune deficiency syndrome (AIDS) adolescents receive. Only 22 states and the District of Columbia require that public schools teach sex education. Nineteen states require that if sex education is taught, it must be factually accurate [2]. Another 12 states require HIV/AIDS education. Although there are effective HIV and STI prevention programs, challenges in their implementation and fidelity exist. Service providers may lack access to programs [3], selectively implement program components [4], or never implement programs at all [5]. Barriers to implementation include access to adequately trained providers, resource constraints, fidelity, and challenges of adapting an intervention from one population to another [6-8]. To address these issues, digital health interventions have demonstrated efficacy at influencing sexual health [9,10], featuring adaptable content for broader reach, with greater fidelity, at a potentially lower cost [11].

Serious games, defined as video games for a primary purpose beyond pure entertainment [12], offer unique benefits in targeting health promotion and risk prevention [13]. They have efficacy [14] in areas ranging from depression to asthma to cancer [15,16-19]. They also have considerable reach, with 97% of adolescents, including all racial/ethnic groups, playing video games with 50% playing for at least 1 hour or more per day [20]. In a study assessing the impact of digital technologies on schools, more than 333,000 students in grades 6 to 12 reported wanting to use digital games for learning in school and reported games increased their engagement [21]. Active participation through simulated role-playing [22,23] in video games allows individuals to acquire knowledge and practice behavioral skills in a highly accessible, portable, and engaging way [16,24].

**Aim of This Study**

Our objective was to test the efficacy of a digital health intervention in the form of a theory-driven interactive video game intervention compared to a set of control games on sexual risk behaviors, knowledge, attitudes, and intentions in a population of racial/ethnic minority adolescents. We hypothesized that a highly engaging theory-based video game intervention would have a greater impact on our outcomes of interest than a set of control games.

**Methods**

**Study Design**

We conducted a randomized controlled trial in 12 urban community-based settings consisting of seven school-based afterschool programs, four independent afterschool programs, and one summer camp. A description of the development of the PlayForward: Elm City Stories (PlayForward) intervention and the trial design have been published [25,26]. The Yale School of Medicine Human Investigation Committee approved the research.

**Participants**

Participant eligibility included ages 11 to 14 years, speaks English, able to provide assent and parental/legal guardian consent, and willing to play video games for up to 75 minutes twice weekly for 6 weeks. Although the primary outcome of this study was delay of initiation of sexual intercourse, we enrolled participants who had already initiated intercourse because we did not want potential participants to provide incorrect information regarding their sexual activities to gain or avoid access to the study. These participants (n=6) were not included in these analyses. Participants were provided with an age-appropriate study description and parents/legal guardians were informed that the study focused on promoting healthy behaviors and reducing risk in adolescents. If an adolescent or parent/guardian did not wish to participate, they were not included in the study. All data were collected from 2013 to 2015 and analyzed in 2016.

**Randomization**

Enrolled participants were randomized in an unmasked fashion to the PlayForward group or to a set of 12 attention-time control video games with all participants playing the games on iPad tablets. A single randomization scheme was generated and written in TrialDB, a customizable Web-based clinical trials database system [27]. After obtaining written youth assent and parental/legal guardian informed consent, eligible participants were assigned to play PlayForward or attention/control games in a 1:1 ratio using a computerized single randomization scheme. Randomization was stratified by gender and age group (11-12 years and 13-14 years), both predictors of the outcomes of interest [28,29]. Notably, gender differences have been identified as being important not only in terms of the trajectory of sexual behaviors in boys and girls during adolescence but also in terms of their response to interventions targeting sexual risk [29]. Randomization was under the control of an investigator who

---

**Trial Registration:** Clinicaltrials.gov NCT01666496; https://clinicaltrials.gov/ct2/show/NCT01666496 (Archived by WebCite at http://www.webcitation.org/6syumc9C0).
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was not involved with eligibility assessment. Study personnel accessed the computerized randomization system, retrieved the assignment, and notified participants of their group assignment.

**Study Conditions**

Participants played PlayForward or a set of control games on the iPad. PlayForward is a two-dimensional, role-playing adventure video game [25,30-33] developed using a theoretical foundation [32,34-37] about how individual choices made within the social environment of life impact both short-term and long-term goals (Multimedia Appendix 1). These theories primarily focus on the individual’s decision making, yet account for the fact that the decisions are made within a certain social context. Delivered as an interactive video game, the intervention allows for the player to see how their individual decisions are influenced by their social surroundings. The game consists of approximately 16 hours of gameplay. The player’s goal is to acquire and practice skills to reduce risk behaviors and gain knowledge and healthier attitudes and intentions with the ultimate goal of HIV prevention. The game involves an interactive world where the player creates an Aspirational Avatar [32] and “travels” through life, facing challenges and making decisions in the context of a series of narratives depicting common social situations whose outcomes bring different risks and benefits (Multimedia Appendix 2). The game focuses on sexual health and risk and a range of risky behaviors including substance use, academic dishonesty, and unsafe driving. Five skill-based interactive “mini-games” (Multimedia Appendices 3 and 4) are combined with 12 story-based “challenges” comprising the overarching narratives.

The attention/time control games consisted of 12 video games such as Angry Birds, Dragonbox, and Subway Surfer. They were devoid of content relevant to our study goals and mirrored the number of sessions and length of gameplay in the experimental group [38]. We considered a conventional prevention education control condition; however, there was no “gold standard” for teaching sexual education or HIV prevention in US schools [2], therefore using HIV prevention/education materials as the control was not consistent with current “treatment as usual.” We opted for an attention/time control because our primary goal was to determine the efficacy of the video game intervention.

Participants played their assigned game(s) for two sessions per week, approximately 1 hour per session, for 6 weeks on-site at their program [26]. Similarly, all assessments were conducted at the participant’s program and included data collected at baseline, 6 weeks (immediately after completion of gameplay), and at 3, 6, and 12 months.

The PlayForward game software records in-game data assessing intervention exposure and fidelity [39]. In-game data documents player’s actions, time spent on each action, and overall performance providing a measure of exposure to each intervention component. Periods of inactivity (eg, player is away from the device) can be identified from activity logging data timestamps. Research personnel observed and documented both the PlayForward and the control group participants’ duration of gameplay.

**Outcome Measures**

The primary outcome was delay of initiation of sexual intercourse (defined as initiation of vaginal or anal intercourse) at 12 months post-baseline [40-42]. On June 1, 2015, before any data analyses, the investigators and the Data and Safety Monitoring Board (DSMB) clarified that the primary outcome would be assessed at 12 months postrandomization. Secondary outcomes were sexual attitudes, sexual health knowledge, and sexual intentions. Items assessing the secondary outcomes were compiled from standard instruments and assessed for their internal consistency using Cronbach alpha: delay of the initiation of intercourse [41], sexual attitudes [43] (3 items, maximum score=12, Cronbach alpha=.90), sexual health knowledge [44,45] (15 items, maximum score=15, α=.68), and intentions to delay intercourse [43] (four items, maximum score=16, Cronbach alpha=.84). Although the sexual health knowledge measure (which was pilot tested before the trial) had a slightly lower level of reliability than is considered acceptable (Cronbach alpha=.7), the items in this measure reflected content that was specifically built into the game, representing very good content validity, which is an important component of a knowledge test in terms of demonstrating that the items within the test are closely related to one another. In addition, although the Cronbach alpha was slightly lower than the .7 value, the result was not borderline, but considerable. Additional assessment data were collected but were not the focus of this paper [26]. Outcomes were assessed at 6 weeks and at 3, 6, and 12 months after randomization. Data were collected face-to-face by research staff and entered into a Web-based database. As described elsewhere [26], we collected data from participants individually; for assessments including sensitive data, participants filled out responses after questions were read to them. Measures were taken to ensure participants felt their responses were being kept confidential.

**Statistical Analysis**

Power calculations were based on data from published studies [46,47] and systematic reviews [48-50] evaluating youth HIV prevention interventions. These studies suggested a small to moderate effect size of interventions on delaying/preventing initiation of sexual intercourse. National data indicated that approximately 7% of youth reported vaginal or anal intercourse before age 13 years [51] and the final sample size accounted for this figure. A sample size of 330 with 165 in each study condition was estimated to detect a 15% difference in the proportion of participants achieving the primary outcome of delay of initiation of sexual intercourse (90% PlayForward vs 75% control groups), providing a power of 80% or greater to detect significant (two-tail alpha=.05) differences of this magnitude [52]. This sample size also afforded adequate power (>90%) to detect small to moderate effects on secondary outcome measures. NQuery version 4.0 was used to estimate sample size. This sample size accounted for losses in primary outcome assessment and for enrollment of participants who at baseline had already initiated sexual intercourse.

The primary comparison evaluated the effect of PlayForward compared with the control video games on the delay of initiation of sexual intercourse measured at 12 months postrandomization.
and constructed as a binary outcome (delayed beyond 12 months/initiated before 12 months). The primary analysis was carried out as an intent-to-treat analysis and adjusted for gender and age (the randomization stratification variables). Sensitivity analyses were carried out with missing responses being assigned both as delay and not delay of initiation of intercourse.

Differences in scores in the secondary outcomes were compared between the two groups at the time points using longitudinal mixed-effects models. Changes in secondary outcome measures since baseline were assessed in repeated measures models (with unstructured covariance), with the assigned baseline values, study group, gender, age, study time point, and study group*time interactions used as covariates. Least squares (LS) means and standard error were plotted for each secondary outcome at each time point. Statistical analyses were done using SAS version 9.4 (SAS Institute Inc, Cary, NC, USA). All protocols were reviewed at intervals by a DSMB.

Results

Description of Study Sample

A total of 333 participants were recruited and enrolled into the study between February 26, 2013 and May 16, 2014; 166 were assigned to the PlayForward intervention and 167 were assigned to the control condition (Figure 1). A total of 166 participants were assigned to PlayForward (162/166, 97.6% initiated gameplay) and 167 to the control games (159/167, 95.2% initiated gameplay). Reasons for not initiating gameplay included participants’ inability to participate in the afterschool program due to transportation or medical issues. The PlayForward group played a median of 10.1 hours (interquartile range (IQR) 3.9) over 10 sessions for a median of 60.4 minutes/session (IQR 11.6). The control group played a median of 10.1 hours (IQR 3.9) over 10 sessions for a median of 61.4 minutes/session (IQR 10.9). Eighteen participants withdrew leaving 315 participants in active follow-up. A total of 269 (82.7%) completed the 6-week assessments, 267 (82.9%) completed the 3-month assessments, 253 (78.6%) completed the 6-month assessments, and 258 (81.6%) completed 12-month assessments. No demographic or clinical differences by intervention and control conditions were observed at baseline (Table 1).

Outcomes

The primary outcome was delay of initiation of sexual intercourse. Six participants (PlayForward: n=4; control: n=2) who had engaged in intercourse before baseline were removed from the primary analysis because they had already reached the primary outcome (Table 2).

Overall, the rates of initiating sexual intercourse were low in both groups. There were no differences in rates of delaying initiation of intercourse at each time point in the PlayForward versus the control groups. At 12 months, for the 258 of 304 (84.9%) participants from whom data were available, 122 of 129 (94.6%, 95% CI 89.1%-97.8%) in the PlayForward group versus 123 of 129 (95.4%, 95% CI 90.2%-98.3%) in the control group had delayed the initiation of intercourse (relative risk=0.99, 95% CI 0.94-1.05, P=.77). Sensitivity analysis suggested no difference in these proportions (missing=delay, P=.90; missing=no delay, P=.78).

Over the 12-month follow-up period, the PlayForward group demonstrated an improvement in attitudes about sexual health compared to the control group (LS means difference 0.37, 95% CI 0.01-0.72, P=.03) (Figure 2). Treatment*age group and treatment*gender interactions were not significant (P=.06 and P=.09, respectively). The improvement in attitudes was not seen in girls (LS means difference 0.06, 95% CI –0.46 to 0.58, P=.81), but was seen in boys (LS means difference 0.67, 95% CI 0.18-1.16, P=.008). In addition, this improvement was only seen in the younger group of participants (age 11-12 years: LS means difference 0.71, 95% CI 0.21-1.20, P=.005) and not the older group of participants (age 13-14 years: LS means difference 0.03, 95% CI –0.49 to 0.54, P=.92).

Over the 12-month follow-up period, the PlayForward group demonstrated an increase in sexual health knowledge compared to the control group (LS means difference 1.13, 95% CI 0.64-1.61, P<.001) (Figure 2). Both girls and boys in the PlayForward group demonstrated an increase in sexual health knowledge compared to the control group (girls: overall LS means difference 1.16, 95% CI 0.46-1.86, P=.001; boys: LS means difference 1.10, 95% CI 0.43-1.77, P=.001). Both younger (age 11-12 years) and older (age 13-14 years) participants in the PlayForward group demonstrated an increase in sexual health knowledge compared with the control group (younger: LS means difference 1.18, 95% CI 0.50-1.85, P=.001; older: LS means difference 1.08, 95% CI 0.39-1.78, P=.002).

Over the 12-month follow-up period, there were no differences in intentions to delay the initiation of intercourse between the two groups (LS means difference 0.10, 95% CI –0.23 to 0.43, P=.56) (Figure 2). Similarly, there were no differences noted over the 12-month follow-up period by gender or by age group.
Figure 1. Enrollment and follow-up flow diagram for videogame intervention trial for sexual risk reduction. Note: Assessment refers to primary outcome assessment (delay of initiation of sexual intercourse); % is of active participants. Participants who did not initiate game play were still considered active and assessed for study outcomes. A total of six participants (four in PlayForward; two in control) who had initiated sexual intercourse (per primary outcome definition) at baseline were removed from the analysis of primary outcome.
Table 1. Baseline demographic and clinical characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control (n=167)</th>
<th>PlayForward (n=166)</th>
<th>Total (N=333)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>89 (53.3)</td>
<td>88 (53.0)</td>
<td>177 (53.2)</td>
</tr>
<tr>
<td>Female</td>
<td>78 (46.7)</td>
<td>78 (47.0)</td>
<td>156 (46.8)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>12.9 (1.1)</td>
<td>12.9 (1.1)</td>
<td>12.9 (1.1)</td>
</tr>
<tr>
<td><strong>Age group (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>41 (24.6)</td>
<td>42 (25.3)</td>
<td>83 (24.9)</td>
</tr>
<tr>
<td>12</td>
<td>45 (26.9)</td>
<td>45 (27.1)</td>
<td>90 (27.0)</td>
</tr>
<tr>
<td>13</td>
<td>45 (26.9)</td>
<td>45 (27.1)</td>
<td>90 (27.0)</td>
</tr>
<tr>
<td>14</td>
<td>36 (21.6)</td>
<td>34 (20.5)</td>
<td>70 (21.0)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>14 (8.6)</td>
<td>17 (10.4)</td>
<td>31 (9.5)</td>
</tr>
<tr>
<td>Black</td>
<td>65 (40.1)</td>
<td>70 (42.7)</td>
<td>135 (41.4)</td>
</tr>
<tr>
<td>Other</td>
<td>80 (49.4)</td>
<td>76 (46.3)</td>
<td>156 (47.9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (1.9)</td>
<td>1 (.6)</td>
<td>4 (1.2)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>87 (55.1)</td>
<td>85 (55.9)</td>
<td>172 (55.5)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>71 (44.9)</td>
<td>67 (44.1)</td>
<td>138 (44.5)</td>
</tr>
<tr>
<td><strong>Sexual health attitudes score, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.1 (2.4)</td>
<td>10.1 (2.5)</td>
<td>10.1 (2.5)</td>
</tr>
<tr>
<td><strong>Sexual health knowledge score, mean (SD)</strong></td>
<td>6.5 (2.8)</td>
<td>6.1 (2.6)</td>
<td>6.3 (2.7)</td>
</tr>
<tr>
<td>Intentsions to delay initiation of sex score, mean (SD)</td>
<td>14.9 (2.0)</td>
<td>14.6 (2.2)</td>
<td>14.8 (2.1)</td>
</tr>
</tbody>
</table>

Table 2. Delay of initiation of sexual intercourse by study condition.a

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Control</th>
<th>PlayForward</th>
<th>Total, n (%)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delay of initiation of sexual intercourse</td>
<td>165 (100)</td>
<td>162 (100)</td>
<td>327 (100)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Initiation of sexual intercourse</td>
<td>3 (1.8)</td>
<td>2 (1.2)</td>
<td>5 (1.5)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>6 Weeks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delay of initiation of sexual intercourse</td>
<td>132 (97.8)</td>
<td>132 (98.5)</td>
<td>264 (98.1)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Initiation of sexual intercourse</td>
<td>3 (1.8)</td>
<td>2 (1.2)</td>
<td>5 (1.5)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>3 Months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delay of initiation of sexual intercourse</td>
<td>133 (97.8)</td>
<td>127 (97.0)</td>
<td>260 (97.4)</td>
<td>.72</td>
</tr>
<tr>
<td>Initiation of sexual intercourse</td>
<td>3 (1.8)</td>
<td>4 (2.5)</td>
<td>7 (2.1)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>6 Months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delay of initiation of sexual intercourse</td>
<td>126 (97.7)</td>
<td>120 (96.8)</td>
<td>246 (97.2)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Initiation of sexual intercourse</td>
<td>3 (1.8)</td>
<td>4 (2.5)</td>
<td>7 (2.1)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>12 Months</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delay of initiation of sexual intercourse</td>
<td>123 (95.4)</td>
<td>122 (94.6)</td>
<td>245 (95.0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Initiation of sexual intercourse</td>
<td>6 (3.6)</td>
<td>7 (4.3)</td>
<td>13 (4.0)</td>
<td></td>
</tr>
</tbody>
</table>

aA total of six participants (control: n=2; PlayForward: n=4), who at baseline were identified (per primary outcome definition) as being engaged in sexual intercourse, were removed from the primary analysis because they had already reached the primary outcome.

bExact 95% confidence intervals are provided for the main outcome (delay of initiation of sexual intercourse).

P values are based on a two-sided Fisher exact chi-square test.
Discussion

Principal Findings
In a cohort of community-based racial/ethnic minority adolescents, we found low rates of initiation of sexual intercourse over the 12-month follow-up in the PlayForward and control groups. Those who played PlayForward demonstrated greater improvement in attitudes around sexual health and greater increases in sexual health knowledge over 12 months than the control group.

Interpretation
This study is unique in that it is based in community settings targeting HIV risk in teens using engaging and novel methods that possess the potential for widespread dissemination and impact. To our knowledge, this is the first randomized controlled trial demonstrating the efficacy of a portable sexual health serious video game intervention impacting sexual attitudes and knowledge. The PlayForward game includes many components of programs that have been shown to be effective in reducing sexual risk in adolescents [53,54], such as tailoring programs for the target population, using theory to guide program development, addressing more than just sexual risk, and targeting behaviors most amenable to change. PlayForward was developed with the input of the target audience allowing for its cultural appeal for this population. It incorporates social learning theory and self-efficacy [34,35] and principles from message framing [36] grounded in prospect theory [37]. It addresses myriad risk situations adolescents face, including but not limited to sex and a range of sexual risk behaviors and critical antecedents to those behaviors including attitudes, knowledge, and intentions, with the goal of impacting youth on a number of different levels. It was designed through an iterative approach that focused on our target audience and employed qualitative research methods as well as mixed methods to create and refine the final intervention [55]. Although the theories that serve as the foundation for the game focus on individual reflective processes and the assessments measured these specific processes, the intervention does not disregard automatic processes. Throughout the game, individuals practice their decision-making skills within social contexts. In the narrative sections of the game, the players are challenged to explore the risk around them and learn how that risk influences their individual processes. Where the theory does not specifically target automatic processes, the gameplay does address these processes. Although the game is comprised of up to 16 hours of unique gameplay content, the goal was to expose players to 8 to 12 hours of the intervention given that this amount of time is consistent with existing HIV prevention interventions for adolescents. Although the median amount of gameplay was 10 hours, many of the players completed the game. An earlier analysis examined the important question as to whether there is a relationship between exposure to different intervention components and study outcomes [39]. This study revealed that it was not the duration of gameplay that seemed to be important in impacting outcomes, but the quality (ie, how well they played) of the participants’ performance in specific intervention components of the game. Our findings are consistent with and complement findings from studies demonstrating the effectiveness of school-based interventions targeting sexual risk reduction in adolescents of similar ages and racial/ethnic backgrounds [42,56,57]. Notably, two of the studies had similar rates of sexual initiation at baseline (4-9%) [42,57] as this study, whereas the third study had considerably higher rates of initiation (23%), indicating it may have been a higher risk population [56]. Similar to this study, one study demonstrated increased positive sexual health
attitudes in boys only and increased HIV-related knowledge in boys and girls [57]. This study’s intervention delayed sexual initiation and had an impact on other psychosocial determinants in boys, but had a limited effect for girls. The reason for our study’s finding of an impact on boys and not girls for sexual health attitudes is not entirely clear. One contributing factor could be that boys, compared to girls, reported feeling more connected to their character in the game (60% vs 39%, P=.01) and this connection could conceivably result in a greater impact on boys’ attitudes (unpublished data). Two school-based sexual risk interventions [42,56] demonstrated a delay of initiation of sex in middle-school students, although one did not show an effect in boys or in African-American students [42]. All these studies [42,56,57] required either trained facilitators and/or group discussions as part of the intervention and one study included an additional computer component [42], as compared to this study in which the video game was a stand-alone intervention. In addition, they all followed participants for 24 months, with participants being older at follow-up, allowing for a potentially greater number of events of sexual initiation.

Although there have been long-standing efforts for comprehensive sex education, many challenges for school-based programs remain. Barriers to implementation include competing priorities, lack of parental and administration support, and lack of training [58-61]. In one study, school staff reported confidence in discussing sexuality, but reported varying levels of support for comprehensive sex education from parents (42%), community leaders (53%), and school officials (50%) [60]. In contrast, our qualitative study of key stakeholders implementing PlayForward in real-world settings demonstrated support for the game intervention’s potential role in sexual health education in schools [62]. PlayForward offers potential implementation advantages over other school-based interventions because it does not involve intensive training requiring significant human and financial resources, and it provides a level of fidelity in the delivery of content. Importantly, the PlayForward intervention incorporates components of the operational guidance on comprehensive sexuality education promoted by international organizations [63]. These include the provision of scientifically accurate information, a safe learning environment, participatory teaching approaches, strengthening adolescents’ skills in communication, decision making, and critical thinking, youth advocacy, and civic engagement in program design and cultural appropriateness, tailored for distinct subpopulations. Technology-based platforms such as the PlayForward video game intervention offer unique advantages because their content and graphics can be rapidly and inexpensively modified and updated, allowing for adaptation of the intervention for different populations and outcomes [64]. Therefore, the PlayForward intervention responds to the call for rigorously evaluated interventions using technology for HIV prevention in adolescents [65]. As the use of digital health interventions is expanding and holds great promise, it is important that they are subject to serious evaluation. Our use of a randomized controlled trial is justified by the ensured stability and engagement of the delivery vehicle of our intervention and that it was delivered with documented fidelity. Given the engagement of our target population in its development and the substantial exposure of our participants to the intervention over time, it has a considerable likelihood of having a clinically meaningful impact [66].

Although we adhered to standards regarding evaluating behavioral interventions [67], some limitations of this study must be considered. A strength of this study is that the intervention was built on a solid foundation of well-established theories, but these theories apply most specifically to behavior change and may have less utility for a prevention intervention where the goal is for the behavior to remain the same. There is considerable precedent in the literature for grounding prevention interventions within a behavior change framework; however, in doing this we may not be accounting for factors that may be relevant to prevention but not behavior change. Notably, the low rate of initiation of sexual intercourse precluded us from determining PlayForward’s impact on the primary outcome at 12 months. These low rates are consistent with current national figures [68] with 4% of high school students reporting sexual intercourse before age 13, increasing to 24% by ninth grade (approximately 15 years). Therefore, 12-month follow-up for our cohort may be too short to capture these events. Our outcomes were based on self-report, which can introduce biases in terms of disclosure of sensitive information. As described elsewhere [26], we used data collection methods that optimized disclosure and the accuracy of self-reported data, and ensured privacy and confidentiality in this age group [69,70]. We chose to use face-to-face assessments as we were collecting large amounts of data (15 different assessment instruments) in a young teen cohort and wanted to ensure completion of the assessments. We were cognizant of issues around disclosure given that some of the assessments included sensitive data (sex- and substance use-related data). There are differing views in the literature examining paper versus computer-based assessments of sensitive data [69], but research has found that paper versions elicited higher and more accurate rates of disclosure [71], demonstrated more skipped items, and had no specific advantage to Web-based interviews [70]. Although we studied a population of racial/ethnic minority adolescents who, as a group, are at increased risk for HIV/STIs, they were involved in structured programs and, therefore, the findings may not translate to other populations including those not engaged in afterschool or school-based programs [72].

Despite these limitations and the low event rate of sexual initiation in our cohort, we demonstrated a compelling and persistent impact on attitudes and knowledge. There is evidence for a correlation between attitudes and behavior [73-75], especially in the case of strong attitudes [76]. One study examining survey data from over 1700 ninth graders analyzed the relationship between a number of variables including attitudes and specific outcomes, one being the behavior of abstaining from sexual intercourse [75]. This study found that attitudes had the strongest relationship, not only with intentions (beta=.48) but, more importantly, with behavior (beta=.34). This finding demonstrated a relationship with students who had high scores indicating more conservative attitudes about having sex being less likely to have sex (P=.01). Furthermore, one meta-analysis concluded that changing attitudes could produce a significant impact specifically on stemming the HIV epidemic [77]. In addition to digital health interventions such as video
games being effective, there remains a critical need for those interventions targeting sexual health to be accessible, adaptable, easily disseminated, and delivered with fidelity. Given the growing focus on the use of digital health (including sexual health [78]) to increase access to and engagement with interventions, this study provides evidence for this approach. According to the 2016 National Education Technology Plan, “technology increasingly is being used to personalize learning and give students more choice over what and how they learn and at what pace, preparing them to organize and direct their own learning for the rest of their lives” and the focus is on “using technology to transform learning experiences with the goal of providing greater equity and accessibility” [79].

Conclusions

Serious video games as digital health interventions offer the unique opportunity to increase the accessibility and reach of theory-driven and tested interventions. The PlayForward intervention demonstrated efficacy in improving sexual attitudes and knowledge in racial/ethnic minority adolescents that persisted up to 12 months. Future research should assess PlayForward’s efficacy in populations with higher rates of sexual initiation and its comparative efficacy, effectiveness, and implementation.
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A Challenge Stack: 7 Minutes in Heaven.
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Know Sense mini-game.
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People Sense mini-game.
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CONSORT-EHEALTH checklist (v1.6.1).
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Abstract

Background: The National Collaborating Centre for Methods and Tools (NCCMT) offers workshops and webinars to build public health capacity for evidence-informed decision-making. Despite positive feedback for NCCMT workshops and resources, NCCMT users found key terms used in research papers difficult to understand. The Understanding Research Evidence (URE) videos use plain language, cartoon visuals, and public health examples to explain complex research concepts. The videos are posted on the NCCMT website and YouTube channel.

Objective: The first four videos in the URE web-based video series, which explained odds ratios (ORs), confidence intervals (CIs), clinical significance, and forest plots, were evaluated. The evaluation examined how the videos affected public health professionals’ practice. A mixed-methods approach was used to examine the delivery mode and the content of the videos. Specifically, the evaluation explored (1) whether the videos were effective at increasing knowledge on the four video topics, (2) whether public health professionals were satisfied with the videos, and (3) how public health professionals applied the knowledge gained from the videos in their work.

Methods: A three-part evaluation was conducted to determine the effectiveness of the first four URE videos. The evaluation included a Web-based survey, telephone interviews, and pretest and posttests, which evaluated public health professionals’ experience with the videos and how the videos affected their public health work. Participants were invited to participate in this evaluation through various open access, public health email lists, through informational flyers and posters at the Canadian Public Health Association (CPHA) conference, and through targeted recruitment to NCCMT’s network.

Results: In the Web-based surveys (n=46), participants achieved higher scores on the knowledge assessment questions from watching the OR (P=.04), CI (P=.04), and clinical significance (P=.05) videos but not the forest plot (P=.12) video, as compared with participants who had not watched the videos. The pretest and posttest (n=124) demonstrated that participants had a better understanding of forest plots (P<.001) and CIs (P<.001) after watching the videos. Due to small sample size numbers, there were insufficient pretest and posttest data to conduct meaningful analyses on the clinical significance and OR videos. Telephone interview participants (n=18) thought the videos’ use of animation, narration, and plain language was appropriate for people with different levels of understanding and learning styles. Participants felt that by increasing their understanding of research evidence, they could develop better interventions and design evaluations to measure the impact of public health initiatives.

Conclusions: Overall, the results of the evaluation showed that watching the videos resulted in an increase in knowledge, and participants had an overall positive experience with the URE videos. With increased competence in using the best available evidence, professionals are empowered to contribute to decisions that can improve health outcomes of communities.
public health; public health practice; evidence-based practice; capacity building; continuing education; computer-assisted instruction

Introduction

Evidence-informed decision making in public health “integrates science-based interventions with community preferences to improve the health of populations” [1]. The use of evidence can impact intervention effectiveness in public health to minimize inequities in the community [2]. To cut through the complexity of applying evidence in practice, a clear method of how to do so is needed [3].

The National Collaborating Centre for Methods and Tools (NCCMT) has developed a seven-step process to engage with evidence-informed decision making in public health. The process outlines how to use the “best available evidence from research, context, and experience to inform and improve public health policy and practice” [4]. The seven steps of the evidence-informed public health process are as follows: defining the problem, searching for evidence, appraising the evidence, synthesizing the results of the evidence, adapting the evidence to the local context, implementing the knowledge translation strategy and the intervention, and evaluating the knowledge translation strategy and the outcomes of the intervention [5]. This process guides public health professionals through the process of finding and using the best available evidence when designing a public health intervention for their local context [4]. The NCCMT delivers training workshops on the evidence-informed public health process and critical appraisal to public health professionals across Canada. Through delivering these workshops, NCCMT staff identified understanding key concepts in research literature as a barrier to engaging with evidence.

Research literacy skills are necessary to facilitate the practice of evidence-informed decision-making [6]. Along with the lack of time to find and implement evidence, the lack of confidence in interpreting research is another barrier to using evidence in practice [7-9]. Public health professionals need to have dedicated time and access to high quality continuing professional development education on technical research concepts. This training will ensure that public health professionals understand evidence-informed decision making [8,10].

NCCMT’s Understanding Research Evidence (URE) video series was created to provide training on common research concepts. The URE videos were produced to be engaging and easily accessible for public health professionals. These videos are a Web-based resource that supports the practice of evidence-informed decision making in public health by building competency in interpreting research evidence. The topics in the series were chosen, based on feedback from previous workshop participants and the experience of NCCMT staff members. Communication, video production, and animation professionals were consulted in the development of the script and the creation of the videos. The first step in developing each video was writing a script. The initial draft was edited and revised substantially by JM to translate technical explanations of the concepts into plain language, while maintaining accuracy and clarity. MD has expertise on the technical aspects of the research concepts and has extensive experience training others to understand and conduct research. MD also reviewed the initial drafts to ensure the quality of the information. Throughout the editing process, the NCCMT team met regularly with a video production team and a cartoonist to discuss how best to convey the concepts visually. Narration of the final script was recorded on camera, and the cartoons were inserted. All videos in the series were produced in both English and French. The videos are available on the NCCMT website [11] and on YouTube. The first four URE videos in the series are on odds ratio (OR), clinical significance, confidence intervals (CIs), and forest plots. The videos describe the meaning of the concept and how to interpret or calculate the results. The first four videos in the URE series ranged from 3.5 min to 5.5 min.

An evaluation was conducted to examine public health professionals’ experience with the first four videos in the URE video series to explain how the videos affected their work. In evaluations of education interventions, it is important to explore new ways to understand concepts, to justify the education intervention, and to improve the delivery of the intervention [12]. This evaluation examined both the delivery mode and the content of the videos. Specifically, this evaluation explored (1) whether the videos were effective at increasing knowledge on the four video topics, (2) whether public health professionals were satisfied with the videos, and (3) how public health professionals applied the knowledge gained from the videos in their work.

Methods

A mixed-methods approach was used for this evaluation. A Web-based survey, pretest and posttests, and semistructured telephone interviews were conducted to capture public health professionals’ experiences with the URE videos. The data collected provided information on how to strengthen the design and delivery of the videos to maximize their utility for public health professionals. Figure 1 outlines the timeline of data collection. Both the Web-based survey and the pretest and posttests were used to collect data on the videos’ ability to increase participants’ knowledge on ORs, clinical significance, forest plots, and CIs. The Web-based survey increased the reach of this evaluation to public health professionals across Canada because of its easy accessibility. To build on the data collected from the Web-based survey, the pretest and posttests provided data using a stronger measure to assess the knowledge gained from the videos. Data from the telephone interviews complemented data from the Web-based survey and the pretest and posttests by exploring how the videos helped participants learn about research concepts and how participants used the
videos in their public health work. Research ethics approval for this evaluation was obtained from the University of Toronto.

**Sample**

Since the NCCMT resources are intended for public health professionals across Canada, the evaluation sample included a broad range of Canadian public health professionals. Individuals were required to have watched at least one of the videos on ORs, clinical significance, CIs, and forest plots to participate in the Web-based survey and the semistructured telephone interviews. It was assumed that individuals would have access to computers and the Internet, and have basic computer skills, because most public health professionals are required to use computers as part of their role. Participation in the Web-based survey, pretest and posttest, and telephone interviews was voluntary.

**Data Collection**

**Web-Based Survey**

Invitations to participate in the Web-based survey were sent out to four different public health Web-based email lists: the NCCMT Weekly Round-Up newsletter, the Health Evidence newsletter, Community Health Networking-Works newsletter, and the Public Health Knowledge Translation Network mailing list. Medical Officers of Health across Canada were also asked to invite their staff to participate in the Web-based survey through email. Public health professionals, who self-determined that they met sample criteria, could access the open survey through email. Public health professionals, who self-determined that they met sample criteria, could access the open survey through a link provided in the invitation. The Web-based survey was conducted from May 28, 2014 to July 2, 2014 on Qualtrics Research Suite (Qualtrics, Salt Lake City, Utah), and it collected data on who had been using the videos, how the videos were being accessed, and assessed participants’ knowledge on ORs, CIs, forest plots, and clinical significance. A letter of information introducing the survey and the purpose of the evaluation was included in the first page of the Web-based survey. Consent to participate in the survey was provided from participants when they clicked to continue past the first page. The data collected was anonymous, and all the responses were stored on an encrypted computer. The multiple-choice knowledge assessment questions tested the participants’ ability to understand, interpret, and apply the research concepts (see Multimedia Appendix 1). The knowledge assessment questions were written by LC and vetted by MD, who has expertise on the concepts through her research and teaching commitments. The response options provided different explanations and interpretations of the research concept with only one correct answer. In order to demonstrate that they had knowledge of the concept, participants’ needed to select the correct answer. Web-based survey participants had the option to review and change their answers throughout the survey. At the end of the survey, participants had the option to enter their name for a draw to win a $50 gift card (CAD) to a Canadian bookstore.

**Pretest and Posttest**

Two sets of in-person pretest and posttests were conducted concurrent to the Web-based survey. The pretest and posttests assessed whether knowledge was gained from watching the URE videos. Four separate tests were created for each of the URE videos. The knowledge assessment questions were written in the same manner as the knowledge assessment questions in the Web-based survey (see Multimedia Appendix 1). Each test had a set of 5 to 6 multiple-choice questions that asked about key ideas necessary to understand the research concept.

The first pretest and posttest was conducted in-person at the Canadian Public Health Association (CPHA) annual conference in May 2014. Participants were recruited using informational flyers and posters at the NCCMT’s CPHA exhibition booth. A message inviting individuals to participate in a video-viewing session was also included in the NCCMT Weekly Round-Up.
E-newsletter. A random schedule was created for the video showings. Twelve video-viewing sessions were held for the four URE videos. Participants were blinded to this schedule, so they did not know which of the four URE videos was being shown at the start of their participation. At the video-viewing sessions, individuals were invited to complete an informed consent form, a pretest, watch one of the four URE videos, and complete a posttest.

Due to the low participation rate for the initial pretest and posttest session, another session was conducted using iClicker technology at the NCCMT’s Eastern Newfoundland evidence-informed public health and critical appraisal workshops in July 2014. Additional data was collected on the forest plot and CI videos.

**Telephone Interview**

The semistructured telephone interviews explored the following: why public health professionals watched the URE videos, whether the videos were engaging, how the videos facilitated learning, and how the knowledge gained from the videos was used in participants’ professional work. Individuals who completed the Web-based survey were invited to participate in an interview. However, this recruitment method only rendered 2 participants. To recruit additional interview participants, individuals from the NCCMT network were contacted and invited to participate in an interview. Once individuals agreed to participate in a telephone interview, any individuals who had not seen one of the URE videos were asked to watch one of the four videos prior to their scheduled interview time.

To ensure that participants provided informed consent to participate in the interview, they were emailed a letter of information about the evaluation prior to the interview. At the beginning of the interview, a brief overview of the evaluation was provided to the participants to ensure that they understood for what they were providing consent. After the overview, participants were asked to provide verbal consent to participate in the interview and to have the interview recorded.

**Data Analysis**

**Web-Based Survey**

Descriptive frequencies were used to analyze demographic data. Participants were given a point for the answers they got correct in the knowledge assessment questions in the survey. A three by two chi-square ($\chi^2$) test was used to analyze the relationship between the videos watched and the total knowledge assessment score. All responses were reviewed to determine the completeness of each survey. Internet Protocol addresses were also reviewed to identify any potential duplicate entries from the same user. Incomplete questionnaires were included in analysis. Missing data were reported in the results section.

**Pretest and Posttest**

A paired $t$-test was used to analyze the amount of knowledge gained on each research concept before and after watching the video shown for the pretest and posttest. The Web-based survey data and pretest and posttest data were analyzed using SPSS Statistics (IBM, Chicago, Illinois).

**Telephone Interviews**

A framework analysis approach was used to analyze the telephone interview data. Interviews were transcribed and coded by LC to gain familiarity with the data. The interview transcripts were reviewed initially to identify themes about participants’ thoughts and experiences that emerged with the URE videos. The interviews were indexed iteratively by systematically reapplying codes that emerged from one interview to the entire data set. Finally, relationships between themes were explored to make connections and associations between concepts [13]. Dedoose software (SocioCultural Research Consultants, Los Angeles, California) was used for analysis of the interviews.

**Results**

**Web-Based Survey: Demographic Information**

Results from the Web-based survey (n=46) described the type of public health professionals who had watched the URE videos. The survey respondents spanned across Canada from British Columbia, Alberta, Saskatchewan, Manitoba, Ontario, Newfoundland, Nova Scotia, Yukon, and the Northwest Territories. Table 1 summarizes the survey respondents’ education level, amount of public health work experience, and occupation roles. Table 2 describes how respondents found out about the URE videos and where they watched the videos.

**Web-Based Survey: Comprehension of the Research Concepts**

In the Web-based survey, 33% (15/46) of participants stated they had a good understanding of research concepts, and 96% (44/46) of survey participants felt that they gained knowledge from watching the videos. Despite many participants having a baseline understanding of the research concepts, results from the chi-square test showed there was an increase in the number of knowledge assessment questions that participants got right from watching the URE videos.

Table 3 summarizes the results of the Web-based survey knowledge assessment questions. For the OR, CI, and clinical significance videos, a relationship was found between having watched the URE video and a higher score on the knowledge assessment questions ($\chi^2$ [N=46]=6.7, $P=.04$; CI $\chi^2$ [N=46]=6.7, $P=.04$; clinical significance $\chi^2$ [N=46]=6.0, $P=.05$). The results for the forest plot video were not statistically significant (forest plots $\chi^2$ [N=46]=4.3, $P=.12$; $P<.05$). There was insufficient data to determine whether or not watching the forest plot video resulted in higher scores on the knowledge assessment questions. For the other three videos, the Pearson correlation ([OR: $r=.348$], [Clinical Significance: $r=.286$], [95% CI: $r=.348$]) indicates that there was a medium correlation between having watched the URE video and participants’ score on the knowledge assessment questions.
Table 1. Location, education, public health work experience, and occupation of Web-based survey participants.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Number of participants (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Province</strong></td>
<td></td>
</tr>
<tr>
<td>British Columbia</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Alberta</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Manitoba</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Ontario</td>
<td>23 (51)</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>10 (22)</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Yukon</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Northwest Territories</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>45</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>23 (50)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>20 (43)</td>
</tr>
<tr>
<td>MD (Medical Doctor)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Doctorate (PhD, EdD)</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>46</td>
</tr>
<tr>
<td><strong>Public health work experience</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 1 year</td>
<td>7 (15)</td>
</tr>
<tr>
<td>1-5 years</td>
<td>8 (17)</td>
</tr>
<tr>
<td>6-10 years</td>
<td>9 (20)</td>
</tr>
<tr>
<td>11-15 years</td>
<td>11 (24)</td>
</tr>
<tr>
<td>16-20 years</td>
<td>2 (4)</td>
</tr>
<tr>
<td>21-25 years</td>
<td>3 (6)</td>
</tr>
<tr>
<td>25+ years</td>
<td>5 (11)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>45</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Health promotion/Educator</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Dietitian/Public health nutritionist</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Public health nurse/Registered nurse</td>
<td>10 (22)</td>
</tr>
<tr>
<td>Academic/Professor</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Program Evaluator</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Consultant/Specialist</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Researcher/Research analyst</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (22)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>45</td>
</tr>
</tbody>
</table>

*aNumber of participants does not equal 46 because of missing data.*
Table 2. Accessing the URE videos.

<table>
<thead>
<tr>
<th>Access to the videos</th>
<th>Number of participants (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Learned about videos</strong></td>
<td></td>
</tr>
<tr>
<td>NCCMT weekly round-up newsletter</td>
<td>2 (4)</td>
</tr>
<tr>
<td>NCCMT website</td>
<td>4 (8)</td>
</tr>
<tr>
<td>NCCMT workshops</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Twitter</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Canadian Public Health Association Conference 2014</td>
<td>23 (51)</td>
</tr>
<tr>
<td>Word of mouth</td>
<td>10 (22)</td>
</tr>
<tr>
<td>Total</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Location where videos were watched</strong></td>
<td></td>
</tr>
<tr>
<td>NCCMT website</td>
<td>35 (76)</td>
</tr>
<tr>
<td>YouTube</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Training session</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Not sure</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Total</td>
<td>46</td>
</tr>
</tbody>
</table>

*aNumber of participants does not equal 46 because of missing data.

Table 3. Frequency tables of Web-based survey knowledge assessment scores.

<table>
<thead>
<tr>
<th>Video</th>
<th>Knowledge assessment score</th>
<th>Did not watch*</th>
<th>Watched*</th>
<th>Total</th>
<th>$r$ ($P$ value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Odds ratio video</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td></td>
<td>.348 (.04)</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>18</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>14</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>34</td>
<td>46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forest plot video</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.296 (.12)</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>12</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>19</td>
<td>22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>35</td>
<td>46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical significance video</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.286 (.05)</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
<td>3</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>26</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>15</td>
<td>31</td>
<td>46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence interval video</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.348 (.04)</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>18</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>14</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>34</td>
<td>46</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aA correction factor was included in the $\chi^2$ analysis on SPSS to account for the small cell sizes in the frequency table.
Table 4. Pre- and posttest knowledge assessment scores.

<table>
<thead>
<tr>
<th>Video</th>
<th>Mean difference</th>
<th>df^a</th>
<th>Paired t-test</th>
<th>P value</th>
<th>Cohen d</th>
<th>Standard Deviation</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Odds ratio</td>
<td>26.67</td>
<td>2</td>
<td>4.00</td>
<td>.057</td>
<td>2.309</td>
<td>11.55</td>
<td>3</td>
</tr>
<tr>
<td>Clinical significance</td>
<td>13.33</td>
<td>5</td>
<td>1.35</td>
<td>.235</td>
<td>0.551</td>
<td>25.30</td>
<td>6</td>
</tr>
<tr>
<td>Forest plots</td>
<td>30.49</td>
<td>60</td>
<td>5.71</td>
<td>.000</td>
<td>0.731</td>
<td>32.17</td>
<td>61</td>
</tr>
<tr>
<td>Confidence interval</td>
<td>38.36</td>
<td>54</td>
<td>6.84</td>
<td>.000</td>
<td>0.922</td>
<td>26.00</td>
<td>55</td>
</tr>
</tbody>
</table>

^a df: degrees of freedom.

Pretest and Posttest: Comprehension of the Research Concepts

The pretest and posttests had a total n of 124. Eleven individuals participated in the first video-viewing session at CPHA. There were 2 participants for the CI video, 6 participants for the clinical significance video, 1 participant for the forest plot video, and 3 participants for the OR video. From the Eastern Newfoundland workshop, there were an additional 60 participants for the forest plot video, and an additional 53 participants for the CI video.

Pretest and posttest results are summarized in Table 4. Results from paired t-tests showed there was an increase in knowledge on forest plots and CIs after watching the URE videos. A statistically significant difference was found for the forest plots’ and the CIs’ pretest and posttest data ([Forest plots: t_{61}=5.710, P<.001, d=0.731], [CIs: t_{55}=6.835, P<.001, d=0.922]). There was a medium-large effect size for the forest plot video pretest and posttest, and a large effect size for the CI video pretest and posttest. Moreover, the OR video pretest and posttest (d=2.309) had a very large effect size, and the clinical significance video pretest and posttest (d=0.551) had a medium effect size. However, statistical significance was not detected for the clinical significance (n=6) and OR (n=3) videos due to small sample sizes.

Telephone Interviews

Most telephone interview participants (n=18) had watched multiple videos: 15 participants watched the CI video; 12 watched the OR video; 13 watched the clinical significance video; and 12 watched the forest plot video. A summary of the telephone interview results can be found in Textboxes 1-3.

Comprehension of Research Concepts

In the telephone interviews, participants stated that the videos acted as a refresher to reinforce concepts they had learned in their Masters’ programs, statistic courses, and continuing education courses. The videos reminded participants of the important points of a research concept. Participants indicated the videos helped them understand how to analyze data to determine whether they were looking at good evidence. One participant noted:

*It’s a refresher but it also reminds people how doable it really is. I just thought after seeing it, I thought, this actually makes somebody feel like they could actually just take a pen and paper and do some simple ratios.*

Textbox 1. Summary of telephone interview theme 1: increased comprehension of research concepts.

Main findings:

- URE videos helped participants understand common concepts in research evidence.
- URE videos reinforced important points to know about research concepts.

Quotations:

- “There was a general increase in knowledge and understanding, but I think more importantly for me, there was a reinforcement of what I already knew.” (Participant 1)
- “They may have heard the term, but it’s not something that they use everyday, so we’re just trying to build that capacity within our organization.” (Participant 6)
- “It is a nice refresher. It (URE videos) doesn’t necessarily tell you anything that you didn’t already know, but it reminds you of the important points that sometimes get lost.” (Participant 11)
Textbox 2. Summary of telephone interview theme 2: learning through the videos.

Subtheme: Delivery of the content

Main findings
- Narration and animation in the videos acted as learning aids that supported both visual and auditory learners.
- URE videos were accessible because they avoided technical jargon.
- The short length allowed public health professionals to use the videos during their workday.
- Videos were used both individually and in groups.

Quotations
- “I think it (URE Videos) really speaks to all adult learners, you know the ones that like to see things, the ones that like to hear things. I think it speaks to a varied amount of learners.” (Participant 9)
- “I found that the language that was used was quite clear and plain. The presenter was able to simplify what might be thought of as complex.” (Participant 18)
- “The length was good. They (URE Videos) weren’t too long, but they were long enough to explain the concept.” (Participant 5)
- “I can also see these being used at a team meeting. I don’t know if this has been done, but you could pull this (URE Videos) up at a team meeting and say let’s spend the next seven team meetings just do one a week and go over it. What a great way to keep your learning up to date.” (Participant 10)

Subtheme: Content of the videos

Main findings
- Examples in the videos were relevant to public health and helped illustrate the key ideas of the research concept.
- Videos focused on how to interpret a research concept.

Quotations
- “I liked how the videos related some of the concepts to practical examples in public health. Giving public health examples we could all relate to made it all the more easier to understand the concept.” (Participant 3)
- “Some videos I found were more for professionals or decision-makers who want to learn how to interpret some statistical concepts, but some other videos I thought were giving some more information for professionals who would reproduce or would have to make that kind of statistical method…” (Participant 16)
- “So what’s in it for me is whether a relationship exists, and what the strength of that relationship is between the intervention and the control.” (Participant 14)

Textbox 3. Summary of telephone interview theme 3: supporting the use of research evidence.

Main findings
- The URE videos helped public health professionals develop core competencies for evidence-informed public health.
- Understanding common research concepts helped public health professionals assess the quality and strength of the research.
- The videos provided a common language to talk about intervention effectiveness.

Quotations
- “One of my main tasks in my job is to make sure that the staff at the health unit have the skills to do evidence-informed public health. So you know, I’m always looking for really good resources that I can pass on to the staff to increase their skill, probably in the appraising stage of articles.” (Participant 8)
- “I got a much better sense of, like if I’m reading a research report or kind of report that is using statistics, I will have a much better sense of what it means and hopefully be able to use it in application.” (Participant 12)
- “It (URE videos) gave me language also to explain it to others in my workplace… I found the videos gave me some clear examples and language that I could help explain it to others.” (Participant 3)
Learning Through the URE Videos

Delivery of the Content

The telephone interviews revealed that narration and animation in the videos provided learning aids to understand the research concepts covered. One participant thought the videos spoke to all adult learners. The “words, numbers, and pictures” used in the videos appealed to both visual and auditory learners. The narration in the videos helped participants engage with the video content with minimal effort. Participants could just “sit back and listen.” Participants found that the use of clear and plain language helped to explain the technicalities of the research concept, and gave them a clear understanding of the topic. They also found that avoiding technical jargon simplified complicated concepts, making the videos easy to understand. Participants found the videos enjoyable to listen to, and the concepts were accessible to those who were not familiar with research. Participants also thought the narration in the videos made the content easier to understand for auditory learners. They found repeating definitions of the concepts using similar language and having the narrator speak slowly facilitated learning for auditory learners.

Participants, who were visual learners, appreciated the use of animations and visual diagrams. Moreover, participants felt the combination of narration with animations made it easier to follow the content. Participants thought the combination of narration and animation brought the examples used in the videos to life, and made technical research concepts less intimidating. Participants also thought the animations helped to “lighten the gravity of the information” and kept the videos dynamic, which helped maintain viewers’ interest in the content. One participant noted:

The animations were good. They kind of kept you watching and kept you interested and intrigued. They helped you, at certain points, I guess, they helped you understand some of the concepts just viewing the animations, which is not possible sometimes with just having a person talk.

Overall, participants found the videos appropriate and pleasant to watch. They found the videos short and concise, and liked that the videos were quick to watch. They thought that the videos were long enough to explain the concept, but short enough to accommodate interruptions during the workday. The short length of the videos also allowed participants to use the videos as a quick reference.

Participants also noted how the videos could be used individually and in groups to facilitate learning. They felt the videos could be used individually when interpreting the results of a study or in a group. Participants also described how the videos could be used for peer learning in a group setting such as a quick refresher before a meeting, in journal clubs, in classroom settings, or in a larger continuing education program for public health professionals. Most participants preferred watching the videos in a group setting. One participant explained how she used the videos in a meeting:

We reviewed the videos, and then discussed how we would present it to our teammates. What we decided to do was, we brought a laptop and projector into our team meeting, and we showed the videos to our teammates, and then what we did is we talked about it in terms of work that we are currently doing, and we were able to also bring something that we were actually reviewing. So for example, she brought a research article that had a forest plot in it, so we showed that to the team, and explained how this was a real article that was being reviewed. And what I did is, I had been working with our [epidemiology] department, and was currently reviewing health status data. So I brought one of the tables from a health status report that they had prepared for our team. We were able to talk about current and relevant uses and application to the work we were doing.

Content of the Videos

The telephone interviews demonstrated that the examples included in the videos were relevant and common topics in public health, which helped participants understand and relate to the content. Participants felt that the examples illustrated what the concept meant and broke down the content into different parts. One participant stated:

By using the examples, it made the definition of odds ratio or whatever I was looking at more real to me, again versus reading it in a textbook. I probably wouldn't have had as decent of an understanding as I did by having the example, it just brought it more to life for me.

Participants found that all the videos focused on explaining how to interpret a research concept, with some also explaining how to calculate or reproduce a research concept. For example, one participant felt that the video on CIs focused more on the interpretation of the concept, whereas the video on OR explained how to calculate an OR as well as how to interpret it. Participants thought that the videos focused on how to interpret a research concept and were helpful and simpler to follow.

Supporting the Use of Research Evidence—From Application to Practice

Participants thought that by increasing the use of research evidence in their practice, they could develop better program interventions and design evaluations to measure the impact of public health initiatives. Participants felt that the URE videos helped public health professionals develop a core competency for evidence–informed decision-making. They felt the videos were effective at building skills in technical research concepts, which allowed them to better engage with research evidence. They also felt that understanding research evidence allows public health professionals to learn about different types of intervention that exist for an issue and why the interventions are effective in particular contexts. One participant expressed:

I really am hoping that our team as we move forward will start to focus more on looking at the type of interventions we do, and making sure that they are research-based and evidence-based, and that would mean we would have to start reading the research more. And I think that's how this kind of information
can help our team. When we’re reading the research, knowing what a confidence interval is, what that means, that way we can better decide if an intervention is something that is worthy of us putting into place or not. I can see us definitely learning from these videos how to better understand the research that has already been done in our field.

Furthermore, participants felt that the URE videos provided them with a deeper understanding of how to interpret and understand the details of research data. One participant noted how understanding common research concepts allowed public health professionals to assess the quality and strength of research evidence. Another participant thought the ability to interpret research evidence could also help public health professionals design evaluations to assess interventions. This participant felt that research and evaluation was important in keeping public health accountable for its action. Another participant stated that a clearer understanding of research concepts could make evaluation less intimidating.

Finally, participants found the videos introduced them to more approachable ways to discuss data by providing a common language to talk about intervention effectiveness. They felt the language to talk about intervention effectiveness would impact the uptake of research evidence in public health work. This participant stated:

> It gave me language also to explain it to others in my workplace. We do work with, we do have some students working with us, and it’s always helpful to have a different way to kind of explain a concept, than what you have used in the past. And I found the videos gave me some of those clear examples and language that I could help explain it to others.

**Discussion**

**Principal Findings**

The Web-based survey and the pretest and posttest demonstrated that the URE videos were effective in increasing public health professionals’ knowledge on ORs, clinical significance, CIs, and forest plots. The results of the survey and pretest and posttest were further supported by the themes uncovered from the telephone interviews. Findings from the telephone interviews demonstrated how the URE videos were an effective continuing professional development resource that builds public health capacity to use research evidence. Public health professionals who participated in this evaluation indicated that they learned how to interpret or understand the research concept covered in the video. They were satisfied with the delivery methods and content of the videos and felt they could apply what they had learned in their professional practice. The evaluation found a relationship between watching the URE video and the ability to recall and comprehend the concepts.

Public health professionals found the content of the URE videos applicable to their work. They thought the URE videos could help them with program implementation and evaluation, because an understanding of research concepts would make research findings and the idea of measurement more approachable. The URE videos also provided the public health professionals with language to talk about data, which increased discussion about research and led to increased engagement with research evidence. Overall, public health professionals were receptive of the URE videos and found the resource to be useful to their work.

The public health workforce is broad. It ranges from medical officers of health to biostatisticians, health promoters, and other positions. The ability to understand common research concepts is a foundational competency for the implementation of effective interventions. Although public health professionals in different roles may use research evidence for different purposes, it is important that all public health professionals have a baseline understanding of common research concepts and the language to meaningfully discuss research evidence with their colleagues. The URE videos can build public health professionals’ capacity to engage with research evidence when planning, implementing, and evaluating public health interventions. This will ensure all public health interventions, from clinical interventions to programming, are effective at improving the health of individuals and communities.

**Limitations**

Since the URE videos were only made available on the Internet in 2013, their impact on the practices of public health professionals may not yet be fully known. Future evaluations should further explore the longitudinal impact of the URE videos. Moreover, findings from this evaluation may be limited due to bias from selection and self-assessment. The majority of participants in the Web-based survey were registered NCCMT users. The public health professionals who watched the URE videos may have already be interested and more competent in using research for evidence-informed public health than other public health professionals. However, public health professionals who had not seen the URE videos were asked to watch the videos in order to participate in the telephone interviews. Many of these public health professionals were not familiar with the NCCMT but still addressed the importance of understanding and using research evidence in public health practice. Additionally, self-assessment was used to gather data on participants’ background knowledge on research concepts and whether or not they felt they had gained knowledge from watching the videos. Participants may not have accurately responded to these questions due to distorted self-perceptions.

Furthermore, the external and internal validity of the findings should be considered. The Web-based survey had a low response rate, which may affect the generalizability of the results. Although the survey demonstrated that a medium correlation exists between knowledge level (as determined by knowledge assessment scores) and the clinical significance and OR videos; due to small sample sizes, no statistical significance was detected for the pretest and posttest results for the two videos. Similarly, a medium-large effect size was detected in the pretest and posttest for the forest plot video; however, a statistical significant correlation between knowledge level and the forest plot video was not detected in the Web-based survey. Additional testing of the clinical significance, OR, and forest plot videos need to be conducted to gather more consistent results. Also, none of
the knowledge assessment questions in the Web-based survey or pretest and posttest were piloted due to time restraints. It is unknown whether the questions adequately captured the constructs needed to understand the OR, clinical significance, CI, and forest plot concepts. Finally, Web-based survey and telephone participants had the option of watching the videos in French or English. However, data was not collected on the language used to watch the videos.

Future evaluation of the URE videos should include the following: test of the validity of the knowledge assessment questions, increase in sample sizes and the number of knowledge assessment questions asked for each video (to increase the statistical significance of the findings), and a determination of whether knowledge gained differed when watching the videos in French versus English. Despite the limitations of the evaluation, the findings provided useful insights into public health professionals’ experience with the URE videos, and the manner in which they intend to use the videos in their practice.

**Future Applications**

Since public health is a broad multidisciplinary field, wide-reaching and targeted continuing education strategies are necessary to facilitate universal public health competencies [14,15]. Continuing professional development in public health aims to maintain core professional competencies for public health practitioners. The ability to interpret research evidence is a core competency for evidence-informed decision making [6,8,10]. Bridging knowledge gaps in understanding research concepts and interpreting research evidence can address barriers to evidence-informed decision making in public health.

Continuing professional development training provides the knowledge and skills necessary to improve population health [14]. Public health professionals are motivated to participate in continuing professional development activities due to peer pressure, to maintain a high standard of professional competence, and because they desire self-advancement [16]. However, educational strategies and technology used to deliver continuing professional development need to be considered to facilitate effective learning within the constraints of professional practice.

Web-based technology is becoming a popular way to deliver continuing professional education in public health. According to a study conducted by the American Public Health Association [17], 76% of public health professionals prefer continuing education training to be delivered through webcasts and webinars, and 65% prefer Web-based, self-paced training. The Centers for Disease Control and Prevention in the United States (Public Health Training Network), the United Kingdom’s Department of Health (Teaching Public Health Networks), and Canada’s Public Health Agency of Canada (Skills Online) have all created Web-based continuing professional development training programs for public health professionals [10,18-20]. However, there are still a limited number of free, open-access learning resources on the Web for public health [21].

Effective Web-based continuing education programs should use appropriate delivery methods and consider the type of information being provided [19]. Public health professionals were satisfied with the delivery and content of the videos. They liked the URE videos because the combination of animation, narration, and plain language made the content clear. Enjoyment in learning can motivate learners and allow them to relax to better engage with the content [22]. Moreover, time is a major barrier to engaging in evidence-informed public health [7]. The videos were short enough to fit into existing work schedules.

According to Friedman [23], effective continuing education programs should appeal to a range of learners and consider the needs of individuals with different learning styles to support learners to be proactive in their learning. The videos were delivered using strategies that targeted different types of professional adult learners. The URE videos addressed auditory, visual, independent, and group learners. The fact that these videos were dynamic and included animation, examples, and narration may have facilitated learning of the concepts.

The URE video series add to the existing public health professional development resources by offering specific training on understanding common research concepts that are freely accessible on the Internet. Since the completion of this evaluation, additional videos have been created on the following topics: how to find research evidence, the evidence-informed decision making framework, types of reviews, relative risk, number needed to treat, P values, and the standardized mean difference [11]. Public health professionals who participated in this evaluation suggested additional topics they would like to see covered in the URE Web-based video series, which included tests for heterogeneity, statistical significance, and effect sizes. Participants also suggested that future videos could cover how to understand qualitative and mixed-methods research.

**Conclusions**

The URE video series is one of the many resources that the NCCMT offers to build capacity for evidence-informed public health. The lack of skill in understanding common research concepts was identified as a barrier in engaging with evidence-informed decision making. Public health professionals need to be able to understand research evidence to be able to use it in their practice.

Public health professionals’ knowledge of common research concepts was impacted by the URE videos. The delivery and content of the URE videos helped to facilitate learning. An increased understanding of research concepts made public health professionals feel that they could use research evidence to inform program implementation, and made program evaluation more approachable; it also gave them the language to discuss data and research with their colleagues. Overall, the URE videos were received well, and public health professionals hoped for more videos on different research topics in the future. The NCCMT will continue to expand and develop the Web-based URE video series and other resources to build capacity in evidence-informed decision making among Canadian public health professionals, and empower them to use the best available evidence when making decisions to improve community and population health outcomes.
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Abstract

Background: Body listening, described as the act of paying attention to the body’s signals and cues, can be an important component of long-term health management.

Objective: The aim of this study was to introduce and evaluate the Body Listening Project, an innovative effort to engage the public in the creation of a public resource—to leverage collective wisdom in the health domain. This project involved a website where people could contribute their experiences of and dialogue with others concerning body listening and self-management. This article presents an analysis of the tags contributed, with a focus on the value of these tags for knowledge organization and incorporation into consumer-friendly health information retrieval systems.

Methods: First, we performed content analysis of the tags contributed, identifying a set of categories and refining the relational structure of the categories to develop a preliminary classification scheme, the Body Listening and Self-Management Taxonomy. Second, we compared the concepts in the Body Listening and Self-Management Taxonomy with concepts that were automatically identified from an extant health knowledge resource, the Unified Medical Language System (UMLS), to better characterize the information that participants contributed. Third, we employed visualization techniques to explore the concept space of the tags. A correlation matrix, based on the extent to which categories tended to be assigned to the same tags, was used to study the interrelatedness of the taxonomy categories. Then a network visualization was used to investigate structural relationships among the categories in the taxonomy.

Results: First, we proposed a taxonomy called the Body Listening and Self-Management Taxonomy, with four meta-level categories: (1) health management strategies, (2) concepts and states, (3) influencers, and (4) health-related information behavior. This taxonomy could inform future efforts to organize knowledge and content of this subject matter. Second, we compared the categories from this taxonomy with the UMLS concepts that were identified. Though the UMLS offers benefits such as speed and breadth of coverage, the Body Listening and Self-Management Taxonomy is more consumer-centric. Third, the correlation matrix and network visualization demonstrated that there are natural areas of ambiguity and semantic relatedness in the meanings of the concepts in the Body Listening and Self-Management Taxonomy. Use of these visualizations can be helpful in practice settings, to help library and information science practitioners understand and resolve potential challenges in classification; in research, to characterize the structure of the conceptual space of health management; and in the development of consumer-centric health information retrieval systems.

Conclusions: A participatory platform can be employed to collect data concerning patient experiences of health management, which can in turn be used to develop new health knowledge resources or augment existing ones, as well as be incorporated into consumer-centric health information systems.
Introduction

Background

In recent years, there has been increased interest in Web-based platforms that aim to derive value from user participation through crowdsourcing, collaborative, and participatory frameworks. Efforts to leverage “collective intelligence” include the collective authoring of Wikipedia content, shared tagging of photos on Flickr, sharing of bookmarks on Del.icio.us, and collective annotation of museum artifacts [1-5]. Collaborative tagging, a practice in which users add meta-data to shared content, can be useful when personnel are not readily available to perform classification tasks [6], as a channel for nonprofessional catalogers to participate in meta-data creation [7], and as an approach to organize knowledge by users’ own language [8].

Due to their collaborative and ad hoc nature, tagging systems inherently lack the essential properties characterizing controlled vocabularies, and low precision and lack of collocation are common issues [9]. However, this very nature also provides support for multiplicity of perspectives, collective interpretation, sense-making, and meaning production; and promotion of a collaborative, democratic, and participatory style of knowledge construction and organization [10-12].

Collaborative tagging presents a special opportunity in biomedical knowledge organization. There are numerous knowledge resources such as the Unified Medical Language System (UMLS) Metathesaurus [13] and the Systematized Nomenclature of Medicine-Clinical Terms (SNOMED-CT) [14], which facilitate inference in biomedical and clinical domains. However, there has been increased awareness that health consumers possess a type of expertise that is different from that of clinicians and that user-generated content can be a valuable source of health knowledge [15]. As such, there has been work that has employed social media data to improve existing knowledge resources, including the use of PatientsLikeMe data to augment the open access and collaborative Consumer Health Vocabulary [16] and the use of community-generated text to map professional medical terms to their consumer equivalents [17]. Other research has investigated the overlap between social media data sources such as PatientsLikeMe and YouTube and SNOMED-CT [18,19]. It has also been shown that search log data share similarities to folksonomy tags and can be used to improve controlled vocabularies and information retrieval [20].

The use of social media data to augment professional controlled vocabularies is important work. In this study, we concentrated our efforts in a different direction: to employ collective intelligence to develop a knowledge resource focused on patients’ health management strategies. To set the context for the knowledge resource that we aimed to build, we now review extant literature on self-management of chronic illness, body listening, and related terminology.

Self-management of Chronic Illness and the Importance of Body Listening

Over the course of a chronic illness, people learn to manage their health in different ways. Self-management of chronic illness has been characterized as a dynamic and daily experience involving three main categories of processes: focusing on illness needs, activating resources, and living with a chronic illness [21]. It has been argued that though there is considerable extant research on self-management barriers and facilitators, the developmental patterns and sustainability of self-management over time remain largely unknown [22]. In this study, we set out to investigate how people form and acquire self-management skills, particularly those relating to body listening and body awareness.

Body awareness, defined as the ability to recognize subtle body cues, can be helpful in the management of many conditions including chronic low back pain, congestive heart failure, chronic renal failure, and irritable bowel syndrome [23]. In the context of fibromyalgia, patients have reported learning over time what their pain triggers were, coming to understand what foods they were sensitive to, and when they had hit their limit and needed to rest [24].

Combining an awareness of embodied experience with information from test results, that is, combining one’s own knowledge with a biomedical understanding of a condition, has also been referred to as “knowing one’s body” [25]. Body listening has also been described as the “subprocesses of physical self-assessment and applying a personal filter through which to interpret that information” [26] (p. 265).

Body awareness and body listening also share similarities with concepts such as self-awareness and self-monitoring. For example, previous research has investigated the self-awareness of the cues, sensations, and circumstances that people with diabetes associate with hypoglycemia, euglycemia, and hyperglycemia, and the types of strategies that they used to tune in to these body cues [27]. Self-monitoring has been defined as having two components: (1) awareness of bodily symptoms, sensations, daily activities, and cognitive processes; and (2) measurements, recordings, and observations that inform cognition or provide information for independent action or consultation with care providers [28].

The importance of attending to body cues in health management suggests that a greater understanding of the ways in which people engage in these activities is warranted. Moreover, patients and clinicians may have different ways of describing their symptom experiences [29]. Thus, if the knowledge that patients acquire over time could be effectively captured, this information might be incorporated into health knowledge resources and shared on a wider scale. To take a step to fill this need, we
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developed a platform where people could post their experiences concerning body listening and how they learned or were learning to do it, in the hope that the data collected could later be used to develop a system for organizing and exploring knowledge relating to body listening.

**Research Questions**

This study was based on a premise of the value of coconstruction of knowledge. We developed a platform on which project team members and study participants could collectively engage in discussion on topics relating to body listening and, more broadly, health management. We targeted chronic conditions requiring self-care in which patients might share symptomatology, with a particular focus on chronic pain. These conditions included chronic pain, fibromyalgia, arthritis, and multiple sclerosis and common comorbidities such as chronic fatigue syndrome and irritable bowel syndrome.

Over the course of 10 weeks, participants engaged in a moderated discussion of topics relating to body listening. As they engaged in discussion, participants were also encouraged to provide tags that described the content that they shared. This article investigates whether asking participants to provide tags can add value to the data they contribute and what the potential implications of this value might be to knowledge organization. We investigated three main research questions:

**RQ1.** What types of subject matter were represented in the tags?

**RQ2.** How does concept coverage in the Body Listening and Self-Management Taxonomy, proposed in RQ1, compare with that of the UMLS Metathesaurus?

**RQ3.** To what extent were Body Listening and Self-Management Taxonomy categories assigned to the same tag, and what does this pattern of category cooccurrences suggest about the relationship between categories?

**Methods**

**Data Collection**

**Study Platform and Content Development**

This study involved a 10-week “Guided Exploration” in a discussion forum style space built using the Wordpress platform (Figure 1). The discussion forum itself was called the “ThinkSpace,” to emphasize the value of participants’ contributions. Data collection took place over the course of a 10-week period involving moderator-facilitated discussions of topics relating to body listening. Each week, a new theme was introduced, and each day, a new question relating to the theme was posted (Table 1).

<table>
<thead>
<tr>
<th>Week no.</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Getting in touch with your body rhythms</td>
</tr>
<tr>
<td>2</td>
<td>Movement, energy, and fatigue</td>
</tr>
<tr>
<td>3</td>
<td>Food and environment</td>
</tr>
<tr>
<td>4</td>
<td>Pain management</td>
</tr>
<tr>
<td>5</td>
<td>Mood management</td>
</tr>
<tr>
<td>6</td>
<td>Sense-making and conveying what your body tells you in health care contexts</td>
</tr>
<tr>
<td>7</td>
<td>Conveying what your body tells you in life contexts</td>
</tr>
<tr>
<td>8</td>
<td>Tuning in to your body with arts-based techniques</td>
</tr>
<tr>
<td>9</td>
<td>Mindfulness as a way to get in touch with your body</td>
</tr>
<tr>
<td>10</td>
<td>The body as a vehicle for self-growth</td>
</tr>
</tbody>
</table>

Though there are processes that may be shared between individuals who engage in body listening and self-management, the set of experiences and perspectives is admittedly diverse. It was necessary to limit the topics covered so that they could be explored in the 10-week study period. The themes employed an experiential line of inquiry, and the content was tailored toward chronic conditions requiring self-care that overlapped in symptomatology, with chronic pain as the primary characteristic.

Selection of topics was based on a two-step process. At the outset, the first author developed a list of seed topics based on three sets of research literature: (1) self-management of chronic illness; (2) body listening and body awareness; and (3) fibromyalgia, arthritis, multiple sclerosis, and other chronic pain and rheumatological conditions. The moderators subsequently discussed these topics, added their own, and then finalized the set of topics to explore in the Guided Exploration. The content was collectively developed by the team through a series of biweekly meetings and the collaborative authoring of a shared document.

Moderators monitored the site regularly to engage the group and to respond to posts by site participants. Participants were encouraged to author posts and then add one or more tags after the main body of content. Participants were informed that the experiences they shared in the ThinkSpace would be considered data, and they gave consent as part of the account creation process. The study procedures were approved by the Institutional Review Board of the University of Washington School of Medicine.
The team comprised 10 people: a project manager, faculty advisors, moderators, a site administrator, and communications and outreach personnel. Members came from multiple disciplines including library and information science, biomedical informatics, nursing, and public health. Many team members also had experience with chronic illnesses.

Sample and Study Recruitment

The overall goal of this study was to increase our knowledge of body listening and body awareness, which can potentially be helpful in the management of many chronic conditions [23]. The study was open to anyone over the age of 21 years who was interested in, or wanted to contribute to, knowledge on the phenomenon of “body listening.” We employed two types of recruitment strategies. First, we employed recruitment strategies that were not focused on a given disease or condition, such as university and hospital listservs and posted flyers in high traffic areas such as university campuses and coffee shops.

Second, we recruited participants through multiple social media channels including Facebook, Reddit, Twitter, and health discussion forums. Our social media recruitment focused on particular groups of interest including groups focused on chronic pain, fibromyalgia, and discussion groups for commonly occurring comorbidities such as chronic fatigue syndrome and irritable bowel syndrome. We also reached out to people of different demographic characteristics including ethnicity and education level.

Data Analysis

RQ1. What Types of Subject Matter Were Represented in the Tags?

To analyze the tags that were collected, the posts were exported from the MySQL database where they were stored, and a PHP script was used to extract all of the tags. A hashtag was defined as a word or set of words strung together without spaces, preceded by a hash or pound sign (#). Hashtags can be useful for assisting users to find content of interest. There were some malformed tags—cases in which multi-word tags included spaces, such as “#cell phone alarm,” and instances in which tags started and ended with pound signs, such as “#meditation/prayer time#.” Twelve such errors were caught through manual lookup, and the tags’ formats were corrected for inclusion in the analysis. We did not correct for spelling errors and spelling variants, as we believed that this would be useful information to preserve.
Though it was expected that many participants might have familiarity with formatting guidelines for social media and microblog hashtagging, we developed an informational page that explained to participants how to author content. A link to this “Contribution How-To” page was available from the main ThinkSpace page. Sample tags were provided to demonstrate tag content and formatting. However, to avoid limiting the participants’ conceptualization of what a tag was, an explicit definition of a tag was not included as part of this page.

To understand the nature of the tags that were used, the tags were manually assigned to one or more categories by the first two authors, and a relational hierarchy of the codes developed, as follows. First, the two coders independently assigned categories to a subset of the data (n=100). They discussed these codes and categories until they reached agreement about the categories and the hierarchical relationship between them. Then they coded a new subset (n=100) and calculated three different types of inter-rater reliability (IRR). A more extensive discussion of the types of IRR used appears in a prior work [30], but a summary of the types of IRR appears in Multimedia Appendix 1. In this round of coding, they achieved a high level of agreement, so the second author proceeded to code the rest of the tags. The third author also took part in the decision-making process concerning the relationships between the categories.

This taxonomy was later slightly refined to improve the clarity of category definitions, as well as to increase the inclusiveness and logical consistency of the framework by renaming the meta-category, “gathering and conveying information,” to “health-related information behavior,” and adding the “health-related information behavior” category. All three authors took part in the discussion to refine the taxonomy. The taxonomy is presented in the Results section.

There were situations in which the meanings of the tags were unclear. For example, #isolation may refer to a state, a treatment modality, or exercise. Ambiguous tags were analyzed and categorized within the context of the posts in which they occurred. A list of the tags, along with their classifications, appears in Multimedia Appendix 2. If a tag was not formatted correctly in the original contribution, the original malformed tag appears in parentheses.

RQ2. How Does Concept Coverage in the Body Listening and Self-Management Taxonomy Compare With That of the Unified Medical Language System (UMLS) Metathesaurus?

To investigate the extent to which tags expressed concepts covered in the UMLS Metathesaurus, we manually separated all multi-word tags into their individual word components and used the MetaMap API to identify relevant UMLS concepts in these tags [31]. We then performed error analysis of a subset of the tags for which MetaMap identified relevant concepts (n=200) to evaluate the degree to which the identified concepts captured the meaning of the specified tags. Identified concepts were considered “correct” if they captured the essence of the meaning of the corresponding tags, “incorrect” if the meaning of the identified concepts did not match the meaning of the tag, and “incomplete” if there were critical parts of the meaning that were not captured. We also identified the sources of error if an identified concept was labeled “incorrect” or “incomplete.”

To visually compare the concept coverage, we generated category frequency distributions for both the Body Listening and Self-Management Taxonomy and for the UMLS using Python.

RQ3. To What Extent Were Body Listening and Self-Management Taxonomy Categories Assigned to the Same Tag, and What Does This Pattern of Category Cooccurrences Suggest About the Relationship Between Categories?

In this research question, we employ visualizations to explore the concept space of the contributed tags. A correlation matrix, based on the extent to which categories tended to be assigned to the same tags, was used to study the interrelatedness of the taxonomy categories. Then, a network visualization was used to explore the concept space of the tags contributed and investigate the structural relationships among the categories in the taxonomy.

To examine conceptual overlap, we employed the multiple tag assignments to visualize the correlations between categories based on their tendencies to be assigned to the same tags. First, the tags and their category assignments were used to construct an N × N cooccurrence matrix based on the frequency at which categories were assigned the same tag and categories were considered to cooccur with themselves. This matrix was then converted and visualized as a diagonal correlation matrix using Python.

We also investigated how strongly categories were related to one another, both within and across meta-categories, as well as their overall prevalence within the tag corpus using a network visualization. Network analysis is used in numerous disciplines and has been used to analyze many naturally occurring phenomena including communication patterns in an emergency department [32], the spread of disease outbreaks [33], and the structure of research in a given subject area or discipline [34]. Other uses of network analysis include the analysis of structural relationships among entities [35] and identification of community structure [36]. Network structures can also be used to examine the organization of human semantic knowledge [37]. In this study, we employ it to examine the relationships between the categories in the Body Listening and Self-Management Taxonomy.

The open graph visualization software Gephi was used to visualize the network of tags [38]. We rendered a network in which each node represented a category in the taxonomy. The size of the node was based on the number of times that the category was assigned to a tag. The nodes were assigned colors based on their meta-categories, such that all nodes of the same meta-category shared the same color. Two nodes were connected if they were ever assigned to the same tag within the corpus, and the weight of the edges was determined by number of times they were assigned to the same tag. The ForceAtlas2 layout was used to visualize the network [39] and the Label Adjust algorithm to eliminate visual overlap in labels.

To visually compare the concept coverage, we generated category frequency distributions for both the Body Listening and Self-Management Taxonomy and for the UMLS using Python.

RQ3. To What Extent Were Body Listening and Self-Management Taxonomy Categories Assigned to the Same Tag, and What Does This Pattern of Category Cooccurrences Suggest About the Relationship Between Categories?

In this research question, we employ visualizations to explore the concept space of the contributed tags. A correlation matrix, based on the extent to which categories tended to be assigned to the same tags, was used to study the interrelatedness of the taxonomy categories. Then, a network visualization was used to explore the concept space of the tags contributed and investigate the structural relationships among the categories in the taxonomy.

To examine conceptual overlap, we employed the multiple tag assignments to visualize the correlations between categories based on their tendencies to be assigned to the same tags. First, the tags and their category assignments were used to construct an N × N cooccurrence matrix based on the frequency at which categories were assigned the same tag and categories were considered to cooccur with themselves. This matrix was then converted and visualized as a diagonal correlation matrix using Python.

We also investigated how strongly categories were related to one another, both within and across meta-categories, as well as their overall prevalence within the tag corpus using a network visualization. Network analysis is used in numerous disciplines and has been used to analyze many naturally occurring phenomena including communication patterns in an emergency department [32], the spread of disease outbreaks [33], and the structure of research in a given subject area or discipline [34]. Other uses of network analysis include the analysis of structural relationships among entities [35] and identification of community structure [36]. Network structures can also be used to examine the organization of human semantic knowledge [37]. In this study, we employ it to examine the relationships between the categories in the Body Listening and Self-Management Taxonomy.

The open graph visualization software Gephi was used to visualize the network of tags [38]. We rendered a network in which each node represented a category in the taxonomy. The size of the node was based on the number of times that the category was assigned to a tag. The nodes were assigned colors based on their meta-categories, such that all nodes of the same meta-category shared the same color. Two nodes were connected if they were ever assigned to the same tag within the corpus, and the weight of the edges was determined by number of times they were assigned to the same tag. The ForceAtlas2 layout was used to visualize the network [39] and the Label Adjust algorithm to eliminate visual overlap in labels.
**Results**

**Data Collection**

Over the course of the 10-week study, 234 participants registered to participate. As expected, the range of conditions that participants reported was diverse, with greater emphasis on pain conditions, mental health conditions, food sensitivities, irritable bowel syndrome, chronic fatigue syndrome, and thyroid disorders—all areas which were emphasized in the social media recruitment. A total of 28 participants posted in the discussion forum. This participation pattern is consistent with prior research on discussion forums, in which those who participate are a fraction of the countless others that may be “lurking” [40].

Altogether, participants and moderators authored 431 posts and used 818 tags. Of these, 680 tags were unique, and the tags used more than once were used 2-6 times. Some tags such as emotional freedom technique (EFT) and traditional Chinese medicine (TCM) appeared both in their traditional and acronym forms. Approximately a quarter of the posts did not contain tags (n=114), and many posts that included tags featured multiple tags (n=197).

Though many tags were single words (n=163), others were combinations of words (n=517). Many expressed a concept, including #attitudeiseverything, #taketimeunderstand, and #nothavingmypaininadvance. This last tag expressed the concept of trying to be positive and dealing with situations as they occur, rather than worrying about pain that one might experience later. There were instances in which tags were assigned to multiple categories such as #nightpain, which was classified as symptoms and illnesses (IS), rhythms and schedules (RS), and influencers (IF).

**Data Analysis**

**RQ1. What Types of Subject Matter Were Represented in the Tags?**

The contributed tags were grouped into thematic categories and an initial relational structure for the categories developed, validated, and reported in prior work [30]. The validation procedure is summarized in Multimedia Appendix 1. In this research question, we focus on describing the proposed taxonomy and exploring its implications for the classification of subject matter concerning health management. There were four meta-level categories: health management strategies, concepts and states, influencers, and health-related information behavior (Table 2).

**Health Management Strategies**

This meta-category encompasses the wide variety of strategies that people may employ to manage their health. In addition to treatments (TM), people may utilize other strategies including exercise (E), diet and food (DF), coping or coping strategies (CS), and supplies and equipment (SE). Supplies and equipment was classified under health management strategies because participants would share examples of tools that they used to manage their health, such as #netipotforallergies. Strategies that did not clearly fall into any of the other categories were assigned the category health management strategy (HMS). Examples of this include #cellphonealarm and #taketime2recover.

**Concepts and States**

Concepts and states comprised three categories: general concepts (CN), positive actions (PA), and mental states (MS). Certain concepts had an inherently positive orientation, and these were classified as positive actions. These included terms such as #advocatingforyourself and #transformation. There were others that referred to mental states, such as #acceptance, #compassion, and #nofear. Finally, concepts that were more generic, such as #journey, #balance, and #energy were simply classified as general concepts.

**Influencers**

Though one may not always be aware of factors that affect their body condition, nevertheless there are factors that influence the state of one’s body at any given point in time. The meta-category, influencers, was used to describe these factors and included two categories: outside factors influencing the body and mind (IF) and body rhythms and schedules (RS). Examples of the former included seasonal influences, such as #fourseasons and #pollenispainful, and examples of the latter included internal factors, such as #nightowl and #mostproductivetimetimes.
Table 2. Body Listening and Self-Management Taxonomy.

<table>
<thead>
<tr>
<th>Meta-category</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health management strategies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HMS</td>
<td>Health management strategy</td>
<td>Cellphone alarm, taketime to recover, fulltime body manager</td>
</tr>
<tr>
<td>TM</td>
<td>Treatment or treatment strategy</td>
<td>Acupuncture, alexandertechnique, biofeedback, funk plunk myself outside</td>
</tr>
<tr>
<td>E</td>
<td>Exercise</td>
<td>Adductor stretch, walking, yamuna body rolling, exercise with children</td>
</tr>
<tr>
<td>DF</td>
<td>Diet and food</td>
<td>Atkins diet, elimination diet(s)</td>
</tr>
<tr>
<td>CS</td>
<td>Coping or coping strategies</td>
<td>Prayer, affirmations, reframing</td>
</tr>
<tr>
<td>SE</td>
<td>Supplies or equipment</td>
<td>Neti pot for allergies, body pillow</td>
</tr>
<tr>
<td><strong>Concepts</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN</td>
<td>General concepts</td>
<td>Attitude is everything, journey, balance, energy</td>
</tr>
<tr>
<td>PA</td>
<td>Positive actions</td>
<td>Advocating for yourself, transformation, pushing through</td>
</tr>
<tr>
<td>MS</td>
<td>Mental states</td>
<td>Acceptance, compassion, no fear</td>
</tr>
<tr>
<td><strong>Influencers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF</td>
<td>Influencers</td>
<td>Sick weather changes, four seasons, hot weather, pollen is painful</td>
</tr>
<tr>
<td>RS</td>
<td>Rhythms and schedules</td>
<td>Nightowl, most productive times</td>
</tr>
<tr>
<td><strong>Health-related information behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIB</td>
<td>Health-related information behaviors</td>
<td>Finding health information</td>
</tr>
<tr>
<td>HR</td>
<td>Health-related resources</td>
<td>Patient experts, trusted sites</td>
</tr>
<tr>
<td>SM</td>
<td>Self-monitoring</td>
<td>Journaling, symptom tracker, sleep digestion-connection, body clues</td>
</tr>
<tr>
<td><strong>Other categories</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS</td>
<td>Symptoms, illnesses</td>
<td>Shakesiness, sleep disorders</td>
</tr>
<tr>
<td>HC</td>
<td>Health care-related terms</td>
<td>Doctors, massage therapists, physical therapist</td>
</tr>
<tr>
<td>CM</td>
<td>Communication and relationships</td>
<td>Energy from others, supportive bosses rock</td>
</tr>
<tr>
<td>AD</td>
<td>Moderator or administrative content</td>
<td>Use any color you like, use both hands</td>
</tr>
</tbody>
</table>

**Health-Related Information Behavior**

This meta-category comprised three categories, health-related information behaviors (HIB), health-related resources (HR), and self-monitoring (SM). Examples of health-related sources of information that participants mentioned include #patientexperts and #trustedsites. The category of self-monitoring included both monitoring that included devices, as well as self-monitoring and exercising awareness without devices, such as #bodyclues.

Health-related information behaviors was used to classify all other terms that fell under this meta-category but not specifically under any of the other two terms. In this study, these terms were extremely rare, but we believe that health-related information behaviors is an important category and that it could be further differentiated into additional categories. Thus, we have chosen to retain it as part of the framework.

It may be useful to consider the relationship between the two meta-categories, health-related information behavior and health management strategies. Health-related information can be used to manage one’s health, and in the context of this study, often was. However, having information as a separate meta-category was intended to emphasize that in these activities information played the central role and health was the supporting context. For example, the tag #findinghealthinformation is primarily
about information and secondarily about health. In situations in which both meanings were equally salient, a tag might be categorized under each meta-category. One example was #journaling, which was categorized as both self-monitoring (SM) and treatment or treatment strategy (TM).

**Other**

An additional set of categories did not fit under any meta-level category. These include symptoms and illnesses (IS), health care-related terms (HC), communication and relationships (CM), and moderator or administrative content (AD). Symptoms and illnesses help us to understand how participants view their own health, and health care-related terms and communication and relationships help us to understand elements of a person’s context that play important roles in their long-term health management. The last category, moderator or administrative content, was most prominent in Week 8: Tuning in to Your Body with Arts-Based Techniques, in which the moderator provided instructions for participants to explore and express their physiological sensations using arts-based techniques.

**RQ2. How Does Concept Coverage in the Body Listening and Self-Management Taxonomy Compare With That of the UMLS Metathesaurus?**

In this section, we compare the prevalence of category assignments based on the Body Listening and Self-Management Taxonomy (Figure 2) with the top 20 UMLS categories that were automatically identified using the Metamap API (Figure 3). The category prevalence includes multiple category assignments, meaning that for tags that were assigned to multiple categories in the Body Listening and Self-Management Taxonomy or in the UMLS, each category assignment is depicted in the frequency distributions.

Examining the prevalence of categories across the tag corpus can help us to identify subject matter areas in which the study was successful in eliciting information. In so doing, we may also identify important factors for people to consider as they address their health management needs. In the Body Listening and Self-Management Taxonomy, health management strategies and more specifically, treatments, are one area in which participants contributed a great deal of content. A variety of treatments were mentioned, including widely known treatments such as #acupuncture and #biofeedback, lesser known techniques such as #alexandertechnique, and more original references such as #funkplunkmyselfoutside. Whether health management strategies are generally well-known or not, it can be useful to have them aggregated in one place. The more original ones may “speak to” or resonate with participants in a way that traditional resources may not.

**Figure 2.** Concept coverage in the Body Listening and Self-Management Taxonomy.
Another area in which there was extensive coverage was the category of general concepts. Though this category sounds fairly broad, we believe that additional study of the emergent concepts can lead to increased knowledge of important areas of self-management. The UMLS category of intellectual product perhaps roughly corresponds to the category of general concepts in the Body Listening and Self-Management Taxonomy.

We also investigated the extent to which concepts reflected in the tags were covered in the UMLS Metathesaurus. Altogether, 101 concepts were extracted; we show the highest frequency concepts in Figure 2. Some of the identified concepts are fairly clear in terms of their meaning, for example, sign or symptom and pharmacologic substance. Many, though, are too general (e.g., “functional concept” or “qualitative concept”) to be useful to a health consumer searching for information.

The MetaMap API did not identify concepts for 11% (74/680) of the terms. We performed error analysis for a subset of the tags for which MetaMap identified UMLS concepts (n=200). Among these, MetaMap correctly identified one or more high-level classifications of the tags 60% (120/200) of the time, incorrectly identified the meaning 15.5% (31/200) of the time, and provided an incomplete set of relevant concepts 24.5% (49/200) of the time. Additionally, there were situations in which MetaMap correctly identified relevant concepts but produced noise through the identification of extraneous concepts. The primary sources of error (for incomplete or incorrect meaning) are shown in Table 3.

Table 3. Primary sources of error in automatic tag classification via the MetaMap API.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Example tag</th>
<th>Prevalence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not a strictly health-related concept</td>
<td>#supportivebossesrock</td>
<td>15</td>
</tr>
<tr>
<td>Meaning of an identified word is incorrect</td>
<td>#spiders (refers to the sensation on the skin, not the eukaryote)</td>
<td>12</td>
</tr>
<tr>
<td>Missing a concept</td>
<td>#noscentedcandles (missed “no” and “candle”)</td>
<td>11</td>
</tr>
<tr>
<td>Missing an interrogative word</td>
<td>#whatthebodywantstoeat</td>
<td>6</td>
</tr>
<tr>
<td>Missing a verb</td>
<td>#dowhatworksforyou</td>
<td>4</td>
</tr>
<tr>
<td>Is a health-related concept but is not included</td>
<td>#structuralintegration</td>
<td>4</td>
</tr>
<tr>
<td>Missing mental process</td>
<td>#distancethepain</td>
<td>3</td>
</tr>
</tbody>
</table>

Overall, automatic identification worked better for tags comprising one or two words. The more words that were involved, the more the tags tended to express a concept that was not well represented in its entirety by the identified concepts. Based on the error analysis in Table 3, areas for improvement of the UMLS include the integration of additional terms, including emergent terms such as structural integration; alternative and colloquial senses of words such as spiders on the skin; and contextual aspects of health management, such as workplace wellness.

These results suggest that though extant health knowledge resources might be used to characterize consumer-generated...
hashtags, additional work is necessary to support health consumers' information-seeking. Though this is a recognized problem that has received attention [16,41], there is still much that we can do to improve the UMLS coverage in terms of colloquial and patient or consumer-oriented language. Moreover, the results of this study suggest that, besides the addition of consumer-centric terms, there is also a need to add concepts to the UMLS. Lastly, the Body Listening and Self-Management Taxonomy could potentially fill an important gap in terms of providing conceptual categories that reflect patients' self-management strategies.

**RQ3. To What Extent Were Body Listening and Self-Management Taxonomy Categories Assigned to the Same Tag, and What Does This Pattern of Category Cooccurrences Suggest About the Relationship Between Categories?**

There were instances in which contributed tags were assigned to multiple categories. A total of 513 tags were assigned to only one category, and 167 tags received multiple assignments. In this section, we investigate the extent to which categories tended to be assigned to the same tag. The instances of multiple category assignment can help us to understand the naturally occurring relationships between taxonomy categories, the extent of their semantic overlap, and most importantly for practice, the extent of ambiguity that may be present during a manual process of classification.

We generated a diagonal correlation matrix to examine the tendency for categories to be assigned to the same tag (Figure 4). In this matrix, category combinations with a higher correlation, that is, a greater tendency to cooccur, are denoted in red. Health-related information behavior did not cooccur with any other categories during category assignment. In this matrix, the health-related information behavior category does not appear because it did not cooccur with any other categories during category assignment.

Multi-category assignments were common among the health management strategies categories and among the three concepts and states categories. Examples of the former type of multi-category assignment include #hellerwork and #bodyrolling, both assigned to the exercise as well as treatment strategies category. Examples of overlap in the concepts and states categories include #compassion (CN, PA, and TM), #allowingsadness (CN, PA, and TM), #advocate4yourself (PA, HMS, and CN), which referred to advocating for oneself in workplace environments, and various categories within the health management strategies meta-category. The tags, #advocate4yourself (PA, HMS, and CN), which referred to advocating for oneself in workplace environments, and #allowingsadness (CN, PA, and TM), illustrate the importance of concepts and positive attitude in health management.

We also investigated the structural relationships between the categories—how strongly they were related to one another, both within and across meta-categories, as well as their overall prevalence within the tag corpus. We rendered a graph visualization as described in the Method section (Figure 5) and used the resulting visualization to engage in an interrogative dialogue concerning the relationships between the categories of the Body Listening and Self-Management Taxonomy. The larger the nodes, the greater their prevalence in the tag corpus, and the closer the category nodes were to each other in the network, the more times that they were assigned to the same tags. Nodes of the same color belonged to the same meta-category. As before, the health-related information behavior category does not appear because it did not cooccur with any other categories during category assignment.

The resulting visualization illuminates some interesting relationships between the categories. For example, most categories appear closer to other categories within the same meta-category. Categories under health-related information behavior are a notable exception. Though these three categories share conceptual similarity in that they all relate to how people interact with information, in the case of self-monitoring, there appeared to be a stronger conceptual connection with devices (supplies/equipment). Among the categories that were not subsumed under a meta-category, the position of symptoms and illnesses is particularly interesting. The proximity of the symptoms and illnesses node to rhythms and schedules underlines the importance of rhythms and temporal associations to symptoms. Examples of tags which were assigned to both categories include #reverseSAD, #daysnightsreversed, and #migraineuponwaking.

The proximity of categories to one another can provide insight into factors that may be important to consider together in body listening and health management. For example, this network shows that communication with others, mental states and health management strategies can be closely related. Whereas this may seem obvious, it provides further evidence that, in working with patients, it can be helpful for health care practitioners to consider contextual factors such as the patients’ support network and mental state in assisting them to select, adopt and maintain health management strategies. The interrelatedness of the categories, as depicted in the figure, highlight the importance of not treating any aspect of a patient’s care as if it occurs in a vacuum.
Figure 4. Co-occurrence of categories in tag classification.

Figure 5. Body Listening and Self-Management Taxonomy as a network.
Discussion

Principal Contributions
This paper describes the development of a participatory platform for people to contribute their experiences of body listening and presents an analysis of the tags collected. This analysis makes several original contributions. First, we proposed a preliminary classification scheme, the Body Listening and Self-Management Taxonomy, for concepts associated with body listening. Second, we compared the concepts in the Body Listening and Self-Management Taxonomy with the concepts from the UMLS Metathesaurus that were automatically identified from the tags. This comparison served to characterize the information that patients contributed through the participatory platform and demonstrated that the tags offer important information concerning health management, particularly with regard to self-management strategies and contextual factors affecting health, such as seasonal and body rhythms, mental state, communication, and interpersonal relationships. Additionally, the comparison showed that the taxonomy could be used to classify patients’ health management strategies more descriptively than could be achieved using UMLS concepts. Third, we examined the extent to which tags were assigned to multiple categories of the Body Listening and Self-Management Taxonomy, to gain insight into how the categories might be related to one another. Though the categories in any given meta-category generally appeared together, there were key areas of connectivity between the categories and meta-categories. Identifying these connections can help us to form a greater understanding of the need to consider factors affecting our health in context.

Considering the Value of the Data Collected Through the ThinkSpace
This study was intended as a starting point for building a public resource on body listening, and more broadly, self-management of chronic conditions. We used an approach combining user contribution of tags with subsequent curation to develop a taxonomy for use in the development of future knowledge resources.

This taxonomy is a preliminary step to improve the classification and retrieval of content that is presented to health consumers. We employ a two-step process that offers health consumers the opportunity for greater involvement by enabling them to not only provide data but also influence how it is organized through the tags that they provide. However, folksonomies come with certain issues, such as a preponderance of terms with different levels of specificity. Thus, we added an additional layer of human curation and classification to create a schema that is emergent from the data, and thus, more consumer-centric.

One important implication from the study results concerns the subject matter content of the contributed tags and the manner in which this data might be utilized. The ThinkSpace resulted in tags that focused on health management strategies, concepts, and contextual information about people’s health experiences. These tags provide insight into the actions that patients take to manage their health, the realities that they face as they address their health issues, and the resources that they have access to, from their perspectives. Thus, the tags might be incorporated into a system that patients, caregivers, and health consumers in general can use to find information about their health needs and interests.

Though systems that provide health information to consumers do exist, they are generally focused around traditional medical concepts. For example, the Medline Plus interface currently includes section headings and subheadings such as “Health topics: find information on health, wellness, disorders, and conditions,” “Drugs and supplements: learn about prescription drugs, over-the-counter medicines, herbs, and supplements,” and “Medical encyclopedia: articles and images for diseases, symptoms, tests, treatments.” Incorporating tags used in the ThinkSpace, such as #funkplunkmyselfoutside, #exercisewithchildren, and #supportivebossesrock, or the concepts expressed therein, may resonate with health information seekers as well as serve as an alternative channel through which to access information. In addition, our findings suggest that meta-data such as body rhythms, external influences, concepts, and attitudes could potentially serve as entry points for finding information. Concepts in the rhythms and schedules category, such as having pain at night and difficulties due to hot weather may resonate with patients but are less likely to appear as indices or headings in traditional consumer health information systems. Yet they are nevertheless important to health management. Thus, user-contributed tags could be incorporated into health information retrieval systems to make them more user-friendly and intuitive.

Facilitating Tag Classification and Taxonomy Enrichment
In this study, we classified the tags using two methods: manual assignment and automated identification. Manual assignment led to a set of categories that was more specific to body listening and self-management than those automatically identified through the MetaMap API, but manual classification can be time-consuming. Thus, we now consider ways to improve the classification methods employed in this study.

First, it might be useful to try to reduce the need for additional labor by engaging contributors in the creation of a taxonomy at the time of tag creation and use, which may also improve the specificity of tags and participants’ memories of the content shared [42]. Examples of hybrid taxonomy-folksonomy approaches exist in the literature [43,44]. We might also assist users to tag content by providing recommendations generated through a variety of techniques, including tag cooccurrence, content-based, graph-based, and clustering- or topic-based methods [45]. However, it is important to consider whether the provision of tags might stifle creativity and prevent users from making a greater effort to fully elucidate their thoughts using the most appropriate tag. Finally, extant resources might be employed to automatically categorize tags. In previous literature, resources such as YAGO and WordNet have been used to categorize tags [46], to determine semantic relatedness [47], and to turn a folksonomy into a concept hierarchy [48].
Limitations

This study has various limitations. First, the duration of this study was 10 weeks, and thus topic coverage was limited to the amount of content that could be covered within that span of time. Given this consideration, the seed topics and the social media recruitment strategy were tailored to focus on a set of conditions with a shared symptomatology. Thus, the health management strategies that are reflected in the data are likely to primarily reflect the interests of this population, and it is necessary to conduct other studies with other target populations to better understand their health management needs.

In addition, the size of the tag corpus was small compared with larger and longer-term social networks such as Flickr and Del.icio.us, and the tag base had not reached a point of stabilization. In the future, it would be useful to employ additional strategies to increase the body of tags, which would most likely also result in revisions to the proposed taxonomy. These techniques might include using the contributed tags as seed terms to identify other relevant terms and categories from conventional knowledge resources or conducting additional Guided Explorations focused on related topics and/or targeting different populations.

Finally, this study informed participants from the outset that all data posted in the ThinkSpace would be public. Not everyone is willing to post in public spaces, and thus, the sample likely reflects this bias. However, we believe that the data contributed serves a valuable function to the public because even if people do not post, many of those who registered and also those who did not likely engaged with the content in their own way and were influenced by it. In addition, previous research has shown that there are different types of users and that a minority percentage of “verbose” taggers can produce results that match and even outperform the semantics from an entire dataset [49].
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Abstract

Background: The prioritization of sustainable patient-centered care in contemporary health care has resulted in an increased focus on patient empowerment, which in turn is considered to facilitate patient independence, self-management, and self-efficacy. However, a definitional consensus of empowerment remains elusive, impeding efforts to translate the conceptual ideals of empowerment into a measurable entity associated with changes in health care behavior or outcomes. The rapid integration of technology in health care serves to add another layer of complexity in the measurability and operationalization of empowerment and helps to create a specific context in which this conceptual entity should be further examined.

Objective: The primary objective of this scoping review was to explore the concept of patient empowerment within the electronic health (eHealth) context. A further focus on the association or measurement of this concept in conjunction with tethered patient portal use was also employed.

Methods: In this scoping review, a six-step framework was used to guide the search and paper selection process. The review was initiated with two broad research questions, which are as follows: (1) What is the relationship between empowerment and the use of eHealth technologies from a patient perspective? (2) How is patient empowerment (and/or engagement or activation) influenced by accessing personal health information through a tethered patient portal? Multiple databases were employed in a comprehensive search strategy, and papers were primarily evaluated and selected for inclusion by 2 review authors, and a third author was consulted to resolve any issues in reaching consensus.

Results: From an initial count of 1387 publications, this review returned nine systematic or literature review papers and 19 empirical studies that pertained to patient empowerment (and/or engagement or activation) in relation to the use of tethered patient portals providing access to electronic health records (EHRs). Of the 19 empirical publications, only four were found to have used specific patient empowerment measures with significant variety in their identified conceptual elements.

Conclusions: There is a persistent lack of conceptual clarity in patient empowerment research, and this has extended to study within the eHealth context. The interchangeable use or conflations of terms such as patient empowerment, engagement, and activation, has further complicated the advancement of distinct conceptual measures. To more strongly align changes in patient empowerment with supportive eHealth solutions, the challenges of achieving a consensus on how best to operationalize and measure patient empowerment must be met.

(J Med Internet Res 2017;19(9):e329) doi:10.2196/jmir.7809
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**Introduction**

In addition to complex technological evolution and advancements, health care systems are undergoing a significant paradigmatic shift in response to the demand for care transformations that deliver on the long-standing promise of patient-centered care. The move from a decidedly more paternalist system, dominated by the views and preferences of health care practitioners, to one in which patient voice has arisen as a priority, has resulted in an increased exploration of patient empowerment [1,2]. Conceptually appealing in numerous health care applications and explorations, patient empowerment is emerging as a focal point in health care research and reform [2]. Empowerment is considered to facilitate patient control through self-management and shared decision making, as well as promote equitable and collaborative approaches to health care and improved cost-effectiveness of care delivery [3]. However, significant challenges remain for those wanting to translate the conceptual ideal of patient empowerment into measurable changes in health care behaviors or outcomes.

One of the most persistent issues in the consistent operationalization of patient empowerment is a lack of a clear definition of this complex concept [1,4,5]. The multitude of applications of the term in the literature has established empowerment as a process, often of a transformative nature; a representation, or manifestation of purported key elements such as self-management and freedom of choice; an aspect or result of particular interventions themselves where often these results are measured through improved patient outcomes or reported self-management [1]. Whereas this conceptual manipulation of patient empowerment has supported a diverse array of associated study, it has been less helpful in the establishment of a concrete and comprehensive singular measure of patient empowerment.

In the pursuit of patient-centered care, this achievement of definitional consensus, a necessity to facilitate the consistent operationalization and subsequent measurement of patient empowerment, has so far remained elusive [4,5]. In addition to the broad use of the term itself, patient empowerment has also been used interchangeably with the terms patient engagement, patient enablement, patient activation, and even patient-centeredness, though numerous reports support the distinct use and application of each of these key conceptual entities [5-7]. The role of patient empowerment has been explored in specific care contexts [8], with particular chronic diagnoses such as diabetes [9,10] and cardiac conditions [11], and for patient populations spanning the full range from pediatric to geriatric. The diverse application of this popular concept has also extended into the electronic health (eHealth) literature [12-15], which, while beginning to explore important considerations regarding the influence of technology on empowerment, has also been challenged by this persistent conceptual conflation.

Discussion on the use of technology to advance patient empowerment [12,13,16,17] has taken into consideration how the concept may need to be reimagined within the eHealth context [15,18]. In addition, particular technologies such as patient portals have become a focal point in this research, with connections made between portal use, patient empowerment, engagement, and/or activation and ultimately, improved personal health outcomes [19-22]. This early work is a promising beginning in the exploration of eHealth and patient empowerment. However, the challenges of achieving a unified conceptual view of empowerment and perhaps more importantly, a single comprehensive empirical tool to evaluate empowerment in association with eHealth inventions remains. It is not sufficient to promote the empowering effects of new technologies without an accompanying evaluation of the actual influence of the intervention in this area. To advance this work, researchers need reliable measures of patient empowerment suitable for application in the eHealth context.

The initial primary focus of this scoping review was patient empowerment within the eHealth context, with a particular examination of the concept in association with patient portal use. Previously noted challenges regarding the interchangeable use of the terms patient empowerment, patient engagement, and patient activation were discovered in the early stages of the review process, and ultimately, resulted in an expansion of the search parameters. Owing to the lack of definitional consensus and consistent application of these concepts, additional search terms related to patient activation and engagement were incorporated to provide a more complete assessment of the current state of empirical patient empowerment measure in association with patient portal use. This paper includes the review findings and accompanying analysis summarized as follows: (1) characterizations of reported effects of portal use on patient empowerment, (2) identification of the range of patient empowerment, engagement, and activation measures reported in association with portal use, and (3) enumeration of differences in patient empowerment definition and measure.

**Methods**

This study was conducted based on the guidelines outlined by Levac et al [23] in their update to the work of Arksey and O’Malley in 2005. There are six steps to the review process in this framework, which are as follows: (1) identifying the research question, (2) identifying the relevant studies, (3) study selection, (4) charting the data, (5) collating, summarizing, and reporting results, and (6) consultation (optional) [23]. With respect to research questions, the recommendation in this framework is that scoping reviews employ both a broad and more focused question to provide a direction for the initial identification and eventual selection of relevant studies [23]. The broad directive in this review was as follows: (1) What is the relationship between empowerment and the use of eHealth technologies from a patient perspective? This question supported the primary focus of the review on patient empowerment within eHealth. The second research question provided additional parameters for the search and selection of publication by focusing the review on a particular eHealth solution. This question was also expanded to include additional terms, shortly after the review began, as has been detailed. The second question is as follows: (2) How is patient empowerment (and/or engagement or activation) influenced by accessing personal health information through a tethered patient portal? Tethered patient portals typically provide patients with access to...
information contained in their electronic health record (EHR), as opposed to personal health records (PHRs) which may not. Together, these questions directed the subsequent search and selection of relevant eHealth publications presented in these review findings.

Figure 1. Scoping review strategy and results.

Search Strategy
A preliminary search strategy for each selected database (Cumulative Index to Nursing and Allied Health Literature, The Cochrane Library, EMBASE, MEDLINE [Ovid], and Web of Science) was used to determine the Medical Subject Headings (MeSH) and keywords. The portal-related search terms were separated into three categories: empowerment, engagement/activation, and technology. MeSH Headings and text words were removed from the search strategy where no database results were returned. A full overview of this process is included in the detailed search strategy depicted in Figure 1. The search was...
restricted to English language publications between 2006 and 2016. An additional manual search of abstracts was performed to complete the review and support the inclusion of relevant publication that was not returned by the search strategy primarily because of indexing error. This work addressed the second step in the review process, identifying relevant studies, and produced a large initial publication count (n=1387) for review.

**Study Selection**

In the third step of the review process, inclusion and exclusion criteria were used on the basis of the specifics of the stated research questions. These criteria can evolve, as was the case in this review, as the researchers became more familiar with the subject material during the course of the ongoing review of the publications [23]. Following the removal of duplicates obtained in the initial search, this review progressed through four phases of paper exclusion, as was detailed in the search strategy in Figure 1. The first and second authors did the majority of the exclusion, with the consultation of a third party, as needed, when consensus on exclusion could not be reached. A title review was done as a part of the first exclusion phase to remove papers that did not have a specific eHealth focus. This aided in the management of a large number of papers returned by the use of technology as a search term and resulted in a sample size (n=233) for further examination. In the second phase, an abstract review assisted the authors in removing papers that did not include studies on EHRs, PHRs, or patient portals (n=151). The third phase of the exclusion focused on identifying tethered portal publication that also included the concept of patient empowerment or patient engagement or activation (n=79). Finally, in a fourth exclusion, the authors reviewed full-text documents and ensured that each included study reported on tethered patient portals that provided patients access to their EHR and addressed patient empowerment and/or patient engagement or activation.

The final count of papers for the literature review was settled at 28, including nine literature or systematic review publications and 19 empirical study publications. The review publication was retained because of challenges in trying to delineate a clear distinction between patient empowerment, engagement, activation, and other terms, considering that it could prove to be valuable for the discussion of empirical findings.

**Data Extraction**

The empirical studies were screened for data, and key points were extracted and summarized in the Multimedia Appendices 1 and Table 1 that follow. In addition to collating characteristics such as sample size, country of origin, research approach and design (Multimedia Appendix 1), a specific examination on reported tools and measures was also completed (Multimedia Appendix 2). During the synthesis process, the review of reported tools and measures led to a further enumeration of measures of patient activation, engagement, or empowerment (Table 1). This process addressed the fourth step in the scoping review framework and the concluding steps (collating, summarizing, and reporting the results, and consultation) as has been represented in the discussion of the review results.

**Table 1. Summary of tools and concepts specifically used to measure patient empowerment, engagement, and activation.**

<table>
<thead>
<tr>
<th>Concept</th>
<th>Authors</th>
<th>Method or tool: concepts measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation</td>
<td>Ancker et al [35]</td>
<td>Patient Activation Measure (PAM): patient knowledge, skill, confidence for self-care</td>
</tr>
<tr>
<td></td>
<td>Crouch et al [28]</td>
<td>PAM</td>
</tr>
<tr>
<td></td>
<td>O’Leary et al [36]</td>
<td>PAM</td>
</tr>
<tr>
<td></td>
<td>Riippa et al [34]</td>
<td>PAM</td>
</tr>
<tr>
<td>Engagement</td>
<td>Toscos et al [24]</td>
<td>PAM</td>
</tr>
<tr>
<td></td>
<td>Shi et al [37]</td>
<td>PAM</td>
</tr>
<tr>
<td></td>
<td>Gee et al [25]</td>
<td>Qualitative: self-management</td>
</tr>
<tr>
<td></td>
<td>Pillener et al [40]</td>
<td>Qualitative: self-control, knowledge</td>
</tr>
<tr>
<td></td>
<td>Rief et al [41]</td>
<td>Qualitative: knowledge of patient role, self-efficacy, initiative, and commitment to care</td>
</tr>
<tr>
<td></td>
<td>Shade et al [38]</td>
<td>Outcome measure: use of health care services</td>
</tr>
<tr>
<td></td>
<td>Henry et al [39]</td>
<td>Outcome measure: care gap closures</td>
</tr>
<tr>
<td>Empowerment</td>
<td>Crouch et al [28]</td>
<td>Healthcare Empowerment Inventory, based on Health Care Empowerment Model: engagement, informed, collaboration, commitment to treatment and tolerance of uncertainties of outcomes [32]</td>
</tr>
<tr>
<td></td>
<td>van der Vaart et al [30]</td>
<td>Different scales for each component: patient satisfaction with care, trusting physician-patient relationship, self-efficacy in provider-patient communication, perception of illness and personal control, medication adherence</td>
</tr>
<tr>
<td></td>
<td>Tuil et al [29]</td>
<td>Different scales for each component: self-efficacy, knowledge about treatment, involvement in decision process</td>
</tr>
<tr>
<td></td>
<td>Earnest et al [31]</td>
<td>Composite empowerment scale: control of care, knowledge of condition, preparedness, reassurance, understanding of provider instructions, trust, ability to find mistakes</td>
</tr>
</tbody>
</table>
Results

Characterizing Effects of Portal Use on Patient Empowerment and Associated Concepts

The scoping review resulted in the extraction of nine systematic or literature reviews and 19 empirical studies. Multimedia Appendix 1 summarizes key characteristics of the 19 empirical studies. There is a wide range of literature available, characterizing the effect of patient portal utilization on patient empowerment, and/or patient engagement and activation. The progress of research publications in this area has been on an increase from 16 to the 19 publications in this area, since 2014. There is a range of international publications on this topic that is available with the majority of the studies originating in the United States.

Identifying a Range of Conceptual Measures

In general, this review comprised a range of measures applied to the evaluation of patient empowerment, engagement, and activation among portal users. These measures were often accompanied by other assessments pertaining to specific health outcomes, medication adherence, patient and provider attitudes, or patient satisfaction. In addition, several qualitative explorations reported on patient experiences, perceived barriers associated with portal use, and perceived sense of empowerment [24-27].

Enumeration of Differences in Conceptual Operationalization and Measures

Patient empowerment, engagement, and activation emerged as the primary conceptual entities in this review. There was considerable discussion on the barriers, experiences, characteristics of users, and health outcomes associated with the use of patient portals, however, a more elaborate exploration of each of these parameters is beyond the scope of this paper. Table 1 provides an inventory of the review papers, per concept, including the details of the measures used as reported in the publications.

The analysis of the empirical publication in this review revealed that patient empowerment, even when highlighted as a primary focus in a publication or study design, was not always specifically measured as a distinct concept in the resultant research. As summarized in Table 1, of the 19 publications reviewed, only four reported the use of focused patient empowerment measures [28-31]. When used, explicit measures of empowerment were conducted with specific composite empowerment scales [28,30], or independent measurements of interrelated components deemed to be related to empowerment [29,31]. Key components defined in relation to empowerment were distinct and varied depending on the study publication [28-31]. Crouch et al [28] utilized a previously established 8-item Healthcare Empowerment Inventory [32], designed to specifically measure empowerment through reports of being engaged, informed, collaborative, committed to treatment, and tolerant of uncertainty to outcomes or trajectory, a noteworthy contribution to this area of study.

The use and measure of patient activation was the most conceptually focused finding in this review. The widespread uptake of the Patient Activation Measure (PAM) by Hibbard Stockard [33] as a standard in this area has provided some conceptual stability for patient activation. The use of this measure as an extension to measure patient empowerment and engagement may be complicating the achievement of similar conceptual clarity for these entities. Several studies utilized the PAM in their evaluation of the potentially empowering or engaging effects of portals on patient activation [28,34-36]. In this grouping of PAM-based studies, two focused solely on activation and portal use [34,35], one on how activation and knowledge can influence engagement [36], and finally, a single study that used a separate empowerment measure in addition to the PAM [28]. This work demonstrates a focused pursuit of activation study, and in one case, acknowledges a distinction between activation and empowerment through the use of separate measures [28]. However, the issue remains that in many publications the words empowering or patient empowerment are employed to introduce or provide context for the research, with little or no conceptual follow-up or clarification found in the study results. The reported conceptualization of patient engagement was also found to be similarly inconsistent, with two studies utilizing the PAM as a validated proxy measure of engagement [24,37]. Other studies defined engagement in relation to the patients’ utilization of health care services [38], self-management of care gap closures [39], and perceived feelings of self-control and management over their health [25,40]. However, within these publications, there was a noted absence in discussing and clarifying the conceptual uniqueness of patient empowerment, engagement, and/or activation.

Discussion

Principal Findings

The results of this scoping review have been summarized as follows: (1) characterizations of reported effects of portal use on patient empowerment; (2) identification of the range of patient empowerment, engagement, and activation measures reported in association with portal use; and (3) enumeration of differences in the patient empowerment definition and measure. Further reflection on the conceptual complexity uncovered in this review, including findings from recent systematic and literature reviews have been detailed here.

This work has revealed the effects of tethered patient portal utilization on patient empowerment, engagement, and/or activation as somewhat controversial. Whereas none of the previous systematic reviews retained in this scoping study directly focused on the effect of eHealth technologies on patient empowerment [16,42-49], eHealth interventions, in general, have been hypothesized to contribute to patient empowerment by increasing self-efficacy and providing tools for self-management [12,29]. Overall, in early research and review, utilization of portals has most commonly been associated with small changes in patient empowerment or activation [28-31,35]. However, the use of portals was found to result in improved self-reported levels of engagement or activation related to self-management [40,41] and enhanced knowledge [25]. Portal
use was also positively associated with better health outcomes in various study populations [10,24,28,37]. For example, diabetic patients with access to an electronic patient portal demonstrated improved glycemic control [10]. The diverse nature of these types of measures, and their potential relationship with any accompanying conceptual evaluation, adds to the challenge of attempting to isolate or demonstrate significant change in concepts such as patient empowerment.

The true influence of patient portals on empowerment seems to be obscured by the lack of a common vision of the concept itself. This is a significant consideration, as the conceptual clarification of empowerment is tantamount to the translation and operationalization of the concept into concrete use and practice [12]. Out of the 19 empirical studies selected from the scoping review, only four publications measured empowerment specifically, and within these, the conceptual elements of empowerment differed significantly as has been recorded in Table 1 [28-31]. Furthermore, while the PAM remains a standard for the measurement of patient activation [28,34-36] and engagement by proxy [24,37], specific measures of empowerment identified in the study publications varied from the use of composite empowerment scales [28,31] to the use of independent scales measuring interrelated components of empowerment [29,31] (Table 1). Hence, our review of the literature identified an overall lack of clarity and consensus surrounding the measurement and concepts related to patient empowerment in association with tethered patient portal usage.

Limitations
The perspective presented in this scoping review is limited to patient empowerment-focused research in relation to tethered patient portal use. As a consequence, a full exploration of patient empowerment research within a broader health care context was not completed, excluding studies which may lead to differing conclusions on the current state of patient empowerment measure. This said, measures utilized in more general health care application did present within this eHealth literature. Additionally, there were challenges in the applied search strategy on account of the use of ubiquitous terms such as Internet and empowerment. Although this was done to maximize a full scope of return and to combat noted indexing errors during the search, it also resulted in the return of many results not relevant to the focused questions that then had to be eliminated in the exclusion phases. The employed search strategy did not deliver a small number of key papers that were discovered during manual searches, revealing the potential indexing challenges. Ultimately, these publications were included as hand-searched items in the review to ensure a comprehensive body of literature from which to complete the exclusion process.

Comparison With Prior Work
This scoping review adds further evidence to prior publications that identified a lack of clarity and unification in the conceptualization of patient empowerment. There is substantial interest in achieving a more concrete operationalization of this concept [1,3,5,6]. The Health Care Empowerment Inventory [32] is one of the few empowerment focused measures in practice with others (not identified in this scoping review) such as the Patient Empowerment Scale [50], and a more recent tool, as yet unnamed, designed to evaluate patient empowerment in long-term conditions [51]. The more recent work of Barr et al [5] has produced a comprehensive interdisciplinary conceptual map of empowerment, but these authors also noted that no existing single measure could adequately capture the complexity of the conceptual elements they had identified.

The findings of this review, in combination with prior studies, strengthens the position that patient empowerment is a distinct conceptual entity and should not be used interchangeably, with respect to terms such as engagement and activation [6,32]. However, numerous barriers to the development of a standardized measure of empowerment have been identified, such as the differing contexts and study populations in which the concept has been studied and diversified [12,52]; the prevalence of potentially conflicting or interrelated factors such as socioeconomic status, preexisting health conditions, Internet, or digital literacy [1]; possible issues with patient privacy and confidentiality [31]; and concerns regarding the use of technology in advancing patient empowerment, potentially resulting in a digital divide [28]. The interplay between patient empowerment, engagement, and activation must also be more clearly articulated, especially as it is related to the uptake of eHealth solutions. For example, it has been hypothesized that a high level of patient activation is required before effective portal use [35], this would, in theory, be essential for an improved sense of empowerment in relation to the solution. Barr et al [5] also indicated that advances in empowerment measure are impeded not only by an overlap of terminology in application, but by a lack of accompanying robust psychometric evaluative data.

Given the challenges in capturing and measuring the full scope of patient empowerment, it is not surprising to discover conflicting reports regarding the use of eHealth services on resultant health outcomes, as highlighted in this work, and this is consistent with the conclusions in several previous systematic eHealth reviews [42-45,47-49]. Whereas some study populations did report positive benefits from using eHealth technologies [25,27,40,41,46], it was argued that these perceived effects would not necessarily translate to overall improvements in patient empowerment or health outcomes [42,43]. This paper contributes to a growing body of eHealth research on patient empowerment. The ever-expanding presence of eHealth in the health care landscape must be factored into continuing patient empowerment study [12,13,15].

Future Directions
The concept of patient empowerment lies within the scope of eHealth literature [12-15], with an emerging consideration that “the future of patient empowerment may lie in technological advancements and better access of patients to these technologies” [11]. This review has identified ongoing challenges regarding conflation and inconsistent conceptual application in this field and further demonstrated a current lack of consensus surrounding the operationalization and measurement of patient empowerment in particular. In addition, there are further issues with the inconsistency present in identified patient empowerment measures.
A clear association between the use of eHealth solutions, patient empowerment, and health outcomes remains elusive. Further patient-driven investigation on patient empowerment is an urgent need, particularly within certain contexts, such as eHealth intervention, where there is a paucity of literature. Until a comprehensive measure of patient empowerment is developed and thoroughly evaluated, significant challenges will remain within the eHealth context with respect to establishing patient empowerment as a means to positively influence health outcomes.

**Conclusions**

The aforementioned challenges in evaluating patient empowerment have influenced the effectiveness of research on the relation of this concept with specific and measurable changes in health outcomes. Even so, recent reviews on patient empowerment reveal global interest in the advancement of research on this concept [1,5,8]. The World Health Organization (WHO) European Regional Office included empowerment and patient-centered practice as key elements in its Health 2020 report [53], a follow-up on previous WHO study on the effectiveness of empowerment to improve health [54]. The earlier WHO research identified empowerment as an essential public health strategy but also called for the ongoing refinement of measures to evaluate empowerment [54]; yet, calls for improved definition of patient empowerment and measures to comprehensively evaluate the concept remain [1,5,8], and this is clearly a need for eHealth science as well. Despite early review and research, a reliable and valid measure to evaluate patient empowerment remains elusive. “Patient empowerment strategies have been shown to positively impact health care outcomes and will likely help shape the future of medical practice” [11]; however, without adequate measure, the researchers, practitioners, and program providers will be challenged to establish the value of these interventions. This scoping review is part of a larger research project examining empowerment and patient portal use. The results of this review will be united with qualitative interview data from patient users of an EHR patient portal to produce a more comprehensive patient-directed view of empowerment to support ongoing examination of the significance of this concept in eHealth.
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Abstract

Background: Health care providers are driven by greater participation and systemic cost savings irrespective of benefits to individual patients derived from sharing Personal Health Information (PHI). Protecting PHI is a critical issue in the sharing of health care information systems, yet, there is very little literature examining the topic of sharing PHI electronically. A good overview of the regulatory, privacy, and societal barriers to sharing PHI can be found in the 2009 Health Information Technology for Economic and Clinical Health Act.

Objective: This study investigated the factors that influence individuals’ intentions to share their PHI electronically with health care providers, creating an understanding of how we can represent a patient’s interests more accurately in sharing settings, instead of treating patients like predetermined subjects. Unlike privacy concern and trust, patient activation is a stable trait that is not subject to change in the short term and, thus, is a useful factor in predicting sharing behavior. We apply the extended privacy model in the health information sharing context and adapt this model to include patient activation and issue involvement to predict individuals’ intentions.

Methods: This was a survey-based study with 1600+ participants using the Health Information National Trends Survey (HINTS) data to validate a model through various statistical techniques. The research method included an assessment of both the measurement and structural models with post hoc analysis.

Results: We find that privacy concern has the most influence on individuals’ intentions to share. Patient activation, issue involvement, and patient-physician relationship are significant predictors of sharing intention. We contribute to theory by introducing patient activation and issue involvement as proxies for personal interest factors in the health care context.

Conclusions: Overall, this study found that although patients are open to sharing their PHI, they still have concerns over the privacy of their PHI during the sharing process. It is paramount to address this factor to increase information flow and identify how patients can assure that their privacy is protected. The outcome of this study is a set of recommendations for motivating the sharing of PHI. The goal of this research is to increase the health profile of the patients by integrating the testing and diagnoses of various doctors across health care providers and, thus, bring patients closer to the physicians.

(J Med Internet Res 2017;19(9):e169) doi:10.2196/jmir.6877
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Introduction

Background
This study investigates critical factors that influence individuals’ decisions to share their personal health information (PHI) electronically among health care providers. The paper focuses on individuals’ information privacy concern, patient-physician relationship, trust in health care providers, and health-related factors such as patient activation and issue involvement. There is extensive literature investigating the behavior of people who seek information on the Web, yet there is only a modest amount of research studying what factors influence private health information sharing. The impetus for investigating the barriers to sharing health information was the 2009 Health Information Technology for Economic and Clinical Health (HITECH) Act. The passing of the HITECH Act marked a significant change in the appropriate protections and processes for sharing health information. With the signing of the HITECH Act of 2009, by President Obama, incentives and guidelines were established for health care providers for the use of Health Information Exchanges (HIEs). This Act provides a strong rationale for the development of HIEs. Indeed, it is recognized that exchanging patients’ health information electronically improves the quality of care, reduces medical errors, and reduces medical costs [1,3]. However, patients’ information cannot be shared, unless patients agree to share via an HIE. The value of HIE, therefore, is directly related to the relative ease of sharing among providers, payers, and patients [4]. There is a noticeable effort in literature trying to investigate the reasons affecting the willingness to share. Sharing patients’ health information has been considered an urgency to promote investments in health care information technology [5]. Patients’ decisions not to share may result in medical errors and undesired health outcomes. Our aspiration to understand the psychology behind patients’ decision comes from our desire to address barriers to sharing and enhance motivators of sharing to help patients make better choices for their own health [5]. The findings of this paper will help health care stakeholders and policy makers enhance sharing of PHI to achieve better health care.

The motivation for this study comes from the willingness to provide practical and theoretical implications to the health care field for understanding factors affecting patients’ intentions to share their PHI. Few studies have investigated ways to persuade patients to share their health information [6]; in fact, factors influencing patients’ decisions related to sharing health information have not been studied thoroughly [7], and this study aims to address the gap in existing literature. Once this understanding is achieved, health care providers can promote motivational factors to help improve the sharing of PHI according to patients’ needs and concerns and this will lead to better health outcomes and reduced medical costs for the entire population. In this study, the factors of interest are those that explain the decision to share or not to share PHI with health care providers.

Prior Literature
The literature that addresses attitudes toward sharing PHI is scarce and often characterized by studies with small sample sizes or only applicable to one group of the patient population [8,9]. Extant literature in attitudes toward sharing PHI usually addresses either the patients’ willingness to share or barriers to sharing PHI.

Patients are typically very willing to share their PHI and have a positive attitude toward sharing practices [10-12], and this willingness is enhanced when potential privacy concerns are addressed [11,13]. Patients who trust their clinicians [14] and who can understand the health benefits brought by sharing PHI practices [6] will also be willing to share their PHI.

The studies that report barriers to sharing PHI point out a variety of factors that hinder participation in HIEs or electronic sharing of PHI. The foremost barrier encountered in the studies is related to the privacy and security of PHI. Patients are apprehensive about who will have access to their PHI [6,8,14], how it will be used in HIEs [15], and the intentions of the PHI users [16]. Patients who have control over how much information they share and who they share it with are more prone to sharing [9,15,17]. Patients who do not have a perception of the benefits brought by PHI sharing are also less willing to share their information [8,18]. Low income, ethnic diversity [14], general health status, certain personality traits [19], and exiting medical conditions (eg, depression) [8] have all been identified as factors that hinder engaging in PHI sharing practices.

In summary, the majority of studies in the attitude toward sharing PHI arena have shown that patients encounter many barriers that thwart the above-mentioned willingness to share PHI. It is therefore critical to understand how consumers can be educated and how their concerns can be addressed to achieve higher sharing rates. Our ultimate goal is to help patients achieve optimal health outcomes while protecting their privacy.

Theoretical Foundation
This study investigates the impact of concern for information privacy, trust in providers, patient activation, issue involvement and patient-physician relationship on the intention to share PHI. The overall contribution of this study is to provide theoretical and practical insights to address the privacy and trust barriers in consent. Moreover, we use traits such as patient activation to predict patients’ intentions to share their PHI. Unlike trust and privacy, these traits are not subject to changes at least in the short term and, thus, are stable and robust predictors of individuals’ intentions.

The proposed model has been theoretically developed based on the extended privacy calculus model [20]. Many studies in the information systems field focused on understanding people’s intentions and behavior toward information technology, and based their theoretical foundations on the theory of reasoned action and the theory of planned behavior [21,22]. However, the extended privacy calculus model is specifically intended to predict intention of information disclosure in the Internet environment, and thus is more appropriate for our study. The model proposes that an individual’s intention to disclose information in Web-based transactions depends on their privacy concerns, trust in the system, and their personal interest in the context of the transaction.

http://www.jmir.org/2017/9/e169/
Research Model and Hypotheses

We adapt the extended privacy calculus model and use it in the context of health care information systems to predict individuals’ intentions to share their PHI electronically among providers. We introduce patient activation and issue involvement predictors of personal interest to engage in the sharing behavior in the health care context, as seen in Figure 1.

**Patient Activation**

A person’s decision to engage in a behavior depends on their motivation to engage in that behavior [23,24]. Motivation to engage in a behavior has shown a positive impact on seeking information and sharing information [25]. In the context of health information, health motivators impact an individual’s decisions to seek information [26].

When investigating behavioral intention, many studies adopt theories that focus on the assessment of costs and benefits such as the expectancy theory [27]. However, these factors are unstable traits and therefore measuring them does not offer health care providers constant estimation of their impact on patients’ intentions. In general, patients have a positive attitude about the benefits of HIEs regarding improving health outcomes [15,17,28,29] and health motivators have an influence on people’s intentions to engage in behaviors related to health outcomes [30]. Thus we have integrated patient activation into the model.

We define patient activation as the extent to which an individual wants to seek available resources and skills to engage in preventive health [31]. Patients’ health lifestyles are relatively stable traits that provide constant estimation of people’s intentions based on their health lifestyles measures [32]. Thus, patient activation is an appropriate stable predictor of patients’ intentions to share their health information with providers.

\( H_1 \): Patient activation is positively associated with the intention to share PHI electronically with providers.

**Issue Involvement**

Sharing PHI is influenced by personal contextual relevance [33], which is captured by issue involvement [6]. We define issue involvement as personal relevance, that is, how relevant a specific health issue is to each patient.

This study investigates the decision to share health information on the Web, and thus an involved person would be someone who is frequently visiting providers, has a number of diseases, and has a severe health status [6]. Issue involvement is defined in the literature as the extent to which an issue is of relevance and importance to the patient [34]. In the context of this study, the issue of concern is health and people’s decisions to disclose health information electronically [6]. People who are more involved in the issue, health in this case, are expected to be more willing to share [33]. Therefore, the degree to which an individual may be contextually involved may influence his or her decision to share information. Thus, based on these results the second hypothesis is as follows:

\( H_2 \): Issue involvement is positively associated with the intention to share PHI electronically.

**Privacy**

Privacy is defined as having control over who has access to medical records and being aware that those records are protected. With low control and no awareness of existing safeguards, the patients will have high privacy concerns.

A potential drawback in sharing information in HIE is the risk of patient privacy invasion and information security violations, which are increasing concerns due to the growing amount of health information exchanged electronically. Health care providers are driven by greater participation and systemic cost savings irrespective of benefits to individual patients. HIE is a new technology, and the risk of information breaches and privacy issues are not understood by the patients yet, especially when there is a lack of education. Moreover, when security
breaches occur, patients are not compensated for their losses, which makes sharing of high privacy and security a risk. Simon et al. [8] investigated the barriers to consent using 62 patients in a focus group and reported that privacy and security concerns, lack of knowledge of possible benefit to an individual’s health, and the need for more information about the consent process are the main factors affecting sharing decisions.

While many people want to share their PHI with preferred providers [15,17], they are concerned with the privacy and security of their information with regard to HIEs.

H$_3$: Privacy concern is negatively associated with the intention to share PHI electronically.

**Trust**

Trust is defined as the extent to which the patients have confidence in their health care providers. Lack of trust can be associated with other users who misuse or mishandle the information, with the system itself and its ability to protect information, or with people who illegally breach the system and misuse the information. The probability of any of these type or misuse happening increases when information is exposed to more people and shared and exchanged across multiple systems.

The more trust people have in the system the more engaged [35,36] they will be. For patients with HIV, trust in clinicians is associated with positive attitude toward sharing health information [14]. Therefore, a lack of trust is a barrier to patients consenting to share their PHI among providers. Trust has been associated with usability, that is, people will use a system more if they trust it. If patients are uncertain of why or how their information is used or shared, they can develop a lack of trust and thus be less engaging. Allowing patients to control who will access their health information and what information is available for access should lead to more engagement.

H$_4$: Trust in providers is positively associated with the intention to share PHI electronically.

**Patient-Physician Relationship**

The time physicians spend with their patients is a dimension that defines the strength of the patient-physician relationship [37]. Communication and social factors such as warmth, feeling, help, and understanding are factors shaping a patient-physician relationship [38]. Therefore, a patient-physician relationship can be defined as the mixture of social strength, time spent, understanding, and help that characterizes the connection. When patients consent to share their PHI with providers, they are expecting physicians to use this information to make better decisions [17]. Thus, patients share information because they seek information represented in better doctors’ opinions, diagnoses, and prescriptions. The strength of the patient-physician relationship is associated with patients’ decisions to share information with their physicians [34,39].

H$_5$: Patient-physician relationship is positively associated with the intention to share PHI electronically.

**Methods**

**Data**

A dataset from the National Cancer Institute was used to investigate the proposed hypotheses. The institute conducts the Health Information National Trend Survey known as HINTS, and this study used data collected in 2014 (HINTS 4 Cycle 4). The sample was nationally representative and thus made the findings generalizable.

As reported in the literature review, most studies have limitations for generalizability. The survey asks questions about participants’ health conditions and health lifestyles, intention to share PHI, and a variety of related questions. Data from 1606 participants were used to analyze the conceptual model. Table 1 shows a distribution of participants. Of the total, 38.61% (620/1606) were males and 61.39% (986/1606) were females. The survey targeted adults who were aged 18 years and above. The average age was about 54 years, with a standard deviation of approximately 16. Among the participants, 18.99% (305/1606) have a high school degree, 60.33% (969/1606) have a college degree, and 20.67% (332/1606) have a postgraduate degree.

**Measurement**

Education, age, race, income level, health insurance, and the use of the Internet to look for health-related information were used as controls in the model. A formative measure of issue involvement was constructed using three items: the number of chronic diseases, the frequency of doctors’ visits, and health status [6]. The factor loading for each of the items were 0.81, 0.76, and 0.67 as indicated in Multimedia Appendix 1. A composite factor score was calculated for the variable and the new variable was used in structural equation modeling (SEM) as an observed variable. Table 2 shows the results of the factor analysis. Since the factor analysis was conducted based on correlations rather than covariance, the use of different scales for each item was not an issue. The rest of the measures were constructed using reflective items. Intention to share PHI electronically consisted of six items, patient-physician relationship consisted of seven items, patient activation consisted of four items, and privacy concern involved two items. Trust in providers consisted of a single-item variable. Single items were acceptable if the question did not leave room for interpretation [39]. Single-item variables were used in information systems research that used SEM in the health care context [6]. The constructs were validated using confirmatory factor analysis and exploratory factor analysis (EFA). Table 2 shows the items and scales for all independent variables.

**Reliability and Validity**

We used STATA version 14.1 (StataCorp LP, College Station) to recode and analyze the data. To assess the validity of our measures, we performed confirmatory factor analyses on all questionnaire items using the STATA 14 SEM tool. The results reported in Table 2 show that all factor loadings for the constructs are substantial and significant. The goodness of fit indices—comparative fit index (CFI), root mean square error of approximation (RMSEA), and standardized root mean square
residual (SRMR)—indicated a good fit of the measurements model for both pre- and post-intervention [40]. According to Hu and Bentler [40], the threshold for CFI is >0.90, for RMSEA is <0.06, and for SRMR is <0.10. The threshold for the Tucker-Lewis index (TLI), which is also known as the non-normed fit index, is >0.90. The Cronbach alpha values were all well above the threshold value of point 0.70 [41]. The composite reliability scores were also all well above the threshold of 0.70 [42]. Table 2 shows the Cronbach alpha and composite reliability scores for the measures. Convergent validity was assessed by calculating the average variance extracted (AVE), where each indicator was related to only one construct. The AVE values for all constructs exceeded 0.5, which was the desirable cutoff suggesting a convergent validity [43] (see Table 2). Discriminant validity was established for the study, because the AVE values for any two constructs exceeded the squared construct intercorrelation for each pair [43].

Table 1. Sample demographics (N=1606).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Sample size, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>620 (38.61)</td>
</tr>
<tr>
<td>Female</td>
<td>986 (61.39)</td>
</tr>
<tr>
<td><strong>Age (in years)</strong></td>
<td></td>
</tr>
<tr>
<td>18–25</td>
<td>53 (3.30)</td>
</tr>
<tr>
<td>26–35</td>
<td>200 (12.45)</td>
</tr>
<tr>
<td>36–45</td>
<td>244 (15.19)</td>
</tr>
<tr>
<td>46–55</td>
<td>338 (21.05)</td>
</tr>
<tr>
<td>56–65</td>
<td>395 (24.6)</td>
</tr>
<tr>
<td>Over 65</td>
<td>376 (23.41)</td>
</tr>
<tr>
<td><strong>Income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>Under $10,000</td>
<td>97 (6.04)</td>
</tr>
<tr>
<td>$10,000 to under $15,000</td>
<td>87 (5.42)</td>
</tr>
<tr>
<td>$15,000 to under $20,000</td>
<td>86 (5.35)</td>
</tr>
<tr>
<td>$20,000 to under $35,000</td>
<td>189 (11.77)</td>
</tr>
<tr>
<td>$35,000 to under $50,000</td>
<td>234 (14.57)</td>
</tr>
<tr>
<td>$50,000 to under $75,000</td>
<td>300 (18.68)</td>
</tr>
<tr>
<td>$75,000 to under $100,000</td>
<td>230 (14.32)</td>
</tr>
<tr>
<td>$100,000 or more</td>
<td>383 (23.85)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>305 (18.99)</td>
</tr>
<tr>
<td>Some college (2 years)</td>
<td>509 (31.69)</td>
</tr>
<tr>
<td>College degree (4 years)</td>
<td>460 (28.64)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>332 (20.67)</td>
</tr>
<tr>
<td><strong>Number of chronic diseases</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>489 (30.45)</td>
</tr>
<tr>
<td>1</td>
<td>453 (28.21)</td>
</tr>
<tr>
<td>2</td>
<td>309 (19.24)</td>
</tr>
<tr>
<td>3</td>
<td>220 (13.70)</td>
</tr>
<tr>
<td>4</td>
<td>85 (5.29)</td>
</tr>
<tr>
<td>5</td>
<td>42 (2.62)</td>
</tr>
<tr>
<td>6</td>
<td>8 (0.50)</td>
</tr>
</tbody>
</table>
Table 2. Factor analysis, reliability, and validity.

<table>
<thead>
<tr>
<th>Construct items</th>
<th>CFA(^b) factor loadings</th>
<th>EFA(^b) factor loadings</th>
<th>Cronbach alpha</th>
<th>CR(^c)</th>
<th>AVE(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Patient-physician relationship (PPR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPR1</td>
<td>0.78</td>
<td>0.84</td>
<td>0.01</td>
<td>0.03</td>
<td>0</td>
</tr>
<tr>
<td>PPR2</td>
<td>0.80</td>
<td>0.83</td>
<td>0.02</td>
<td>−0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>PPR3</td>
<td>0.83</td>
<td>0.87</td>
<td>−0.01</td>
<td>−0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>PPR4</td>
<td>0.87</td>
<td>0.89</td>
<td>−0.02</td>
<td>−0.01</td>
<td>−0.01</td>
</tr>
<tr>
<td>PPR5</td>
<td>0.82</td>
<td>0.86</td>
<td>−0.02</td>
<td>−0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>PPR6</td>
<td>0.82</td>
<td>0.85</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>PPR7</td>
<td>0.79</td>
<td>0.82</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Intention to share (INT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT1</td>
<td>0.80</td>
<td>−0.02</td>
<td>0.86</td>
<td>−0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>INT2</td>
<td>0.84</td>
<td>0</td>
<td>0.89</td>
<td>−0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>INT3</td>
<td>0.87</td>
<td>−0.03</td>
<td>0.91</td>
<td>−0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>INT4</td>
<td>0.78</td>
<td>0.02</td>
<td>0.83</td>
<td>0.05</td>
<td>−0.01</td>
</tr>
<tr>
<td>INT5</td>
<td>0.85</td>
<td>0.03</td>
<td>0.88</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>INT6</td>
<td>0.81</td>
<td>0.01</td>
<td>0.86</td>
<td>0.02</td>
<td>−0.02</td>
</tr>
<tr>
<td>Patient activation (PA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA1</td>
<td>0.81</td>
<td>0.03</td>
<td>0</td>
<td>0.88</td>
<td>−0.02</td>
</tr>
<tr>
<td>PA2</td>
<td>0.75</td>
<td>−0.02</td>
<td>0</td>
<td>0.85</td>
<td>−0.04</td>
</tr>
<tr>
<td>PA3</td>
<td>0.87</td>
<td>−0.01</td>
<td>0</td>
<td>0.90</td>
<td>0.04</td>
</tr>
<tr>
<td>PA4</td>
<td>0.84</td>
<td>0.01</td>
<td>0</td>
<td>0.89</td>
<td>0.03</td>
</tr>
<tr>
<td>Issue involvement (II)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II1</td>
<td>N/A</td>
<td>−0.04</td>
<td>0</td>
<td>−0.03</td>
<td>0.81</td>
</tr>
<tr>
<td>II2</td>
<td>N/A</td>
<td>−0.05</td>
<td>0.03</td>
<td>0.08</td>
<td>0.67</td>
</tr>
<tr>
<td>II3</td>
<td>N/A</td>
<td>0.1</td>
<td>−0.03</td>
<td>−0.05</td>
<td>0.76</td>
</tr>
<tr>
<td>Privacy concern (PC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC1</td>
<td>0.75</td>
<td>0</td>
<td>−0.04</td>
<td>−0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>PC2</td>
<td>0.78</td>
<td>0.03</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Overall goodness of fit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSEA(^e)</td>
<td>0.056</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFI(^f)</td>
<td>0.966</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLI(^g)</td>
<td>0.958</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRMR(^h)</td>
<td>0.025</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)CFA: confirmatory factor analysis.
\(^{b}\)EFA: exploratory factor analysis.
\(^{c}\)CR: composite reliability.
\(^{d}\)AVE: average variance extracted.
\(^{e}\)RMSEA: root mean square error of approximation.
\(^{f}\)CFI: comparative fit index.
\(^{g}\)TLI: Tucker-Lewis index.
\(^{h}\)SRMR: standardized root mean square residual.
Table 3 shows the correlation matrix and the discriminant validity. The factor loadings of EFA showed strong loadings for items that belong to the same construct and very low loadings for items that belong to different constructs. No cross-loadings were observed, thus further establishing discriminant and convergent validity (see Table 2).

**Common Method Variance**

Data collected through a common method can suffer from common method variance (CMV), in which the relationship between the constructs is affected by the use of a single method [44]. CMV was assessed through a marker variable technique [45]. A marker variable is a variable that is theoretically unrelated to one or more of the variables measured in the study. Worrying was used as a marker variable that is theoretically unrelated to patient activation. The construct variables and the theoretically unrelated variable should have a low correlation. The correlation between the marker variable and health knowledge was 0.004 and not statistically significant, thus meeting the threshold of being below 0.1 [45]. After controlling for the marker variable using the approach introduced by Lindell and Whitney [45], the level of significance and the direction of the correlation between patient activation and every other variable did not change. Therefore, there is no evidence that the data was biased due to CMV.

**Results**

STATA version 14.1 was used to analyze the data. SEM was used to test the hypothesized model. Estimates derived from the SEM analysis were used to test the research hypotheses. The overall goodness of fit statistics of the structural model indicated a good model fit (RMSEA = 0.053, CFI = 0.91, and RMSR=0.068). In the first hypothesis, we proposed a relationship between patient activation and the intention to share PHI electronically. The path coefficient is positive and significant (βHM = 0.102, P<.001; see Table 4), suggesting that higher patient activation yields higher intention to share PHI electronically, thus supporting hypothesis 1. In the second hypothesis, we argued that higher issue involvement (II) would yield greater intention to share PHI electronically. The results support the second hypothesis (βII = 0.093, P=.001; see Table 4). The third hypothesis states that privacy concern (PC) is negatively associated with the intention to share PHI electronically. The path coefficient is negative and significant (βPC = −0.160, P<.001; see Table 4), suggesting that higher privacy concern yields lower intention to share PHI electronically. Thus, hypothesis 3 is supported. In hypothesis 4, we proposed a positive relationship between trust in providers and the intention to share PHI electronically. The trust in provider coefficient is −0.003 and not significant (P=.99), indicating that trust in providers does not play a significant role.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Average</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.66</td>
<td>0.68</td>
<td>0.819&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention</td>
<td>2.8</td>
<td>0.92</td>
<td>0.045</td>
<td>0.825&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.59</td>
<td>0.53</td>
<td>−0.043</td>
<td>0.137</td>
<td>0.819&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II&lt;sup&gt;c&lt;/sup&gt;</td>
<td>−0.04</td>
<td>0.99</td>
<td>0.077</td>
<td>−0.051</td>
<td>−0.103</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.94</td>
<td>0.52</td>
<td>0.261</td>
<td>−0.120</td>
<td>−0.022</td>
<td>0.0077</td>
<td>0.768&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>3.38</td>
<td>0.72</td>
<td>−0.665</td>
<td>−0.024</td>
<td>0.047</td>
<td>−0.062</td>
<td>−0.248</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seek Internet</td>
<td>0.7</td>
<td>0.46</td>
<td>0.059</td>
<td>0.182</td>
<td>0.079</td>
<td>−0.246</td>
<td>0.056</td>
<td>−0.057</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health insurance</td>
<td>0.92</td>
<td>0.27</td>
<td>−0.042</td>
<td>−0.007</td>
<td>0.009</td>
<td>−0.036</td>
<td>−0.033</td>
<td>0.069</td>
<td>0.046</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.39</td>
<td>0.49</td>
<td>0.005</td>
<td>−0.029</td>
<td>−0.012</td>
<td>−0.017</td>
<td>0.083</td>
<td>0.045</td>
<td>−0.044</td>
<td>0.065</td>
<td>N/A</td>
</tr>
<tr>
<td>Age</td>
<td>53.77</td>
<td>15.8</td>
<td>−0.068</td>
<td>−0.211</td>
<td>−0.094</td>
<td>0.314</td>
<td>0.001</td>
<td>0.092</td>
<td>−0.291</td>
<td>0.106</td>
<td>0.164</td>
</tr>
</tbody>
</table>

<sup>a</sup> PPR: patient-physician relationship.

<sup>b</sup> PA: patient activation.

<sup>c</sup> II: issue involvement.

<sup>d</sup> PC: privacy concern.

<sup>e</sup> Bold numbers in diagonal are the square root of average variance extracted.
in people’s intentions to share their PHI electronically with the providers. There is no evidence to support hypothesis 4. Hypothesis 5 states that better patient-physician relationship (PPR) will yield higher intention to share PHI electronically. The path coefficient is positive and significant (βPPR = 0.103, \(P=.003\); see Table 4), which provides support to hypothesis 5.

Table 4. Model results—dependent variable: intention to share personal health information electronically.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Standardized coefficients</th>
<th>(P) values</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issue involvement</td>
<td>0.093</td>
<td>.001</td>
<td>0.036 to 0.149</td>
</tr>
<tr>
<td>Patient activation</td>
<td>0.102</td>
<td>&lt;.001</td>
<td>0.051 to 0.153</td>
</tr>
<tr>
<td>Privacy concern</td>
<td>-0.160</td>
<td>&lt;.001</td>
<td>-0.224 to -0.095</td>
</tr>
<tr>
<td>Patient-physician relationship</td>
<td>0.103</td>
<td>.003</td>
<td>0.034 to 0.171</td>
</tr>
<tr>
<td>Trust in providers</td>
<td>-0.003</td>
<td>.99</td>
<td>-1.39 to 1.385</td>
</tr>
</tbody>
</table>

**Controls**

- Seek Internet information 0.105 <.001 0.054 to 0.157
- Have health insurance -0.004 .88 -0.054 to 0.046
- Male 0.005 .84 -0.043 to 0.054

Other controls (age, income, and education)

**Overall goodness of fit**

- RMSEA\(^a\) 0.053
- CFI\(^b\) 0.91
- TLI\(^c\) 0.90
- SRMR\(^d\) 0.068

\(^a\)RMSEA: root mean square error of approximation.
\(^b\)CFI: comparative fit index.
\(^c\)TLI: Tucker-Lewis index.
\(^d\)SRMR: standardized root mean square residual.

Figure 2. Research model and results.
Discussion

Principal Findings

Overall, the results provide empirical support for the core hypotheses. Issue involvement, patient activation, privacy concern, and patient-physician relationship are all important and influenced individuals’ intentions to share their PHI electronically with providers. We do not have data on actual behavior related to sharing PHI electronically with providers, but we suggest that this is an important area for future research. Trust in providers showed no significant relationship with the intention to share PHI. Among all the five main independent variables, privacy concern has the most influence on the intention to share. Standardized coefficients have been reported in Table 4. Standardized coefficient results show that the absolute magnitude for privacy concern is the highest with 0.160. The next highest number being patient-physician relationship is only 64.4% (0.103/0.160) of the magnitude of privacy concern. Given that privacy concern has a negative significant association unlike other significant variables, privacy concern is a major barrier to sharing PHI with providers. This finding provides practical implications to health care providers and policy makers of the significance of this concern. Health care providers and policy makers should prioritize their efforts and focus on addressing individuals’ privacy concerns. In addition, health care providers should invest in educating people on the privacy policies that protect patients’ information and privacy.

Historically, health care providers have focused on educating patients on the benefits of sharing their PHI, by emphasizing both cost and error reductions. Our study shows that there should be a shift in patient education, with a more salient focus on addressing privacy concerns. By making patients more aware of existing privacy policies and security measures in place, the health care providers are creating an environment where the patients are more likely to share their PHI, and therefore still able to achieve cost and error reduction benefits.

Patient-physician relationship has the highest positive significant magnitude. As patient-physician relationship consists of health professionals spending enough time with patients, involving patients in the decision making, helping patients understand steps needed to take care of their own health, and clarifying uncertainty, health professionals should pay particular attention to these factors.

Patient activation is a major factor associated with sharing behavior. It is also an essential element, because unlike trust, patient activation is a trait that is unlikely to change in the short run. Measuring patients’ patient activation will provide outstanding insight into predicting sharing behavior.

Health care providers should focus more on people who are not involved in the issue because higher issue involvements will yield higher intention to share. Individuals who do not participate will be less likely to share, and thus health care providers should focus their attention in making the benefits of sharing more salient to noninvolved patients.

Overall, we propose a shift in education on two separate fronts: on the one hand, patient education is crucial to generate a perceived technological safe environment for sharing PHI electronically, and on another front, we suggest that physician education is as important as patient education. Physicians who are aware of the dimensions of the patient-physician relationship can improve the said relationship, leaving the patient more prone to PHI sharing, achieving better medical decisions, reduction in medical errors, and cost benefits.

Limitations

This study was based on a dataset that is publicly available. The constructs included in the study were therefore limited to those that are available in the collected survey. Another limitation is that the construct for measuring the trust in providers was based on a single-item variable. Wanous et al [39] state in their study, which specifically evaluates single-item measures, that single-item measures are reliable if there is little room for misunderstanding by the participants. For future studies, the trust in providers construct should be collected using multiple items.

Conclusions

This research contributes to the extended privacy calculus model. The privacy calculus model was used in this study because it is a very robust way to explain and predict people’s intention to share their PHI. This assertion was substantiated by illustrating that the extended privacy calculus model is viable for explaining information sharing in the health care context.

In particular, this paper integrates personal interest variables in the health care context such as issue involvement and patient activation. The primary takeaway is that the research model provides theoretical and practical implications for sharing health care information. Privacy concerns are a central stage in modern society and the crown jewel is the sharing of PHI, and our model is a substantial first step in understanding the relevant variables related to sharing.
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Abstract

Background: Many studies have provided evidence for the effectiveness of Internet-based stand-alone interventions for mental disorders. A newer form of intervention combines the strengths of face-to-face (f2f) and Internet approaches (blended interventions).

Objective: The aim of this review was to provide an overview of (1) the different formats of blended treatments for adults, (2) the stage of treatment in which these are applied, (3) their objective in combining face-to-face and Internet-based approaches, and (4) their effectiveness.

Methods: Studies on blended concepts were identified through systematic searches in the MEDLINE, PsycINFO, Cochrane, and PubMed databases. Keywords included terms indicating face-to-face interventions (“inpatient,” “outpatient,” “face-to-face,” or “residential treatment”), which were combined with terms indicating Internet treatment (“internet,” “online,” or “web”) and terms indicating mental disorders (“mental health,” “depression,” “anxiety,” or “substance abuse”). We focused on three of the most common mental disorders (depression, anxiety, and substance abuse).

Results: We identified 64 publications describing 44 studies, 27 of which were randomized controlled trials (RCTs). Results suggest that, compared with stand-alone face-to-face therapy, blended therapy may save clinician time, lead to lower dropout rates and greater abstinence rates of patients with substance abuse, or help maintain initially achieved changes within psychotherapy in the long-term effects of inpatient therapy. However, there is a lack of comparative outcome studies investigating the superiority of the outcomes of blended treatments in comparison with classic face-to-face or Internet-based treatments, as well as of studies identifying the optimal ratio of face-to-face and Internet sessions.

Conclusions: Several studies have shown that, for common mental health disorders, blended interventions are feasible and can be more effective compared with no treatment controls. However, more RCTs on effectiveness and cost-effectiveness of blended treatments, especially compared with nonblended treatments are necessary.

(J Med Internet Res 2017;19(9):e306) doi:10.2196/jmir.6588
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Introduction

Background

Empirical evidence suggests that Internet-based psychological interventions can be used to effectively treat adults, adolescents, and children for various mental disorders such as depression, anxiety, or problematic substance use [1-6]. Such interventions have several advantages over conventional face-to-face (f2f) interventions. For example, Internet-based interventions can be administered over long distances, may save therapists’ time,
allow both patients and clinicians to work at their own pace, save traveling time, and reduce the stigma of having a mental disorder or going to a psychologist or therapist [7,8].

On the other hand, Internet-based interventions may also have disadvantages when compared with face-to-face therapies. For instance, Internet interventions may require certain abilities such as computer and Internet skills, reading and writing skills, and, in comparison with traditional therapy settings, more self-reflection and eloquence when talking about one’s thoughts and feelings. Furthermore, it has been argued that this type of intervention may make it difficult for therapists to adequately react to crisis situations such as suicidality because nonverbal cues are missing as additional information when assessing whether dissociation of suicidal thoughts is possible [9]. Also, negative effects such as frustration due to failure or time pressure might be associated with the Internet treatment format [10-13]. These disadvantages often lead to stand-alone Internet treatments being regarded as low-threshold interventions for milder cases of mental disorders, whereas face-to-face therapy and pharmacotherapy are often regarded as options of choice for more severe symptoms [14]. In addition to guided or unguided Internet treatment as a stand-alone intervention, a newer treatment approach combines face-to-face sessions with Internet-based sessions into one integrated treatment. This approach is usually called blended treatment and aims at retaining the positive aspects associated with both forms of therapy while mitigating the disadvantages [15-17]. There are different potential advantages of blending Internet and face-to-face treatments. For example, viewed from a cost-effectiveness perspective, blended treatments could possibly diminish the number of face-to-face contacts and thereby decrease the overall costs of treatment. Blended treatments could also increase the effectiveness by, for example, increasing frequency from one to two sessions per week [18] through adding Internet sessions to face-to-face treatments, thereby increasing intensity and success without additional costs. Furthermore, adding Internet interventions might improve transfer to everyday life as Internet or mobile elements could be used to support behavior change during face-to-face sessions and thereby increase effectiveness of face-to-face psychotherapy. Blended format could potentially also reach individuals for whom either purely delivered Internet-based or pure face-to-face approaches are not a suitable treatment option and thereby increase the utilization of effective treatments.

As both face-to-face and Internet-based psychotherapy have advantages and disadvantages, combining the two approaches in a blended treatment might combine the best of two worlds.

Definition of Blended Interventions

As a clear definition of blended interventions is still missing [17], we define blended interventions in this study as treatment programs that use elements of both face-to-face and Internet-based interventions, including both the integrated and the sequential use of both treatment formats. Nonblended interventions comprise face-to-face treatments only or stand-alone Internet treatments. Within blended treatments, face-to-face contacts may be added to Internet interventions or, vice versa, the Internet-based part may be arranged as an adjunct to existing face-to-face programs. Internet interventions may also be arranged as an aftercare or maintenance element after acute phase treatment or as an early step within a stepped care program. Stepped care refers to a treatment program where interventions start with the least intensive and least costly treatment that is likely to work, progressing step-by-step with more intensive interventions for those patients insufficiently helped by the first or previous intervention. Blended stepped care treatments involve Internet-based treatments as one step within the sequence. See Textbox 1 for a subject index of types of blended interventions.

Textbox 1. Subject index

<table>
<thead>
<tr>
<th>Type of blended intervention</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonblended interventions</td>
<td>Face-to-face (f2f) treatments or stand-alone Internet-treatments only</td>
</tr>
<tr>
<td>Blended treatments</td>
<td>Treatment programs that use elements of both face-to-face and Internet-based interventions, including sequential use of both forms of treatment</td>
</tr>
<tr>
<td>- Integrated blended interventions</td>
<td>Blended treatments where the Internet-based intervention part is arranged as an adjunct to face-to-face programs or vice versa so that face-to-face and Internet-based elements are provided within the same period. In integrated blended interventions, the focus can be either on the face-to-face treatment or on the Internet-based intervention.</td>
</tr>
<tr>
<td>- Sequential blended interventions</td>
<td>Blended treatments where the Internet-based intervention part is arranged before or after the face-to-face treatment such as within stepped care approaches or aftercare interventions that directly follow the face-to-face intervention.</td>
</tr>
</tbody>
</table>

Objective

This systematic review supplies an overview of research into blended interventions for mental health. Specifically, we focus on the following questions: (1) Which blended intervention concepts have been proposed in the researched literature in the treatment of common mental disorders (anxiety disorders, depression, and substance abuse)? (2) In which stage of treatment (such as first step, acute phase treatment, and maintenance phase) do the Internet interventions take place? (3) Which types of problem and target group do the blended interventions focus on? (4) What is the objective in combining face-to-face and Internet-based approaches? and (5) What evidence is there for the effectiveness of blended interventions?

Methods

Search Strategy

Studies of potential relevance were identified using a systematic search in the MEDLINE, PsycoINFO, Cochrane, and PubMed databases. All studies up to December 2015 were included. Searches were performed using keywords indicating face-to-face interventions (“inpatient,” “outpatient,” “face to face,” or...
“residential treatment”), which were combined with terms indicating Internet treatment (“internet,” “online,” or “web”) and terms indicating mental disorders (“mental health,” “depression,” “anxiety,” or “substance abuse”). We focused on three of the most common mental disorders: depression, anxiety, and substance abuse. The bibliographies of the identified studies revealed additional sources.

**Study Selection**

Studies were included if they met the following inclusion criteria: (1) the study was on an intervention that was based on both an Internet and a face-to-face treatment element that was either integrated or delivered sequentially, (2) the study involved treatment for adults with depression, anxiety, or substance abuse, and (3) the study was published in English or German. Studies with mere self-help interventions were excluded.

After the initial database search and removal of duplicates, the title and abstract of the remaining studies were rated for the inclusion criteria independently by the first and second author. Interrater reliability was good (kappa, κ=0.825, P<0.001). The first and second authors then used the inclusion criteria to independently review all full-text publications judged as relevant in the title and abstract screening. Consensus through discussion was sought in cases of disagreement. If no agreement could be reached through discussion, the last author made a decisive judgment. This was the case for 2 studies.

In November 2016, we started a second search in the database of PubMed, searching for studies citing the studies we had found in the initial search. The extraction strategies as of the initial search were used for those studies, including the independent rating of studies by the first and second authors in the first and second steps.

**Quality Assessment**

New quality assessment criteria were created since there are no current guidelines for assessing the quality of blended intervention studies. The quality of each study was rated on five aspects: study design, randomization of study conditions, report of statistics, sample size (studies powered to detect effect sizes of a minimal important difference between blended and nonblended interventions of a priori defined Cohen d of 0.35 were classified as high quality), and existence of a nonblended active control group. Each aspect was rated on a 3-point scale (0-2), providing a score with a range from 0 to 10 (see Table 1 for detailed descriptions of quality assessment). Studies obtaining a total score above two-thirds of the maximum score (ie, >7) were considered high quality studies.

**Table 1.** Study assessment criteria for scoring.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Scoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study design</td>
<td>Which design did the study have? 2=controlled trial, 1=pre-post, 0=case study or unclear.</td>
</tr>
<tr>
<td>Randomization</td>
<td>Were participants randomized to conditions (depending on design)? 2=yes, 0=no.</td>
</tr>
<tr>
<td>Report of statistics</td>
<td>Are relevant statistics reported? 2=mean and standard deviation for outcome measures, effect sizes, and P values for significant differences are reported, 1=lacking any of these, 0=lack several of these.</td>
</tr>
<tr>
<td>Sample size</td>
<td>Was the sample size adequate to detect effect sizes of d=0.35? 2=264 or more, 1=more than 132, 0=132 or less</td>
</tr>
<tr>
<td>Nonblended control group</td>
<td>Did the design involve a nonblended active control group? 2=nonblended control group with same number of sessions, 1=active control group without assured same number of sessions, 0=no active control group</td>
</tr>
</tbody>
</table>

**Results**

**Study selection**

See Figure 1 for a flowchart of included and excluded studies. In total, we identified 64 publications describing 44 studies. Eight of the included studies were study protocols that had not yet published results in November 2016.

Of the included studies, 27 were randomized controlled trials (RCTs), 4 were non-RCTs, 5 were pre-post studies without a control group, 4 were case studies, 3 were preliminary evaluation or acceptability studies, and 1 was a qualitative study. See Multimedia Appendix 1 for detailed study characteristics.

Of the 44 studies, 8 were rated high quality studies (18%). A control group was involved in 31 (70%, 18/44) of the studies. Twelve studies (27%, 12/44) involved a nonblended active control group with the same number of sessions as the intervention group. Only 6 studies (14%, 6/44) involved a sample of 264 or more. All relevant statistics, including effect sizes, were reported by 17 studies (39%, 17/44). See Multimedia Appendix 3 for all quality assessment scores.

Most studies were conducted or planned in the United States (n=12), followed by the Netherlands (n=9) and Germany (n=8). Six studies were conducted in Australia, four in Norway, three in the United Kingdom, and two in Sweden.

The Internet part of the studies’ blended interventions generally used Web-based programs with modules combining techniques such as cognitive, behavioral, and/or emotion-focused interventions, some of them with email support. However, there were two exceptions. One study [23] reports on using emails and Internet sites on psychoeducation and other issues to improve organization and to assist with common problems related to depression. The other study [44] reports offering weekly Internet group chats with a therapist (in open groups of 8-10 participants) to focus on problems arising in readjusting to everyday life after inpatient treatment.
Disorders Addressed
Of the included 44 studies, 20 studies focused on treating depression only, eight focused on anxiety disorders only, and eight focused on substance abuse only. One study described the treatment of comorbid depression and substance abuse; three studies treated both depression and anxiety. The remaining four studies had a transdiagnostic concept involving depression, anxiety, and other mental disorders. See Multimedia Appendix 1 for details on disorders addressed.

Concept of Blended Care and Stage of Treatment
Following the study selection process, we clustered the studies into the following types of blended care (Multimedia Appendix 1):
1. Integrated blended interventions with face-to-face focus: These blended interventions are based on a face-to-face intervention that is complemented or partly replaced by an Internet intervention; face-to-face and Internet-based elements are provided within the same period.

2. Integrated blended interventions with Internet focus: These blended interventions are based on Internet interventions that are partly replaced or complemented by face-to-face sessions; face-to-face and Internet-based elements are provided within the same period.

3. Sequential blended interventions with Internet, then face-to-face: These blended interventions arrange the Internet intervention part before the face-to-face treatment, such as within stepped care.

4. Sequential blended interventions with face-to-face, then Internet: These blended interventions arrange the Internet intervention part after the face-to-face treatment as in an aftercare program.

The majority of studies (n=29) used a concept of integrated blended intervention, with face-to-face and Internet-based elements being provided within the same period. Among those, 18 studies focused on the face-to-face intervention, considering the Internet intervention as a replacement of some of the face-to-face sessions or as an adjunct, whereas 11 studies focused on the Internet intervention as the basis of treatment where the face-to-face sessions served as an adjunct, for example, for increasing adherence to the Internet-based modules.

The remaining 15 studies presented sequential blended interventions, arranging the Internet intervention part before or following the face-to-face treatment. Nine of them placed the Internet intervention before the face-to-face treatment either as part of a stepped or matched care program (n=4) or for bridging waiting time for referrals on waiting lists for face-to-face psychotherapy (n=5). Six studies placed the Internet intervention after the face-to-face treatment as an aftercare concept.

Aims

The studies’ aims for choosing to use a blended intervention can be classified by the concepts that were used (see Multimedia Appendix 1 for details). As some studies mentioned various aims, we clustered the interventions by their main objective. See Figure 2 for a summary of aims of blended therapy.

Figure 2. Aims of blended therapy.
Sequential Blended Interventions With F2F, Then Internet

Five of the six sequential blended interventions that started with the face-to-face intervention were designed as aftercare programs aiming at maintaining therapeutic benefits of face-to-face residential or inpatient psychotherapy through subsequent iCBT [22,41,44,56,76]. Another study aimed to monitor patient progress beyond the acute phase of face-to-face treatment for a long time and to maintain the therapeutic relationship in the absence of face-to-face contacts in a remote setting [71].

Outcome

See Multimedia Appendix 2 for details. Given the variety of different study types (eg, study protocols, case studies, and qualitative studies) and that outcome measures, study designs, and aims differ substantially, it is not currently possible to summarize the effects using meta-analytic techniques.

Of the 44 identified studies, eight were study protocols and 36 had been completed. Among the 36 completed studies, 23 involved a control group. Out of the 23 completed studies with a control group, four studies compared the blended intervention with no treatment, for instance, a waiting-list group [19,41,44,48]. Nine studies compared the blended intervention group with a nonblended face-to-face intervention with an equal amount or more sessions [24,32,50,53-55,57,62,75], six studies compared the blended intervention with treatment-as-usual without controlling the number of sessions [20,26,32,37,40], and two studies compared the blended intervention with a nonblended Internet intervention [64,65]. The remaining two studies involved both Internet-based and face-to-face nonblended control groups [55,70].

Among the eight study protocols, two studies compared the blended intervention with TAU without controlling for the number of sessions [46,51,59], whereas four studies compared the blended intervention-group with a nonblended face-to-face intervention with an equal number or more sessions [15,53,60,69]. One study compared the blended intervention (in that case, aftercare after inpatient treatment) with a placebo (inpatient treatment plus access after discharge to an Internet platform with information on depression [76]), and one study compared it with no treatment [67].

Although cost-effectiveness or cost-savings was in some way considered by almost all 44 studies, only three of the completed studies elaborated on it and evaluated potential cost-effectiveness or cost-savings [33,52,81]. However, three additional study protocols claimed to be planning to evaluate cost-effectiveness [15,46,51,69]. See Figure 3 for a summary of aims of blended therapy in completed studies.

Integrated Blended Interventions With F2F Focus

Of the six studies that were delegating some elements of face-to-face therapy to iCBT, three studies were able to show that, by doing that, 50% to 86% of clinician time could be saved without reducing the therapeutic outcome of depression and anxiety treatment [54,62,75]. The other three were study protocols [15,51,69].

Six of the nine studies aiming at supporting face-to-face therapy by delivering Internet elements were able to show that adding Internet elements can lead to lower dropout rates and/or greater abstinence rates of patients with substance abuse compared with stand-alone face-to-face interventions [24,40,55,77]. One study had a pre-post design [61] and showed that its blended concept led to a reduction in symptomatology that was maintained for 12 months. One was a case study where a patient diagnosed with depression as well as her therapist were able to make creative use of Web-based resources for purposes such as psychoeducation or job search [23]. One was a study protocol [60].

Integrated Blended Interventions With Internet Focus

Regarding the aim of integrating face-to-face sessions into Internet interventions to maximize effectiveness of iCBT, Sethi et al [70] found the blended intervention to be superior in reducing symptoms of depression, anxiety, and/or automatic negative thoughts in comparison with three control groups: nonblended Internet intervention, nonblended face-to-face intervention, and no intervention. One study treating...
depression [64] did not find a difference between the blended and the nonblended intervention, whereas a third study did not have a nonblended control group but found the blended intervention to be superior compared with a waiting-list control group [19].

Using blended interventions to improve the delivery of evidence-based treatment in primary care has been successful in acceptability and in reducing symptomatology [31,48,50,65,72]. However, two controlled studies [50,65] could not show a superiority of the blended intervention over an active nonblended control group.

In a study aiming at increasing the flexibility of an Internet intervention by offering complementary face-to-face sessions as needed by the individual participant [79], the average number of face-to-face sessions participants needed was equal to or less than 3.7, with the program still substantially and significantly reducing depression symptomatology. This was a pilot study without a control group, yet the authors cite a study that treated participants with similar pre- and post-Beck depression inventory scores as their study [82]. The other study’s participants needed an average of 11.6 face-to-face sessions for a similar symptom reduction, and the authors therefore claim that their treatment needs about eight fewer individual sessions per client.

A study aiming at motivating participants to persist with iCBT through face-to-face support [74] used a qualitative design. It found that for persistence in a blended treatment, acknowledgment may be related to flexibility and feedback from a qualified therapist in the face-to-face consultations beneath personal resources such as a sense of belonging toward partners, family, and friends. A case study with a similar aim [45] showed good adherence and symptom remission in a woman suffering from anteptum depression, who was thus able to avoid antidepressant use during pregnancy.

**Sequential Blended Interventions With Internet, Then F2F**

Of the five studies aiming at bridging waiting time with iCBT until face-to-face therapy starts, two studies [53,57] showed significant between-group effect sizes between the iCBT waiting-list group and the control waiting-list group. One study failed to show a superiority of the iCBT waiting-list group compared with a control condition with participants who remained on the wait-list with a self-help booklet [83]. One of the studies showed in a pre-post design that the Internet intervention could substantially and significantly reduce symptomatology [73]. The remaining study with this aim [67] is a study protocol.

Two of the completed studies working with a blended stepped care concept did not find a significant superiority of the blended intervention compared with face-to-face [47] or TAU [20]. Haug et al [47] even found a significantly better outcome of the control group (nonblended F2F) in one of the outcome measures. Neither Haug et al nor Braamse et al [20] reported results on cost-saving or cost-effectiveness; however, one study protocol with a stepped care concept mentioned planning to evaluate cost-effectiveness [46].

**Sequential Blended Interventions With F2F, Then Internet**

Two of the five studies with Internet intervention designed as maintenance treatment found a substantially and significantly lower relapse rate compared with access to TAU groups [41,44]. One further study was a case study reporting how iCBT aftercare substantially reduced depression, leading to remission after discharge from inpatient treatment [22]. One study with an empirical correlational design and without a control group showed a significant relationship between the number of iCBT modules accessed and substance abuse reduction in the year following inpatient treatment when controlling for motivation, self-efficacy, and pretreatment substance abuse [56]. One study was a study protocol [76].

One case study aiming at long-term monitoring of patient progress beyond the acute phase of face-to-face treatment, as well as maintaining the therapeutic relationship in the absence of face-to-face contacts in a remote setting [71], reported continuing therapeutic contacts and a reduction from very severe depression symptoms to remission within 46 weeks.

**Discussion**

**Principal Findings**

This study has shown that, in the past few years, a growing number of blended interventions that combine Internet and face-to-face interventions have been developed for common mental health problems. The interventions we found have different concepts and various aims. First results are encouraging and suggest that, compared with stand-alone face-to-face interventions, blended therapy may save clinician time without reducing therapy outcome, can lead to lower dropout rates and/or greater abstinence rates of patients with substance abuse, may help maintain effects of inpatient therapy, and may even increase the effects of psychotherapy, although results are mixed and more research is clearly needed.

Compared with the field of both Internet-based stand-alone treatment and face-to-face interventions, the field of blended interventions is, however, under development and still small. Most aims of the interventions stated in the studies have not been evaluated rigorously. For instance, only 19 out of 36 completed studies were RCTs, and only eight of them ensured comparability by involving a nonblended intervention control group with the same number of sessions [27,50,57,62,70,75,78,83]. Only eight studies were considered high quality studies, and only six studies involved a control group big enough to detect effect sizes of $d=0.35$ or less. Also, the cost-effectiveness of blended treatments compared with face-to-face psychotherapy has only been evaluated in three out of the 36 completed studies. However, this issue is focused upon in current large research projects [46,84].

Several questions remain. For instance, not much is known about the optimal ratio of Internet and face-to-facesessions that would allow costs to be minimized while maintaining or increasing effectiveness. Only one study in our review is moving toward answering this question: In the study by Jacmon et al [79], clients received face-to-face sessions as wished as an
adjunct to iCBT. Also, clients were actively invited by therapists to undertake face-to-face contacts if a depression measure indicated that depression continued at clinical levels. Jacmon et al reported that this intervention produced effects at least as large as a completely face-to-face treatment, with an average of about eight fewer individual sessions per client in comparison with a similar nonblended face-to-face treatment in another study. However, the findings of this pilot study cannot be generalized because of its small sample size and lack of a control group. Another open question is which elements of face-to-face therapy can most suitably be delegated to the Internet. Possibly, elements that do not need an intensive dialogue between client and therapist, such as psychoeducation, may most easily be delegated to the Internet [16]. Also, it remains unclear who would benefit most from which relationship between face-to-face and Internet modules. For instance, patients who have difficulty in expressing all of their thoughts and feelings in writing (eg, because of lack of introspection or because they are not conscious of their own role in maintaining their disorder) might need more elements of face-to-face intervention psychotherapy. This might also be the case for patients with severe, chronic, or personality disorders. A helpful tool to set up a personalized blended treatment taking the patients’ characteristics into account might be the recently developed “Fit for Blended Care” instrument [17].

Moreover, although a number of studies stated that increasing the effectiveness of face-to-face psychotherapy is an aim of the blending of treatments with Internet options, evidence for this hypothesis is limited to four studies with an integrated concept [24,25,32,70]. Such an assumption is, however, supported by a recent meta-analysis by Lindhiem and colleagues [85]. On the basis of 10 RCTs, they found that, in comparison with strictly on-site interventions, psychological interventions were considerably more effective for a range of conditions when behavior changes between face-to-face sessions had been supported by a mobile component, such as short message service (SMS; \( d=0.27 \)). There is also some evidence that telephone-based interventions may help maintain advances achieved during outpatient treatment or increase effectiveness of face-to-face interventions [86,87]. Nevertheless, more research is clearly needed to conclude whether the effectiveness of psychotherapy can potentially be increased by using blended treatments. Besides the identified advantages of blended interventions, for example, saving clinician time, improving success rates in the reduction of symptomatology, and helping to prevent relapse after face-to-face therapy, these interventions might possibly have limitations compared with face-to-face interventions. For instance, in the study by Marks et al [62], dropout was substantially higher in the mainly Internet-based group compared with the face-to-face control group (43% if mainly computer-guided and 24% if entirely clinician-guided). On the other hand, other studies have reported similar [50,75] or even lower [24] dropout rates of a blended compared with a nonblended intervention. Yet, the questions of blended interventions’ negative effects and potential losses compared with nonblended interventions remain to be answered, just as much as the one about potential negative effects of Internet-based treatments [12].

An interesting question we encountered is what blended treatments exactly entail. The identified studies in our review that explicitly use the term “blended” are the more recently published ones and describe integrated blended treatments, that is, combined treatments that provide face-to-face and Internet-based elements within the same period. Although there is currently no clear definition, this description might be an implicit understanding of blended interventions that is more limiting than our definition. We consider that blended interventions should also include the combination of the Internet-based interventions arranged before or after the face-to-face treatments following clear rules and procedures, such as within stepped care or aftercare that directly follows the acute phase treatment. In light of the numerous studies describing sequential blended interventions, we decided to use this wider definition.

Limitations
This study has some limitations. As within every systematic review, the risk of selection bias when including relevant studies needs to be considered. However, our use of independent ratings by two of the authors worked against this bias. In addition, publication bias needs to be considered. We did not contact authors for additional data or additional studies, which would have automatically limited the number of studies that could be included. Also, we only reviewed bibliographies from included studies, so we possibly missed studies that were cited in papers that we reviewed but did not include. Furthermore, the types of studies we included were heterogeneous (for instance, we included study protocols). It is possible that more narrow inclusion criteria (eg, randomized controlled studies with nonblended active control groups only) would have produced more information about the effectiveness of blended interventions. However, the number of such studies in the field is yet very small, and future studies are needed to explore whether blended treatments can, for example, be superior compared with nonblended treatments with regard to effect sizes or lower costs.

For further research, it would be of interest to explore effectiveness and cost-effectiveness of blended concepts, especially concerning the optimal balance of face-to-face and Internet interventions. Information on this aspect would help determine which therapy with which theoretical foundation (such as cognitive behavioral therapy or psychoanalysis) is feasible for blended interventions, as well as where the optimal balance of therapy modules lies for individual patients in light of the type and severity of disorder, state of motivation, ability of introspection, and other variables such as age, gender, and computer skills.

Conclusions
To conclude, we have found that several studies have shown that blended interventions are feasible and effective compared with no treatment controls. There are many different kinds of blended concepts that, in every phase of treatment, may offer added value concerning either effectiveness or cost-effectiveness. However, to evaluate the actual benefit of blended concepts for mental health care, more RCTs on effectiveness and cost-effectiveness compared with traditional...
nonblended psychotherapy are required. Thus, more research is needed, especially concerning disorders for which blended interventions are particularly effective, the amount of face-to-face contact that is needed, and the parts of therapy that can be delegated to the Internet.
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Abstract

Background: Despite reported positive results of telemonitoring effectiveness in various health care domains, this new technology is rarely used in prenatal care. A few isolated investigations were performed in the past years but with conflicting results.

Objective: The aim of this review was to (1) assess whether telemonitoring adds any substantial benefit to this patient population and (2) identify research gaps in this area to suggest goals for future research.

Methods: This review includes studies exploring the effectiveness of telemonitoring interventions for pregnant women reported in the English language. Due to the paucity of research in this area, all reports including uncontrolled nonrandomized and randomized controlled studies were selected.

Results: Fourteen studies, which performed their data collection from 1988 to 2010, met the inclusion criteria and were published from 1995 to present; four of the 14 published papers were multicenter randomized controlled trials (RCTs), five papers were single-center RCTs, three papers were retrospective studies, one paper was an observational study, and one paper was a qualitative study. Of the 14 papers, nine were available for a risk of bias assessment: three papers were classified as low risk, one as medium risk, and five as high risk. Furthermore, of those 14 papers, 13 focused on telemonitoring for maternal outcomes, and nine of the 14 papers focused on telemonitoring for fetal or neonatal outcomes. The studies reviewed report that telemonitoring can contribute to significant reductions in health care costs, (unscheduled) face-to-face visits, low neonatal birth weight, and admissions to the neonatal intensive care unit (NICU), as well as prolonged gestational age and improved feelings of maternal satisfaction when compared with a control group. When only studies with low risk of bias were taken into account, the added value of telemonitoring became less pronounced: the only added value of telemonitoring is for pregnant women who transmitted their uterine activity by telecommunication. They had significant prolonged pregnancy survivals, and the newborns were less likely to be of low birth weight or to be admitted to the NICU. Following these results, telemonitoring can only be recommended by pregnant women at risk for preterm delivery. It is however important to consider that these studies were published in the mid-90s, which limits their direct applicability given the current technologies and practice.

Conclusions: This review shows that telemonitoring can be tentatively recommended for pregnant women at risk for preterm delivery. More recent RCTs with a blinded protocol are needed to strengthen the level of evidence around this topic and to have an insight in the added value of the technologies that are available nowadays. In addition, studies investigating patient satisfaction and economic effects in relation to telemonitoring are suggested for future research.

(J Med Internet Res 2017;19(9):e327) doi:10.2196/jmir.7266
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Introduction

With more than 6 billion mobile phone subscribers worldwide, it is estimated that 75% of the world population has access to mobile communication. The number of devices with broadband capabilities has increased to more than 1 billion worldwide [1]. With more than 97,000 health-related mobile apps available and approximately 1000 new apps published every month, the potential to perform telemedicine exists [1]. Telemedicine is a relatively new approach (dating back to the early 1990s), which facilitates patients’ management at home [2]. It can be broadly defined as the use of telecommunication technologies to assist in the transmission of medical information and services between health care providers and patients. The use of this two-way telecommunication technology, multimedia, and computer networks to deliver or enhance the delivery of health care is a growing trend internationally [3]. It has the potential to improve access to high-quality disease management, and telemonitoring, a subgroup of telemedicine, has developed rapidly over the past decade [4]. There are several types of telemonitoring, ranging from simple to complex. In the simplest model, a patient receives support from a health care professional over the telephone. The patient monitors his or her symptoms and reports this during a structured telephone call. Moving up the scale of complexity is patient-initiated electronic monitoring with the transfer of physiologic data and record of symptoms by telephone or a broadband Internet connection from the patient’s home (ie, home telemonitoring) to the health care professional. On reviewing the data, the health care professional can contact the patient to request further information before making a decision about disease management. Finally, implanted monitoring devices transmit data wirelessly from the patient to a unit that is connected to a telephone or the Internet. Once again, if the data raise concern, the health care professional can contact the patient to request further information before making a decision about care [4].

A number of systematic reviews have evaluated the effectiveness of telemonitoring interventions for patients diagnosed with chronic cardiovascular disease (CVD), chronic obstructive pulmonary disease (COPD), and diabetes [2,5-8]. These reviews show mainly positive results and suggest that there is tentative evidence that telemonitoring may offer clinical benefit in these three domains. All-cause mortality and heart-related hospitalizations are reduced for patients with CVD compared with patients who received usual care [5,6]. Even primary care management of CVD can be enhanced by improving patient outcomes and reducing health-related costs [7]. Web-based remote monitoring for managing type 2 diabetes mellitus is also a viable approach for health care delivery and enhances patients’ quality of life [8]. Finally, home telemonitoring in patients with COPD appears to have a positive effect in reducing respiratory exacerbations and hospitalizations and in improving quality of life: patients with COPD were generally satisfied with home telemonitoring and found the systems useful to help them manage their disease and improve health care provision [2,9]. With regard to fertility, a few papers on telemonitoring discussing self-operated endovaginal telemonitoring of the ovarian stimulation phase in in vitro fertilization or intracytoplasmic sperm injection are published. This technique leads to relevant clinical decisions; significantly higher satisfaction of patients and their partner; a higher feeling of empowerment, discretion, and more active partner participation; as well as a trend toward less stress versus a traditional monitored group [10-12]. Despite the mainly positive results in the various health care domains and the ability to perform telemonitoring because of the improvement of technology, telemonitoring is rarely used in prenatal care. A few independent investigations were performed in the last years, but a systematic review has not yet been accomplished. For this reason, a systematic review of all clinical trials evaluating telemonitoring in high-risk pregnancies was performed. First, the characteristics of the study will be described, and then the maternal and neonatal outcomes in telemonitoring group versus control group (CG) will be reported. We aim to (1) assess whether telemonitoring adds any substantial benefit in the pregnant women population and (2) identify research gaps in this area and thereby suggest topics for future research.

Methods

Search Strategy

The following databases were comprehensively searched in August 2016 by two independent researches: the Medical Literature Analysis and Retrieval System Online (MEDLINE), the Cumulative Index to Nursing and Allied Health Literature (CINAHL), Excerpta Medica Database (EMBASE), PubMed, Limo, and the Cochrane Library. The enumeration of selected relevant journals was manually screened, and the bibliographies of all retrieved papers were examined for relevant studies. A third reviewer resolved discrepancies in judgment and verified the completeness of the manuscript.

Search Items

The following terms were used in the search bar of the mentioned databases: “remote monitoring,” “telemonitoring,” “home monitoring,” “teledicine,” “maternal health,” “telehealth,” “e-health,” “pregnancy,” “pregnancy-outcomes,” “gynecology,” “gravidity,” and “obstetrics.” Also medical subject headings (MeSH) thesaurus combined were used with the following terms: “blood pressure monitoring, ambulatory,” “blood glucose self-monitoring,” “pregnancy,” pregnancy outcome,” “gynecology,” and “obstetrics.”

A Definition of Telemonitoring

In this review, we specified the definition of telemonitoring—as stated in the introduction—further to the following inclusion criteria: (1) require the patient to periodically measure physiological parameters (eg, blood pressure and weight) and/or record their symptoms or vital signs in a standardized format, (2) use telecommunication technologies (eg, mobile phone and Internet) that either manually or automatically transferred the patient’s health status data from home to a health care service, and (3) lead to the automated or manual review of the patient’s health status data.
Inclusion and Exclusion Criteria
To be included, studies had to examine the effectiveness of telemonitoring interventions for pregnant women as defined above. Scoping searches indicated a paucity of research in this area, and we therefore included uncontrolled and nonrandomized, as well as randomized controlled studies. All published studies reporting economic and/or clinically related outcomes (eg, hospital admission and preterm labor) were considered. Due to the scarce available publications, no time limitations were applied. All papers had to be written in English. Studies were excluded if health care professionals conducted the measurement of physiological signs at the patient’s home. In addition, review papers, expert opinions, and single case or case series reports were excluded.

Selection Procedure
A flowchart of the selection procedure is shown in Figure 1. The database search identified 1437 papers. After the removal of duplicates, 1059 records were screened for relevant content. During title, abstract, and keyword screening, 969 papers were excluded because of the absence of the inclusion criteria. The full-text of the 90 potentially relevant papers was assessed, and 82 papers were excluded. Reasons for exclusion included (1) no clinical or economical relevance (n=32), (2) does not meet the definition of telemonitoring (n=21), (3) not written in English (n=8), (4) expert opinions (n=15), and (5) (systematic) reviews (n=6). Automatic updates from the databases and search for relevant papers within the bibliography of selected papers retrieved six papers, which were also included. In total, 14 papers were included.

Assessment of Risk of Bias in Included Studies
A report on the methodological risk of bias of included studies (which had a randomized controlled design) in accordance with the Cochrane Handbook for Systematic Reviews of Interventions [13] and the guidelines of the Cochrane Consumers and Communication Review Group was made (Multimedia Appendix 1). These guidelines recommend the explicit reporting of the following individual elements for randomized controlled trials (RCTs): random sequence generation, allocation sequence concealment, blinding (participants and personnel), blinding (outcome assessment), completeness of outcome data, and selective outcome reporting. Each item is judged as being at high, low, or unclear risk of bias as set out in the criteria provided by Higgins et al (2011). Studies will be deemed to be at the highest risk of bias if they are scored as at high or unclear risk of bias for either the sequence generation or allocation concealment domains, based on growing empirical evidence that these factors are particularly important potential sources of bias [13].
Data Extraction

The following information was collected and tabulated from the included studies: description of patient population, sample size, whether any economic evaluation was performed, the nature of the intervention, and the outcomes reported.

Results

Study Characteristics

Fourteen studies were included, published from 1995 to present. An overview of these publication dates is presented in Figure 2.

Although the dates of the publications were from 1995 to present, the data collection was performed from 1988 to 2010. Four of the 14 published papers were multicenter RCTs [14-17], five papers were single-center RCTs [18-22], three papers were retrospective studies [23-25], one paper was an observational study [26], and one paper was a qualitative study [27]. Multimedia Appendices 2 and 3 provide an overview of the characteristics of each study. All 14 papers report telemonitoring in obstetrics; 13 of the 14 papers focused on telemonitoring for maternal outcomes [14,15,17-27], and nine of the 14 papers focused on telemonitoring for fetal or neonatal outcomes [14-21,24]. Samples included varied from 15 singleton pregnancies [27] to 1292 singleton pregnancies [15]. Nine of the 14 papers were available for a risk of bias assessment (Multimedia Appendix 1): three papers were classified as low risk [14,15,25], one as medium risk [22], and five as high risk [17-21]. Five of the 14 papers did not have an RCT design [16,23,24,26,27]. For this reason, there was no risk of bias assessment made for them.

![Figure 2. Number of publications during the last 25 years.](image)

Telemonitoring data were generally transmitted to a monitoring center on a regular basis. Patients’ compliance with data transmission was assessed in three studies [18,19,25] and ranged from a mean of 21.8 (standard deviation [SD] 16.9) sets of data [18] to a mean of 35.6 (SD 32.3) sets of data [19], depending on the physiological parameter measured. All the data were automatically transferred in the studies that investigated the added value of telemonitoring in pregnancies at high risk for preterm delivery or with an induction [14-16,23-26]. The data of the studies which investigated the added value of telemonitoring in gestational diabetes mellitus (GDM) were manually transferred [17-21]. In almost all the studies, patients’ recordings outside predetermined values triggered an immediate action. Usual care included the same health care component as provided to the telemonitoring group but without telemonitoring.

Maternal Outcomes

Multimedia Appendix 2 provides a summary of the 12 studies included focusing on telemonitoring for maternal outcomes: cervical dilatation or preterm labor, GDM, maternal satisfaction, and health care–related costs. These results will be further discussed below.

Cervical Dilatation or Preterm Labor

The use of telemonitoring in the monitoring of fetal heart rate and uterine activity dates back to the 1970s. The expected benefits lie in the prevention of perinatal mortality and morbidity [3]. In five studies, women with singleton pregnancies at high risk for preterm birth were randomly assigned to a telemonitoring group and a CG. The results of these studies are presented in Table 1.
**Gestational Diabetes Mellitus**

The application of telemedicine in the management of GDM has primarily focused on the transfer of blood glucose values from the patient to the provider, thereby eliminating frequent clinical visits and adverse maternal and fetal or neonatal outcomes [3]. Five studies did report these study outcomes (Table 2).

**Maternal Satisfaction**

Due to the new aspect of telemonitoring, the maternal satisfaction of these domain is rarely investigated. Table 3 summarizes the major findings of five studies after adding telemonitoring to the obstetrical care.

**Health Care–Related Costs**

The continuous strain on hospital bed occupancy puts clinicians under great pressure to discharge patients as soon as possible. It is assumed that telemonitoring can contribute to solve this problem. Two studies did compute these costs for a telemonitoring group in comparison with a CG (Table 4).

**Fetal or Neonatal Outcomes**

Multimedia Appendix 3 provides a summary of the eight included studies focusing on telemonitoring for fetal or neonatal outcomes. In the next section, the influence of telemonitoring on the following fetal or neonatal outcomes will be presented: birth weight, gestational age, and submission to the NICU.

**Birth Weight**

Infants born small for gestational age (generally defined as less than 10th percentile) or large for gestational age (generally defined greater than 90th percentile) are at higher risk of short- and long-term morbidities than infants appropriately grown for gestational age [28]. A total of eight studies examined the impact of telemonitoring interventions on the birth weight of the neonate, which are presented in Table 5.

### Table 1. Cervical dilatation or preterm labor and telemonitoring.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Risk of bias</th>
<th>Prolonged pregnancy survival</th>
<th>P value, TM&lt;sup&gt;b&lt;/sup&gt; group versus CG&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Experience of a preterm delivery</th>
<th>P value, TM group versus CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown et al (1999) [22]</td>
<td>Low risk</td>
<td></td>
<td></td>
<td>c</td>
<td>.73</td>
</tr>
<tr>
<td>CHUMS&lt;sup&gt;e&lt;/sup&gt; group (1995) [20]</td>
<td>Low risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>TM: telemonitoring.
<sup>b</sup>CG: control group.
<sup>c</sup>– indicates less experience in telemonitoring group versus control group.
<sup>d</sup>+ indicates more experience in telemonitoring group versus control group.
<sup>e</sup>CHUMS: Collaborative Home Uterine Monitoring Study.
<sup>f</sup>NS: not significant.
<sup>g</sup>No exact value is given.
<sup>h</sup>The slash indicates there was no risk of bias assessment possible for the study because of study design (eg, observational study).
Table 2. Gestational diabetes mellitus and telemonitoring.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Risk of bias</th>
<th>Fasting blood sugar</th>
<th>$P$ value, TM group versus CG$^b$</th>
<th>Glycated hemoglobin (HbA1c) &lt;5.8%</th>
<th>$P$ value, TM group versus CG</th>
<th>Insulin therapy</th>
<th>$P$ value, TM group versus CG</th>
<th>Outpatient clinic visits</th>
<th>$P$ value, TM group versus CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homko et al (2007) [18]</td>
<td>High risk</td>
<td>0$^c$</td>
<td>No$^{de}$</td>
<td>+$^f$</td>
<td>-.05</td>
<td>+</td>
<td>High risk</td>
<td></td>
<td>No</td>
</tr>
<tr>
<td>Dalfrà et al (2009) [17]</td>
<td>High risk</td>
<td>0</td>
<td>No</td>
<td>0</td>
<td>No$^b$</td>
<td>No$^b$</td>
<td>-</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Pérez-Ferre et al (2010) [20]</td>
<td>High risk</td>
<td>0</td>
<td>No</td>
<td>-$^g$</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pérez-Ferre et al (2010) [21]</td>
<td>High risk</td>
<td>0</td>
<td>No</td>
<td>-</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$TM: telemonitoring.  
$^b$CG: control group.  
$^c$: no differences.  
$^d$: NS: not significant.  
$^e$: no exact value is given.  
$^f$: + indicates more experience in telemonitoring group versus CG.  
$^g$: − indicates less experience in telemonitoring group versus CG.

Table 3. Maternal satisfaction and telemonitoring.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Risk of bias</th>
<th>Result for women in telemonitoring group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dalfrà et al (2009) [17]</td>
<td>High risk</td>
<td>Women in the telemonitoring group showed lower levels of frustration and concerns about their GDM and a better acceptance of their diabetic condition</td>
</tr>
<tr>
<td>Rauf et al (2011) [26]</td>
<td>/</td>
<td>Labor induction at home is feasible and acceptable to women</td>
</tr>
</tbody>
</table>

$^a$GDM: gestational diabetes mellitus.  
$^b$The slash indicates there was no risk of bias assessment possible for the study because of study design (eg, observational study).

Table 4. Health care–related costs and telemonitoring.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Risk of bias</th>
<th>Result for women in telemonitoring group versus women in control group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Total cost saving</td>
</tr>
</tbody>
</table>

$^a$The slash indicates there was no risk of bias assessment possible for the study because of study design (eg, observational study).
Table 5. Birth weight and telemonitoring.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Risk of bias</th>
<th>Small for gestational age (&lt;10th percentile)</th>
<th>Large for gestational age (&gt;90th percentile)</th>
<th>Mean birth weight</th>
<th>P value, TM group versus CG</th>
<th>P value, TM group versus CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHUMS group (1995) [20]</td>
<td>Low risk</td>
<td>−</td>
<td>No e f</td>
<td>+ b g</td>
<td>No e</td>
<td></td>
</tr>
<tr>
<td>Homko et al (2007) [18]</td>
<td>High risk</td>
<td>0</td>
<td>No e</td>
<td>−.300</td>
<td>No g</td>
<td></td>
</tr>
<tr>
<td>Dalfra et al (2009) [17]</td>
<td>High risk</td>
<td>0</td>
<td>0</td>
<td>+</td>
<td></td>
<td>No e</td>
</tr>
<tr>
<td>Homko et al (2012) [19]</td>
<td>High risk</td>
<td>0</td>
<td>.300</td>
<td>+</td>
<td>≤.001</td>
<td>.70</td>
</tr>
<tr>
<td>Pérez-Ferre et al (2010)</td>
<td>High risk</td>
<td>0</td>
<td>No e</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pérez-Ferre et al (2010)</td>
<td>High risk</td>
<td>0</td>
<td>+</td>
<td>≤.001</td>
<td></td>
<td>.003</td>
</tr>
</tbody>
</table>

aTM: telemonitoring.
bCG: control group.
CHUMS: Collaborative Home Uterine Monitoring Study.
d− indicates less experiences or lower mean in telemonitoring group versus CG.
ENs: not significant.
fNo exact value is given.
g+ indicates more experiences or higher mean in telemonitoring group versus CG.
h0= no differences.
iThe slash indicates there was no risk of bias assessment possible for the study because of study design (eg, observational study).

Table 6. Gestational age and telemonitoring.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Risk of bias</th>
<th>&lt;37 weeks</th>
<th>&lt;36 weeks</th>
<th>&lt;35 weeks</th>
<th>&lt;34 weeks</th>
<th>&lt;32 weeks</th>
<th>P value, TM group versus CG</th>
<th>P value, TM group versus CG</th>
<th>P value, TM group versus CG</th>
<th>P value, TM group versus CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHUMS group (1995) [20]</td>
<td>Low risk</td>
<td>+</td>
<td>≤.001</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>No e f</td>
<td>No e</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homko et al (2007) [18]</td>
<td>High risk</td>
<td>0</td>
<td>≤.01</td>
<td>&lt;.01</td>
<td>−</td>
<td>−</td>
<td>No e</td>
<td>No g</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aTM: telemonitoring.
bCG: control group.
cCHUMS: Collaborative Home Uterine Monitoring Study.
d+ indicates more experiences or higher mean in telemonitoring group versus CG.
ENs: not significant.
fNo exact value is given.
iThe slash indicates there was no risk of bias assessment possible for the study because of study design (eg, observational study).

Gestational Age

We previously reported the influence of telemonitoring on cervical dilatation or preterm labor. One of the consequences of preterm labor is a preterm delivery of the newborn. Only four studies reported gestational age of the newborn as a main outcome. In Table 6, the rate of experiences of preterm births (for the gestational age of less than 37 weeks, less than 36 weeks, less than 35 weeks, less than 34 weeks, or less than 32 weeks) in telemonitoring group versus CG is reported.

Submission to Neonatal Intensive Care Unit (NICU)

Four studies have investigated the added value of telemonitoring and the submission to the NICU. These studies are presented in Table 7.
Discussion

The Low Level of Evidence Suggests a Potential Benefit of Telemonitoring in Prenatal Care

This review provided a comprehensive description of the use of telemonitoring interventions in obstetrics. Nine of the 14 papers were published from 2007 to present, suggesting that telemonitoring interventions are a relatively new field in obstetrics research. The papers of telemonitoring, which included cervical dilatation or preterm labor as a main outcome, demonstrated that transmitting uterine activity by telecommunication resulted in significant prolonged pregnancy survivals [14,25]. The papers of telemonitoring for GDM demonstrated lower levels of frustration and concerns about their diabetes and a better acceptance of their diabetic condition [17], elated feelings of self-efficacy [18], and a reduction in (unscheduled) face-to-face visits [20,21] in the telemonitoring group compared with the CG. Additionally, a cost reduction [23,24] and elevated feelings of maternal satisfaction [18,26,27] were obtained when telemonitoring was used in obstetrical care. The newborns did have a higher gestational age at delivery [24] and were less likely to be of low birth weight [14,24] or to be admitted to the NICU [14,24] when a telemonitoring group was compared with a CG. Fetuses with abnormal versus normal fetal heart rate at home monitoring were more likely to have an earlier induction at home). These studies have a relatively small sample size, and the conclusions are questionable when we want to adapt them to current practice because of rapid changes in technology.

Research Gaps and Suggestions for Future Research

Despite the positive results, which are reported above, further research needs to be done to define the added value of telemonitoring and advocate the use of this intervention as a patient management approach in clinical practice. Three main recommendations for future research are made, based on the research gaps elucidated through this review:

1. The level of evidence of the included papers is not high. When a methodological risk of bias is performed, four of these studies classified as high risk, one as medium risk, and three as low risk. Information about randomization (random sequence generation and allocation of concealment) was often lacking; blinding of participants, personnel, and outcomes was not performed in most studies; and none of the used protocols in the intervention groups were available. The level of evidence of the other five studies (which were retrospective studies, a qualitative study, and an observational study) was much lower. There is a need for new multicentric RCTs on different pregnancy conditions in which a blinding for both the patients and the caregivers as the outcomes is performed but with well-considered decisions regarding the ethical aspects. This is to (1) associate the potential of telemonitoring interventions with maternal and fetal outcomes, (2) verify the results which were observed in the mentioned study, (3) investigate the added value of the new technologies nowadays, and (4) improve the evidence on this topic with rigorous research designs.

2. Only four studies reported maternal satisfaction in relation with the use of telemonitoring during their pregnancy (two of them about the use of telemonitoring in pregnancies complicated with GDM and two in the context of labor induction at home). These studies have a relatively small sample size, and the conclusions are questionable when we want to adapt them to current practice because of rapid changes in technology.

Table 7. Submission to the neonatal intensive care unit (NICU) and telemonitoring.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Risk of bias</th>
<th>Admission to NICU (^a)</th>
<th>(P) value, telemonitoring group versus control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHUMS(^b) group (1995) [20]</td>
<td>Low risk</td>
<td>(_) (^c)</td>
<td>No (^d,e)</td>
</tr>
<tr>
<td>Corwin et al (1996) [14]</td>
<td>Low risk</td>
<td>(_)</td>
<td>.01</td>
</tr>
<tr>
<td>Homko et al (2007) [18]</td>
<td>High risk</td>
<td>(_) (^f)</td>
<td>No</td>
</tr>
<tr>
<td>Morrison et al (2001) [24]</td>
<td>(_) (^g)</td>
<td>(_)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)NICU: neonatal intensive care unit.  
\(^b\)CHUMS: Collaborative Home Uterine Monitoring Study.  
\(^c\)indicates less experiences in telemonitoring group versus CG.  
\(^d\)NS: not significant.  
\(^e\)No exact value is given.  
\(^f\)indicates more experiences in telemonitoring group versus CG.  
\(^g\)The slash indicates there was no risk of bias assessment possible for the study because of study design (eg, observational study).
patient population, ranging from 15 to 70 pregnant women. Patients’ satisfaction with the use of telemonitoring systems should be further explored using more robust and validated instruments. Additionally, an evaluation of satisfaction of telemonitoring when used in pregnancies with other pregnancy complications (such as gestational hypertension and premature contractions) and in a bigger patient population is recommended. Alternatively, a thorough qualitative analysis can be conducted to enable an in-depth understanding of patients’ satisfaction and the use of that information to improve future technology designs. This may help adjusting the interventions to the target population and can have a positive impact on various domains such as patient compliance and birth experiences.

3. Only two studies performed a cost analysis of prenatal care, including telemonitoring. Both were retrospective studies that were not assessed for risk of bias. Although these studies demonstrated the possibility of cost reduction with the use of telemonitoring, there were visible shortcomings in the study designs. Buyse et al (2008) performed a retrospective study and did not include variables such as time-travel distance from home to hospital and the patient’s actual clinical condition. In addition, the staffing costs and equipment costs (based on a reasonable estimate) were not taken into account. Additionally, the data in the study of Morrison et al (2001) were retrospectively collected and did not include the actual clinical condition. In contrast to the previous mentioned study, they asked a fee to finance telemonitoring costs. It is challenging to examine the cost benefit of telemonitoring when it’s added to standard prenatal care and whether this is beneficial in both high- and low-risk pregnancies. We recently stated that new technologies can reduce the medicalization of prenatal care [29], but further studies with a prospective design and patient specific treatment(s) are needed to substantiate or reject this hypothesis and to evaluate the cost-effectiveness and health care utilization of telemonitoring in obstetrical care.

**Limitations**

This review has several limitations that need to be acknowledged. First, the studies were restricted to the English language. Although records written in other languages were excluded, they could be relevant in the scope of this review. Second, a key limitation in the included papers is the heterogeneity of the interventions reported by the investigators. Telemonitoring interventions are frequently multidimensional, containing a range of elements, including the transmission of physiological data, coaching, telephone support, nurse interventions, and Web-based communications [8]. A few studies had a clearly stated aim for the telemonitoring intervention implemented, but, in general, the telemonitoring intervention is poorly described, especially in terms of the assessment of the data transferred and how this assessment leads to a service response or not. Third, the rapid technological advancements that have been seen in the last decade may also impact the ability to compare older and newer studies using different technology. The oldest study dates from 1995, the most recent from 2012. Finally, there was almost no information concerning missing data or the compliance of the patients. The often missing information about compliance rates suggests that telemonitoring regimens may not be appropriate for all patients.

**Conclusions**

Overall, this review has shown the added value, for both mother and child, of telemonitoring used in a prenatal follow-up program in obstetrical care. However, most of the included studies have a high methodological risk of bias. When only studies with low risk of bias are taken into account, the added value of telemonitoring became less pronounced. Only the pregnant women who transmitted their uterine activity by telecommunication had significant benefits from this technology: they experienced prolonged pregnancy survivals, and the newborns were less likely to be of low birth weight or to be admitted to the NICU. On the basis of the limited results of two high-quality studies conducted in the mid-90s, telemonitoring can be tentatively recommended for pregnant women at risk for preterm delivery. However, more recent RCTs with a blinded protocol and studies investigating patient satisfaction and economic effects in relation to telemonitoring are suggested for future research.
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Abstract

Background: Uptake of medicinal drugs (preventive or treatment) is among the approaches used to control disease outbreaks, and therefore, it is of vital importance to be aware of the counts or frequencies of most commonly used drugs and trending topics about these drugs from consumers for successful implementation of control measures. Traditional survey methods would have accomplished this study, but they are too costly in terms of resources needed, and they are subject to social desirability bias for topics discovery. Hence, there is a need to use alternative efficient means such as Twitter data and machine learning (ML) techniques.

Objective: Using Twitter data, the aim of the study was to (1) provide a methodological extension for efficiently extracting widely consumed drugs during seasonal influenza and (2) extract topics from the tweets of these drugs and to infer how the insights provided by these topics can enhance seasonal influenza surveillance.

Methods: From tweets collected during the 2012-13 flu season, we first identified tweets with mentions of drugs and then constructed an ML classifier using dependency words as features. The classifier was used to extract tweets that evidenced consumption of drugs, out of which we identified the mostly consumed drugs. Finally, we extracted trending topics from each of these widely used drugs’ tweets using latent Dirichlet allocation (LDA).

Results: Our proposed classifier obtained an F₁ score of 0.82, which significantly outperformed the two benchmark classifiers (ie, P<.001 with the lexicon-based and P=.048 with the 1-gram term frequency [TF]). The classifier extracted 40,428 tweets that evidenced consumption of drugs out of 50,828 tweets with mentions of drugs. The most widely consumed drugs were influenza virus vaccines that had around 76.95% (31,111/40,428) share of the total; other notable drugs were Theraflu, DayQuil, NyQuil, vitamins, acetaminophen, and oseltamivir. The topics of each of these drugs exhibited common themes or experiences from people who have consumed these drugs. Among these were the enabling and deterrent factors to influenza drugs uptake, which are keys to mitigating the severity of seasonal influenza outbreaks.

Conclusions: The study results showed the feasibility of using tweets of widely consumed drugs to enhance seasonal influenza surveillance in lieu of the traditional or conventional surveillance approaches. Public health officials and other stakeholders can benefit from the findings of this study, especially in enhancing strategies for mitigating the severity of seasonal influenza outbreaks. The proposed methods can be extended to the outbreaks of other diseases.
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Introduction

Background

Public health surveillance involves the systematic collection, management, analysis, and interpretation of health-related data, followed by the dissemination of these data to public health programs to enhance public health actions [1,2]. This process comes in handy during periods of severe health concerns such as disease outbreaks that need preventive and control interventions.

Among these disease outbreaks is influenza-like illness (ILI) or flu, which is a respiratory illness caused by viruses that can cause severe illness and even death for some people [3]. Common influenza types include seasonal, avian, swine, variant, and pandemic. Due to its recurring nature, we focused on seasonal influenza in this study.

To control disease outbreaks of seasonal influenza, one widely adopted measure is the proper use of medicinal drugs (ie, drugs which treat, prevent, or alleviate symptoms of diseases) [4]. When outbreaks occur, it is vitally important to know and analyze feedback data related to drugs that are widely consumed by people so that control measures to fight these outbreaks can be enhanced and implemented in the future.

Our work is built on the knowledge that seasonal influenza outbreaks affect a large number of people and are spread over large geographical areas. These facts pose challenges in gathering and analyzing useful feedback data related to the consumption of medicinal drugs by using traditional or conventional surveillance methods, which are limited by a small sample size, cost, and timeliness in reporting [5-7].

Therefore, this research study intended to extract relevant topics from tweets mentioning widely consumed drugs during seasonal influenza outbreaks and to use those topics to enhance seasonal influenza surveillance.

With the fast development of Web 2.0 technology, we considered using social media because of its ability to collect vast amounts of health-related data. Twitter, which was established in 2006, is among the most famous social media platforms and is currently the leading microblogging service for people to send and receive messages (tweets) of up to 140 characters. Twitter has a volume of 313 million monthly active users, 1 billion unique monthly visits, and 500 million tweets per day [8]. The communication forms in Twitter can be chats, conversations, news reporting, and information sharing [9]. People discuss their health conditions and statuses on Twitter [10], which makes it a new potential data source for health-related studies examining the prevalence of health issues, drug consumption, and health topics or categories [11-19].

To follow the use of influenza drugs in this study, we could have followed sales of over-the-counter and prescription drugs [5,20], or we could have used search engine queries and Web data [6,7,21,22]. However, prescription drug sales would not allow us to obtain topics or feedback from consumers, and access to these data is limited, even for researchers. As Web data and search engines also have limited access to researchers, we chose to use Twitter data.

However, selecting tweets that could be associated with actual uptake of drugs to determine which drugs are widely used and to derive insight from corresponding tweet topics is still a challenge.

Related Work

Medical Entity Estimates From Twitter

To obtain widely used drugs (or any other medical entity) from tweets, one needs to count the tweets with mentions of drugs (medical entities) and rank their frequencies. In previous studies, Twitter has been used to estimate the extent to which medical entities (drugs, diseases, symptoms) mentioned in tweets have been experienced or will be experienced by aggregating counts and then finding correlations with official surveillance data. For example, flu epidemics have been predicted in previous studies [11,23]. Correlations between flu or disease mentions in Twitter data and official flu case data have been found as well [12,18,19]. With regard to drugs, Twitter has been effectively leveraged to study prescription drug abuse [13], to track usage of illicit drugs [14], and to find a correlation between flu vaccine sentiment tweets and official vaccination rates according to geography [24].

The presence of medical entities in tweets does not necessarily signify that people have the illness, are using the pharmacological substances (drugs), or are exhibiting certain symptoms. Therefore, to obtain frequency of drug use from tweets, it is best to first identify which tweets indicate that tweeters have consumed the drugs mentioned in their tweets. Several previous studies have paid attention to the identification of actual experiences of medical entities from other mentions. This includes work by Aslam et al [25] and Ji et al [26] who sought first to differentiate between valid and invalid tweets that expressed experiences with the flu before proceeding with further analyses. Weeg et al [27] found that the correlation between population disease prevalence and disease mentions in tweets increased from .113 to .208 (P<.001) when only disease name mentions that refer to actual diseases were taken into consideration. Using a somewhat similar approach, Alvaro et al [28] identified tweets that described firsthand experiences of prescription drugs, which were then used to gather evidence about adverse drug reactions.

Due to the large volumes of Twitter data, an effective way to separate the class of tweeters with experience with medical entities from the nonexperience class is by using machine learning (ML) techniques. However, researchers are still striving to improve the performance of the ML classifiers used for classifying tweets into those respective classes.
**Topic Extraction From Twitter**

To obtain insight from tweeters who have consumed these drugs, we sought to extract categories or topics from their respective tweets. Twitter data have been used in previous studies to extract categories or topics about health-related issues for various purposes. We have seen Twitter being used to investigate topics surrounding antibiotic prescription drugs [15] to find emerging trends for tweets related to electronic cigarettes [16], to detect topics at the peak of a disease related to official reports [29], and to find trending topics from preselected health-related keywords [17].

However, most of these studies conducted their topic analysis by classifying their tweets into predefined health categories [15,16] instead of obtaining these categories automatically. Those approaches miss opportunities to discover hidden and new topics. Additionally, the discovered topics were extracted from all the tweets that mentioned the medical entities [29]. However, only the tweets that expressed experiences with medical entities should be included in the topic extraction [17].

**Influenza Drug Uptake Surveys**

Uptake of drugs to treat or prevent influenza infections is an effective measure to mitigate the impact of influenza outbreaks. Consequently, there is a need to understand which factors contribute to the increase or decrease of drug uptake. With that information, public health agencies can take appropriate action against factors that may decrease drug uptake and promote factors that may increase drug uptake.

Among the factors that deter uptake of influenza drugs (especially vaccines) are fear of needles, pain, and distress resulting from vaccination [30-32].

The logistics of vaccination processes that include the locations of vaccination centers and waiting time are among the factors that influence people to receive an influenza vaccine [32-34]. Some people tend to prefer traditional vaccination locations (hospitals, clinics, and doctor’s office) [32], whereas others prefer nontraditional locations (pharmacies, workplaces, and schools) [33,34]. Short line-ups and wait times help facilitate influenza vaccine uptake [34].

There have been concerns about the safety of the influenza drugs with respect to people with allergies [35] and pregnant women [36-39], which negatively affect the uptake of drugs.

Demographic factors, including age and level of education have been found to contribute to the uptake of influenza vaccines in which younger and less-educated adults are more hesitant to take drugs than other groups [40].

Public health agencies and pharmaceutical companies, as well as doctors or medical professionals [41,42] and parents [42] are also positive influences on drug uptake.

It has also been observed that some people prefer natural remedies to conventional drugs for influenza treatment or prevention [22]. However, natural remedies should be used to supplement and not replace tested influenza drugs.

The findings of these studies provide useful public health information for controlling the severity of seasonal influenza outbreaks through drug uptake. However, the methods for data collection used in most of these studies, that is, face-to-face interviews [30-32,37,41], written questionnaires [34,38], telephone surveys [33,42], secondary data databases [36], and Web page hits [22] have many drawbacks that may adversely affect the quality of the findings.

The cost for conducting these survey studies is one of the limitations. For example, a typical clinic-based survey (interview) for one participant in the United States costs US $23.51 compared with US $14.63 for a social media survey [43]. In another study [44], the cost of a telephone survey per sample (US $3.98) was higher compared with Web-based surveys (US $0.71). These high costs may hinder collection of data from large sample populations.

For public health agencies to take immediate and effective action, the findings of these studies should be released as soon as possible. However, these conventional methods are subject to delays with regard to data collection and may provide results later than they are needed to make informed decisions [45].

To employ effective strategies against seasonal influenza outbreaks, research results that reflect the actual situation in the population being studied should be used. However, because of the nature of the interactions between researchers and respondents in conventional or traditional methods, these studies are affected by social desirability bias in which respondents tend to provide responses that seem favorable [46]. This trend may lead to incorrect analysis results and ultimately cause public health agencies to fail to take appropriate action in locations where it is required.

Additionally, the size of study populations, which are often scattered in disparate geographical regions, can limit coverage in these studies. It is very costly to conduct studies with a population size that can be generalized to larger populations such as regions and countries.

In summary, existing approaches have two main limitations. First, the performance of ML classifiers used for identifying experience or personal tweets need improvements. These approaches mainly used n-gram bag-of-words or characters as ML features. These features suffer from the curse of dimensionality because the total dimension of each tweet’s text is equal to the vocabulary size, which can overfit the models. Additionally, these features do not consider semantic relations between words, which can result in poor performances in some cases.

Second, traditional surveys for finding insights about influenza drugs suffer from limitations associated with cost, timelessness in reporting, coverage, and bias.

**Objectives**

To achieve our research aim, we set the following objectives as our guidelines:

The first objective was to provide a methodological extension for efficiently extracting more widely used drugs during seasonal influenza using tweets with evidence for consumption of drugs. We focused on providing an improved ML classifier that could identify tweets indicating uptake of drugs from others. We
hypothesized that using a dependency words structure (introduced in the Methods section) of the tweets as our features would improve performance in classification.

Our second objective was to extract topics from tweets mentioning each of the widely consumed drugs and to infer how the insights provided by these topics can enhance seasonal influenza surveillance in lieu of relying on traditional surveillance. From this perspective, we focused on automatically (without predefined categories) finding fine-tuned topics (extracted separately from tweets about each drug). We hypothesized that topics of widely consumed drugs could be used to enhance surveillance of seasonal influenza. Additionally, the tweets from these topics were the ones that signified actual consumption of drugs.

The contribution or significance of the research is two-fold in the following ways:

First, we proposed a new enhanced classification method to identify whether a tweet indicates someone has consumed or intended to consume a drug or not. This enhanced classification method guarantees results that reflect the actual situation in the population being studied when searching for widely used drugs and in subsequent analyses (topic extraction).

Second, a topic extraction–based method was applied to analyze the hot topics in tweets that can help public health stakeholders enhance seasonal influenza surveillance and intervention measures in terms of drug administration and consumption. Instead of using traditional or conventional survey methods, the topic extraction–based method can directly extract topics from tweets of people who have consumed these drugs. This sort of approach guarantees cost-effective, fast, and high coverage results for public health stakeholders to take action if needed.

To the best of our knowledge, this paper is the first to use a topic extraction–based method to retrieve insights about seasonal influenza drugs using Twitter data. The retrieved topics can highlight enabling and deterrent factors to drug uptake.

We evaluated our ML classifier by comparing it with a 1-gram term frequency (TF)–based classifier and a clue (keyword or lexicon)-based classifier. These benchmarks were chosen because they have been extensively used for separating tweets of individuals with actual experience (personal or valid) from tweets made by others [25,26,28,47-50]. For the extracted topics, we examined how the findings support the results of previous studies that used conventional or traditional surveillance methods.

Methods

Overview

The overview of the proposed method is summarized in Figure 1. The tweets are first preprocessed and filtered to obtain tweets with drug mentions only. Then, a random sample of these tweets is manually annotated as relevant or irrelevant with respect to actual drug uptake evidence. Next, features to be used by our classifier are generated. The classifier is trained, evaluated, and applied to the whole dataset to identify tweets indicative of the consumption of drugs (relevant tweets). From these tweets, we derive (1) a ranked list of widely used drugs and (2) topics from tweets mentioning each of these widely used drugs. A detailed description and implementation of these steps are provided in the following sections.

Figure 1. An overview of the proposed method.
Data
We used historical Twitter data for the 2012-2013 influenza season collected from August 31, 2012 to March 04, 2013 within 30 cities in the United States using the Twitter application programming interface (API) and the keyword flu. This approach ensured that the analyzed drugs were related to seasonal flu outbreaks. Only tweets written in the English language were considered, and in total there were 459,043 tweets included in the analysis.

Post collection filtering was done to remove tweets that contained the keyword flu but were unrelated to the flu disease. For example, some tweets contained the phrase stomach flu, which implies an intestinal infection. Additionally, tweets that had the keyword flu as part of the Twitter username or handle or Twitter hashtag (such as @this_is_flu or #flu_camp, respectively) were also removed from our dataset. Because the majority of retweets and tweets with URLs do not usually express actual experiences of health-related issues [25], they were also removed from the dataset.

To identify the tweets that mentioned drugs, the unified medical language system (UMLS)-MetaMap [51] developed at the US National Library of Medicine was used. The semantic type of each token or word in a tweet was first identified by the UMLS-MetaMap. If the word was classified into one of the following three UMLS semantic types: immunological factor, clinical drug, or pharmacological substance (which are the semantic types for preventive or treatment drugs), then the corresponding tweet was kept for subsequent analyses.

Manual Annotation of Tweets
Since we wanted to train an ML classifier that could identify tweets indicating uptake of drugs, we first manually labeled a random sample of the tweets in two classes, including the relevant class if a tweet indicated actual consumption of drugs and the irrelevant class for other topics. These manually labeled data were later used to train and test the classifier. Table 1 has some examples of relevant and irrelevant tweet labeling.

Two annotators were tasked with categorizing 5000 tweets into the two classes (relevant and irrelevant). The interrater agreement between the 2 annotators measured using Cohen kappa [52] was .91. A third annotator was recruited to decide on the disagreements between the 2 annotators through majority votes.

Machine Learning Classifier Features
The proposed classifier used dependency words as features that were obtained as follows: We parsed each tweet to obtain the dependency structure of words, and then we identified which words in the tweet had dependency relations with a drug mentioned in the tweet; we only used these words as our features. Our approach was peculiar in the sense that we did not use the dependency grammar categories (eg, nsbuj, dobj, and conj) of the words in the tweets as features. We named this feature dependency words.

TF-inverse document frequency (IDF) basically represents each text document (in this case, a tweet’s dependency words) as a vector of terms or words with each component of the vector corresponding to each term in the corpus and has a weight or count associated with it [52]. The TF part measures how frequently a term occurs in a document, whereas the IDF part weights the most frequent terms while scaling up the rare ones. For corpus terms that are not in the document, their weights are zero. The terms can have any n-gram (n=1, 2...) size. However, Cole-Lewis et al [16] determined that using 1-gram instead of other n-grams to classify tweets into relevant and irrelevant categories led to the best performance. Since we intended to implement our model with a support vector machine (SVM) algorithm that also scales the terms, we used TF only. Thus, a 1-gram TF of dependency words was adopted in this study to categorize tweets into relevant or irrelevant types.

The Stanford parser (Stanford University) [53] was used to find dependency words, whereas during TF feature construction, we used the Stanford CoreNLP [54] to reduce the dependency words into their lemma forms.

The following example shows the dependency words extracted from a sentence in a tweet:

Original sentence: Just got my Nyquil, ready for bed.
Results: my, got, and ready

From the example, the drug mentioned in the tweet is Nyquil, which has grammatical dependency relations with the words my, got, and ready.

Classifier Training, Evaluation, and Application
We used the SVM with a linear kernel function as the ML algorithm, which was implemented using LIBSVM from the National Taiwan University [55]. To obtain a trained SVM model that can provide optimum classification results, there are two parameters that must be tuned, namely C and gamma. We applied a grid search method on C and gamma using 10-fold cross-validation.

Table 1. Samples of relevant and irrelevant tweets with mentions of drugs (drugs italicized).

<table>
<thead>
<tr>
<th>Category</th>
<th>Tweet text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>Nyquil cold&amp;ampFlu thanks for my life back!</td>
</tr>
<tr>
<td></td>
<td>Got my flu shot. Ughhh.</td>
</tr>
<tr>
<td></td>
<td>I got the flu vaccine that means I am gunna get sicky.</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>We have flu shots In! Make Your Appointment Today 642-###</td>
</tr>
<tr>
<td></td>
<td>He got a song about some damn Thera flu lol</td>
</tr>
<tr>
<td></td>
<td>So I either have the flu or a mild case west nile virus! FML!!</td>
</tr>
</tbody>
</table>
cross validation to test several pairs of C and gamma, and the pair that provided the best 10-fold cross-validation performance for the training set was chosen. With these parameters, the classifier was then trained with 3400 labeled data, and its performance was evaluated using 1600 test data in terms of precision, recall, and F1 score. To ascertain the classifier’s ability to avoid overfitting, the classifier was tested by evaluating its performance on the test dataset that was not used for training. This test dataset was assumed to approximate the typical unseen data the classifier would encounter in the future.

Our training set had a total of 701 features (dependency words). We tested whether we could achieve the same or better performance with fewer features through feature selection (20%, 40%, 60%, and 80%), but we could not get better performance with less than 100% of the features. Therefore, all of the features were used.

To evaluate the performance of our proposed ML classifier, we compared it with two benchmark classifiers, including a 1-gram TF-based classifier used in prior studies [25,28,47-49] and a lexicon (keyword or clue)-based classifier as used in another previous study [26]. The 1-gram TF classifier was constructed by using all of the words in each tweet after removing all of the named entities (eg, person, location, organization, numerical, and temporal) and stop words, which are considered to have little or no contribution to document classification. The lexicon-based classifier was constructed by considering the presence of subjectivity words, news keywords, and profanity words. A tweet was considered to indicate drug experience (relevant) if it contained at least 3 strong subjective words and 3 weak subjective words. In contrast, a tweet was considered to be irrelevant if it contained news keywords, and there were no profane words.

The optimum-trained model was then applied to the whole corpus of tweets to find all relevant tweets, that is, tweets indicating consumption of drugs. We counted the drugs mentioned in these tweets and ranked them to identify widely consumed drugs.

### Topic Extraction for Tweets Mentioning Drugs

Topic models are based on a concept that documents are mixtures of topics in which a topic is a probability distribution for words [56]. In other words, a topic refers to a group of words that frequently occur together and can form meaningful and interpretable themes. Latent Dirichlet allocation (LDA) is one of the simplest topic models and is widely used in Web text mining.

LDA is a generative model for topic modeling that can automatically discover hidden topics from a collection of text documents represented as a bag-of-words [57]. Each document is regarded as a mixture of several topics, and a topic is a distribution of words. For a collection of text documents, the LDA model can generate a certain number of topics. By understanding the topic distributions among text documents and the word distributions among topics, unknown or hidden information in the text can be retrieved.

The goal of topic modeling was to separately discover hidden topics from a collection of relevant tweets for each widely used drug. For the tweets of each drug, we applied the LDA topic modeling method to find topics. The LDA method was implemented by MALLET (University of Massachusetts Amherst) [58].

The number of topics retrieved for tweets about each drug was varied using an optimum topic number test as suggested by a previous method [59]. We applied the LDA topic model to the documents (tweets) with a randomly specified number of topics and observed the per-document topic distributions results. If the per-document topic distributions of all documents were dominated by a few topics, then the number of topics was increased and vice versa, until an optimal balance was found. The only parameter or value we specified was the number of topics. Other LDA parameters were tuned automatically from their default values (alpha=5.0 and beta=.01) based on the specified number of topics and based on the number of words in the tweets. Detailed information on our implementation of the LDA-based topic model for tweets of widely consumed drugs is provided in Multimedia Appendix 1.

The results of this LDA topic model included per-document topic distributions, a set of topics, and word-to-topic assignments for each word in the corpus. However, the data that were most interesting to us were the extracted topics.

### Results

#### Relevant Tweets With Drug Mentions

After the initial preprocessing and filtering of tweets to remove retweets, as well tweets with URLs and tweets with the keyword flu that did not imply the flu disease, we had 220,375 tweets remaining. The number of tweets with drug mentions was 50,828 after filtering with MetaMap software. The number of relevant tweets that indicated actual uptake of drugs after applying our classifier was 40,428. These 40,428 tweets produced 6232-word vocabulary size (ie, number of dependency words).

#### Classifier Performance Evaluation

The performance of our SVM classifier, when applied to the test set measured in terms of precision, recall, and the F1 score is shown in Table 2. The gamma and C parameter values for the SVM classifier that provide the optimum performance were 0.008 and 8, respectively, after a thorough grid search. Our proposed model, which was 1-gram TF of dependency words, outperformed the model constructed using 1-gram TF and the lexicon-based model as depicted in Table 2.

The test dataset was divided into 30 parts, and a statistical significance test of our classifier over the two benchmark classifiers was conducted to check whether the proposed method outperformed the two baseline methods significantly. The results showed that the differences in the F1 score between our classifier and the two benchmarks were statistically significant (ie, P<.001 with the lexicon-based model and P=.048 with the 1-gram TF model).
Table 2. Performance of the classifiers using lexicon-based, 1-gram term frequency (TF), and dependency word features.

<table>
<thead>
<tr>
<th>Classifier features</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexicon-based (benchmark 1)</td>
<td>0.52</td>
<td>0.91</td>
<td>0.66</td>
</tr>
<tr>
<td>1-gram TF(^a) (benchmark 2)</td>
<td>0.73</td>
<td>0.88</td>
<td>0.79</td>
</tr>
<tr>
<td>Dependency words (our approach)</td>
<td>0.77</td>
<td>0.90</td>
<td>0.82</td>
</tr>
</tbody>
</table>

\(^a\)TF: term frequency.

Table 3. Widely used drugs retrieved from relevant tweets (N=40,428).

<table>
<thead>
<tr>
<th>Drugs</th>
<th>Tweets count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Influenza virus vaccines</td>
<td>31,111 (76.95)</td>
</tr>
<tr>
<td>Theraflu</td>
<td>1267 (3.13)</td>
</tr>
<tr>
<td>Vitamins</td>
<td>439 (1.09)</td>
</tr>
<tr>
<td>NyQuil</td>
<td>354 (0.88)</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>270 (0.67)</td>
</tr>
<tr>
<td>Oseltamivir</td>
<td>162 (0.40)</td>
</tr>
<tr>
<td>DayQuil</td>
<td>75 (0.20)</td>
</tr>
</tbody>
</table>

Table 4. Relevant topics retrieved from tweets mentioning influenza virus vaccines (only interpretable topic compositions are listed).

<table>
<thead>
<tr>
<th>Topic number(^a)</th>
<th>Topic compositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>mom, today, needles, doctor, nurse, gave, give, told, dad, baby, big, shot, giving, making, wanted, lady, sh<em>t, f</em>ck</td>
</tr>
<tr>
<td>2</td>
<td>reaction, hoping, sick, kids, allergic, eggs, made, egg, chicken, allergy, medicine, tea</td>
</tr>
<tr>
<td>3</td>
<td>flu, season, people, year, virus, immune, system, shot, epidemic, strain, stay, healthy, spreading, protect, remember</td>
</tr>
<tr>
<td>4</td>
<td>influenza, pregnant, risk, vaccination, national, recommend, women, immunity, free, safe</td>
</tr>
<tr>
<td>5</td>
<td>arm, sore, today, hurts, hurt, yesterday, damn, left, feels, side, bad, feel, stupid, throat, pain, ouch, killing, feeling, hurting</td>
</tr>
<tr>
<td>6</td>
<td>waiting, cvs, line, walgreens, pharmacy, free, wait, office, give, long, gave, spray, clinic, nasal, giving, people</td>
</tr>
<tr>
<td>7</td>
<td>sick, hate, shots, f<em>ck, sh</em>t, flu, needles, damn, today, nervous</td>
</tr>
<tr>
<td>8</td>
<td>work, office, day, today, free, morning, tomorrow, doctors, doctor, shot, good, school</td>
</tr>
</tbody>
</table>

\(^a\)Corresponding interpretations of these topics are in Table 5.

Widely Used Drugs

Table 3 shows the counts for the selected widely used drugs and their percentages. We only considered drugs with tweet count percentages that were at least 0.20%. We excluded some drugs that the MetaMap software identified as drugs, but the tweets did not imply drug use. We did a manual analysis of these drugs by going through some of the tweets they came from. For example, RID in many of the tweets was used to mean to clear or to free, but it was identified as a drug because it could also mean pyrethrins or piperonyl in other contexts. This outcome occurred because the syntactic structure of tweets with these drugs was similar to tweets with mentions of true drugs, which made it difficult for the classifier to detect this ambiguity automatically.

Since we wanted to obtain frequencies or counts of drug uptake only, we did not include water and disinfectant products in the table, which were also identified as widely used drugs.

Although some drugs were identified separately by the MetaMap software, they are actually the same. Therefore, we grouped these drugs into one category for the sake of simplicity. For example, flu shots, flu vaccines, flu vaccine, vaccines, and vaccine were combined and presented as one category or class called influenza virus vaccines, and vitamins and vitamin C were grouped into vitamins.

Topics for Drugs-Mentioning Tweets

The optimum number of topics retrieved for each relevant drug was as follows: Influenza virus vaccines (10), Theraflu (5), DayQuil and NyQuil (5), vitamins (5), acetaminophen (3), and oseltamivir (3).

Table 4 shows topics of tweets with influenza virus vaccine mentions. Multimedia Appendix 2 has the full results of topic extraction for all drugs, which includes the number of topics, topic compositions, and LDA parameters.

In Table 5, we presented interpretations of the topics (clusters of frequently occurring words) for the drugs listed in Table 3. These interpretations express the meanings that the topics convey.
The results showed that widely used drugs included influenza virus vaccines 76.95% (31,111/40,428). Previous studies also investigated the uptake of influenza drugs, especially vaccines [60,61]. However, these studies mostly relied on surveys or interviews that were prone to social desirability bias, delays, and were very costly. Our approach leveraged tweets to obtain these proportions quickly and at a low cost, which can efficiently reflect the actual drug uptake.

Furthermore, in this research, we found that the topics of tweets mentioning the drugs varied depending on the types of drugs that were discussed. These topics could not be easily and accurately found using normal search queries [15] or traditional survey methods because of their limited scope. Combining mentions of widely used drugs together with trending topics can be beneficial to various public health stakeholders for controlling flu epidemics.

Regarding influenza virus vaccines, we observed that during flu seasons, people who were vaccinated tended to remind others to do the same to protect themselves from the flu and stay healthy (Table 4, topic 3: flu, season, people, year, virus, immune, system, shot, epidemic, strain, stay, healthy, spreading, protect, remember). This is a positive sign because lack of reminders has been found to be one of the barriers to vaccination among adults [62]. The following tweet shows how people who get vaccinated urge others to do so:

Guys protect yourself this flu season. Just got my mandatory flu shot. #HealthyPeople

Additionally, apart from medical personnel, we noticed that people got their flu vaccines because of the persuasion or presence of their parents (Table 4, topic 1: mom, today, doctor, nurse, gave, give, told, dad, baby, big, shot, giving, making, wanted, lady, sh*t, f*ck). The presence of curse words and needle indicates pain resulting from vaccine injections, whereas the words doctors, nurse, moms, and dads indicate that vaccines were given or offered in the presence of these people or these people influenced the vaccination process. This result provides information on which cohort to target for sensitization campaigns to have a more positive impact on flu medication uptake, especially preventive drugs such as flu vaccines or shots. According to Giese et al [63], individuals are likely to be vaccinated if their doctors or medical staff have recommended the vaccine. Our topics analysis has discovered another potential group (parents) that can also facilitate convincing more people to get vaccinated because they were involved in the vaccination process. We expected parents to make vaccination decisions for

Table 5. Interpretations of topics retrieved for each drug.

<table>
<thead>
<tr>
<th>Drugs</th>
<th>Topic interpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Influenza virus vaccines</td>
<td>Vaccination proponents, vaccination allergic reaction, vaccination reminders, vaccination pregnancy risk, vaccination pain and distress, vaccination queues concerns, vaccination fear, vaccination places</td>
</tr>
<tr>
<td>Therflu</td>
<td>Natural flu remedies uptake (chicken soup, hot drinks)</td>
</tr>
<tr>
<td>DayQuil or NyQuil</td>
<td>Drug uptake time (morning, night)</td>
</tr>
<tr>
<td>Vitamins</td>
<td>Flu preparedness through vitamins intake</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>Symptoms; Natural flu remedies uptake (soup, tea, orange juice)</td>
</tr>
<tr>
<td>Oseltamivir</td>
<td>Prescription of drug</td>
</tr>
</tbody>
</table>

*Correspond to topic numbers in Table 4.

Discussion

Principal Findings and Comparison With Previous Studies

The Classification Method

When compared with the two benchmarks, our proposed method showed performance (F1 score) improvement for classifying tweets with mentions of drugs into relevant and irrelevant categories. This improvement was significant compared with both the 1-gram TF classifier ($P=.048$) and the lexicon-based classifier ($P<.001$).

The ML classification intention was designed to find which tweets indicate that a tweeter has consumed or intends to consume the drugs mentioned in their tweets. We used dependency parsing to first find which words in the tweets were involved in the binary grammatical relations with the drugs mentioned in the tweets, and then by using these words as our ML classifier features, we achieved better performance. This result occurred because these words (features) are closely related or aligned to the drugs and serve as better distinguishing features than using all words (1-gram TF) or even had much better results than using lexicon-based methods. Additionally, as dependency words were used only as features, the approach is not affected by dimensionality, and there is no possibility of model overfitting.

The two benchmarks were chosen because of the fact that they have been extensively used to identify valid or relevant or personal and invalid or irrelevant or nonpersonal tweets regarding flu experience, which is similar to the procedures used in prior studies [25,26,28,47-50].

Widely Used Drugs and Corresponding Topics

In this study, we defined relevant tweets as the ones that were composed by people who express their or another person’s consumption of drugs. Out of 50,828 tweets that mentioned drugs, 40,428 (79.54%) were relevant tweets. This result implied that people discuss health-related conditions and actions on Twitter for both themselves and other people. This outcome is consistent with the work of Yin et al [10] who investigated whether Twitter users disclose health statuses (either their status or the status of other people).

The research estimated the proportions of different drugs used during the flu season. The results showed that widely used drugs
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young children only [64,65]. However, as Twitter users are mainly adults, it appears that parents can influence adults too:

...my moms making me get the flu shot :)
Moms making me get the flu shot. I f****ng hate needles.
Idk my dad wants me to get a flu shot he knows I hate needles.

Additionally, the extracted topics indicated that people got or had intended to get their vaccines at places where they were spending most of their time during the day and where the drugs were offered or given for free (Table 4, topic 8: work, office, day, today, free, morning, tomorrow, doctors, doctor, shot, good, school). The presence of topic words such as work, office, school, and free means that vaccines were given at those places (mostly for free). The finding can imply that offering drugs at these places can be an effective decision because of the peer pressure effect, rather than offering these drugs at health facilities only. This result correlated with the finding that people who receive vaccines are individuals who are in contact with many others during their daily activities [66]:

My office is giving out free flu shots I think I will go, last year my insurance did not cover my flu shot.

The topic analysis also showed that people who got or had intended to get their vaccines were concerned with waiting for a long time in vaccination queues (Table 4, topic 6: waiting, cvs, line, walgreens, pharmacy, free, wait, office, give, long, gave, spray, clinic, nasal, giving, people). The words line, long, and waiting meant that waiting lines were long, or people waited for a long time in lines. The words cvs, walgreens, pharmacy, office, and clinic are vaccination locations. These results imply that time spent waiting on long lines at vaccination centers was a concern for many people, and measures need to be taken to address that concern:

2 hours in line at cvs for a flu shot #sickofthissh*t:

Additionally, the aftermath of pain and distress from vaccines were among the concerns of many people (Table 4, topic 5: arm, sore, today, hurts, hurt, yesterday, damn, left, feels, side, bad, feel, stupid, throat, pain, och, killing, feeling, hurting). The presence of words such as hurts, hurt, hurting, sore, damn, och, and pain indicates pain, whereas the words arm and left indicate the body part affected by the pain. This finding can help health administration to design better strategies for offering these drugs and to avoid discouraging intended recipients in the future. For example, the 5P (procedural, physical, pharmacologic, psychological, and process) pain management intervention strategies [67,68] can be employed to ease pain and distress from drugs. The following tweets indicate the pain and distress users tend to associate with vaccine use:

I got the flu shot today and my arm STILL HURTS I’m all sore.
This FLU SHOT after effect is KILLING ME. My arm so sore and in pain OMG.

Vaccination needle fear was also among the themes that emerged from the tweets (Table 4, topic 7: sick, hate, shots, f*ck, sh*t, flu, needles, damn, today, nervous). This means sensitization needs to be conducted to ensure that more people overcome their fear and partake in vaccination. The following tweet indicates the fear of needles:

Getting a flu shot. So nervous. Hate shots.

Tweeters with egg or chicken allergies raised concerns about whether the vaccines would cause an allergic reaction (Table 4, topic 2: reaction, hoping, sick, kids, allergic, eggs, made, egg, chicken, allergy, medicine, tea). This outcome implies proper education should be given to avoid scaring away people with egg or chicken allergies or other allergies:

@Twitterhandle That’s good to know. Both me and my little girl have egg allergy and got no ill effects from the flu shots.

There were also themes showing concerns about the risk of vaccination to pregnant women (Table 4, topic 4: influenza, pregnant, risk, vaccination, national, recommend, women, immunity, free, safe). This finding means people were concerned with the efficacy and safety of the vaccines, which is similar to the findings of another study [69] and suggests there should be strategies to improve vaccination uptake among pregnant women.

1st getting my flu shot. Is it safe to get a flu shot during pregnancy? Yes. Better safe than sorry.

Some topics for Theraflu and acetaminophen were related to how people who consumed these drugs also tended to use natural or home flu remedies (Multimedia Appendix 2, table MA3, topic 1: soup, chicken, noodle, juice, orange, care, flu, work, sleep, warm, easier, food, drinkin, spicy, vodka) and (Multimedia Appendix 2, table MA5: fever, throat, juice, recommend, drowsy, soup, temp, symptom, strep, spray, orange, tea). However, there is a need to provide awareness to people so that they use these home remedies only as early interventions or in conjunction with clinically prescribed drugs for effective treatment of the flu [70]. The following tweets indicate that some people use drugs such as Theraflu and acetaminophen in conjunction with home remedies:

Chicken noodle soup and thera flu for dinner...mmm.
@Twitterhandle drink some green tea and chicken soup and take theraflu and get rest#lets earn two.

For the other drugs (except for influenza vaccines, Theraflu, and acetaminophen), the observable interpretable topics were related to preparedness against flu, symptoms, and prescriptions, as well as the use of the drugs to prevent or combat the flu.

Overall, in this research, we went the extra mile by ensuring that the topics about drugs reflected actual experiences of medical entities or drugs and that not all mentions of drugs were included, as they were in prior studies [17,29]. Additionally, these topics were supported by findings from several studies that are related to influenza surveillance but used traditional survey methods.

Limitations and Future Work

The study succeeded in improving the performance of the classifier when compared with the benchmarks and managed to find important themes about the consumed drugs. However,
the study was limited by challenges such as misspellings, abbreviations, and slang language, which are common issues facing researchers attempting to analyze social media text. As most tweets were composed by individuals with no medical backgrounds, the tweets had lots of misspellings when mentioning drugs. Additionally, because of space restrictions and the informal nature of Twitter conversations, people often opted to use abbreviations and slang when exchanging messages. In this study, we automatically extracted treatment drugs using MetaMap software, which recognized only standard medical names and left out some tweets with drug mentions. This might have caused the number of tweets with a specific drug to be reduced and made it hard to find all of the meaningful topics. To overcome these challenges, future research studies should consider using MetaMap software combined with appropriate misspelling identification and correction methods. Additionally, abbreviations and slang should be expanded to their full forms and interpreted using appropriate lexica.

Additionally, we did not explore correlations of the uptake of the drugs between tweets and official statistics. We also did not conduct analyses in smaller, more specific geographical locations (such as cities). Instead, we considered the country as a whole. Future research studies can conduct analyses at the city level and find correlations between results from tweets and official data.

Conclusions
As the number of users and the sharing of health information on Twitter increase, Twitter has turned out to be a potential data source for public health research. It can help to investigate the uptake of various drugs and perceptions of users toward those drugs during seasonal flu outbreaks. Analyzing these massive datasets requires efficient methods that can identify emerging trends in the uptake and administration of drugs. Using ML techniques, this study proposed a methodological extension for efficiently extracting more widely used drugs during seasonal influenza using tweets confirming the consumption of drugs during seasonal flu outbreaks from a pool of tweets with mentions of drugs. Emerging topics of each confirmed tweet about drugs were extracted, which provided hidden information conveyed by people who have consumed these drugs. Mainly, these insights included encouraging or discouraging factors for influenza drug uptake. This information was obtained automatically rather than being obtained by conventional methods that have many shortcomings. Therefore, public health entities and other stakeholders can make full use of this efficiently obtained information to devise efficient and effective strategies for influenza epidemic surveillance.
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Abstract

Background: The number of eHealth interventions in the management of chronic diseases such as atopic dermatitis (AD) is growing. Despite promising results, the implementation and use of these interventions is limited.

Objectives: This study aimed to assess opinions of the most important stakeholders influencing the implementation and use of eHealth services in daily dermatology practice.

Methods: The perspectives of health care professionals and patients towards the implementation and use of eHealth services in daily practice were assessed by using a mixed method design. A cross-sectional survey based on the eHealth implementation toolkit (eHit) was conducted to explore factors influencing the adoption of eHealth interventions offering the possibility of e-consultations, Web-based monitoring, and Web-based self-management training among dermatologists and dermatology nurses. The perspectives of patients with atopic dermatitis (AD) regarding the use of eHealth services were discussed in an online focus group.

Results: Health care professionals (n=99) and patients (n=9) acknowledged the value of eHealth services and were willing to use these digital tools in daily dermatology practice. Key identified barriers (statements with <50% of the participants scoring totally agree or agree) in the implementation and adoption of eHealth interventions included concerns about the availability (12/99, 12%) and allocation (14/99, 14%) of resources, financial aspects (26/99, 26%), reliability, security, and confidentiality of the intervention itself (29/99, 29%), and the lack of education and training (6/99, 6%).

Conclusions: Health care professionals and patients acknowledge the benefits arising from the implementation and use of eHealth services in daily dermatology practice. However, some important barriers were identified that might be useful in addressing the implementation strategy in order to enhance the implementation success of eHealth interventions in dermatology.

(J Med Internet Res 2017;19(9):e300) doi:10.2196/jmir.7512
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Introduction

In recent years, the increasing prevalence and care of chronic diseases has become a growing burden on modern health care systems. To maintain availability and enhance efficiency of health care, there has been an increasing focus on the development and value of eHealth interventions in the management of chronic diseases [1-5].

Within dermatology, different eHealth interventions are available for use in daily practice. Teledermatology is the most well-known eHealth intervention and has been widely implemented in daily dermatology care [6,7]. The number of health care services combining Web-based accessibility of medical records, systems for interaction between health care professionals and patients (e-consultations), and patient education in the management of chronic skin diseases is growing [8-14]. However, given the promising results on cost-effectiveness, such interventions are not as widely used as might be expected. To implement innovations in daily health care practice, a phase-based approach tailored to specific groups and settings is most successful [15]. The first step of such an approach includes a context analysis to explore factors influencing the implementation. Based on previous research [16-25], different factors affecting the implementation and adoption of eHealth interventions from the perspective of patients and health care providers were identified, including the technological context, product features, and the user and organizational context.

The eHealth implementation toolkit (eHit) is a tool with a phased approach, which can be used to implement eHealth innovations [26]. The design of this tool is based on available evidence about eHealth implementation including data from systematic reviews of barriers and facilitators to implementation of eHealth initiatives, qualitative data derived from interviews of implementers, and the normalization process theory (NPT). The NPT [27] is a conceptual framework for implementing and embedding complex interventions in everyday work. The eHit is described as a sensitizing tool, presenting factors that need consideration before an eHealth intervention can be integrated into daily practice. Assessing attitudes towards the implementation of eHealth interventions and acceptance by relevant stakeholders could provide important information and might enhance the implementation success.

This study aimed to assess the attitudes of relevant stakeholders towards the implementation and adoption of eHealth interventions in daily dermatology practice. A cross-sectional survey based on the eHit [26] was conducted to explore factors affecting the adoption of interventions offering the possibility of e-consultations, Web-based monitoring, and Web-based self-management training among dermatologists and nurses. Patients’ participation in their health care is recognized as a key component in the quality of health care. Besides, as an end user of eHealth interventions, patient’s involvement at different levels in the implementation process gives valuable insights and may improve the implementation and use of eHealth interventions in daily practice [28,29]. Therefore, perspectives of patients with atopic dermatitis (AD) concerning the use of eHealth interventions were discussed in an online focus group.

Methods

Design

To address perspectives of different stakeholders, a concurrent triangulation mixed method design was used. A cross-sectional survey based on the eHit was performed among Dutch dermatologists and nurses to explore their opinions concerning barriers and facilitators for implementation and adoption of eHealth interventions. In the Netherlands, the following eHealth applications are available for use in daily practice: (1) patient portals offering the possibility of interaction between health care professionals and patients (e-consultations); (2) Web-based monitoring of the disease by using digital photographs and insight in the medical record; and (3) self-management trainings focusing on treatment adherence, prevention of exacerbations, and coping with itch and psychological problems. Furthermore, perspectives of adult AD patients and parents of children with AD regarding the use of such eHealth interventions in daily dermatology practice were discussed in a qualitative study in an online focus group.

Sampling and Recruitment

Dutch dermatologists were purposively recruited to participate in the survey anonymously, via an email invitation by the authors sent by the Dutch Association for Dermatologists (NVDV) or personal email invitation. Members of a platform for nurses, which is aimed to increase the expertise of nursing care for patients with AD or itch, were approached to be included in this study. Additionally, dermatologists and nurses were recruited from an academic and regional hospital in the Netherlands, participating in an implementation project for People with Atopic Dermatitis (VMCE). Purposive sampling was performed to include participants with and without experience with digital tools.

Outcome Parameters

EHit Survey

A survey based on the eHit [26] was developed to explore barriers and facilitators for implementation and adoption of an eHealth intervention among dermatologists and nurses. This Web-based questionnaire contained 23 statements with a 5-point Likert scale ranging from 1 (completely disagree) to 5 (completely agree), which were grouped into 3 main sections.

1. Context: national and hospital policy, attitudes of professionals, resources, and risks
2. Intervention: consequences for professional – patient relationship, safety, ease of use, and benefits and cost–effectiveness
3. Workforce: consequences for work load, collaboration, work patterns, and training and responsibility.

The survey used in this study based on the eHit was not validated.

**Topics and Procedure in the Online Focus Group**

Perspectives of AD patients and parents of children with AD were explored by using an online focus group. In 2 weeks, 8 statements were posted in the online focus group on Facebook to explore patients’ opinions concerning experiences with digital tools in health care, the usefulness of digital contact with other patients and e-learning, advantages and disadvantages of digital tools, and the willingness and requirements for the use of such digital tools in daily practice.

The online focus group was set up in a closed account on Facebook for a 2-week period. After the informed consent was obtained, participants were invited to join the online focus group by the researcher or research nurse. The discussion in the online focus group was started by the researcher giving an explanation considering the aim of the discussion and posting the first statement. Participants were motivated to react on the statements and to participate actively in the group discussion. The researcher and research nurse asked for clarifications and experiences, asked questions, and made summaries. The researcher and research nurse were both involved in the development and research of eHealth interventions. The research nurse was also involved in the patient care of two participants however the researcher was not connected with the participants. The quantitative and qualitative part of this study did not fall under the scope of the Medical Research Involving Human Subjects, which was confirmed by the Medical Research Ethics Committee of the UMC Utrecht, the Netherlands for the qualitative part including patients.

**Analysis**

Results of the eHit survey were analyzed using IBM SPSS Statistics Version 21 (SPSS Inc, Chicago, IL, USA). Answers on the 5-point Likert scale ranging from 1 (completely disagree) to 5 (completely agree) were categorized into 3 categories: totally disagree or disagree, totally agree or agree, and unknown. The mean number of participants who totally agreed or agreed was calculated per statement of each category (context, intervention, and workforce). Statements with <50% of the participants scoring totally agree or agree were considered to be a barrier for implementation and adoption of an eHealth intervention. Statements with >50% of the participants scoring totally agree or agree were considered to be a facilitator. Results are shown for the total group of professionals and categorized in professionals with and without eHealth experience. Differences in responses between health care professionals with and without eHealth experience, medical doctors, and nurses were analyzed by using the Pearson's chi-squared test.

A generic qualitative analysis was used to analyze the discussion yield in the online focus group including coding, categorizing, formulizing themes, and connecting and interpreting them [30]. To ensure trustworthiness, interpretations and conclusions were summarized before closing the online focus group to conduct a member check. The researcher and research nurse both coded all text and discussed the analyses and results until consensus was achieved.

**Results**

**EHit Survey**

In total 800 health care professionals were approached to complete the survey, of which 108 responded, yielding a response rate of 14%. The survey response rates among members of de NVDV, the nurses’ platform, and the participating hospitals were 48/670 (7%), 24/69 (35%), and 36/61 (59%), respectively. Reasons for not responding on the questionnaire are unknown. Respondents with another profession than dermatologist or nurse were excluded from the analysis. As shown in Table 1, 99 health care professionals who completed the eHit survey were included of which 65 (66%) were dermatologists and 34 nurses (34%). Out of the 99 participants, 65 (66%) were female and the mean age (SD) of the total group of professionals was 47 (SD 10.5). A total of 26 dermatologists and 16 nurses reported no experience in digital care compared to 39 dermatologists and 18 nurses with experience in digital care. The 23 statements used in the survey and the respondents scores on agreement are fully presented in Multimedia Appendix 1.

The mean number of participants that totally agreed with statements related to the context was 36% (Figure 1). Context related barriers (<50% of the respondents scoring totally agree or agree) included the availability of resources (12/99, 12%), their allocation (14/99, 14%), security policy (31/99, 31%), and the organizational culture welcoming eHealth initiatives (33/99, 33%). Context related facilitators (≥50% of the respondents scoring totally agree or agree) included “fits in local policy regarding efficiency and patient-centered care” (53/99, 54%) and “good working relationships between different professionals involved in the implementation of digital care” (51/99, 52%). Among the professionals with eHealth experience, the highest scoring facilitator was “presence of particular opinion leaders who are likely to support the implementation of digital care” (36/57, 63%).

A total of 47% of respondents totally agreed with statements related to the intervention (Figure 2). Credibility of digital care in terms of confidentiality, security, and reliability of the intervention (29/99, 29%), ease of use for patients (35/99, 35%) and professionals (37/99, 37%), and the cost-effectiveness of eHealth interventions (26/99, 26%) were identified as barriers for implementation. Facilitators included “facilitation of health care professional – patient interaction” (59/99, 60%), benefits for patients (61/99, 62%), and the notion of professionals that they do not fear losing control when using e-consultations instead of face-to-face visits (70/99, 71%).
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Table 1. Characteristics of respondents.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (n=99)</th>
<th>No experience with digital care (n=42)</th>
<th>Experience with digital care (n=57)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nurse (n=18)</td>
<td>Dermatologist (n=26)</td>
<td>Nurse (n=16)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>34 (34)</td>
<td>12 (46)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Female</td>
<td>65 (66)</td>
<td>14 (54)</td>
<td>16 (100)</td>
</tr>
<tr>
<td>Age (missing n=1), mean (SD)</td>
<td>47.0 (10.5)</td>
<td>45.0 (12.6)</td>
<td>50.4 (6.6)</td>
</tr>
<tr>
<td>Organization, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General hospital</td>
<td>50 (51)</td>
<td>12 (46)</td>
<td>12 (75)</td>
</tr>
<tr>
<td>University hospital</td>
<td>37 (37)</td>
<td>13 (50)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Primary care or home health care or other</td>
<td>5 (5)</td>
<td>0 (0)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Independent treatment centre</td>
<td>7 (7)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Experience with digital care, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E-consultation</td>
<td>23 (23)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Patient portal</td>
<td>16 (16)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Web-based self-management training</td>
<td>14 (14)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Teledermatology</td>
<td>18 (18)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Video of webcam consult</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Othera</td>
<td>9 (9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Other eHealth tools such as wound-telemonitoring system, portal for Web-based questionnaires, informational site.

Figure 1. Percentage of participants scoring totally agree or agree on statements related to the context.
Finally, the percentage of participants totally agreeing with statements related to workforce comprised 32% (Figure 3). Barriers for implementation related to workforce included concerns about increased workload (13/99, 13%), the need for training prior to the implementation of digital care (6/99, 6%), and the alignment of responsibility for the use of digital care (18/99, 18%). The possible increase of efficiency in work patterns (56/99, 57%) and collaboration between health care professionals (58/99, 59%) were identified as facilitators.

As shown in Multimedia Appendix 1, the respondents’ scores on agreement significantly differed between professionals with and without experience in using eHealth interventions for the statements “nurses and medical doctors involved in the implementation of digital care have good working relationships, good communication and co-operation” ($P=.01$), and “there are particular opinion leaders within the hospital who are likely to support the implementation of digital care” ($P<.001$) related to the context. Agreement scores related to the intervention were significantly different among experienced and non-experienced professionals for the statements “I will recommend my patients to use digital care” ($P=.004$), “I know what digital care comprises and how it can be used” ($P<.001$), “digital care is easy to use by medical doctors and nurses” ($P=.001$) and “digital care has been well evaluated and has been demonstrated to improve health care in a cost effective manner” ($P=.02$). Considering workforce, the agreement of health care professionals on the statement “workload during (future) implementation is not increased” ($P=.008$) significantly differed.
between experienced and nonexperienced professionals. Professionals with experience in digital care were more likely to totally agree with the above-mentioned statements compared to professionals without experience in digital care.

**Online Focus Group**

A total of 15 AD patients or parents of children with AD were approached to participate in the online focus group. No response to the invitation, lack of experience with Facebook, and privacy concerns were the main reasons not to participate in the online focus group. In total, 7 patients with AD and 2 parents of children with AD were included (Table 2). Out of the 9 participants, 8 were female and 1 was male.

**Digital Tools in Health Care: Advantages and Disadvantages**

Most patients were not experienced in using digital tools. However, discussing the value of e-consultation as a potential digital tool, all patients acknowledged its value and were willing to use these tools in daily practice. Reported advantages included the possibility of sending photographs and request e-repeat prescriptions, the quick and satisfying response to questions, and the fact that it is available on any weekday without making an appointment. The possibility of contacting a health care professional by using e-consulting at the time of exacerbations is the most important advantage reported by the participants. By using e-consultations, patients expect to receive effective care at the moment it is most useful and needed. Sending photographs makes it possible for health care professionals to access disease activity and give treatment advice. Furthermore, an e-consultation can eliminate an extra face-to-face contact. It is timesaving and patient friendly:

...e-consultations are a valuable addition. It is not to cut costs but to increase the quality of treatment. [ID04]

Insight in the medical record as one of the functionalities in the electronic patients' portal was appreciated by patients who used this digital tool. Patients acknowledged the possibility to review the altered treatment again.

The advantage is that you can read the report again if needed. [ID06]

The possibility to gain insight in their medical record and read the status reported by the caregiver made them feel more confident with their disease and treatment.

Participants also reported disadvantages of the Web-based tools. Patients think that there will be less personal contact with the caregiver:

A disadvantage of using an e-consultation is that you will increasingly depend on a computer to control your disease via the Internet. The personal (social) contact with your caregiver decreases. [ID07]

Besides, patients are not willing to pay extra costs for this digital tool and have concerns about the privacy and safety of digital care. They see the possibility of using an e-consultation as complementary, not as a replacement of face-to-face consultations: “I think a healthy alternation between face-to-face consultations and e-consultations is necessary.” (ID09)

**Other Digital Tools: Digital Contact With Other Patients and E-Learning**

Participants acknowledged the value of having digital contact with other patients by using a digital forum or chat area. They mentioned the usefulness of sharing experiences with fellow patients, especially in combination with the medical point of view from the caregiver. Patients endorsed the value of the Web-based e-learning program substance but noticed there is already a lot of information available on the Internet. Websites referred by the caregiver were considered to be more reliable:

If a caregiver refers to a website, it’s more reliable in my eyes. [ID05]

---

Table 2. Characteristics of participants of the online focus group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>ID</th>
<th>Sex</th>
<th>Age</th>
<th>Educational level</th>
<th>Internet use</th>
<th>Internet skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>University hospital - Children's department</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>F</td>
<td>37</td>
<td>Medium</td>
<td>(almost) daily</td>
<td>Good</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>F</td>
<td>33</td>
<td>High</td>
<td>(almost) daily</td>
<td>Good</td>
</tr>
<tr>
<td>University hospital - Adult's department</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>F</td>
<td>19</td>
<td>Medium</td>
<td>(almost) daily</td>
<td>Good</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>F</td>
<td>24</td>
<td>High</td>
<td>(almost) daily</td>
<td>Moderate</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>F</td>
<td>55</td>
<td>Low</td>
<td>Several times a week</td>
<td>Moderate</td>
</tr>
<tr>
<td>Dutch Association for People with Atopic Dermatitis (VMCE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>F</td>
<td>34</td>
<td>High</td>
<td>(almost) daily</td>
<td>Very good</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>F</td>
<td>45</td>
<td>Low</td>
<td>(almost) daily</td>
<td>Good</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>F</td>
<td>21</td>
<td>Medium</td>
<td>(almost) daily</td>
<td>Good</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>M</td>
<td>59</td>
<td>High</td>
<td>(almost) daily</td>
<td>Very good</td>
</tr>
</tbody>
</table>

*Educational level: low, elementary education, high school or middle-level applied education; high: higher professional or academic education.
Discussion

The results of this study illustrate the overall positive attitude of health care professionals and patients towards the implementation and use of eHealth services offering the possibility of e-consultations, Web-based monitoring, and Web-based self-management training in daily dermatology practice. However, some remaining challenges were also identified. Both health care professionals and patients acknowledge the value of eHealth services and are willing to use such interventions in daily practice. Patients appreciate the comprehensive accessibility of digital care and the possibility to gain insight in the medical record and to contact a health care professional in times of exacerbations. Besides, health care professionals value the potential increase of efficiency in work patterns and collaborations. Key identified barriers in the implementation and adoption of eHealth interventions included concerns about financial aspects, reliability, security, confidentiality, and cost-effectiveness of the intervention itself as well as the lack of education and training.

These barriers are in line with findings from current literature [18-21,23,31-33]. In different studies investigating the implementation and adoption of a variety of eHealth interventions in a range of settings, technological knowledge, and skills: financial aspects, social and organizational support, and the lack of education and training are the most frequently noted barriers [18-21,23,31-33]. Crucial factors leading to the successful implementation of teledermatology have been the focus on embedding the intervention in the existing health care infrastructure, the comprehensive support and training of future users, and the clear assignment of persons who took full responsibility for the entire process [34]. Besides, user satisfaction was identified as an important factor in the implementation process [34]. These findings demonstrate that, despite methodological differences, studies identified quite similar factors that should be considered before implementing eHealth interventions in daily practice.

An interesting finding of this study is the more positive attitude towards implementation and use of eHealth services among professionals with experience in using eHealth applications. Experienced health care professionals acknowledge the advantages arising from eHealth services and report fewer barriers in the implementation process as compared to those who are not experienced in using such services. Previous research investigating the opinions of health care professional towards the introduction of a new eHealth service in Sweden also showed a significantly more positive attitude among experienced professionals compared to inexperienced professionals [35]. These findings imply that professionals need to overcome some obstacles to enable them to recognize potential benefits that can be derived from implementation of eHealth interventions. Receiving education and training in the implementation process might help to lower the threshold and increase acceptance of eHealth interventions in daily dermatology practice [15].

Results of the online focus group demonstrate a positive attitude towards adoption and use of eHealth interventions in daily dermatology practice among AD patients. Previous research demonstrates that the acceptance of eHealth interventions among patients suffering from chronic diseases relies on their attitude towards the usefulness of Internet in personal health care [24]. In this study, most patients were not experienced in using eHealth applications. Interestingly, a lack of experience seemed not to negatively influence the acceptance of eHealth interventions. Compared with other studies assessing the attitude of patients towards the introduction of eHealth services [21-25,33], we found a relatively positive attitude towards the use of digital use in daily practice. This might be explained by the recruitment of a relatively small group of patients in a tertiary hospital and through an advertisement by the Dutch Association for People with Atopic Dermatitis (VMCE). It is possible that patients who are interested in eHealth were more likely to respond, resulting in an overestimation of the positive attitude. Besides, one of the research nurses recruiting patients for the online focus group at the outpatient clinic of the dermatology department of UMCU was also involved in the patient care of 2 participants. Therefore, potential sample selection bias might have been introduced in this group. Additionally, patients recruited in a tertiary hospital are likely to have a more severe AD, which might have influenced their attitude towards the adoption and use of eHealth services.

In this study, the eHit was used to develop a survey to explore the attitude of health care professionals. The eHit is a tool with a phased approach that was designed based on present evidence about the implementation of eHealth interventions [26]. The use of the eHit was considered to be feasible and acceptable by a variety of professionals and use in different health care systems [36]. Therefore, the results of this survey combined with the results from the online focus group provide a good reflection of factors that need consideration before implementing and embedding interventions in daily practice.

A research limitation of the present study is the low response rate to the eHit survey, which may not fully represent the target population. Besides, the highest response rate was found among professionals recruited from hospitals participating in an implementation project for digital care in patients with AD. Possibly, health care professionals who are interested in eHealth or are already working with such interventions might be more likely to complete the survey, leading to response bias.

In conclusion, this study attempts to use a systematical method to provide attitudes and factors influencing the implementation and adoption of eHealth services in daily dermatology practice of key stakeholders. The overall attitude towards the adoption and use of eHealth services among health care professionals and AD patients was positive; however, we also identified some important challenges in the implementation process. Findings of this study might be useful in addressing the implementation strategy to the health care professionals’ and patients’ values, needs, and attitudes and consequently enhance the implementation success of eHealth interventions in daily dermatology.
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Abstract

Background: The digital divide persists despite broad accessibility of mobile tools. The relationship between the digital divide and health disparities reflects social status in terms of access to resources and health outcomes; however, data on this relationship are limited from developing countries such as China.

Objective: The aim of this study was to examine the current rates of access to mobile tools (Internet use and mobile phone ownership) among older Chinese individuals (aged ≥45 years), the predictors of access at individual and community levels, and the relationship between access to mobile tools and health outcomes.

Methods: We drew cross-sectional data from a national representative survey, the China Health and Retirement Longitudinal Study (CHARLS), which focused on the older population (aged ≥45 years). We used two-level mixed logistic regression models, controlling for unobserved heterogeneity at the community and individual levels for data analysis. In addition to individual-level socioeconomic status (SES), we included community-level resources such as neighborhood amenities, health care facilities, and community organizations. Health outcomes were measured by self-reported health and absence of disability based on validated scales.

Results: Among the 18,215 participants, 6.51% had used the Internet in the past month, and 83% owned a mobile phone. In the multivariate models, Internet use was strongly associated with SES, rural or urban residence, neighborhood amenities, community resources, and geographic region. Mobile phone ownership was strongly associated with SES and rural/urban residence but not so much with neighborhood amenities and community resources. Internet use was a significant predictor of self-reported health status, and mobile phone ownership was significantly associated with having disability even after controlling for potential confounders at the individual and community levels.

Conclusions: This study is one of the first to examine digital divide and its relationship with health disparities in China. The data showed a significant digital divide in China, especially in the older population. Internet access is still limited to people with higher SES; however, the mobile phone has been adopted by the general population. The digital divide is associated with not only individual SES but also community resources. Future electronic health (eHealth) programs need to consider the accessibility of mobile tools and develop culturally appropriate programs for various social groups.

(J Med Internet Res 2017;19(9):e317) doi:10.2196/jmir.7786
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Introduction

Over the past decade, global access to mobile technologies such as the Internet and cell phones has dramatically increased. Such access has transformed the way people receive information and communicate with one another; in fact, prior studies have shown that those with access to mobile technologies have better mental health, physical health, and medical decision-making skills [1,2]. Accompanying the “Internet of Things” and the “e-lifestyle” is the persistent digital divide, defined as the gap between those with access to new forms of information technology and those without. [3-5]. Even in the Western countries with high penetration rates of mobile tools, digital inequality remains significant [6-8], and the digital divide strongly correlates with health disparities [9,10].

Literature on the relationship of the digital divide and health disparities suggests that an individual’s lifestyle choices, including the use of mobile technologies, are not autonomous but are instead constrained or enabled by one’s social status and access to economic and other resources [3,4,11-13]. Having access to resources including mobile technologies enables an individual, family, or social group to receive more up-to-date health information, to obtain social support, to adopt healthy behaviors, and to make more informed medical decisions, and therefore, have better health outcomes; this in turn reshapes their socioeconomic status (SES; [3,10,13]). Empirical data corroborated this theory and showed that both the digital divide and health disparities are predicted by older age, low level of education, low income, racial or ethnic minority status, and rural residence [3-13].

Current literature on digital divide and health disparities is limited in three aspects. First, existing studies on predictors of the digital divide and its relationship with health disparities have been limited to individual-level SES factors such as age, race/ethnicity, gender, education, and income; however, community-level factors such as neighborhood characteristics and community resources have rarely been examined. Sociologists have long documented the impact of community on individual health and well-being [14-16]. Second, only a few studies on the digital divide and health disparity have been conducted in older adults, who are often the last group to adopt technology and more likely to face health disparities [8,17,18]. In many countries, the elder population is the fastest growing population but has been left out of the accelerative “e-lifestyle” movement [19-22]. Third, most existing studies on the digital divide and health disparities were conducted in Western countries, with limited data from developing countries, despite the rapid adoption rates of mobile technologies in these countries [23,24]. For example, China is home to a quarter of the world’s population; and as of 2016, China had 731 million Internet users (penetration rate: 53%) and 1.3 billion cell phone users (penetration rate: 95% [25,26]). The Chinese government has been active in promoting the application of the Internet and mobile phones in health services delivery [27-29]. Studies on the use of mobile tools in special populations could be traced back to more than a decade ago, right from the 2000s [30-32]; recent literature indicates that both the Internet and mobile phones have been used in public health emergency responses [33], infectious disease surveillance [34], teleconsultation [35], and intervention delivery [36,37]. Despite the growing body of literature on the application of mobile tools, to date, no study exists on the digital divide in the Chinese population, especially in the older population.

With the aim to fill gaps in the literature, in this study we used data from the 2011 and 2013 waves of the China Health and Retirement Longitudinal Study (CHARLS) to examine the relationship between the digital divide and health disparities. We aim to answer the following research questions: (1) among the general middle-aged and elderly Chinese (45 years and older), what is the prevalence of access to mobile tools (Internet use and cell phone ownership)?; (2) what are the predictors of Internet use and mobile phone ownership at individual and neighborhood levels?; and (3) what is the relationship between health outcomes and access to mobile tools after controlling for potential confounders?

Methods

Data Source

The CHARLS is a nationally representative longitudinal survey of the middle-aged and elderly population (45+ years) in China. As detailed in previous reports [38-40], led by the Peking University in China via collaboration with the Oxford University in the United Kingdom and the University of Southern California in the United States, CHARLS was designed as a part of a set of international longitudinal aging surveys that include the Health and Retirement Study (HRS) in the United States, the Survey of Health and Retirement in Europe (SHARE), and similar longitudinal aging surveys in other countries. Following the protocols of the HRS, the CHARLS main questionnaire comprises seven modules, covering demographics, family background, health status, SES, and environment (community questionnaire and county-level policy questionnaire). All data were collected through face-to-face, computer-aided personal interviews (CAPI; [38-40]).

Sample Size

The national baseline was conducted from July 2011 to March 2012 and represented people aged 45 years and older, living in 150 counties in 28 provinces across China. A total of 150 county-level units were randomly selected using probability proportional to size (PPS) and stratified by region, urban/rural and county-level gross domestic product (GDP). Within each county-level unit, three village-level units (villages in rural areas and urban communities in urban areas) were randomly selected using PPS as primary sampling units (PSUs). Within each PSU, 80 dwellings were randomly selected from a complete list of dwelling units generated from a mapping or listing operation, using augmented Google Earth maps (Google Inc) along with considerable ground checking. In scenarios with more than one age-eligible household in a dwelling unit, one was randomly selected. From this sample for each PSU, the proportion of households with age-eligible members was determined, as was the proportion of empty residences. From these proportions and an assumed response rate, we selected households from our original PSU frame to obtain a target number of 24 age-eligible households per PSU. Thus, the final household sample size in
a PSU depended on the PSU age-eligibility and empty residence rates. In each household, one person aged 45 years or older was randomly chosen as the main respondent, and the individual’s spouse was automatically included. On the basis of this sampling procedure, 1 or 2 individuals in each household were interviewed depending on the marital status of the main respondent. The total sample size was 10,257 households and 10,481 individuals in the 2011 baseline. The sample size for the first follow-up in 2013 was 18,613 individuals [38-40].

**Measures**

Access to mobile technology was measured by Internet use and cell phone ownership. Internet use was measured by the question: “Have you accessed the Internet in the past month?” Cell phone use was measured by the question: “Do you own a cell phone?” Both measures were dichotomized into yes–no answers.

**Demographic Characteristics**

Demographic characteristics included age, gender, education, marital status, living arrangement, rural/urban residence (household registration or Hukou), employment status, and income. In this study, education was categorized into four groups: primary school or less, middle school, high school or vocational school, and some college or more. Living arrangement had three mutually exclusive categories: empty nester (living alone or with spouse), living with children, and living with someone other than children [41]. In terms of income, given that most rural residents have no regular income, expenditure is a better welfare measure than income in developing countries [42]. Thus in this study, we followed the other published studies from CHARLS and used per capita expenditure (PCE) of the past year in the household for income measure; PCE was log-transformed because of its skewness of distribution for analyzing its relationship with other variables [43-45].

**Community Resources**

Community resources were measured using the community-level survey conducted in 2011, which asked informed officials or personnel in the community about the characteristics of the communities in which the CHARLS respondents resided. Three measures of community resources were taken in this study: neighborhood amenities, health care facilities, and community organizations. Neighborhood amenities is a composite measure derived by summing the following services in the neighborhood: drinking water used (tap water, well, and river/spring), types of cooking fuel (gas, coal, and hay), waste disposal (moved away by truck, buried in village, burned, dumped into nearby river, or no management), and main toilet system (in-house, out-house, or open air; and for each type with or without flushing water). A composite score was created with a range of 0 to 14, with a higher score indicating more urbanized neighborhood amenities [41]. Health care facilities were measured by summing the number of health care facilities in the respondents’ neighborhood, including the general hospital, specialized hospital, Chinese medicine hospital, community health center, township hospital, health care post, village clinic, private clinic, and pharmacy. A composite score ranging from 0 to 8 was created, with higher values indicating more health care resources [41]. Community resources is a composite measure derived by summing the following facilities in the community: basketball playground, swimming pool, outside exercise facilities, other outdoor sports facilities, room for card games and chess games, room for Ping-Pong, calligraphy and painting club, dancing team or other exercise clubs, other entertainment facilities, organizations for helping the elderly and the handicapped, activity center for residents, and an association for elders. A score ranging from 0 to 12 was created, with a higher value indicating more community resources [44].

**Geographic Areas**

Geographic areas were measured by the location where the survey was taken to capture the vast geographic differences in economic development and health care resources in China [45]. Three major regions of East China, Central China, and West China were included [46].

**Health Outcomes**

Health outcomes were measured by two indicators: self-reported health and having a disability. Such an approach allowed us to gauge older adults’ perceptions of their health, both generally and specifically, in relation to performing daily activities [45]. Self-reported health was a subjective measure of one’s health and was reported on the following scale: very good, good, fair, poor, or very poor. The responses were dichotomized to having good health (good or very good) and poor health (fair, not good, or poor) [43]. Having a disability was measured by two scales: the 6-item scale of activities of daily living (ADL) such as dressing and bathing and the 5-item scale of instrumental activities of daily living (IADL) such as preparing meals and taking medications. These 11 items were dichotomously coded (yes–no); no disability was defined as having no difficulty in all ADL or IADL items [43,46].

**Data Analysis**

First, we used the chi-square (for categorical variables) and t-test (for continuous variables) to examine the relationship between access to mobile tools and individual-level SES, community resources, health outcomes, and geographic regions. Second, because the CHARLS dataset has a natural hierarchical structure with individuals nested within the community and the aim of this paper was to analyze the effects of individual and community characteristics on the digital divide and health disparities, we used two-level mixed logistic regression, controlling for unobserved heterogeneity at the community and individual levels to explore the relationship between access to mobile tools and SES, community resources, and geographic regions [41,44,45]. Odds ratios (ORs) with CI were employed to depict the relationship between outcome variable and independent variable while controlling for other covariates. Finally, to examine the cross-sectional relationship between health outcomes and access to mobile tools, we made four separate multivariate logistic regression models for two dependent variables of health outcomes (self-reported health and having a disability) and two independent variables of interest (Internet access and mobile phone ownership) while controlling for potential confounders of SES, community resources, and...
geographic region. All analyses, both descriptive tables and regressions, were weighted using individual sampling weights with household and individual nonresponse adjusted. Sixteen variables with missing data were multiple imputed by the Windows software NORM [47]. All analyses were performed using Stata 13 (StataCorp).

Results

Participant Characteristics: Socioeconomic Status, Health Outcomes, and Community Resources

Of the 18,215 participants included in this study, 44% of the participants were from East China, 26% from Central China, and 30% from West China. The mean age was 61 years, and 51% of the participants were female. Approximately 62% of the participants had a primary school education or less, 22% had completed middle school, 13% had high school or vocational school education, and 3% had some college education or had completed college. More than 84% of the participants were married; about 59% of the participants lived alone or with a spouse, 6% lived with children, and 35% lived with others. About 70% of the participants were rural residents, and 39% were unemployed. The average PCE was 15,914.78 Chinese Yuan (or US $2316.80) per year. More than 26% of the participants reported having poor health and about 40% reported having a disability. The score for the average number of neighborhood amenities was 7.10 (range: 0-12); the mean number of health care facilities nearby was 1.37 (range: 0-6), and community resources was 4.40 (range: 0-14).

Binary Relationship of Access to Mobile Tools and SES, Health Outcomes, Community Resources, and Geographic Region

About 6.5% of the middle aged and elderly Chinese used the Internet, and 83% owned a mobile phone. As shown in Table 1, Internet access was associated with most of the variables of SES (except employment status), health outcomes, community resources, and geographic region. Specifically, significant age differences (54 years vs 61 years) existed between those who accessed Internet and those who did not. More males than females used the Internet (7.8% vs 5.3%), and Internet use was also associated with higher levels of education, being married, living with children, and urban residence; however, it was not related to employment status. Internet access was also associated with having good health and no disability. Three indicators of community resources were also significantly associated with Internet access, and so was geographic region. Similar patterns were observed in the binary relationship between mobile phone ownership and SES, health outcomes, community resources, and geographic region, with the exception of community organization.
Table 1. Relationship between the use of mobile technology (Internet use and mobile phone) and sociodemographic characteristics, community amenities, and geographic location (weighted).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean or category</th>
<th>Total</th>
<th>Internet use</th>
<th>$\chi^2$ (df)</th>
<th>$P$</th>
<th>Mobile phone use</th>
<th>$\chi^2$ (df)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Socioeconomic status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, in years</td>
<td>Mean</td>
<td>60.54</td>
<td>54.07</td>
<td>60.99</td>
<td></td>
<td></td>
<td>58.88</td>
<td>68.70</td>
</tr>
<tr>
<td></td>
<td>(51.42)</td>
<td></td>
<td>(5.35)</td>
<td>(94.65)</td>
<td></td>
<td></td>
<td>(82.17)</td>
<td>(17.83)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td>Female</td>
<td>9366</td>
<td>501</td>
<td>8865</td>
<td>43.2 (1)</td>
<td>.009</td>
<td>7696</td>
<td>1670</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(5.35)</td>
<td>(94.65)</td>
<td></td>
<td></td>
<td>(82.17)</td>
<td>(17.83)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>8849</td>
<td>688</td>
<td>8160</td>
<td></td>
<td></td>
<td>7449</td>
<td>1400</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(7.78)</td>
<td>(92.22)</td>
<td></td>
<td></td>
<td>(84.18)</td>
<td>(15.82)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>≤Primary school</td>
<td>11,224</td>
<td>156</td>
<td>11,068</td>
<td>2428.3 (3)</td>
<td>&lt;.001</td>
<td>8910</td>
<td>1779</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.39)</td>
<td>(98.61)</td>
<td></td>
<td></td>
<td>(79.38)</td>
<td>(20.62)</td>
</tr>
<tr>
<td></td>
<td>≤Middle school</td>
<td>4029</td>
<td>268</td>
<td>3762</td>
<td></td>
<td></td>
<td>3589</td>
<td>440</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(6.64)</td>
<td>(93.36)</td>
<td></td>
<td></td>
<td>(89.07)</td>
<td>(10.93)</td>
</tr>
<tr>
<td></td>
<td>≤High school/</td>
<td>2375</td>
<td>538</td>
<td>1837</td>
<td></td>
<td></td>
<td>2135</td>
<td>240</td>
</tr>
<tr>
<td></td>
<td>Vocational school</td>
<td></td>
<td>(22.67)</td>
<td>(77.33)</td>
<td></td>
<td></td>
<td>(89.89)</td>
<td>(10.11)</td>
</tr>
<tr>
<td></td>
<td>≥College</td>
<td>587</td>
<td>224</td>
<td>362</td>
<td></td>
<td></td>
<td>516</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(38.25)</td>
<td>(61.75)</td>
<td></td>
<td></td>
<td>(87.92)</td>
<td>(12.08)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td>Unmarried</td>
<td>2805</td>
<td>109</td>
<td>2696</td>
<td>37.1 (1)</td>
<td>.04</td>
<td>1779</td>
<td>1026</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(3.88)</td>
<td>(96.12)</td>
<td></td>
<td></td>
<td>(63.41)</td>
<td>(36.59)</td>
</tr>
<tr>
<td></td>
<td>Married</td>
<td>15,410</td>
<td>1077</td>
<td>14,333</td>
<td></td>
<td></td>
<td>13370</td>
<td>2040</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(6.99)</td>
<td>(93.01)</td>
<td></td>
<td></td>
<td>(86.76)</td>
<td>(13.24)</td>
</tr>
<tr>
<td>Living arrangement, n (%)</td>
<td>Empty nest</td>
<td>10,730</td>
<td>931</td>
<td>9799</td>
<td>279.0 (2)</td>
<td>&lt;.001</td>
<td>8690</td>
<td>8690</td>
</tr>
<tr>
<td></td>
<td>(alone or with</td>
<td></td>
<td>(8.68)</td>
<td>(91.32)</td>
<td></td>
<td></td>
<td>(80.98)</td>
<td>(19.02)</td>
</tr>
<tr>
<td></td>
<td>spouse)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Living with</td>
<td>1186</td>
<td>112</td>
<td>1074</td>
<td></td>
<td></td>
<td>1041</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td>children</td>
<td></td>
<td>(9.41)</td>
<td>(90.59)</td>
<td></td>
<td></td>
<td>(87.81)</td>
<td>(12.19)</td>
</tr>
<tr>
<td></td>
<td>Living with</td>
<td>6299</td>
<td>144</td>
<td>6155</td>
<td></td>
<td></td>
<td>5418</td>
<td>881</td>
</tr>
<tr>
<td></td>
<td>others</td>
<td></td>
<td>(2.28)</td>
<td>(97.72)</td>
<td></td>
<td></td>
<td>(86.02)</td>
<td>(13.98)</td>
</tr>
<tr>
<td>Rural-urban residence, n (%)</td>
<td>Urban</td>
<td>5554</td>
<td>984</td>
<td>4570</td>
<td>1615.5 (1)</td>
<td>&lt;.001</td>
<td>4753</td>
<td>800</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(17.71)</td>
<td>(82.29)</td>
<td></td>
<td></td>
<td>(85.59)</td>
<td>(14.41)</td>
</tr>
<tr>
<td></td>
<td>Rural</td>
<td>12,661</td>
<td>203</td>
<td>12,459</td>
<td></td>
<td></td>
<td>10396</td>
<td>2265</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.60)</td>
<td>(98.40)</td>
<td></td>
<td></td>
<td>(82.11)</td>
<td>(17.89)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td>Not</td>
<td>7095</td>
<td>480</td>
<td>6614</td>
<td>1.2 (1)</td>
<td>.68</td>
<td>5325</td>
<td>1770</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(6.77)</td>
<td>(93.23)</td>
<td></td>
<td></td>
<td>(75.05)</td>
<td>(24.95)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>11,120</td>
<td>706</td>
<td>10,414</td>
<td></td>
<td></td>
<td>9824</td>
<td>1297</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(6.35)</td>
<td>(93.65)</td>
<td></td>
<td></td>
<td>(88.34)</td>
<td>(11.66)</td>
</tr>
<tr>
<td>Income (PCE^a), in Chinese Yuan</td>
<td>Mean</td>
<td>15,914.78</td>
<td>33,953.60</td>
<td>14,657.84</td>
<td>7.9 (17897)</td>
<td>&lt;.001</td>
<td>16,511.92</td>
<td>12,964.29</td>
</tr>
<tr>
<td>Health outcomes</td>
<td>Self-reported health, n (%)</td>
<td>Poor</td>
<td>4663</td>
<td>125</td>
<td>4538</td>
<td>148.8 (1)</td>
<td>&lt;.001</td>
<td>3694</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(25.60)</td>
<td>(2.68)</td>
<td>(97.32)</td>
<td>(79.22)</td>
<td>68.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Good</td>
<td>13,552</td>
<td>1061</td>
<td>12,491</td>
<td></td>
<td></td>
<td>11,455</td>
<td>2096</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(7.83)</td>
<td>(92.17)</td>
<td></td>
<td></td>
<td>(84.53)</td>
<td>(15.47)</td>
</tr>
<tr>
<td></td>
<td>Having a disability, n (%)</td>
<td>No</td>
<td>10,993</td>
<td>846</td>
<td>10,146</td>
<td>54.5 (1)</td>
<td>.003</td>
<td>9453</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(60.35)</td>
<td>(7.70)</td>
<td>(92.3)</td>
<td>(85.99)</td>
<td>110.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>7222</td>
<td>352</td>
<td>6870</td>
<td></td>
<td></td>
<td>5779</td>
<td>1444</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(39.65)</td>
<td>(4.88)</td>
<td>(95.12)</td>
<td>(80.01)</td>
<td>19.99</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
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After controlling for potential confounders, Internet use was independently and significantly associated with the following predictors: age, gender, education level, marital status, living arrangement, rural/urban residency, income, neighborhood amenities, and geographic region, but it was not associated with employment status, health care facilities, and community organizations (see Table 2). Likewise, mobile phone ownership was independently and significantly associated with age, education level, marital status, living arrangement, rural/urban residency, income, and geographic region, but it was not associated with gender, employment status, neighborhood amenities, health care facilities, and community resources.

Multivariate Relationship of Access to Mobile Tools and Health Outcomes

Table 3 depicts the results of four models on the relationship of access to mobile tools and health outcomes. Internet access was significantly associated with self-reported health (adjusted odds ratio, aOR=1.73) but not related to disability while controlling for potential confounders. Mobile phone ownership was significantly associated with disability (aOR=0.843) but not with self-reported health. Other predictors of good self-reported health included gender, education, rural/urban residency, employment status, neighborhood amenities, and geographic region. Other predictors of having a disability included age, education, marital status, living arrangement, rural/urban residency, employment status, neighborhood amenities, community organization, and geographic region. We also analyzed the data by using health outcomes as continuous variables, and the results were similar.
Table 2. Estimates of fixed and random parameters from the multilevel mixed models of mobile technology use (Internet, mobile phone) on socioeconomic status, neighborhood amenities, and community resources (weighted).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Internet use</th>
<th></th>
<th></th>
<th>Mobile phone</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>aOR (95% CI)</td>
<td>P</td>
<td>aOR (95% CI)</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.007 (0.001-0.044)</td>
<td>&lt;.001</td>
<td>12.980 (4.733-35.600)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Individual-level variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean age, in years</td>
<td>0.912 (0.897-0.928)</td>
<td>&lt;.001</td>
<td>0.928 (0.921-0.936)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Gender (Ref=female)</td>
<td>1.436 (1.207-1.708)</td>
<td>&lt;.001</td>
<td>1.059 (0.989-1.134)</td>
<td>.10</td>
<td></td>
</tr>
<tr>
<td><strong>Education (Ref=≤primary school)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤Middle school</td>
<td>3.951 (2.932-5.326)</td>
<td>&lt;.001</td>
<td>1.238 (1.076-1.423)</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>≤High school/Vocational school</td>
<td>9.409 (7.091-12.49)</td>
<td>&lt;.001</td>
<td>1.336 (1.099-1.624)</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>≥College</td>
<td>20.24 (13.90-29.45)</td>
<td>&lt;.001</td>
<td>1.020 (0.673-1.547)</td>
<td>.93</td>
<td></td>
</tr>
<tr>
<td>Marital status (Ref=unmarried)</td>
<td>0.858 (0.592-1.243)</td>
<td>.42</td>
<td>1.948 (1.668-2.276)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Living arrangement (Ref=empty-nested)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with children</td>
<td>0.888 (0.538-1.464)</td>
<td>.64</td>
<td>2.193 (1.634-2.943)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Living with others</td>
<td>0.886 (0.679-1.157)</td>
<td>.37</td>
<td>2.269 (1.970-2.614)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Rural-urban residence (Ref=urban)</td>
<td>0.368 (0.279-0.485)</td>
<td>&lt;.001</td>
<td>0.553 (0.455-0.672)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Employment status (Ref=unemployed)</td>
<td>1.047 (0.823-1.332)</td>
<td>.71</td>
<td>1.505 (1.328-1.706)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Log income, mean (per capita expenditure)</td>
<td>1.593 (1.407-1.802)</td>
<td>&lt;.001</td>
<td>1.441 (1.340-1.549)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Community-level variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighborhood amenities, mean</td>
<td>1.188 (1.127-1.253)</td>
<td>&lt;.001</td>
<td>1.008 (0.977-1.040)</td>
<td>.62</td>
<td></td>
</tr>
<tr>
<td>Health facilities, mean</td>
<td>1.037 (0.924-1.164)</td>
<td>.54</td>
<td>0.995 (0.914-1.082)</td>
<td>.89</td>
<td></td>
</tr>
<tr>
<td>Community organization, mean</td>
<td>1.018 (0.976-1.063)</td>
<td>.41</td>
<td>0.960 (0.926-0.994)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Region (Ref=east)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>1.328 (0.965-1.828)</td>
<td>.08</td>
<td>0.875 (0.707-1.083)</td>
<td>.22</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>0.755 (0.534-1.069)</td>
<td>.11</td>
<td>1.259 (1.020-1.553)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Random effect variance</td>
<td>1.734 (1.420-2.116)</td>
<td>&lt;.001</td>
<td>1.741 (1.527-1.984)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Variables</td>
<td>Internet access as primary predictor</td>
<td>Mobile phone ownership as primary predictor</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>--------------------------------------</td>
<td>--------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Self-reported health</td>
<td>having a disability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>aOR (95% CI)</td>
<td>aOR (95% CI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.421 (1.330-4.406)</td>
<td>2.298 (1.245-4.240)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet use (Ref=no Internet use)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.727 (1.327-2.246)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own mobile phone (Ref=no mobile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>phone)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.988 (0.983-0.992)</td>
<td>0.988 (0.983-0.992)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (Ref=female)</td>
<td>1.373 (1.278-1.475)</td>
<td>1.374 (1.279-1.476)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education (Ref=primary school)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤Middle school</td>
<td>1.121 (1.023-1.228)</td>
<td>1.129 (1.031-1.236)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤High school/Vocational school</td>
<td>1.282 (1.110-1.481)</td>
<td>1.333 (1.155-1.538)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥College</td>
<td>1.486 (1.099-2.010)</td>
<td>1.659 (1.228-2.239)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status (Ref=unmarried)</td>
<td>0.913 (0.816-1.022)</td>
<td>0.902 (0.805-1.010)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living arrangement (Ref=empty</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>nested)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with children</td>
<td>1.047 (0.875-1.252)</td>
<td>1.038 (0.886-1.243)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with others</td>
<td>1.139 (1.054-1.232)</td>
<td>1.128 (1.041-1.221)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural/urban residence (Ref=urban)</td>
<td>0.731 (0.648-0.824)</td>
<td>0.722 (0.640-0.814)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment status (Ref=unemployed)</td>
<td>2.239 (2.044-2.454)</td>
<td>2.235 (2.040-2.449)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log income, mean (per capita</td>
<td>1.01 (0.969-1.051)</td>
<td>1.011 (0.971-1.052)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighborhood amenities, mean</td>
<td>1.074 (1.055-1.093)</td>
<td>1.076 (1.057-1.095)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health facilities, mean</td>
<td>0.997 (0.946-1.051)</td>
<td>0.997 (0.946-1.051)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community organization, mean</td>
<td>1.017 (0.998-1.035)</td>
<td>1.017 (0.999-1.036)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region (Ref=east)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>0.878 (0.772-0.999)</td>
<td>0.883 (0.775-1.005)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>0.775 (0.687-0.875)</td>
<td>0.772 (0.684-0.871)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random effect variance</td>
<td>1.120 (1.078-1.163)</td>
<td>1.120 (1.078-1.163)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Mobile phone ownership as primary predictor, the parameters of Internet use are missing.*
Discussion

Principal Findings

Our data analysis revealed that only a small percentage (6.5%) of middle-aged and elderly Chinese participants accessed the Internet, but a high proportion (83%) of the participants owned a mobile phone. The rate of access to the Internet was much lower than that of the official report of Internet access in the general population (53%; [25]). Such a discrepancy might be because of three possible reasons. First, our measure of Internet access was based on the question—“Have you accessed Internet in the past month?” but the other surveys on Internet use typically measured lifetime use. Second, many older adults interpret “accessed Internet” to mean going online via a computer only; many have used mobile phones for Web-based activities but did not report so. Third, prior studies have relied on voluntary convenience sampling, and middle-aged and elderly people and rural residents were less likely to be included in the survey; however, the rate of mobile phone ownership was comparable with that of general population (95%; [26]).

Our findings corroborated existing literature on the relationship of SES and digital divide by adding new evidence from middle-aged and elderly Chinese. Similar to other countries, access to mobile tools was associated with younger age, higher level of education, higher income, and urban residence [4,8,11,12,17,20,22]. Our data also suggested different sets of SES predictors for Internet access and mobile phone ownership; for example, significantly fewer women than men accessed Internet, but gender was not a significant predictor of mobile phone ownership. The high rate of mobile phone ownership in China may provide an equal opportunity for women to access information [48]. By contrast, people who were married or living with children or others were more likely to own mobile phones compared with people who are single or living alone, but Internet access was not associated with marital status or living arrangement. This may suggest that the mobile phone has instead become an important communication tool for people living with families or others.

Our study also examined the effect of community-level SES on access to mobile tools. We found that Internet access was strongly associated with neighborhood amenities (drinking water, toilet, etc) but not health care facilities or community organization; mobile phone ownership was not associated with any of the three measures of community resources. Neighborhood amenities were a good indicator of urbanization [43], and their association with Internet access suggests that Internet access may be considered a kind of community resource. Because urban areas are better equipped with broadband access, urban residents are more likely to access the Internet. The lack of a relationship between mobile phone ownership and community resources suggests that mobile phone as a portable and personal communication tool has wider accessibility, as it is less likely to be restricted by community-level facilities or resources.

In the analysis on the relationship of the digital divide and health disparities, our data showed that self-reported health was significantly associated with Internet use, and mobile phone ownership was significantly associated with not having a disability. Such findings were consistent with the literature on the relationship of Internet access and status [3,13]. As documented in the literature and also described above, Internet access and mobile phone ownership were important indicators of SES at individual and community levels; therefore, the relationship between Internet access and health status was de facto the reciprocal relationship of SES and health outcomes [4,10,17].

We have also observed significant health disparities in our participants; health disparities were predicted by SES, rural/urban residence, community resources, and geographic region, which were consistent with prior CHARLS studies [41,43-46]. Such disparities reflect the inequality of resource allocation and economic development in rural and urban areas and across regions.

The following policy implications are associated with the foregoing empirical findings on the digital divide and health disparities in China. First, very few middle-aged and elderly Chinese use the Internet, which is a strong predictor of SES and health outcomes. Because community SES has been recognized as a strong predictor of individual health [16], building community resources has been advocated as an important strategy to improve health [43,44]. China promotes the “Internet of Things” and “intelligent hospitals” [27-29], so improving access to mobile tools, especially the Internet for underserved communities and in underdeveloped areas, would potentially yield significant improvement in health outcomes.

Second, a majority of older Chinese have owned a mobile phone. The high ownership rate of the mobile phone suggests that it could become a tool that transcends social classes and reaches the vulnerable and underserved. If welfare covers food and rent as necessities of life, vouchers for mobile phone subscriptions could also be considered so that the elderly and people with a disability or those who are living alone could have access to this basic communication tool [8,10]. Existing literature has shown that closing the digital gap is conducive to bridging health [49].

Third, as more people are connected with mobile phones, such ubiquitous access can be maximized upon for empowerment and health services delivery. Researchers have documented initial evidence of the efficacy of mobile phone–delivered health intervention [50]; however, most of these mobile health (mHealth) interventions were conducted in Western countries with limited data from developing countries such as China, despite a high ownership rate of mobile phones. In recent years, some scientists have piloted mobile-based interventions [36,37,51-53]. For example, a recent study showed that text messages could effectively promote smoking cessation in Chinese adults [37]. Such endeavors would be especially beneficial for the elderly Chinese, given that China is aging rapidly, thanks to its improved life expectancy and the decline
in fertility. The three-decade one-child policy has dramatically affected the elderly care model in China, and the current resources cannot keep up with the rapidly growing aging population [54]. Some experts have called for innovative mHealth solutions for chronic condition management and elderly care in China [55]. Widely accessible mobile phones and continuing penetration of Internet access may be a part of the solutions.

**Strengths and Limitations**

Our study has the following strengths. First, it was based on a national probability sample of older adults in China and had a large sample size; therefore, our findings can be generalized to other older adults in China. Second, the SES measures included variables at individual, household, and community levels, thus giving us a comprehensive measurement of SES. Third, our health outcomes were measured by both self-reported health and disability using two scales and 11 items relevant to older adults in China.

We also note the following limitations in our study. First, the study design was cross-sectional in nature, and we could infer no causal relationship. In addition, the community resources were collected in 2011 (data was not available in 2013), but health outcomes, access to mobile tools, and other covariates were collected in 2013. The relationship of community resources and access to the Internet and health outcomes may be predictive. Second, the CHARLS includes only 2 simple questions on access to mobile tools, so we could measure only Internet use and mobile phone ownership. Other important aspects of mobile tool use, including the length of use, frequency of use, purpose of use, and whether they use smartphones, were missing in this study; however, a recent survey has shown that smartphone users in China accounted for 53% of all mobile phone users in 2016 [56]. Whether and how people use mobile tools for health purposes affects the relationship of the digital divide and health disparities [57]; therefore, we call for more data on access to and usage of mobile tools. Third, our measures of health outcomes were also limited to two indicators. Furthermore, the dichotomous nature of the health outcome variables may limit our analysis of the relationship of the digital divide and health disparities.

**Conclusions**

To conclude, to the best of our knowledge, this study is the first on the digital divide and health disparities in China. Our study advanced the literature by providing data on the relationship of SES and the digital divide by embedding individual characteristics in community resources. A low rate of Internet access and its strong relationship with neighborhood amenities and health outcomes suggest that Internet access may be an important indicator of individual- and community-level SES, and more Internet access may result in upgrades in individual SES and community infrastructure. By contrast, the high ownership rate of mobile phone and its lack of relationship with community resources suggest that the mobile phone may transcend social classes and become an ordinary personal item. The high ownership of mobile phones presents an enormous potential to empower and serve older Chinese, who face mounting challenges in care in a rapidly aging society. We call for more studies on the use of mobile tools and its relationship with health disparities in China.
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Abstract

Background: Breast cancer represents the most common malignant disease in women worldwide. As currently systematic palliative treatment only has a limited effect on survival rates, the concept of health-related quality of life (HRQoL) is gaining more and more importance in the therapy setting of metastatic breast cancer. One of the major patient-reported outcomes (PROs) for measuring HRQoL in patients with breast cancer is provided by the European Organization for Research and Treatment of Cancer (EORTC). Currently, paper-based surveys still predominate, as only a few reliable and validated electronic-based questionnaires are available. Facing the possibilities associated with evolving digitalization in medicine, validation of electronic versions of well-established PRO is essential in order to contribute to comprehensive and holistic oncological care and to ensure high quality in cancer research.

Objective: The aim of this study was to analyze the reliability of a tablet-based measuring application for EORTC QLQ-C30 in German language in patients with adjuvant and (curative) metastatic breast cancer.

Methods: Paper- and tablet-based questionnaires were completed by a total of 106 female patients with adjuvant and metastatic breast cancer recruited as part of the e-PROCOM study. All patients were required to complete the electronic- (e-PRO) and paper-based versions of the HRQoL EORTC QLQ-C30 questionnaire. A frequency analysis was performed to determine descriptive sociodemographic characteristics. Both dimensions of reliability (parallel forms reliability [Wilcoxon test] and test of internal consistency [Spearman rho and agreement rates for single items, Pearson correlation and Kendall tau for each scale]) were analyzed.

Results: High correlations were shown for both dimensions of reliability (parallel forms reliability and internal consistency) in the patient’s response behavior between paper- and electronic-based questionnaires. Regarding the test of parallel forms reliability, no significant differences were found in 27 of 30 single items and in 14 of 15 scales, whereas a statistically significant correlation in the test of consistency was found in all 30 single items and all 15 scales.
**Conclusions:** The evaluated e-PRO version of the EORTC QLQ-C30 is reliable for patients with both adjuvant and metastatic breast cancer, showing a high correlation in almost all questions (and in many scales). Thus, we conclude that the validated paper-based PRO assessment and the e-PRO tool are equally valid. However, the reliability should also be analyzed in other prospective trials to ensure that usability is reliable in all patient groups.

**Trial Registration:** ClinicalTrials.gov NCT03132506; https://clinicaltrials.gov/ct2/show/NCT03132506 (Archived by WebCite at http://www.webcitation.org/6tRcgQuou).
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**Introduction**

**Epidemiological Relevance of Breast Cancer**

Breast cancer represents the most common malignant disease in women worldwide, with more than 71,000 new cases diagnosed every year in Germany [1]. In spite of improvement in progression-free survival (PFS) through promising targeted therapy options for hormone receptor-positive breast cancer, metastatic breast cancer remains an incurable disease [2-7]. In the year 2012, 17,853 women died of breast cancer in Germany alone [1]. Although early-stage breast cancer is often associated with high survival rates, the prognosis of metastatic breast cancer is significantly poorer, and therefore, the aim of treatment is mostly palliative because of minor probability of cure in patients with metastatic breast cancer [8]. Depending on the phenotype, median overall survival (OAS) after diagnosis of metastatic breast cancer is 2-3 years [9], ranging from 13.3 months for triple-negative [10] and 34.4 months for HER2-positive subtype of breast cancer [11].

**Health-Related Quality of Life in Metastatic Breast Cancer**

As currently systematic palliative treatment had only limited effect on survival rates, the concept of health-related quality of life (HRQoL) is gaining more and more importance in the therapy setting of metastatic breast cancer. Especially against the background of emerging side effects accompanying multiple oncological treatment lines, treatment should primarily aim at restoration and conservation of patients’ HRQoL before prolonging the survival of patients [12]. Additionally, the diagnosis of an incurable disease represents an enormous emotional burden resulting in psychosocial distress that might impair the patient’s well-being [1,13,14]. This is also taken into account by the recent German S3-guidelines for diagnosis, treatment, and aftercare of patients with breast cancer, recommending regular assessment of HRQoL during treatment [15]. HRQoL is defined as an individual’s perception of their position in life in the context of the culture and value systems in which they live and in relation to their goals, expectations, standards, and concerns by World Health Organization [16]. HRQoL is divided into domains (1) health, (2) subjective feelings, (3) leisure time activities, (4) social relationships, (5) general activities, and (6) life satisfaction [17]. For many years, HRQoL in patients with breast cancer has been investigated. Especially in patients with metastatic disease, the measurement of HRQoL is important, as the primary goal of therapy is to afford them a high quality of life during their remaining lifespan [18-20].

**Health-Related Quality of Life and Patient-Reported Outcomes**

The most important obstacle has been the absence of widely accepted, standardized methods for carrying out such assessments, as much of the data suggest that clinicians miss or underestimate a large proportion of the symptomatic adverse events experienced by patients [21,22]. Furthermore, the assessment of adverse events and HRQoL by health care professionals is inconsistent when compared with the opinion of other professionals [23-25]. In this context, an independent report by the patient herself through patient-reported outcomes (PROs) could be more reliable and feasible. The US Food and Drug Administration (FDA) defines a PRO as any report of the status of a patient’s health condition that comes directly from the patient (or in some cases, a caregiver or surrogate), without interpretation of the patient’s response by a clinician or anyone else [26]. PROs comprise various aspects of the subjectively perceived state of health from patient’s point of view, such as HRQoL, satisfaction with care, and drug adherence [27-29]. In this closely related areas, validated PROs are already the accepted gold standard for data collection, being used in clinical trials, as well as regulatory drug approvals (approximately 25% of US drug labels now include PRO-derived data) [30-33]. This aspect is also designated for optimization within the National Cancer Plan to enable information exchange between in-patient and outpatient treatment [30]. Concerning feasibility of patient’s self-reported state of health in the oncological setting, a previous study demonstrated that most patients are willing and able to self-report their experiences with treatment [34]. Moreover, the Eastern Cooperative Oncology Group could not find any association between the patient’s performance or functional status and compliance rates [30,35]. A study indicated that integrating HRQoL reports in daily clinical routine might represent an effective and time-saving option to improve medical care, as communication between patient and physician can be facilitated without extended interviews with the patient [36]. However, although regular assessment of HRQoL is generally recommended, routine evaluation is not yet provided in clinical practice [15,37]. One of the major PROs for measurement HRQoL in patients with breast cancer is provided by the European Organization for Research and Treatment of Cancer (EORTC). The EORTC QLQ-C30 as a modular approach is available in more than 100 languages and is used to assess...
HRQoL in patients with various cancers within the scope of clinical trials, as well as in daily routine [38].

**Electronic Monitoring of Patient-Related Outcome**

With the expansion of digital tools, assessment of PRO by using an electronic equipment (e-PRO), such as tablet computers, is becoming a promising and economically viable approach, as real-time HRQoL monitoring allows early detection of patients at risk, ongoing improvement of oncological treatment, and ensuring the patient’s safety [12]. Current data show that monthly compliance referring to frequency and completion of questionnaires with home Web reporting was high in breast cancer, warranting strategies to enhance compliance with routine care settings [30]. Additionally, some studies have suggested high feasibility of an electronic patient self-report platform in oncological patients, with mean compliance rates ranging from 75% to 85%, high patient satisfaction, and good usability of systems even among the non-Web avid and elderly patients [39,40]. Velikova et al [36] demonstrated that routine electronic HRQoL assessment in patients with breast cancer could positively influence physician-patient communication, potentially improving emotional functioning and HRQoL. Additionally, there is evidence that the completion of the questionnaire itself may improve the patient’s well-being, regardless of whether the results are fed back to physicians [36]. However, knowledge regarding patient acceptance, feasibility, and barriers remains limited, especially in relation to health status, socioeconomic aspects, and the influence of other variables on patient’s response behavior [41-44]. Currently, paper-based surveys of PRO still predominate, as there are only a few reliable and validated e-PRO questionnaires. The paper-based versions are frequently assigned into a tablet-based format without verification of reliability. As the aspects that influence the patient’s willingness to use e-PRO and their response behavior by using e-PRO remain unclear, this strategy can endanger significance of e-PRO surveys [41]. For instance, the EORTC QLQ-C30 questionnaire has been used worldwide [45], but only reliable paper-based versions of it, although e-PRO has become much more prevalent (and “user-friendly”) [46]. Facing the possibilities that are coming along with the evolving digitalization in medicine, the validation of electronic versions of well-established PRO is essential in order to contribute to a comprehensive and holistic oncological care and to ensure high quality in cancer research.

**Aims and Objectives**

The aim of this study was to analyze the reliability of a tablet-based e-PRO-measuring application for EORTC QLQ-C30 in German patients with adjuvant (curative) and metastatic breast cancer compared with the established paper-based version. It should be analyzed if the response behavior of patients with breast cancer could be influenced by the type of answering the questionnaire (answering by using paper and pencil or tablet computer) in a statistically significant way. We wanted to know whether there are differences in response behavior between the validated paper-based PRO version of EORTC QLQ-C30 and a new e-PRO version. The other aim was to examine the feasibility of using an e-PRO version of the EORTC QLQ-C30 for the future tablet-based measurement of HRQoL in patients with metastatic and adjuvant breast cancer in clinical practice. To achieve the aims, the patients were asked to fill out both paper- and tablet-based EORTC QLQ-C30 questionnaires.

**Methods**

**Sample and Study Design**

From July 2015 to May 2016, paper- and tablet-based PRO questionnaires were completed by a total 106 female patients with adjuvant and metastatic breast cancer treated consecutively at the Department of Women’s Health in Tuebingen, Germany, and the National Cancer Centre in Heidelberg, Germany. The patients were recruited as part of the e-patient-reported outcomes and compliance analysis (PROCOM) study. The aim of e-PROCOM was to evaluate the general patient acceptance and practicability of a Web-based application for a PRO questionnaire for patients with adjuvant or metastatic breast cancer. The patients were asked to participate to compare the response behavior in paper- and Web-based questionnaires for analyzing the reliability of the e-PRO versions of the EORTC QLQ-C30 questionnaires (version 3) [38]. Inclusion criteria of e-PROCOM were female gender, full legal age (18 years and older), adjuvant or metastatic breast cancer diagnosis, sufficient language skills in German, and signed Declaration on consent forms. Exclusion criterion was participation in other studies to minimize the burden of questionnaires. The patients were asked to complete the questionnaire during an outpatient visit to the hospital under the supervision of an attending physician. The study was designed as a double-centered (Tuebingen and Heidelberg), two-armed, prospective randomized trial. All patients were required to fill out the electronic- (e-PRO) and paper-based HRQoL questionnaire of EORTC QLQ-C30. Patients in arm A were assigned tablet computer, followed by paper questionnaire in the same session. Patients in arm B filled out the paper-based version, followed by the tablet-based questionnaire. The randomization procedure is based on the permuted-block randomization, which strives to generate equally large groups of treatment [47,48]. The postexposure acceptance for using the e-PRO tool was high (92%), as the patients were asked whether they could potentially imagine using tablet-based tools before using e-PRO [42]. Patients were informed about the aims of the study and asked for their consent ex ante. The study was approved by the Ethics Committee at the University of Tuebingen (project number 089/2015B02).

**Procedure**

The data collection was performed in 5 parts. The first part focused on the patients’ socio-economic variables. The second part contained the EORTC QLQ-C30, consisting of 30 questions in 5 subscales, various symptom scales, and individual items related to the patients’ health status on a multidimensional level. In addition, 28 of 30 questions are designed with a 4-point Likert scale and 2 questions with a 7-point Likert scale. Mean values were calculated in accordance with the official EORTC guidelines, which require a separate score to be calculated for each scale. The scores range from 0 to 100 [38,49]. The third part of the assessment also targeted HRQoL by administering FACT-B questionnaire, consisting of 37 questions with...
responses in 5 dimensions on a 5-point Likert scale [50,51]. The publication of FACT-B’s e-PRO reliability analysis is under preparation. The patients in the fourth part of the assessment were asked about preexisting technical skills, their willingness to use e-PRO, and potential barriers in relation to their health status [42], and the fifth part concerned the patients’ evaluation of the e-PRO tool (publication in preparation). The patients filled out the second and third parts of the assessment both paper- and tablet-based, whereas they answered only paper-based questionnaire in the other parts. In this study, we report the results of the second part of the assessment (reliability analyses of e-PRO tool of EORTC QLQ-C30).

Specifics of the PRO Tool
For e-PRO measurement, we used the PiiA (“Patient-informiert-interaktiv-Arzt”) Web-based application, which presents the relevant questions to be completed on a tablet computer. The PiiA-portal is a Web-based solution for capturing PROs, which was self-developed by the working group. Patients receive anonymous user credentials and are asked to complete FACT-B and QLQ-C30 questionnaires. Figure 1 shows the user interface of the first set of questions of the German EORTC QLQ-C30. The tool is constructed similar for all 28 questions with a 4-point Likert scale. Figure 2 shows the user interface of the 7-point Likert scale questions. After completing the questionnaires, patients log out and the pseudo-anonymized data will be backed up on a local storage device and securely locked.

Figure 1. Screenshot of PiiA application of the EORTC QLQ-C30 questionnaire for 4-point-scale questions (German).
Statistical Analyses

A frequency analysis was first performed using IBM SPSS Statistics (version 24) to determine the descriptive sociodemographic characteristics of the patients. After that, we analyzed both dimensions of reliability (parallel forms reliability and test of internal consistency) and examined the disparity of responses and the rate of consistency between the paper-based PRO and e-PRO answers. Both dimensions of reliability were calculated for the 30 single items and 15 scales, resulting from the single items in accordance with the EORTC guidelines [49]. According to the Shapiro-Wilks test, the paired samples were not normally distributed, and therefore, we used the Wilcoxon test to identify possible statistically significant differences in the test of parallel forms reliability. Additionally, a Bland-Altman plot was created for the scale “overall state of health,” which represents the HRQoL (Figure 3). Earlier, the mean values of the paper-based PRO and the e-PRO measurements were calculated with the official EORTC guidelines [49], which require a separate score calculated for each scale, with scores ranging between 0 and 100. The consistency analyses were performed by calculation of correlation analyses (Spearman rho and agreement rates) for every EORTC question together with inter-item correlation (Pearson correlation) and rank correlation (Kendall tau) for each scale. With Pearson correlation, the internal consistency of a scale can be measured; it describes the extent to which the tasks or questions of a scale are interrelated. While Spearman rho test examines the internal consistency of the individual questions (specifically, the reliability of the e-PRO individual questions against the paper-based questions), Pearson correlation and Kendall tau tests are used to determine the scales calculated according to EORTC guidelines. Previously, we performed chi-square and Shapiro-Wilks tests between patients with metastatic and adjuvant breast cancer to identify possible statistically significant differences in relation to HRQoL. In all analyses, $P$ values $<.05$ (2-tailed) were considered indicative of statistically significant differences ($\alpha=.05$). As the analysis behaves as an explorative study, all reported $P$ values can be received as purely descriptive. As we did not find any significant differences in relation to the response behavior between arms A and B in a pretest, we assessed both the arms together to compare the paper-based and e-PRO questionnaires of the patients. Bland-Altman plot was produced by using XLSTAT 2017. Missing values (which arose when patients did not answer individual questions) were ignored in the statistical calculation.

Figure 3. Bland-Altman plot for overall state of health.

Figure 2. Screenshot of PiiA application of the EORTC QLQ-C30 questionnaire for 7-point-scaled questions (German).
Results

Patient Enrollment
Overall, 106 female patients with breast cancer were recruited, who completed both paper- and tablet-based EORTC QLQ-C30 questionnaires. Originally, n=153 patients were assessed for eligibility, of which 47 were excluded during recruiting, allocation, and data analyses as shown in the Consolidated Standards of Reporting Trials (CONSORT) flow diagram (Figure 4). A total of 53 patients were assigned tablet computer, followed by paper in the same session (arm A), whereas the same number of patients filled out the paper-based version, followed by the tablet-based questionnaire (arm B). Patients who had not completed more than half of the EORTC questions either paper- or tablet-based were excluded (1 patient in arm A and 2 patients in arm B). We did not find significant differences between the two arms in the response behavior likewise in sociodemographic status and in therapy setting, whereof both arms were appreciated together. Previously, both arms were compared in all single items. Furthermore, 10 patients (arm A) and 16 patients (arm B), respectively, produced missing data in some questions (more often in the tablet-based questionnaire).

Sociodemographic Variables
Tables 1 and 2 show the sociodemographic characteristics of the study group, with 72% patients in adjuvant therapy and 28% in metastatic situation. We did not find significant intragroup differences between patients with metastatic and adjuvant breast cancer either in e-PRO or in paper-based PRO. Although the adjuvant and metastatic patients differ by focalizing age and HRQoL as the metastatic patients were older and reported a poorer HRQoL, we found no differences between the e-PRO response behavior of both groups. There were no differences in reliability of all single items and scales between metastatic and adjuvant patients because of which the whole collective was appreciated together. The mean age of the whole collective amounted to 51.0 years, and nearly one-third of the patients showed a higher level of education (high school diploma).

Figure 4. The CONSORT flow diagram.
Table 1. Sociodemographic characteristics of the patients, part I.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Descriptive analyses (N=106)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>51.0 (11.31)</td>
</tr>
<tr>
<td>Median (range, minimum-maximum)</td>
<td>52 (54, 30-84)</td>
</tr>
<tr>
<td><strong>Level of education (1=lowest; 5=highest)</strong></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3.0</td>
</tr>
<tr>
<td>Interquartile range (25%-Quartil; 75%-Quartil)</td>
<td>2.0 (3.0; 5.0)</td>
</tr>
</tbody>
</table>

Table 2. Sociodemographic characteristics of the patients, part II.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>n (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Kind of education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No qualification</td>
<td>1 (.9)</td>
<td>0-6</td>
</tr>
<tr>
<td>Main or secondary school leaving certificate</td>
<td>43 (40.6)</td>
<td>32-50</td>
</tr>
<tr>
<td>Advanced technical certificate</td>
<td>19 (17.9)</td>
<td>10-26</td>
</tr>
<tr>
<td>High school diploma (“Abitur”)</td>
<td>33 (31.1)</td>
<td>22-40</td>
</tr>
<tr>
<td>Not specified</td>
<td>10 (9.4)</td>
<td>2-15</td>
</tr>
<tr>
<td><strong>Therapy setting</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metastatic</td>
<td>30 (28.3)</td>
<td>19-35</td>
</tr>
<tr>
<td>Adjuvant treatment</td>
<td>76 (71.7)</td>
<td>61-83</td>
</tr>
</tbody>
</table>

**Parallel Forms Reliability**

The e-PRO tool seems to be reliable in the dimension of parallel forms reliability, as only few significant differences could be found. Table 3 shows the results of the Wilcoxon test of the 30 single items in the EORTC QLQ-C30. In only 3 items (in relation to tiredness and pain and need to rest), there were weak statistically significant differences between paper-based PRO and e-PRO. Tiredness was ranked a bit higher in the e-PRO questionnaire with noticeable differences by focalizing median’s characteristics (MD_{paper-based PRO}=2.0 vs MD_{e-PRO}=3.0) similar to need to rest, whereas the patients confirmed more pain in the paper-based questionnaire. In 27 of the questions in the EORC QLQ-C30, there were no statistically significant differences between the patient’s answers in the paper-based questionnaire and e-PRO.

No statistically significant differences could be found in the Wilcoxon test for scoring values in the function and symptom scales of the EORTC QLQ-C30, except for the score “tiredness,” where the difference was significantly low (Table 4). The patient’s response behavior between paper-based PRO and e-PRO was similar on the 5 functional scales, the 9 symptom scales, and in the overall state of health, as the identified differences in the single items had balanced each other in relation to the scoring values’ calculation.

Figure 3 shows a Bland-Altman plot of the scale “overall of health” to compare agreement of measurements in a graphical way by plotting the difference between paper-based PRO and e-PRO against their mean. It is apparent that the deviations from the mean value of the difference are almost exclusively within the confidence interval, so the response behavior between paper-based PRO and e-PRO is not significantly different in the collective.
Table 3. Parallel forms reliability (Wilcoxon test) in single items.

<table>
<thead>
<tr>
<th>Scale no.</th>
<th>Item no.</th>
<th>Short description of item</th>
<th>Paper-based PRO</th>
<th>Electronic-based PRO</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Median (interquartile range)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>I</td>
<td>1</td>
<td>Strenuous activities</td>
<td>2.40 (1.13)</td>
<td>2.0 (2.0)</td>
<td>2.33 (1.11)</td>
</tr>
<tr>
<td>I</td>
<td>2</td>
<td>Long walk</td>
<td>2.19 (1.10)</td>
<td>2.0 (2.0)</td>
<td>2.23 (1.13)</td>
</tr>
<tr>
<td>I</td>
<td>3</td>
<td>Short walk</td>
<td>1.56 (.85)</td>
<td>1.0 (1.0)</td>
<td>1.58 (.86)</td>
</tr>
<tr>
<td>I</td>
<td>4</td>
<td>Stay in bed or chair</td>
<td>1.79 (.87)</td>
<td>2.0 (1.0)</td>
<td>1.75 (.79)</td>
</tr>
<tr>
<td>I</td>
<td>5</td>
<td>Self-care</td>
<td>1.18 (.55)</td>
<td>1.0 (1.0)</td>
<td>1.14 (.51)</td>
</tr>
<tr>
<td>II</td>
<td>6</td>
<td>Limited in work</td>
<td>2.22 (1.05)</td>
<td>2.0 (2.0)</td>
<td>2.28 (.99)</td>
</tr>
<tr>
<td>II</td>
<td>7</td>
<td>Hobbies or limited leisure activities</td>
<td>2.30 (1.10)</td>
<td>2.0 (2.0)</td>
<td>2.38 (1.04)</td>
</tr>
<tr>
<td>III</td>
<td>21</td>
<td>Tense</td>
<td>2.06 (.85)</td>
<td>2.0 (2.0)</td>
<td>2.06 (.80)</td>
</tr>
<tr>
<td>III</td>
<td>22</td>
<td>Worried</td>
<td>2.40 (.90)</td>
<td>2.0 (1.0)</td>
<td>2.49 (.81)</td>
</tr>
<tr>
<td>III</td>
<td>23</td>
<td>Irritated</td>
<td>2.01 (.78)</td>
<td>2.0 (2.0)</td>
<td>2.02 (.79)</td>
</tr>
<tr>
<td>III</td>
<td>24</td>
<td>Depressed</td>
<td>2.12 (.90)</td>
<td>2.0 (2.0)</td>
<td>2.18 (.91)</td>
</tr>
<tr>
<td>IV</td>
<td>20</td>
<td>Concentration</td>
<td>1.86 (.97)</td>
<td>2.0 (1.0)</td>
<td>1.95 (1.06)</td>
</tr>
<tr>
<td>IV</td>
<td>25</td>
<td>Memory difficulties</td>
<td>1.93 (.90)</td>
<td>2.0 (2.0)</td>
<td>1.96 (.91)</td>
</tr>
<tr>
<td>V</td>
<td>26</td>
<td>Family life</td>
<td>2.21 (.96)</td>
<td>2.0 (2.0)</td>
<td>2.36 (1.01)</td>
</tr>
<tr>
<td>V</td>
<td>27</td>
<td>Social life</td>
<td>2.39 (1.02)</td>
<td>2.0 (1.0)</td>
<td>2.41 (1.05)</td>
</tr>
<tr>
<td>VI</td>
<td>10</td>
<td>Need to rest</td>
<td>2.33 (.93)</td>
<td>2.0 (1.0)</td>
<td>2.48 (.88)</td>
</tr>
<tr>
<td>VI</td>
<td>12</td>
<td>Felt weak</td>
<td>2.26 (.99)</td>
<td>2.0 (1.0)</td>
<td>2.20 (1.02)</td>
</tr>
<tr>
<td>VI</td>
<td>18</td>
<td>Felt tired</td>
<td>2.48 (.93)</td>
<td>2.0 (1.0)</td>
<td>2.55 (.89)</td>
</tr>
<tr>
<td>VII</td>
<td>14</td>
<td>Nausea</td>
<td>1.54 (.78)</td>
<td>1.0 (1.0)</td>
<td>1.55 (.80)</td>
</tr>
<tr>
<td>VII</td>
<td>15</td>
<td>Vomiting</td>
<td>1.09 (.45)</td>
<td>1.0 (0.0)</td>
<td>1.13 (.54)</td>
</tr>
<tr>
<td>VIII</td>
<td>9</td>
<td>Had pain</td>
<td>1.94 (.93)</td>
<td>2.0 (2.0)</td>
<td>1.92 (.85)</td>
</tr>
<tr>
<td>VIII</td>
<td>19</td>
<td>Pain interfered</td>
<td>1.95 (.99)</td>
<td>2.0 (2.0)</td>
<td>1.91 (.93)</td>
</tr>
<tr>
<td>IX</td>
<td>8</td>
<td>Shortness of breath</td>
<td>1.92 (.87)</td>
<td>2.0 (1.0)</td>
<td>1.84 (.87)</td>
</tr>
<tr>
<td>X</td>
<td>11</td>
<td>Sleep disturbance</td>
<td>2.15 (1.01)</td>
<td>2.0 (2.0)</td>
<td>2.23 (1.05)</td>
</tr>
<tr>
<td>XI</td>
<td>13</td>
<td>Lack of appetite</td>
<td>1.56 (.88)</td>
<td>1.0 (1.0)</td>
<td>1.54 (.87)</td>
</tr>
<tr>
<td>XII</td>
<td>16</td>
<td>Constipation</td>
<td>1.52 (.78)</td>
<td>1.0 (1.0)</td>
<td>1.47 (.70)</td>
</tr>
<tr>
<td>XIII</td>
<td>17</td>
<td>Diarrhea</td>
<td>1.43 (.76)</td>
<td>1.0 (1.0)</td>
<td>1.40 (.72)</td>
</tr>
<tr>
<td>XIV</td>
<td>28</td>
<td>Financial impact of disease</td>
<td>1.97 (1.03)</td>
<td>2.0 (2.0)</td>
<td>1.93 (1.03)</td>
</tr>
<tr>
<td>XV</td>
<td>29</td>
<td>Physical condition</td>
<td>4.63 (1.43)</td>
<td>5.0 (2.0)</td>
<td>4.63 (1.37)</td>
</tr>
<tr>
<td>XV</td>
<td>30</td>
<td>General QoLc</td>
<td>4.67 (1.49)</td>
<td>5.0 (2.13)</td>
<td>4.72 (1.59)</td>
</tr>
</tbody>
</table>

aPRO: Patient reported outcomes.
bStatistically weak significant difference.
cQoL: quality of life.
Table 4. Parallel forms reliability (Wilcoxon test) for scoring values in the function and symptom scales.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Number of questions (items)</th>
<th>Paper-based PRO(^a)</th>
<th>Electronic-based PRO</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Median (interquartile range)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>80.0 (33.3)</strong></td>
<td>73.89 (23.65)</td>
<td>73.98</td>
</tr>
<tr>
<td><strong>Functional scales</strong></td>
<td></td>
<td><strong>55.77 (32.41)</strong></td>
<td>66.67 (50)</td>
<td>.08</td>
</tr>
<tr>
<td>Physical resilience(^a) (I)</td>
<td>5 (1-5)</td>
<td>73.14 (24.83)</td>
<td>80.0 (33.3)</td>
<td>.08</td>
</tr>
<tr>
<td>Resilience at work and during leisure time activities(^a) (II)</td>
<td>2 (6-7)</td>
<td>57.92 (34.61)</td>
<td>66.67 (50)</td>
<td>.59</td>
</tr>
<tr>
<td>Emotional resilience(^a) (III)</td>
<td>4 (21-24)</td>
<td>61.53 (23.95)</td>
<td>66.67 (41.67)</td>
<td>.53</td>
</tr>
<tr>
<td>Cognitive resilience(^a) (IV)</td>
<td>2 (20-25)</td>
<td>70.18 (26.00)</td>
<td>66.67 (50)</td>
<td>.12</td>
</tr>
<tr>
<td>Social resilience(^a) (V)</td>
<td>2 (26,27)</td>
<td>56.93 (30.46)</td>
<td>66.67 (50)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Symptom scales</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tiredness (VI)</td>
<td>3 (10,12,18)</td>
<td>45.21 (28.41)</td>
<td>33.33 (36.11)</td>
<td>.05</td>
</tr>
<tr>
<td>Nausea or vomiting (VII)</td>
<td>2 (14,15)</td>
<td>10.42 (18.13)</td>
<td>0.0 (1.47)</td>
<td>.28</td>
</tr>
<tr>
<td>Pain (VIII)</td>
<td>2 (9,19)</td>
<td>31.25 (30.46)</td>
<td>33.33 (50.0)</td>
<td>.35</td>
</tr>
<tr>
<td>Shortness of breath (IX)</td>
<td>1 (8)</td>
<td>30.58 (29.06)</td>
<td>33.33 (33.33)</td>
<td>.70</td>
</tr>
<tr>
<td>Sleep disturbance (X)</td>
<td>1 (11)</td>
<td>38.45 (33.64)</td>
<td>33.33 (66.67)</td>
<td>.71</td>
</tr>
<tr>
<td>Lack of appetite (XI)</td>
<td>1 (13)</td>
<td>18.65 (29.18)</td>
<td>0.0 (33.33)</td>
<td>.72</td>
</tr>
<tr>
<td>Constipation (XII)</td>
<td>1 (16)</td>
<td>17.31 (25.87)</td>
<td>0.0 (33.33)</td>
<td>.47</td>
</tr>
<tr>
<td>Diarrhea (XIII)</td>
<td>1 (17)</td>
<td>14.22 (25.41)</td>
<td>0.0 (33.33)</td>
<td>.19</td>
</tr>
<tr>
<td>Financial impact of disease (XIV)</td>
<td>1 (28)</td>
<td>32.19 (34.33)</td>
<td>33.33 (66.67)</td>
<td>.20</td>
</tr>
<tr>
<td>Overall state of health(^b) (XV)</td>
<td>2 (29,30)</td>
<td>60.78 (23.75)</td>
<td>66.67 (41.67)</td>
<td>.52</td>
</tr>
</tbody>
</table>

\(^a\)Items are scaled from worst to best, with high scores representing a good QoL profile.

\(^b\)Statistically weak significant difference.

**Test of Internal Consistency**

Table 5 shows the Spearman rho correlation values and agreement rates, which were obtained for every question of the EORTC QLQ-C30 questionnaire. In all 30 questions, a high correlation (>.7) was found between paper-based PRO and e-PRO. In 23 questions, the correlation levels was >.85, and in 1 question, we found a maximal correlation of 1.0. In all 30 correlated questions, agreement rates fluctuated between 66.6% and 100%.

Table 6 shows the results of internal consistency testing for the function and the symptom scales of the EORTC between paper-based PRO and e-PRO. There were high correlations in the response behavior (>-.7) in all 5 functional scales, all 9 symptom scales, and the overall state of health. Statistically high significant correlations (>-.9) between paper-based PRO and e-PRO was found in all 5 functional scales by focalizing interitem correlation (Pearson correlation). The rank correlation in all functional scales was also high, as Kendall tau coefficient ranged between .79 and .92. In the overall state of health, the correlation was .88 (Pearson correlation) and .77 (Kendall tau). In the symptom scales, the consistency rates were between .80 (shortness of breath) and .96 (lack of appetite) in relation to interitem correlation, together with rates between .71 (shortness of breath) and .93 (diarrhea) with regard to rank correlation.
Table 5. Test of internal consistency in single items: results of correlation (Spearman rho) and agreement analysis.

<table>
<thead>
<tr>
<th>Scale no.</th>
<th>Item no.</th>
<th>Short description of items</th>
<th>Spearman rho</th>
<th>P value of Spearman rho</th>
<th>Agreement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1</td>
<td>Strenuous activities</td>
<td>.932</td>
<td>&lt;.001</td>
<td>81.4</td>
</tr>
<tr>
<td>I</td>
<td>2</td>
<td>Long walk</td>
<td>.949</td>
<td>&lt;.001</td>
<td>86.6</td>
</tr>
<tr>
<td>I</td>
<td>3</td>
<td>Short walk</td>
<td>.930</td>
<td>&lt;.001</td>
<td>91.8</td>
</tr>
<tr>
<td>I</td>
<td>4</td>
<td>Stay in bed or chair</td>
<td>.848</td>
<td>&lt;.001</td>
<td>84.1</td>
</tr>
<tr>
<td>I</td>
<td>5</td>
<td>Self-care</td>
<td>.999</td>
<td>&lt;.001</td>
<td>97.4</td>
</tr>
<tr>
<td>II</td>
<td>6</td>
<td>Limited in work</td>
<td>.863</td>
<td>&lt;.001</td>
<td>76.8</td>
</tr>
<tr>
<td>II</td>
<td>7</td>
<td>Hobbies or limited leisure activities</td>
<td>.867</td>
<td>&lt;.001</td>
<td>81.8</td>
</tr>
<tr>
<td>III</td>
<td>21</td>
<td>Tense</td>
<td>.936</td>
<td>&lt;.001</td>
<td>74.3</td>
</tr>
<tr>
<td>III</td>
<td>22</td>
<td>Worried</td>
<td>.846</td>
<td>&lt;.001</td>
<td>80.6</td>
</tr>
<tr>
<td>III</td>
<td>23</td>
<td>Irritated</td>
<td>.945</td>
<td>&lt;.001</td>
<td>90.2</td>
</tr>
<tr>
<td>III</td>
<td>24</td>
<td>Depressed</td>
<td>.812</td>
<td>&lt;.001</td>
<td>77.2</td>
</tr>
<tr>
<td>IV</td>
<td>20</td>
<td>Concentration</td>
<td>.900</td>
<td>&lt;.001</td>
<td>79.5</td>
</tr>
<tr>
<td>IV</td>
<td>25</td>
<td>Memory difficulties</td>
<td>.936</td>
<td>&lt;.001</td>
<td>86.2</td>
</tr>
<tr>
<td>V</td>
<td>26</td>
<td>Family life</td>
<td>.876</td>
<td>&lt;.001</td>
<td>75.3</td>
</tr>
<tr>
<td>V</td>
<td>27</td>
<td>Social life</td>
<td>.891</td>
<td>&lt;.001</td>
<td>78.9</td>
</tr>
<tr>
<td>VI</td>
<td>10</td>
<td>Need to rest</td>
<td>.860</td>
<td>&lt;.001</td>
<td>78.2</td>
</tr>
<tr>
<td>VI</td>
<td>12</td>
<td>Felt weak</td>
<td>.878</td>
<td>&lt;.001</td>
<td>85.3</td>
</tr>
<tr>
<td>VI</td>
<td>18</td>
<td>Felt tired</td>
<td>.829</td>
<td>&lt;.001</td>
<td>78.8</td>
</tr>
<tr>
<td>VII</td>
<td>14</td>
<td>Nausea</td>
<td>.924</td>
<td>&lt;.001</td>
<td>89.4</td>
</tr>
<tr>
<td>VII</td>
<td>15</td>
<td>Vomiting</td>
<td>1.00</td>
<td>&lt;.001</td>
<td>100</td>
</tr>
<tr>
<td>VIII</td>
<td>9</td>
<td>Had pain</td>
<td>.774</td>
<td>&lt;.001</td>
<td>78.9</td>
</tr>
<tr>
<td>VIII</td>
<td>19</td>
<td>Pain interfered</td>
<td>.895</td>
<td>&lt;.001</td>
<td>81.0</td>
</tr>
<tr>
<td>IX</td>
<td>8</td>
<td>Shortness of breath</td>
<td>.792</td>
<td>&lt;.001</td>
<td>77.3</td>
</tr>
<tr>
<td>X</td>
<td>11</td>
<td>Sleep disturbance</td>
<td>.909</td>
<td>&lt;.001</td>
<td>81.9</td>
</tr>
<tr>
<td>XI</td>
<td>13</td>
<td>Lack of appetite</td>
<td>.947</td>
<td>&lt;.001</td>
<td>92.4</td>
</tr>
<tr>
<td>XII</td>
<td>16</td>
<td>Constipation</td>
<td>.899</td>
<td>&lt;.001</td>
<td>66.6</td>
</tr>
<tr>
<td>XIII</td>
<td>17</td>
<td>Diarrhea</td>
<td>.965</td>
<td>&lt;.001</td>
<td>94.0</td>
</tr>
<tr>
<td>XIV</td>
<td>28</td>
<td>Financial impact of disease</td>
<td>.922</td>
<td>&lt;.001</td>
<td>85.8</td>
</tr>
<tr>
<td>XV</td>
<td>29</td>
<td>Physical condition</td>
<td>.830</td>
<td>&lt;.001</td>
<td>70.0</td>
</tr>
<tr>
<td>XV</td>
<td>30</td>
<td>General QoL&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.863</td>
<td>&lt;.001</td>
<td>65.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>QoL: quality of life.

<sup>b</sup>statistically high significant correlations.
Table 6. Test of internal consistency in the function scales and symptom scales: results of Pearson correlation and Kendall tau analyses.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Pearson correlation (95% CI)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Kendall tau</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Functional scales</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical resilience</td>
<td>.979 (.966-.987)</td>
<td>&lt;.001</td>
<td>.918</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Resilience at work and during leisure time activities</td>
<td>.900 (.851-.933)</td>
<td>&lt;.001</td>
<td>.795</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emotional resilience</td>
<td>.941 (.906-.963)</td>
<td>&lt;.001</td>
<td>.848</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cognitive resilience</td>
<td>.914 (.865-.945)</td>
<td>&lt;.001</td>
<td>.866</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social resilience</td>
<td>.921 (.874-.950)</td>
<td>&lt;.001</td>
<td>.819</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Symptom scales</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tiredness</td>
<td>.948 (.916-.968)</td>
<td>&lt;.001</td>
<td>.851</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nausea or vomiting</td>
<td>.956 (.928-.973)</td>
<td>&lt;.001</td>
<td>.873</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pain</td>
<td>.907 (.852-.942)</td>
<td>&lt;.001</td>
<td>.819</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>.798 (.712-.860)</td>
<td>&lt;.001</td>
<td>.710</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep disturbance</td>
<td>.921 (.874-.951)</td>
<td>&lt;.001</td>
<td>.810</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lack of appetite</td>
<td>.959 (.933-.974)</td>
<td>&lt;.001</td>
<td>.916</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Constipation</td>
<td>.869 (.793-.917)</td>
<td>&lt;.001</td>
<td>.828</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>.953 (.931-.968)</td>
<td>&lt;.001</td>
<td>.928</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Financial impact of disease</td>
<td>.919 (.872-.949)</td>
<td>&lt;.001</td>
<td>.863</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall state of health</td>
<td>.878 (.823-.916)</td>
<td>&lt;.001</td>
<td>.769</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Statistically high significant correlations.

**Discussion**

**Principal Findings**

In both dimensions of reliability (parallel forms reliability and internal consistency), we found high correlations with only few differences in the patient’s response behavior between paper-based PRO and e-PRO in the EORTC QLQ-C30 questionnaire. In the test of parallel forms reliability, we found statistically significant differences in only 3 of 30 questions. By focalizing the function scales and the symptom scales, there was only one statistically significant difference between the patient’s answers in both procedures. In the dimension of consistency, there were high correlation and agreement rates in all items and scales. Due to only few differences and high correlations in almost all single items and scales, the PiiA tool’s e-PRO version of EORTC QLQ-C30 seems to be reliable for HRQoL measurement in patients with metastatic and adjuvant breast cancer. Due to the results, we cannot expect that the future use of the PiiA tool in the same patient group will show significant differences between paper-based PRO and e-PRO version of QLQ-C30, or that patient’s response behavior will be significantly influenced by the survey tool after transition to electronic-based patient surveys. Therefore, the tool is suitable for ascertaining HRQoL in patients with metastatic or adjuvant breast cancer.

**Comparison With Prior Work**

Although e-PRO applications are on the rise, paper-based surveys of PRO still predominate clinical research, as there is a lack of reliable electronically validated questionnaires. One of the most used questionnaires for the measurement of HRQoL, especially in patients with breast cancer, is the EORTC QLQ-C30, with reliable paper-based format in many languages but without reliable electronic-based version in German. Electronic-based utilization of EORTC QLQ-C30 and other PRO without verification of reliability could endanger significance of e-PRO surveys, wherefore corresponding analysis in relation to differences and correlations between the paper-based vision of EORTC QLQ-C30 and newly developed online tools is of great importance. It can be assumed that several aspects (ie, sociodemographics, technical skills, health condition, and maybe design specifics of the e-PRO tool) influence the patient’s willingness to use e-PRO and their response behavior, which underlines the necessity of reliability analyses [41,42].

**Limitations**

However, there were some limitations in the study design and the methodological implementation, which could possibly reduce data’s validity. In 3 questions of the test of parallel forms reliability, we found several missing values that could be because of the length of the survey. The patients were surveyed while they were receiving chemotherapy intervention, and they were not permitted to take the questionnaire home to complete it. Obviously, the length of the questionnaire had an effect on the patients’ concentration, as missing values were found especially in the second response run of the EORTC questionnaire. Possibly, the burden of therapy was potentially affecting the ability of some patients to fill both paper- and tablet-based questionnaires during an outpatient visit. Missing values were found particularly in the questions “need to rest” and “felt tired,” which were potentiated unfavorable to the dimension “tiredness” in the dimension of parallel forms.
reliability. In addition, the tumor stage, extent of metastasis, and the administered therapy were beyond the scope of study. Furthermore, psycho-oncological information was not collected, although psycho-oncological distress is a commonly associated burden that could potentially influence the willingness to use e-PRO and therefore e-PRO’s reliability [42,52]. It was not possible to determine whether the state of health was lower and the psychological distress was higher in those patients who could not be motivated to participate in the study compared with those who could be included, wherefore a selection bias was in place. Therefore, it is not possible to assess conclusively whether the e-PRO version is reliable for all patients with metastatic and adjuvant breast cancer or only for those with substantiated willingness. It must also be ensured that the proven reliability for the mentioned patient group applies only to the electronic-based version of the EORTC QLQ-C30 questionnaire but not to the PiiA tool per se.

Strengths of the Study
The EORTC QLQ-C30 questionnaire has been used worldwide [45], but only with reliable paper-based versions, whereas e-PRO has become much more prevalent (and “user-friendly”) [46]. It is one of the strengths of this study that a new tool for e-PRO measurement was developed and analyzed regarding reliability in patients with breast cancer, while other studies often assign paper-based versions into a tablet-based format without verification of reliability. Reliability was ascertained in a multidimensional way, as parallel forms reliability (Wilcoxon test) and internal consistency (by focalizing Spearman rho, agreement rates, Pearson correlation and Kendall tau) were calculated. Our data show that patients with both the adjuvant and metastatic breast cancer are able to use e-PRO, as the PiiA tool was reliable in both patient groups. However, willingness to use e-PRO in patients with metastatic and adjuvant breast cancer is dependent on technical exposition [42]. The results of the study can improve the quality of e-PRO measurements, as they seem to be generalizable, and the PiiA application of EORTC QLQ-C30 can be used for reliable e-based measurement of HRQoL in other studies and clinical routine. The tool is reliable in female patients with breast cancer, as hurdles for e-PRO could be found especially in metastatic patients [42].

Conclusions
Electronic-based PRO is constantly being adopted in clinical research and clinical routine, which underlines the necessity of reliable questionnaires. The evaluated PiiA’s version of the EORTC QLQ-C30 is reliable for patients with breast cancer in adjuvant or metastatic setting because high correlation was found in almost all questions (and in many scales). Thus, we conclude equality between the validated p-PRO assessment and the used e-PRO tool. However, the reliability in other prospective trials should also be analyzed to ensure the reliable usability in all patient groups.

Conflicts of Interest
PG has received honoraria from Novartis and financial support for symposia from Novartis, Roche, and PharmaMar. The other authors declare that they have no conflict of interest.

Multimedia Appendix 1
CONSORT-EHEALTH checklist (v1.6.1).

References


(page number not for citation purposes)


Abbreviations

CONSORT: Consolidated Standards of Reporting Trials
EORTC QLQ-C30: European Organization for Research and Treatment of Cancer Quality of Life Questionnaire-Core 30 item
e-PRO: electronic-based patient-reported outcome
e-PROCOM: Patient-Reported Outcomes and Compliance Analysis
FACT-G: Functional Assessment of Cancer Therapy-General
HRQoL: health-related quality of life
MD: median
PRO: patient-reported outcome
QoL: quality of life
SD: standard deviation
SPSS: Statistical Package for the Social Sciences version

©Markus Wallwiener, Lina Matthies, Elisabeth Simoes, Lucia Keilmann, Andreas D Hartkopf, Alexander N Sokolov, Christina B Walter, Nina Sickenberger, Stephanie Wallwiener, Manuel Feisst, Paul Gass, Peter A Fasching, Michael P Lux, Diethelm Wallwiener, Florin-Andrei Taran, Joachim Rom, Andreas Schneeweiss, Joachim Graf, Sara Y Brucker. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 14.09.2017. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Computerized Adaptive Testing Provides Reliable and Efficient Depression Measurement Using the CES-D Scale

Bao Sheng Loe1*, Mphil; David Stillwell2*, PhD; Chris Gibbons2,3*, PhD

1School of Psychology, University of Cambridge, Cambridge, United Kingdom
2The Psychometrics Centre, Judge Business School, University of Cambridge, Cambridge, United Kingdom
3Cambridge Centre for Health Services Research, Cambridge School of Clinical Medicine, University of Cambridge, Cambridge, United Kingdom
*all authors contributed equally

Corresponding Author:
Chris Gibbons, PhD
The Psychometrics Centre
Judge Business School
University of Cambridge
Trumpington Street
Cambridge,
United Kingdom
Phone: 44 01223765203
Email: cg598@cam.ac.uk

Abstract

Background: The Center for Epidemiologic Studies Depression Scale (CES-D) is a measure of depressive symptomatology which is widely used internationally. Though previous attempts were made to shorten the CES-D scale, few have attempted to develop a Computerized Adaptive Test (CAT) version for the CES-D.

Objective: The aim of this study was to provide evidence on the efficiency and accuracy of the CES-D when administered using CAT using an American sample group.

Methods: We obtained a sample of 2060 responses to the CESD-D from US participants using the myPersonality application. The average age of participants was 26 years (range 19-77). We randomly split the sample into two groups to evaluate and validate the psychometric models. We used evaluation group data (n=1018) to assess dimensionality with both confirmatory factor and Mokken analysis. We conducted further psychometric assessments using item response theory (IRT), including assessments of item and scale fit to Samejima’s graded response model (GRM), local dependency and differential item functioning. We subsequently conducted two CAT simulations to evaluate the CES-D CAT using the validation group (n=1042).

Results: Initial CFA results indicated a poor fit to the model and Mokken analysis revealed 3 items which did not conform to the same dimension as the rest of the items. We removed the 3 items and fit the remaining 17 items to GRM. We found no evidence of differential item functioning (DIF) between age and gender groups. Estimates of the level of CES-D trait score provided by the simulated CAT algorithm and the original CES-D trait score derived from original scale were correlated highly. The second CAT simulation conducted using real participant data demonstrated higher precision at the higher levels of depression spectrum.

Conclusions: Depression assessments using the CES-D CAT can be more accurate and efficient than those made using the fixed-length assessment.

(J Med Internet Res 2017;19(9):e302) doi:10.2196/jmir.7453
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Introduction

The Center for Epidemiologic Studies Depression Scale (CES-D) is a commonly used 20-item self-rating scale designed to measure depressive symptomatology in both clinical and non-clinical settings [1]. It is used in both epidemiological research and as a diagnostic screening tool [2,3].

Despite much debate on the cut-off score which yield better sensitivities and specificities [3,4], it is commonly accepted that persons who score 16 or above on the CES-D’s 0 to 60 scale
are likely to be clinically depressed [5,6]. While some authors have suggested that the CES-D has a four-factor structure, it appears to provide meaningful measurement along a single dimension [7]. Hence, this level of internal consistency suggests that the CES-D should be used as an overall scale to measure a single latent construct—depressive symptoms [8].

Although the fixed-length version of the CES-D is widely used, recent developments in the availability of software to conduct advanced psychometric analyses and to develop computer adaptive assessments bring new opportunities for advanced Internet-based depressive symptom assessment. Computerized Adaptive Testing (CAT), refers to an algorithm-based assessment protocol which iteratively matches participants in a psychometric assessment with the most relevant item for them. Conducting assessments in this manner often reduces the number of items which need to be administered in an assessment, reducing the length of assessments by as much as 82%, compared to fixed-length measures of the same construct [9-11]. CAT typically relies on item parameter information derived from item-response theory. A large number of item-response theory models are suitable for developing item banks including the graded response model (GRM), the Rasch family of models as well as multidimensional models [12,13].

As well as demonstrable increases in efficiency, CATs can deal with other issues which prohibit accurate measurement using static questionnaires. For example, CATs are able to adjust for demographic differences in the interpretations of items commonly seen between different groups and known as differential item functioning (DIF) [14-16]. It is also possible to account for issues caused by items being too similar which can spuriously inflate assessment reliability [17].

An investigation conducted by Smit et al [10] demonstrated that the CES-D items make suitable candidates for CAT administration in a sample of Dutch adolescents aged between 12 and 17 [18]. The study shows that CAT administration could approach the reliability of the paper-based measures using fewer than half the items on the original. Other CATs have developed novel item banks to create CATs of depression, including the D-CAT [19,20] and PROMIS depression item banks [21]. These item banks show similar performance, arriving at reliable estimates of depressive symptomology using fewer than 10 items. Though both using legacy questionnaires to “feed” CATs and developing item banks specifically for that purpose have advantages and disadvantages. One advantage of using the CES-D for CAT is that it is not only well known and widely understood but it is also freely available in the public domain, allowing its use as a CAT assessment without incurring additional fees or reliance on restrictive proprietary software.

Thus, this paper aims to validate the CES-D assessment for use as a Web-based CAT using a sample taken from the US general population which will allow patients, clinicians, and other members of the public to evaluate depression symptomology efficiently and precisely online.

**Methods**

**Participants**

We recruited 2060 individuals who completed the CES-D scale via the myPersonality application [22]. MyPersonality is a Facebook application that allowed Facebook users to complete psychological tests and receive feedback on their scores. Users of the myPersonality application provided opt-in consent to allow us to record their assessment scores in exchange for the opportunity to receive feedback, which can be later shared online. The sample was divided into two groups using a randomly generated numeric string (random.org) for analysis. The first group is used for evaluation of the CES-D scale (n=1018). The second group is used for validating the CAT results based the calibration of the item parameters derived from the evaluation sample (n=1042). The samples were independent from one another. For group 1, there were 65.52% (665/1018) 6 females and 34.48% (348/1012) males. The mean age of the participants was 26 years (SD 12.12). For group 2, there were 65.93% (687/1042) females and 33.69% (351/1042) males. The mean age for participants was 25.86 (SD 10.44). Five participants from group 1 and 4 participants from group 2 did not reveal their gender. All individuals reported that they were from the United States.

**Measure**

The CES-D is a self-report questionnaire which measures severity of depression from the perspective of the individual (see Multimedia Appendix 1). Subjects responded to the CES-D by indicating on a 4-point Likert-scale stating how often each depressive symptom occurred during the past week (0=rarely or none of the time, 1=some of the time, 2=much of the time, 3=most or all of the time). The potential range of scores is from 0 to 60, with higher scores indicating higher levels of depressive symptomology.

The CES-D scale is a well validated and widely used instrument in many studies internationally [23-25]. Reliability and validity of the scale has been tested in both general and clinical populations [1]. Previous results show that the 20-item scale yields good internal consistency for the general population (Cronbach alpha=.85) and for a psychiatric population (Cronbach alpha=.90) [26]. Adequate test-retest reliability was found over 2 to 8-week period and 3 to 12-month period, respectively [26,27]. Convergent validity was supported by the significant correlations with other scales designed to assess depression symptoms [18,19,28,29]. The CES-D scale is available to use in the public domain and free to use without restriction.

**Data Analysis**

The internal consistency of the CES-D scale was determined using the Cronbach alpha statistic [30], confirmatory factor analysis (CFA) was first performed to determine the structure of the model. The maximum-likelihood estimator was in the confirmatory analyses. Four fit indices were used in this study: chi-square statistics [31]; the Comparative fit index (CFI) [32], the Tucker Lewis Index (TLI, Tucker and Lewis 1973), and the root-mean-square error of approximation (RMSEA, [33]).
chi-square statistics indicates whether the observed covariance matrix is similar to the predicted covariance matrix. However, the result is liable to bias in large sample sizes [34]. As such, other criteria such as absolute and comparative fix indices are used to evaluate the model. The CFI and TLI indices are the relative reduction in lack of fit of an observed model versus an independent model; with values of 0.90 or greater indicating an adequate fit [35]. For RMSEA [33], values less than 0.05 indicate good fit, and values greater than 0.10 as indication of poor fit of a model after accounting for degrees of freedom of the model.

Subsequently, Mokken analysis was used to provide further insight into the scale’s factor structure and the scalability of the items [36,37]. Following Mokken analysis, data were analyzed using GRM [38], which has been shown to be suitable for calibrating items for use as CAT assessments [39]. Item discrimination values ranging from 0.64 to 1.34 were considered to be moderately discriminative, and values 1.35 or greater are highly discriminative [40].

Following the protocol set out by the PROMIS investigators [41], we assessed the assumptions of GRM and made modifications, where necessary, to the scale to resolve breaches of model assumptions, which are detailed below.

Local independence of items was assessed using Yen’s Q method of correlated residuals. Item residual correlations above .20 were considered indicative of local dependence between items [42]. Different strategies exist for managing items with local dependency, which including removing the items from the scale completely or collapsing the items into a testlet.

The DIF analysis using the lordif package was conducted for age and gender groups to identify measurement biases between groups [43]. The lordif package utilizes ordinal logistic regression methods to calculate DIF [44]. DIF is observed when the probability of answering a specific item correctly is not the same for individuals with the same level of depressive symptoms but who belong to a different demographic group [15]. For example, male and female participants may both have equal levels of depressive symptoms, but if the certain items are interpreted differently between groups then observed mean scores may incorrectly show that one group has higher levels of depressive symptoms than the other because of an artefact of their gender that was not adequately controlled for within the test. Hence, DIF is used to identify items with unwanted bias and indicate that the same item sets and parameters might be needed for different diagnostic groups [16].

We conducted DIF analysis to assess item invariance with respect to age and gender. Two criteria were adopted in this study to detect meaningful DIF: changes in the beta [43] and the pseudo R-square [45]. Values ranging from 5% to 10% beta change and pseudo R-squared >1.13 suggest that meaningful DIF exist for a particular item [43,45,46]. For our study, items with beta change of above >1% was flagged for DIF. We divided the sample into 2 groups based on the mean age (26 years) of the sample. Participants who were younger than mean age were placed in the first group (n=399) and those that were older than the mean age were placed in the second group (n=200). For gender groups, all the males were in the first group (n=348), whereas all the females were in second group (n=665). Participants who did not wish to reveal their gender (n=9) were excluded from the DIF analysis as there were too few to create an adequate additional group.

We evaluated the impact of DIF on the CES-D scores by recalibrating the items to the GRM model using the DIF-adjusted item parameters [47]. The person scores were recalculated based on these parameters. Finally, the strength of the association between the DIF-adjusted person score and original person score were evaluated using Pearson correlation. A high correlation would suggest that adjusting for DIF would make negligible differences in the person scores, and as such, could be ignored [48]. A low correlation between the DIF-adjusted person scores and original person scores suggest that the DIF makes a meaningful difference on the final scores and that group-specific parameters should be used when developing a CAT.

**Establishing Evaluation of CES-D CAT Simulation**

Two simulations were conducted to evaluate the properties of the item pool and the CAT algorithm. The first simulation employed simulated responses from various levels of the latent trait derived from participants who completed the full CES-D scale to determine the average number of items that had to be administered.

The second simulations were respondents from the validation group and thus, the simulations were conducted using real data. The item parameter estimates used in the CES-D CAT were derived from the evaluation group. The validation sample used in this simulation did not overlap with the evaluation sample used to calibrate the item bank. Nevertheless, the individuals of this sample completed the same CES-D items that had been employed in the construction of the item bank. As such, responses to all items in the item bank were available. Both the respondents’ latent trait levels and responses to individual items were used to estimate the number of items needed to administer in a CAT. Correlations with the simulated CAT score and their scores derived from the full CES-D were obtained for both groups.

The maximum Fisher Information criterion was used for item selection [49,50]. The Bayesian modal estimation was used at the beginning of the CAT simulation to estimate ability [51]. This approach temporarily assumes that the ability of the test takers is normally distributed. Once a mixed response pattern is obtained, the normal distribution assumption is no longer requires and thus, a non-Bayesian maximum likelihood estimation is used [52]. Maximum likelihood estimation is subsequently used to estimate the final ability of the test taker [49]. The major advantage of using maximum likelihood estimation of ability is that it can account for all the information in the test taker’s responses in conjunction with the information available on each test item. The stopping rule for both simulations were set at SE≤0.32, which roughly corresponds to a reliability value≥0.90 [53].

**Software**

Analyses were all conducted using the R Statistical Computing Environment [54]. Individual packages were loaded to conduct CFA (“ lavaan,” [55], Mokken (“mokken,” [56]) and item
response theory (IRT) including CAT simulations (“mirt,” [57] and “catR” [Magis and Raîche, 2011]).

Results

Confirmatory Factor Analysis

Confirmatory factor analysis (CFA) was employed to investigate the unidimensionality of the CES-D scale. Table 1 lists the mean, standard deviation, and the factor loadings of the CES-D items, revealing no reason for concern about the multivariate distribution of the data. Therefore, the model was estimated using the maximum likelihood method. As shown, the factor loadings are above the recommended threshold of .3 (Kline, 2013).

Initial CFA results indicate a poor fit to the model ($\chi^2 = 8.4, P < .05; TLI = .94; CFI = .86; and RMSEA = .09 (95% CI = .08-.09))$.

Unidimensionality

We used Mokken analysis to further explore the dimensional structure of the CES-D and identify the potential sources of multidimensionality identified with the CFA. The evaluation of item homogeneity is based on the Loevinger’s $H$ coefficient [58]. Scalability is considered to be sufficient for both items and the scale where Loevinger’s $H$ is equal to or greater than 0.30 [59]. We found that items 2, 11, and 15 displayed item coefficients of homogeneity<0.3. Hence, these items were eliminated from further analysis. This strategy was repeated and all the items were found to be above the recommended threshold, which conformed to a single dimension with Loevinger’s coefficient of homogeneity at a scale level of 0.43 (Table 2).

Table 1. Factor loadings and item descriptive statistics for the CES-D scale.

<table>
<thead>
<tr>
<th>Item no.</th>
<th>Mean</th>
<th>SD</th>
<th>Factor loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>q1</td>
<td>2.09</td>
<td>0.95</td>
<td>0.53</td>
</tr>
<tr>
<td>q2</td>
<td>1.94</td>
<td>1.04</td>
<td>0.40</td>
</tr>
<tr>
<td>q3</td>
<td>2.22</td>
<td>1.07</td>
<td>0.81</td>
</tr>
<tr>
<td>q4</td>
<td>2.34</td>
<td>1.06</td>
<td>0.58</td>
</tr>
<tr>
<td>q5</td>
<td>2.67</td>
<td>1.00</td>
<td>0.51</td>
</tr>
<tr>
<td>q6</td>
<td>2.42</td>
<td>1.04</td>
<td>0.85</td>
</tr>
<tr>
<td>q7</td>
<td>2.48</td>
<td>1.01</td>
<td>0.49</td>
</tr>
<tr>
<td>q8</td>
<td>2.43</td>
<td>0.99</td>
<td>0.56</td>
</tr>
<tr>
<td>q9</td>
<td>2.16</td>
<td>1.09</td>
<td>0.70</td>
</tr>
<tr>
<td>q10</td>
<td>2.09</td>
<td>1.03</td>
<td>0.54</td>
</tr>
<tr>
<td>q11</td>
<td>2.57</td>
<td>1.11</td>
<td>0.42</td>
</tr>
<tr>
<td>q12</td>
<td>2.31</td>
<td>0.94</td>
<td>0.72</td>
</tr>
<tr>
<td>q13</td>
<td>2.25</td>
<td>1.01</td>
<td>0.60</td>
</tr>
<tr>
<td>q14</td>
<td>2.76</td>
<td>1.07</td>
<td>0.69</td>
</tr>
<tr>
<td>q15</td>
<td>1.90</td>
<td>0.92</td>
<td>0.41</td>
</tr>
<tr>
<td>q16</td>
<td>2.36</td>
<td>0.98</td>
<td>0.71</td>
</tr>
<tr>
<td>q17</td>
<td>1.77</td>
<td>0.96</td>
<td>0.54</td>
</tr>
<tr>
<td>q18</td>
<td>2.59</td>
<td>0.99</td>
<td>0.80</td>
</tr>
<tr>
<td>q19</td>
<td>2.30</td>
<td>1.07</td>
<td>0.63</td>
</tr>
<tr>
<td>q20</td>
<td>2.51</td>
<td>1.01</td>
<td>0.58</td>
</tr>
</tbody>
</table>
Table 2. Loevinger’s coefficient of homogeneity at an item-level.

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean</th>
<th>Item H (H_I)</th>
<th>Standard Error</th>
<th>Dimensionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.09</td>
<td>0.38</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2.22</td>
<td>0.55</td>
<td>0.01</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2.34</td>
<td>0.41</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2.67</td>
<td>0.38</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2.42</td>
<td>0.57</td>
<td>0.01</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2.48</td>
<td>0.35</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2.43</td>
<td>0.39</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>2.16</td>
<td>0.49</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>2.10</td>
<td>0.39</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>2.31</td>
<td>0.50</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>2.25</td>
<td>0.42</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>2.76</td>
<td>0.48</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>1.90</td>
<td>0.49</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>2.36</td>
<td>0.40</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>1.77</td>
<td>0.55</td>
<td>0.01</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>2.60</td>
<td>0.43</td>
<td>0.02</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>2.30</td>
<td>0.41</td>
<td>0.02</td>
<td>1</td>
</tr>
</tbody>
</table>

*Scale H=0.45.

**Graded Response Model**

Once we have established unidimensionality using Mokken analysis. We fitted the remaining 17 items to Samejima’s GRM (Table 3). The slope and threshold parameters in the GRM are used to describe the relationship between each item and overall depressive symptom severity. The slope parameter reflects how well the items discriminate between respondents with or without depressive symptoms. The item discrimination values (alpha) ranged from a high of alpha=3.70 (item 5) to a relative low, but still strong, alpha=1.13 (item 7). The threshold parameter describes the endorsement of depressive symptoms, with larger values indicating greater levels of depressive symptoms. The thresholds for the lowest item category (b1) ranged from −3.31 (item 18) to 0.15 (item 17) on a z-score scale, indicating low to average levels of depressive symptoms, relative to the rest of our sample, for the individuals who endorsed the lowest CES-D category. The thresholds for the highest CES-D category (b3) ranged from 3.50 (item 3) to 1.25 (item 14), indicating moderate to high levels of depressive symptoms. All the standard errors of the $\theta$ estimates were considered marginal, indicating that the items were normally distributed. An item fit analysis was conducted to identify any misfits. However, the results indicated that the remaining items fitted the model. Examination of the factor loadings revealed that all items loaded significantly ($>0.50$) on the single factor. Therefore, this model described the data adequately.

**Local independence**

Local dependency was apparently between items 18, 12, and 16 as well as items 1, 19, and 15. Items 8, 12, and 16 were grouped as testlet 1, and items 19, and 15 were grouped as testlet 2. We observed the item residual correlation and found that item 4 was still correlated ($>0.2$) with the first testlet. Hence, we grouped item 4 together with the first testlet and repeated the analysis, resulting in no correlated residuals greater than 0.2. Within the IRT framework, the fit indices based on the limited information $M_3$ statistic was used to assess the model fit [60]. The result shows that the RMSEA was at 0.065 (95% CI 0.06-0.07), and comparative indices (TLI=0.96, CFI=0.97) were above the recommended threshold [35].

**Figure 1** displays the test information curve for the IRT GRM. The test characteristics curve is simply the additive of the scores associated with increasing levels of depressive symptoms. The test information is at its highest (18.71) when the theta level is slightly above 0, while the lowest around of information can be found at both tails of the $x$-axis. Hence, the CES-D scale is most precise in estimating the underlying trait when the theta level is approximately zero (average).
Table 3. Parameter estimates and factor loadings for the 17 items of the CES-D Scale.

<table>
<thead>
<tr>
<th>Item</th>
<th>a</th>
<th>b1</th>
<th>b2</th>
<th>b3</th>
<th>Factor 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 1</td>
<td>1.22 (0.09)</td>
<td>-0.97 (0.09)</td>
<td>0.93 (0.09)</td>
<td>2.85 (0.15)</td>
<td>0.58</td>
</tr>
<tr>
<td>Item 3</td>
<td>3.15 (0.18)</td>
<td>-1.56 (0.15)</td>
<td>1.14 (0.15)</td>
<td>3.50 (0.21)</td>
<td>0.88</td>
</tr>
<tr>
<td>Item 4</td>
<td>1.45 (0.09)</td>
<td>-1.31 (0.10)</td>
<td>0.20 (0.09)</td>
<td>2.16 (0.12)</td>
<td>0.65</td>
</tr>
<tr>
<td>Item 5</td>
<td>1.14 (0.08)</td>
<td>-2.13 (0.15)</td>
<td>-0.38 (0.08)</td>
<td>1.44 (0.10)</td>
<td>0.56</td>
</tr>
<tr>
<td>Item 6</td>
<td>3.70 (0.22)</td>
<td>-2.81 (0.21)</td>
<td>0.37 (0.16)</td>
<td>3.70 (0.24)</td>
<td>0.91</td>
</tr>
<tr>
<td>Item 7</td>
<td>1.13 (0.07)</td>
<td>-1.71 (0.10)</td>
<td>0.04 (0.08)</td>
<td>1.81 (0.10)</td>
<td>0.55</td>
</tr>
<tr>
<td>Item 8</td>
<td>1.37 (0.09)</td>
<td>-1.84 (0.11)</td>
<td>0.19 (0.09)</td>
<td>2.11 (0.12)</td>
<td>0.63</td>
</tr>
<tr>
<td>Item 9</td>
<td>2.03 (0.12)</td>
<td>-0.81 (0.11)</td>
<td>0.86 (0.11)</td>
<td>2.66 (0.15)</td>
<td>0.77</td>
</tr>
<tr>
<td>Item 10</td>
<td>1.29 (0.09)</td>
<td>-0.66 (0.09)</td>
<td>0.79 (0.09)</td>
<td>2.56 (0.13)</td>
<td>0.60</td>
</tr>
<tr>
<td>Item 12</td>
<td>2.14 (0.13)</td>
<td>-2.09 (0.15)</td>
<td>0.65 (0.12)</td>
<td>3.33 (0.18)</td>
<td>0.78</td>
</tr>
<tr>
<td>Item 13</td>
<td>1.49 (0.09)</td>
<td>-1.27 (0.10)</td>
<td>0.58 (0.09)</td>
<td>2.49 (0.13)</td>
<td>0.66</td>
</tr>
<tr>
<td>Item 14</td>
<td>1.98 (0.11)</td>
<td>-2.59 (0.14)</td>
<td>-0.70 (0.11)</td>
<td>1.25 (0.11)</td>
<td>0.76</td>
</tr>
<tr>
<td>Item 16</td>
<td>2.12 (0.13)</td>
<td>-2.06 (0.14)</td>
<td>0.44 (0.12)</td>
<td>2.98 (0.16)</td>
<td>0.78</td>
</tr>
<tr>
<td>Item 17</td>
<td>1.38 (0.10)</td>
<td>0.15 (0.09)</td>
<td>1.57 (0.11)</td>
<td>3.24 (0.18)</td>
<td>0.63</td>
</tr>
<tr>
<td>Item 18</td>
<td>2.89 (0.16)</td>
<td>-3.31 (0.20)</td>
<td>-0.34 (0.14)</td>
<td>2.82 (0.18)</td>
<td>0.86</td>
</tr>
<tr>
<td>Item 19</td>
<td>1.50 (0.10)</td>
<td>-1.21 (0.10)</td>
<td>0.41 (0.09)</td>
<td>2.15 (0.12)</td>
<td>0.66</td>
</tr>
<tr>
<td>Item 20</td>
<td>1.37 (0.09)</td>
<td>-1.99 (0.12)</td>
<td>0.09 (0.09)</td>
<td>1.83 (0.11)</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Figure 1. The test information of the CES-D scale.
DIF Analysis

DIF was not found between age groups. However, results indicated that item 14 (“I felt lonely”) showed moderate DIF for gender groups, with a beta change of more than 1% and a pseudo R-square of 0.08. When the DIF-adjusted person scores were calculated, the Pearson correlation between the original person scores and the DIF-adjusted person scores were 0.99. A $t$ test analysis showed a non-significant mean difference with scores for DIF-adjusted person scores (mean=0.01, SD=0.88), and original person scores (mean=0.00, SD=0.97); $t_{2016.4}=-0.15, P=.88$.

On the basis of these results, the conclusion arrived at was that statistically significant DIF was identified for item 14 using the two criteria of beta change and pseudo R-squared. However, the strength of association between the original person scores and the DIF-adjusted person scores were greater than 0.99. Therefore, the final decision was that any DIF found between the groups could be disregarded.

Computer Adaptive Testing Simulation

Simulation I

Table 4 presents the results of the first simulation. In this analysis, the data were sorted into 10 equal parts, with each part representing one tenth of the sample group. There are appropriate 104 or 105 participants in each decile (D) rank (n=1042). The estimated average test length was 10.16 with SD of 2.34. The mean RMSE was .32 and the mean bias was −.0083. The lowest number of items administered to the simulees was in D5, with an average of 8.3 test items. The lowest and highest decile rank requires substantially more items (D1=13.98 items; D10=13.09 items) in order to reach the same target precision of SE≤0.32.

Simulation II

The second simulation study was conducted using the responses from a sample of real respondents (validation group) who completed the full CES-D scale. The stopping rule was set at SE≤0.32. The result of the second simulation can be found in Table 5. On average, 11.72 items with SD of 2.68 were required to estimate the latent trait at this level of precision. The mean RMSE was 1.14 and the mean bias was 0.18. Unlike the first simulation, only respondents in the lowest decile ranking required the administration of substantially more items to reach the specified level of precision (D1=14.76 items). Interestingly, there is a downward trend in the length of items from D9 (14.61 items) to D10 (8.41 items), indicating higher precision at higher levels of depressive symptoms with the use of lesser items.

Further inspection of the item administration pattern (Figure 2), suggests a drop in the number of items required to estimate the latent trait accurately around. This could be due of the CAT algorithm selecting items with the highest information at every step, resulting in a quicker estimate of the latent trait. Figure 2 shows the number of items administered by the CES-D CAT as a function of the standardized score of the depressive symptoms construct.

Estimates of the level of CES-D trait score provided by the simulated CAT algorithm and the original CES-D trait score derived from original scale correlated highly ($r=0.98$). This indicates that a precise estimation of the latent trait is possible with substantial item savings using CAT approaches (Figure 3).

Table 4. CES-D CAT Simulation of respondents.

<table>
<thead>
<tr>
<th>Measure</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
<th>D7</th>
<th>D8</th>
<th>D9</th>
<th>D10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean theta</td>
<td>−1.70</td>
<td>−1.04</td>
<td>−0.69</td>
<td>−0.37</td>
<td>−0.09</td>
<td>0.16</td>
<td>0.40</td>
<td>0.68</td>
<td>1.01</td>
<td>1.64</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.29</td>
<td>0.35</td>
<td>0.31</td>
<td>0.33</td>
<td>0.32</td>
<td>0.32</td>
<td>0.30</td>
<td>0.32</td>
<td>0.34</td>
<td>0.34</td>
</tr>
<tr>
<td>Mean bias</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>−0.03</td>
<td>−0.05</td>
<td>−0.07</td>
<td>0.01</td>
</tr>
<tr>
<td>Mean test length</td>
<td>13.98</td>
<td>12.34</td>
<td>11.04</td>
<td>9.50</td>
<td>8.30</td>
<td>7.70</td>
<td>7.60</td>
<td>8.18</td>
<td>9.77</td>
<td>13.09</td>
</tr>
<tr>
<td>Mean standard error</td>
<td>0.34</td>
<td>0.34</td>
<td>0.33</td>
<td>0.34</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
</tr>
<tr>
<td>Number of simulees</td>
<td>105</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>105</td>
</tr>
</tbody>
</table>

Simulation II

Table 5. CES-D CAT Simulation of CAT algorithm.

<table>
<thead>
<tr>
<th>Measure</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
<th>D7</th>
<th>D8</th>
<th>D9</th>
<th>D10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Theta</td>
<td>−1.70</td>
<td>−1.04</td>
<td>−0.69</td>
<td>−0.37</td>
<td>−0.09</td>
<td>0.16</td>
<td>0.40</td>
<td>0.68</td>
<td>1.01</td>
<td>1.64</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.46</td>
<td>1.15</td>
<td>0.86</td>
<td>0.42</td>
<td>0.36</td>
<td>0.50</td>
<td>0.61</td>
<td>0.92</td>
<td>1.65</td>
<td>2.08</td>
</tr>
<tr>
<td>Mean bias</td>
<td>−1.45</td>
<td>−1.13</td>
<td>−0.82</td>
<td>−0.29</td>
<td>0.11</td>
<td>0.34</td>
<td>0.53</td>
<td>0.85</td>
<td>1.58</td>
<td>2.05</td>
</tr>
<tr>
<td>Mean standard error</td>
<td>0.42</td>
<td>0.34</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
<td>0.33</td>
<td>0.37</td>
</tr>
<tr>
<td>Number of simulees</td>
<td>105</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>104</td>
<td>105</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The psychometric properties of the CES-D measure were evaluated using a US sample. This sample was chosen to avoid issues of DIF across culture, and with the aim of providing an item bank which could be suitable for use within a clinical and research setting in the United States. The CES-D scale displayed excellent internal consistency based on the Cronbach alpha. The factor structure of the CES-D was subsequently evaluated using confirmatory factor and Mokken analysis. However, the results from the CFA indicated that the model provided an inadequate fit to the data. Mokken analysis identified three items as sources...
of multidimensionality in the CES-D. Items 2, 11, and 15 were considered to have poor fit and were subsequently removed from the analysis. Item 2 referred to “I did not feel like eating; my appetite was poor,” item 11 referred to “my sleep was restless,” and item 15 referred to “People were unfriendly.” The result showed that the final 17 items were found to be suitable for measuring a unidimensional trait and thus, the item parameters achieved from the remaining items allowed us to develop a computerized adaptive CES-D assessment.

The CES-D scale was calibrated using the IRT approaches. Most IRT based models require that items measure a single underlying dimension and this condition was met based on the result of the Mokken analysis. Furthermore, IRT based frameworks made computer-adaptive CES-D possible with the estimated item parameters derived from IRT models. Simulated computer-adaptive administration of the item bank demonstrates the ability to estimate precise latent trait levels with similar or higher levels of internal reliability similar to the original scale but using fewer items. These results are commensurate with other research exploring the performance of the CES-D as a CAT in other contexts including adolescents and people with multimorbidity [10,61] and for adaptive testing of depressive symptoms using the PROMIS system [62].

Unlike a test developed using classical test theory, in which the number of items is fixed and precision naturally varies between participants who have differing levels of latent ability, CAT fixes the precision while allowing the number of items to vary. CAT can only be conducted using computer administration and the items are previously calibrated with a suitable item response model. The steps to conducting a CAT are (1) administer an item, (2) compute the latent score and its standard error, (3) identify the next most informative item based on the current latent score estimate and IRT parameters, and (4) repeat steps 1-3 until the predefined stopping rule has been met.

In our simulation studies, we found a very high correlation between the CAT scores obtained when all 17 items were administered and when the stopping rule was introduced (leading to a mean test length of 10 items). Moreover, at the extreme (higher) end of the latent trait continuum, it only requires 8 items to identify individuals with depressive symptoms. This encourages quicker assessment of depressive symptoms, which can help clinicians to identify potential groups of persons who may benefit from immediate medical intervention. In spite of substantial improvements in efficiency by employing the CAT procedure, little information is lost and scores are still estimated accurately. By comparison, the time taken to complete the CES-D CAT will be shorter than the original 20-item scale. This time saving may seem small as far as a single scale is concerned, but psychometric assessment usually involves multiple questionnaires and, from this perspective, substantial time saving is evident.

Limitations and Future Research

A limitation to the current research is the small number of items used to measure CES-D. With CAT, the precision of latent trait estimates increases with the number of items in the item bank. A smaller item bank gives fewer options for item selection and may result in reduced item variation between assessments. However, to apply stricter stopping-rule criteria means that the number of items necessary to complete the CES-D CAT will be about the same as completing all the original scale, thus, no extra benefit remains with the use of CES-D CAT. Therefore, while this study reports the stopping rule at less than or equal to 0.32, which is equivalent to a reliability of more than or equal to 0.90, the precision can still be heightened by increasing the test information. This can be achieved by adding more high-quality items to the item bank. Hence, future studies could evaluate the CAT system where new items are included as part of the test to increase the item bank and ensure that the performance of the CAT system is not compromised. The performance of the CAT algorithms can also be evaluated under “live” testing conditions rather than simulation of existing data to ensure that participants’ test performance under conventional ‘fixed length’ and adaptive conditions do not differ significantly.

Compared with population-based samples used in the development of item banks elsewhere [21], our sample was younger and had a greater proportion of women. Given the nature of the recruitment into the study via a voluntary online app it is not surprising that this sample is more reflective of a “digitally native” population of younger people. One important caveat of this research is that our findings should not be extrapolated to a general population but rather support the growing body of literature demonstrating the suitability of the CES-D for adaptive testing in different group as a means of making measurement more precise and efficient while retaining an item bank that is familiar to clinicians.

In this study, we assess the content validity of the CAT-administered CESD by comparing depressive symptom estimates from the full-length assessment with an adaptively administered version. Further research is required to establish predictive validity of this tool for the correct classification of clinical depression to support its use in clinical contexts.

There are some discussions about the factor structure of the CES-D and whether a single factor is appropriate for assessing depressive symptomatology. Several researchers have suggested that the CES-D scale is a measure of the underlying 4-factor structure [1,63,64]. However, the construction of a 4-factor scale may be too challenging as psychometric test designed for health assessment aims to be as short as possible. Nevertheless, in the event that a 4-factor scale is developed for the CES-D, then a 4-factor CES-D CAT under the conditions of content balancing may be introduced. In other words, a proportionate sampling of items is taken from each of the factor domains, while ensuring unidimensionality is achieved [52]. Researchers can thus consider new research avenues in which one could understand in finer gradient of the depressive symptoms.

Conclusions

Our findings presented in this study shows that the CES-D CAT is a precise and efficient tool for screening depressive symptoms. Furthermore, the measurements provided by CAT are more likely to result in more meaningful research conclusions than classical approaches. More informed decisions could also be made based on measurement data at an individual level rather than at a scale level.
While increased complexity with regards to the test development is inevitable, the CES-D CAT has immediate advantages such as increased accuracy, exact interpretable, and shorter time spent over conventional testing approaches. Open source software such as the Concerto testing platform [65] makes it more accessible than ever before for researchers to develop and implement their own CAT system. Furthermore, the CESD-CAT outperforms the paper-based versions of the CES-D in terms of reliability, length, and flexibility in which they may be administered in a clinical setting. CATs are more dynamic as they adjust accordingly to the ability level of the test taker, indicating both efficiency and effectiveness. Thus, the CES-D CAT is suitable to be administered as a primary tool for understanding and screening individuals in the US with depressive symptomatology.
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Abstract

Background: Alzheimer disease (AD) is a very challenging experience for all those affected. Unfortunately, detection of Alzheimer disease in its early stages when clinical treatments may be most effective is challenging, as the clinical evaluations are time-consuming and costly. Recent studies have demonstrated a close relationship between cognitive function and everyday behavior, an avenue of research that holds great promise for the early detection of cognitive decline. One area of behavior that changes with cognitive decline is language use. Multiple groups have demonstrated a close relationship between cognitive function and vocabulary size, verbal fluency, and semantic ability, using conventional in-person cognitive testing. An alternative to this approach which is inherently ecologically valid may be to take advantage of automated computer monitoring software to continually capture and analyze language use while on the computer.

Objective: The aim of this study was to understand the relationship between Internet searches as a measure of language and cognitive function in older adults. We hypothesize that individuals with poorer cognitive function will search using fewer unique terms, employ shorter words, and use less obscure words in their searches.

Methods: Computer monitoring software (WorkTime, Nestersoft Inc) was used to continuously track the terms people entered while conducting searches in Google, Yahoo, Bing, and Ask.com. For all searches, punctuation, accents, and non-ASCII characters were removed, and the resulting search terms were spell-checked before any analysis. Cognitive function was evaluated as a z-normalized summary score capturing five unique cognitive domains. Linear regression was used to determine the relationship between cognitive function and Internet searches by controlling for variables such as age, sex, and education.

Results: Over a 6-month monitoring period, 42 participants (mean age 81 years [SD 10.5], 83% [35/42] female) conducted 2915 searches using these top search engines. Participants averaged 3.08 words per search (SD 1.6) and 5.77 letters per word (SD 2.2). Individuals with higher cognitive function used more unique terms per search (beta=.39, P=.002) and employed less common terms in their searches (beta=1.39, P=.02). Cognitive function was not significantly associated with the length of the words used in the searches.

Conclusions: These results suggest that early decline in cognitive function may be detected from the terms people search for when they use the Internet. By continuously tracking basic aspects of Internet search terms, it may be possible to detect cognitive decline earlier than currently possible, thereby enabling proactive treatment and intervention.

(J Med Internet Res 2017;19(9):e307) doi:10.2196/jmir.7671

KEYWORDS
Internet; geriatrics; cognition; executive function
Introduction

One in 9 adults over the age of 65 has a diagnosis of Alzheimer disease (AD), the 6th leading cause of death in the United States [1]. Due to the significant public health importance of this disease, many clinical trials have been performed in search of an effective treatment. However, from 2002-2012, the clinical trial success of AD drugs advancing to market was 1 out of 244 tested compounds [2], leading some to call this AD’s “lost decade” [3]. This may in part be due to challenges in early diagnosis of AD. AD is marked by an insidious onset and gradual, subtle decline of cognitive function. By the time cognitive and functional symptoms are detected through clinical assessment, disease progression may already be too advanced for treatment to be most effective. Thus, a major focus of AD research is currently directed to early detection and prevention of the disease [4].

AD is likely the result of the progressive accrual of neuropathological lesions in the brain which ultimately affect multiple aspects of cognition and behavior [5]. Abilities that may be affected by this process are evident in a number of domains that are typically assessed in a clinical evaluation, such as language processing, motor function, and executive functioning. However, assessment during clinic visits may not allow for the detection of subtle changes in real-world behavior that are associated with changes in cognitive function. Furthermore, episodic assessment provides only a snapshot of cognitive function and makes detection of crucial changes difficult. Given that many data points are needed to detect a statistically significant change, this episodic assessment paradigm requires multiple years of data. In contrast, recent work by Dodge et al demonstrated that by collecting more frequent (eg, daily) measures of key variables of interest, it is possible to detect trends and changes in variables over a much shorter period (eg, months instead of years), enabling more sensitive detection of the earliest stages of decline [6]. As subtle changes in everyday function take years to evolve and manifest dementia, the ability to detect these changes through continuous in-home monitoring of everyday behavior and activity holds great promise for early detection of AD [7-10].

One key behavior that may enable real-world identification of daily function is computer use. Engaging with a computer requires motor function to operate the keyboard and move the mouse; language processing to comprehend, select, retrieve, and generate appropriate words; and executive function to plan, inhibit, focus, and shift attention in meaningful and efficient ways. Thus, the way an individual interacts with their computer represents a rich and relatively untapped means of assessing everyday cognition especially among older adults who are at risk of cognitive decline. Notably, although adoption of computers among older adults has lagged younger generations [11], as the baby boomer generation ages, the number of computer-savvy older adults is likely to increase dramatically [12]. Thus, an understanding of the relationship between regular computer use and cognitive function will become highly valuable, especially as 80% of older adults who use the Internet go online at least 3 times per week [12]. This computer monitoring approach has begun to be successfully carried out in older adults by assessing a number of computer use metrics for indexing cognitive change. These include general time-use metrics [13] as well as more specific operational aspects, for example, how a person completes an online task or operates a keyboard [14,15] or mouse [7].

One area of particular potential in this regard is inferring aspects of cognitive function and, more specifically, language function through the terms people search for on the Internet. Previous studies on language analysis (not typically done using computer-based monitoring) have indicated that certain key aspects of language decline in neurocognitive disorders such as AD [16]. These language changes are likely due to disruption of regions of the brain responsible for production and encoding of language [17-20]. Importantly, changes in language function have been observed before the clinical diagnosis of manifest dementia [21]. Aspects of language that decline include semantic fluency, picture naming, and phonetic fluency [22]. More recently, researchers have begun using automatic speech detection or recognition (ASR) systems to analyze not only word use but also pauses and speech tempo [23] and have demonstrated that these key aspects of language are sensitive to cognitive decline before other clinical tests may detect the disease [24,25].

All of this recent research has relied on elicited speech or language using a formal testing paradigm. This study bridges the gap between the previous work on inferring cognitive function from computer use and the work regarding the effects of cognitive decline on language by using continuous computer monitoring software to collect samples of language from the terms people search for on the Internet. Search term language differs from spoken language in that it is frequently goal oriented, may use only key words rather than complete sentences, and may also use terms not used in a spoken language such as “df” instead of “definition.” Although a large body of literature has focused on how older adults search the Internet to find health information [26-28], relatively few studies have investigated general aspects of search term language or how they may relate to cognitive function.

The focus of this paper was to determine whether early language changes can be detected from the way people search the Internet during routine, everyday use. In particular, we hypothesize that individuals with more impaired cognitive function will (1) employ fewer unique search terms per search, (2) employ shorter words in their searches, and (3) use less obscure search terms, where obscurity is defined as the inverse of the frequency of searching for a given term across all subjects.

Methods

Participants

The participants for this study were recruited from two ongoing projects: the Life Laboratory cohort (Oregon Health & Science University (OHSU) IRB #2765) and the Ambient Independence Measures (AIMs) cohort (OHSU IRB #9944). The focus of these studies is to understand the relationship between daily behavior and health in older adults using home embedded sensing and computing (“smart home”) technologies [9].
Eligibility criteria for both studies included living alone and independently in a house or apartment larger than a studio, a minimum score of 25 on the Mini-Mental State Examination, and a maximum score of 0.5 on the Clinical Dementia Rating scale (not demented). Participants were also required to live independently without the need for in-home nursing care or help with daily activities. The minimum age for participation in the Life Laboratory study is 62 years, whereas that for the AIMS cohort is 70 years. Enrollment for the Life Laboratory study began in 2007 and continues on a rolling basis. Enrollment for the AIMS study began in 2014 and closed in April 2016.

In 2015, all active participants from both projects who indicated they used a computer were asked to participate in this additional computer use monitoring study. Participants who agreed to have their computer use monitored received software (WorkTime, Nestersoft Inc) on their personal computers, which records all activities performed on the computer, including terms searched for in search engines such as Google, Yahoo, Bing, and Ask.com. All subjects signed informed consent before participating in any study activity, and the study was approved by the OHSU Institutional Review Board (IRB #2765). A total of 76 individuals agreed to participate. Of these, 54 participants searched in Google, Bing, Yahoo, or Ask.com while the software was installed on the computer. However, 12 of these participants did not search during the 3 months before or after completing their neuropsychological evaluation, and thus their Internet search data could not be used. Thus, a total of 42 participants were included in the final analysis. The demographic characteristics of the participants are shown in Table 1. Those participants who completed a search were younger than those who never completed a search, but they were not statistically significantly different in other demographic characteristics. Among those who completed a search, the average age was 81.1 years (SD 10.5), 83% were female (35/42), and 49% had completed college (25/42). The average cognitive z-score (defined in detail under Cognitive Function below) in this cohort was 0.16 (SD 0.56), and one participant had a CDR score of at least 0.5, suggesting mild cognitive impairment.

**Data and Measures**

For each participant, demographics (including age, sex, and education) were collected at baseline, clinical assessments were performed annually, and (beginning in 2015) data were collected continuously from the participants’ personal computers using WorkTime. Below is a more detailed description of each of these types of data.

**Internet Searches**

The WorkTime software installed on participants’ computers records the websites visited, the applications used, and the search terms entered when performing Internet-based searches. WorkTime collects data from any search browser on any website such as Target.com and Facebook.com. However, searches on websites other than major search engines do not represent the same type of search query as those in the major search engines. We therefore limited the final dataset to consist only of searches entered in major search engines. A google search revealed that the top search engines are Google, Bing, and Yahoo. We therefore included these three search engines in the dataset. We then reviewed each participant to determine if they frequently conducted searches in other major search engines and found that several participants also conducted searches using Ask.com. We therefore also included searches arising from this search engine in our final dataset.

The final dataset represents an average of 370 days of continuous computer use data (min: 7 days; max: 796 days) from 76 participants. From the time the computer software was installed until the data was pulled for analysis, 54 subjects completed 8565 searches in Bing, Google, Yahoo, and Ask.com, whereas 22 participants with WorkTime installed on their personal computer never completed a search in one of these top search engines during the monitoring period, although some of these participants did conduct searches outside the monitoring period. Because we limited the analysis to the 3 months of Internet search data before or after the in-person cognitive evaluation, only 42 participants who conducted an Internet search during this time were included in the final analyses.

Before analysis, all search terms were cleaned using a 3-step process. First, all unreadable characters were removed from the string of search terms. Such characters include symbols and non-ASCII characters which could not be read or interpreted using standard English text analysis techniques. Where applicable, accented or non-ASCII characters were converted into the ASCII equivalent of the character (eg, “ü” was converted to “u”).

**Table 1.** Demographic characteristics of the participants at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants who completed a criterion search (n=42)</th>
<th>Participants who never completed a search (n=32)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>81.1 (10.5)</td>
<td>88.9 (6.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex, female, n (%)</td>
<td>35 (83)</td>
<td>22 (68.8)</td>
<td>.14</td>
</tr>
<tr>
<td>Education in years, mean (SD)</td>
<td>15.5 (2.0)</td>
<td>15.3 (2.5)</td>
<td>.62</td>
</tr>
<tr>
<td>Cumulative Illness Rating Scale (CIRS) score, mean (SD)</td>
<td>20.3 (2.6)</td>
<td>20.8 (2.6)</td>
<td>.37</td>
</tr>
<tr>
<td>Mini-Mental State Examination (MMSE) score, mean (SD)</td>
<td>29 (1.3)</td>
<td>28.6 (1.7)</td>
<td>.46</td>
</tr>
<tr>
<td>Clinical Dementia Rating (CDR) score ≥0.5, n (%)</td>
<td>1 (3)</td>
<td>4 (10.3)</td>
<td>.21</td>
</tr>
<tr>
<td>Cognitive z-score, mean (SD)</td>
<td>0.16 (0.56)</td>
<td>0.08 (0.76)</td>
<td>.60</td>
</tr>
</tbody>
</table>
Once these characters were removed, punctuation was also removed, all letters were changed to lowercase, and the complete search was divided into individual, unigram search terms. For example, for the search “Where are cooking classes in Portland?” we first removed the question mark from the end and changed the capital letters in “Where” and “Portland” to lowercase letters. We then divided the entire search into its individual terms: “where,” “are,” “cooking,” “classes,” “in,” and “portland.” After each search was divided into its individual terms, we ran a basic spell checker on each term. Spell checking is necessary as we are interested in understanding how cognitive function relates to variables such as the number of unique terms searched for—a variable that would become over inflated for any participant who regularly misspelled words. This is especially important as spelling may decline with deteriorating cognitive function, potentially masking the true relationship to the generation of the search terms themselves regardless of their correct spelling. To determine whether a word was misspelled, we first tested whether the word appeared in a large corpus of words. If the word did not appear there, we assumed the word was misspelled and endeavored to find the correct spelling. This was done algorithmically by first removing individual letters from the word and testing whether the new word appeared in the large corpus of words. If that did not find a suitable match, we swapped letters that were next to each other in order and tested each newly generated word to see whether it was in the large corpus of words. If we still did not find a match, we added individual letters to the word and tested each new generated word against the corpus of words. If none of these methods found a match, we left the word as is.

The final step in the search term preparation was to stem each word to the root word. For the search example above, this would entail removing the “es” from classes (ie, “classes” becomes “class”) and removing the “ing” from “cooking.” To stem the words, we employed the WordNet lemmatizer that is freely available as part of the Natural Language Toolkit for Python. Unlike other stemming tools, this stemmer first checks WordNet’s expansive dictionary to ensure the stemmed word is an actual word before stemming the suffix.

We calculated three metrics using the cleaned search terms. First, we calculated the average number of unique terms per search, which is defined as the total number of words a participant searched for divided by the total number of searches they performed. Second, we calculated the average length of words searched for as the total number of letters in all words divided by the total number of words searched. These two metrics were computed on a per-subject basis (eg, only data from one subject was used to compute that subject’s average number of unique terms or average word length). Finally, we calculated the average obscurity of the words searched. To compute the average term obscurity, we first calculated the frequency of each searched word across all subjects. Using this frequency, we then calculated the obscurity of each term as the inverse of the frequency. Finally, we calculated each participant’s average term obscurity as the average obscurity score of all words that participant searched for.

Cognitive Function

Standardized, detailed clinical data were collected at baseline for all participants and then annually to appropriately characterize the participants [10]. These clinical data cover four important domains: health status, physical function, cognition, and mood. Global cognitive status was assessed using a composite score including z-scores tabulated from two or three representative neuropsychological tests in each of five cognitive domains. Cognitive domains that were assessed include working memory: Letter-Number Sequencing (WMS-III) [29] and Digit Span Backward length (WAIS-R) [30]; attention/processing speed: Digit Span Forward length (WAIS-R), Digit Symbol (WAIS-R), and Trail Making Test Part A [31]; memory: WMS-R Logical Memory II Story A, WMS-R Visual Reproduction II, and CERAD Word-List Recall [32]; executive function: letter fluency (CFL), Trail Making Test Part B [31], and Stroop color-word conflict [33]; and visual perception/construction: WAIS-R Block Design, WAIS-R Picture Completion, and WMS-R Visual Reproduction I. Individual test z-scores were calculated using group mean and standard deviations of the raw test scores from all cognitively intact participants at study entry into the ORCATECH cohorts. All individual participant scores were z-normalized, summed, and averaged to obtain a composite score. This latter score represents global cognitive function, hereafter referred to as the cognitive z-score.

Covariates

We included several variables in all models that might confound the relationship between Internet-based search terms and cognitive function. These included age, sex, and years of education, as these are the variables that may relate to cognitive decline.

Data Analyses

We first computed descriptive statistics for all variables. These included the average number of searches conducted on individuals, the average number of words per search, the average number of letters in each word searched for, and the average obscurity of the terms searched.

Next, we ran 3 linear regressions, each with cognitive z-score as the outcome variable. The first linear regression modeled the relationship between cognitive function and number of unique search terms entered per search. The second regression modeled the relationship between the average length of words searched for and cognitive function. The third regression modeled the relationship between cognitive function and average term obscurity. To ensure coefficient estimates were not biased by multicollinearity, the variance inflation factor (VIF), a standard diagnostic tool for assessing the level of collinearity of the independent variables, was computed for all independent variables. The VIF for all variables was below 2.5, indicating any bias from multicollinearity can reasonably be ignored [34]. All regressions controlled for age, sex, and years of education were performed in Stata 13 (Stata Corp) using the function “reg.”
Results

Descriptive Statistics

Participants conducted a median of 22 (interquartile range, IQR 7.3) searches over the 6 month monitoring period (Table 2). The most common terms searched for were “Portland” (n=318 searches), “Oregon” (n=175 searches), “how” (n=40 searches), and “email” (n=36 searches). The mean number of words per search was 3.08 (SD 1.6), and the longest search contained 22 words. Across all words searched for, participants averaged 5.77 (SD 2.2) letters per word. The average term obscurity across participants was 0.25 (SD 0.1).

The richness of the search term dataset is demonstrated in Figure 1 where searches are represented in a social network graph. The figure was created in Gephi 0.8.2, an open source software designed for visualizing social network diagrams. In this figure, each unique term a participant searched for is represented by an individual node, and nodes are joined together if they appeared in the same search (thicker edges indicate they appeared together more frequently). Nodes were sized by their degree such that larger nodes had more unique connections and were colored to represent “communities,” where the communities were determined using Gephi’s modularity function with a resolution of 1.0. The terms ‘Portland” and “Oregon” were searched for so frequently that they overshadowed the rest of the terms and were therefore removed from the graph to allow better visualization of the rest of the network. From the graph, it is clear that people frequently search for “photo” and “how” which may indicate that people are using the Internet to see pictures of things and to determine how to do things.

Table 2. Descriptive statistics of the variables included in the model.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Statistic</th>
<th>Range (min-max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of searches, median (IQR, interquartile range)</td>
<td>22 (7.3)</td>
<td>(1-718)</td>
</tr>
<tr>
<td>Words per search, mean (SD)</td>
<td>3.08 (1.57)</td>
<td>(1-22)</td>
</tr>
<tr>
<td>Letters per word, mean (SD)</td>
<td>5.77 (2.23)</td>
<td>(1-28)</td>
</tr>
<tr>
<td>Word obscurity, mean (SD)</td>
<td>0.25 (0.11)</td>
<td>(0.52-0.04)</td>
</tr>
</tbody>
</table>
Figure 1. A social network diagram of participant searches over the past year. Search terms are connected to each other if they appeared in the same search, and stronger connections indicate they appeared more frequently together. Each term is sized by the degree of the node, which represents the number of unique terms that are connected to that term. Terms are colored by community, where terms that are frequently searched for together are grouped into the same community.

Linear Regression Analyses

The results of all three linear regressions are presented in Table 3. Note that in this table, the beta coefficients represent the amount cognitive z-score will change for a unit change in each independent variable. For all outcome variables, we present one-sided $P$ values commensurate with the directional relationships hypothesized before running the models.

In the first model, we tested whether the higher cognitive function was associated with more unique search terms entered per search. As shown in Table 3, our results supported this hypothesis: for each additional unique word searched for per search, participants score 0.39 points higher on their cognitive z-score ($P=0.002$). To put this in perspective, with this beta coefficient, the model would predict that the participant who averaged the most unique terms per search of 3.1 terms would score 1.01 points higher on their cognitive z-score as compared to the individual who averaged the least unique terms per search of 0.5 terms. This difference is significant considering the range of cognitive z-scores is from −1.15 to 1.2. The $R^2$ for this model was 0.46. A scatter plot of the relationship between cognitive z-score and the average number of unique words per search can be visualized in Figure 2.
In our second model, we tested whether the higher cognitive function was associated with using longer words when searching. As shown in Table 3, our results did not support this hypothesis ($P=.21$). Although direction of the coefficient was in the hypothesized direction, the relationship was not significant in this cohort. The $R^2$ for this model was 0.25. A scatter plot of the relationship between cognitive z-score and the average number of letters per word can be visualized in Figure 2.

In our final regression, we tested whether individuals with a higher cognitive function would use more obscure words when they searched the Internet. As shown in Table 3, our results supported this hypothesis: for each additional unit increase in the average obscurity of the words searched for, participants scored 1.39 points higher on their cognitive battery ($P=.02$). To put this in perspective, with this beta coefficient, the model would predict that the participant with the highest average term obscurity of 0.52 would score 0.66 points higher on their cognitive z-score compared to the participant with the lowest average term obscurity of 0.044. The $R^2$ for this model was 0.32. A scatter plot of the relationship between cognitive z-score and the average term obscurity can be visualized in Figure 2.

In all models, age was significantly related to cognitive function such that older individuals had a lower cognitive function. Sex and education were not significantly associated with cognitive function in any model.

**Table 3.** Results of the three linear regressions relating Internet searches to cognitive function.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta coefficient</td>
<td>Beta coefficient</td>
<td>Beta coefficient</td>
</tr>
<tr>
<td></td>
<td>(SD)</td>
<td>(SD)</td>
<td>(SD)</td>
</tr>
<tr>
<td>Constant</td>
<td>.75 (0.96)</td>
<td>1.24 (1.10)</td>
<td>1.53 (0.98)</td>
</tr>
<tr>
<td>Age</td>
<td>$-0.024 (0.007)^a$</td>
<td>$-0.024 (0.008)^b$</td>
<td>$-0.024 (0.007)^c$</td>
</tr>
<tr>
<td>Sex (Female)</td>
<td>.27 (0.20)</td>
<td>.19 (0.23)</td>
<td>.136 (0.22)</td>
</tr>
<tr>
<td>Education</td>
<td>.016 (0.038)</td>
<td>.006 (0.043)</td>
<td>.005 (0.041)</td>
</tr>
<tr>
<td>Number of Unique Terms per Search</td>
<td>.39 (0.13)$^b$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Number of Letters per Word</td>
<td></td>
<td>.084 (0.806)</td>
<td></td>
</tr>
<tr>
<td>Average Term Obscurity</td>
<td></td>
<td></td>
<td>1.39 (0.68)$^d$</td>
</tr>
</tbody>
</table>

$^aP=.001$.  
$^bP=.004$.  
$^cP=.002$.  
$^dP=.02$.

**Figure 2.** Scatter plots of the relationships between cognitive function and (a) average number of unique terms per search, (b) the average number of letters per word, and (c) the average term obscurity. The observed regression line for each relationship is also plotted as a dashed line.

**Discussion**

**Study Overview**

In this study, we used WorkTime to continuously monitor computer use in a sample of 74 older adults. WorkTime records the terms people search for whenever they conduct an Internet-based search. Using the search terms data from 42 subjects who completed at least one search during the 6 months surrounding (3 months before or 3 months after) a cognitive evaluation, we demonstrated cognitive function is tied to both the average number of unique terms entered per search and obscurity of the searched words. These results present the first time to our knowledge that a continuous aspect of language use, Internet search terms, has been related to the cognitive abilities of older adults. A follow-up analysis should assess this relationship longitudinally in presymptomatic older adults to
determine whether continuous assessment of Internet search terms can be used to identify individuals who will eventually transition to mild cognitive impairment.

**Principal Findings**

Our first hypothesis was that individuals with a superior cognitive function would employ more unique terms in their searches. Our results supported this hypothesis, the results of which might be considered consistent with the lexical or generative fluency needed to perform well in the standard psychometric tasks of category and phonemic fluency. Previous studies have established that phonemic and category fluency test performance decline with a change in cognitive function [18,19] including transitions leading to Mild Cognitive Impairment [35]. Category fluency represents the ability to name members of a category (eg, animals), whereas phonemic fluency represents the ability to name words that begin with a certain letter. Both are typically assessed by having participants name as many objects or words as possible in a fixed period of time. Due to the close relationship between cognitive decline and language use, these tests are often part of standard batteries of cognitive tests designed to detect MCI or Alzheimer disease. One may consider the task of generating search terms to draw upon similar cognitive resources, and thus the analysis of search terms generated over time and presented here represents the first time this measure of fluency (fluency of Internet search terms or “FIST”) has been linked with cognitive function.

Our second hypothesis was that individuals with a superior cognitive function would search using longer words. However, our results did not support this hypothesis. This is also consistent with previous studies that have found that word length is not as closely related to picture naming ability as term obscurity [18]. That is, vocabulary in Alzheimer disease may decline disproportionately with word obscurity or word familiarity rather than word complexity. Indeed, our final hypothesis was that individuals with a superior cognitive function would search using more obscure search terms. Our results supported this hypothesis independent of years of formal education, which is closely related to picture naming ability as term obscurity [18].

Our measure of term obscurity was simply the inverse of the frequency with which the word appeared in the search dataset. This was necessary as multiple words such as “Gmail” are common on the Internet but not characterized in common measures of word frequency or rarity. However, because the subject searches were used both to develop the term frequency dictionary and assess the average word obscurity for each subject, it is possible that individuals who searched the Internet more had a lower average term obscurity as their search phrases and terms were entered more frequently into the dataset. Indeed, the number of searches was negatively correlated with the average word obscurity ($r = -0.23$). However, follow-up analysis revealed that the number of searches in the dataset was not related to the cognitive z-score of the individual ($P = .97$). Nevertheless, future studies should normalize the word frequency per subject to compute the relative obscurity of each word.

WorkTime can monitor not only the terms people search for on the Internet but also detailed aspects of computer use such as the time spent in online games or in social websites. Thus, future studies may benefit from assessing the relationship between cognitive function and multiple aspects of computer use, especially as recent studies have demonstrated that the total time spent on the computer and the number of computer sessions is related to cognitive decline [13,37,38]. Variability in computer use has also been linked to cognitive decline [13], but few, if any, studies have assessed more detailed aspects of computer use (eg, total time in online games) and their relationship to cognitive function, especially using an objective monitoring software.

**Conclusions**

This work uniquely assessed the relationship between everyday language function as demonstrated through Internet based searches and cognitive function. Several studies have shown a
close relationship between language abilities such as vocabulary size, verbal fluency, and semantic ability and overall change in cognitive function. These functions are typically assessed through standardized episodically administered cognitive tests. Previous studies have not been able to assay such cognitive constructs at a level that provides a scalable early detection approach for cognitive decline. This is likely in part due to the lack of methods providing frequent everyday samples of language use. The approach proposed here takes advantage of computer software that makes it possible to continually and unobtrusively capture aspects of language and related complex cognitive activity during routine computer use. In addition, unlike prior work, the data to be analyzed is inherently ecologically valid as it is the individuals’ everyday function that is being assessed. By building on the relationships demonstrated here, it may be possible to develop a system that detects the prodromal stage of Alzheimer disease by continuously monitoring the terms people search for on the Internet along with other aspects of everyday computer use [7,13,14]. This could be accomplished with algorithms that run routinely and securely in the background similar to virus detection software. By developing a naturalistic technique to assess the earliest symptoms of cognitive change, this approach has the potential to significantly advance the diagnostic and assessment process and provide a novel mechanism that can be used in improving the conduct of clinical trials and care for the development of AD treatments. This would have significant and far-reaching effects on older adults experiencing cognitive decline, their families, and the health care system as a whole.
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Abstract

Background: The high frequency of outpatient visits after kidney transplantation is burdensome to both the recovering patient and health care capacity. Self-monitoring kidney function offers a promising strategy to reduce the number of these outpatient visits.

Objective: The objective of this study was to investigate whether it is safe to rely on patients’ self-measurements of creatinine and blood pressure, using data from a self-management randomized controlled trial.

Methods: For self-monitoring creatinine, each participant received a StatSensor Xpress-i Creatinine Meter and related test material. For self-monitoring blood pressure, each participant received a Microlife WatchBP Home, an oscillometric device for blood pressure self-measurement on the upper arm. Both devices had a memory function and the option to download stored values to a computer. During the first year post transplantation, 54 patients registered their self-measured creatinine values in a Web-based Self-Management Support System (SMSS) which provided automatic feedback on the registered values (eg, seek contact with hospital). Values registered in the SMSS were compared with those logged automatically in the creatinine device to study reliability of registered data. Adherence to measurement frequency was determined by comparing the number of requested with the number of performed measurements. To study adherence to provided feedback, SMSS-logged feedback and information from the electronic hospital files were analyzed.

Results: Level of adherence was highest during months 2-4 post transplantation with over 90% (42/47) of patients performing at least 75% of the requested measurements. Overall, 87.00% (3448/3963) of all registered creatinine values were entered correctly, although values were often registered several days later. If (the number of) measured and registered values deviated, the mean of registered creatinine values was significantly lower than what was measured, suggesting active selection of lower creatinine values. Adherence to SMSS feedback ranged from 53% (14/24) to 85% (33/39), depending on the specific feedback.

Conclusions: Patients’ tendency to postpone registration and to select lower creatinine values for registration and the suboptimal adherence to the feedback provided by the SMSS might challenge safety. This should be well considered when designing self-monitoring care systems, for example by ensuring that self-measured data are transferred automatically to an SMSS.

(J Med Internet Res 2017;19(9):e316) doi:10.2196/jmir.7542
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**Introduction**

After kidney transplantation, an early detection of transplant failure is mandatory to minimize permanent damage to the transplanted organ. For kidneys, blood level of creatinine is considered the most important indicator of kidney function [1]. Patients therefore have their serum creatinine checked on average 20 times during the first year post transplantation. As hypertension is both a potential indicator of decreased kidney function and an important risk factor for kidney graft failure [2-5], blood pressure needs extensive monitoring too. If patients were enabled to monitor both parameters at home, this would have important advantages. Self-monitoring could improve the speed of rejection detection as measurements can take place more frequently while at the same time the high number of outpatient visits could be reduced and replaced by telephonic consults. Furthermore, giving patients a more active role in their own care through self-monitoring has been shown to be of clinical benefit for a wide range of patients with chronic disease [6-15] and to lead to a higher quality of life [16-19] and more patient empowerment [7,19-22].

A pilot study of our own group showed that self-monitoring of both blood pressure and creatinine is very well accepted among patients, suggesting that at-home monitoring after transplantation offers a promising strategy [23]. For self-monitoring to be a safe alternative to regular face-to-face follow-up, however, patients need to adhere to a monitoring schedule, report test results accurately, and act upon test results if these suggest graft failure may occur. This is important for all patients who engage in self-monitoring, but especially for patients who are transplanted. As most patients who develop graft rejection are asymptomatic and present with an increased serum creatinine only, frequent measuring is essential to make the difference between treatment in time and damage to or even loss of the kidney transplant. Level of adherence to a self-monitoring schedule has been shown to vary widely in other disease populations [24-28]. Further, for self-measured values to be clinically useful, they need to be reported accurately. Several studies in different study populations have shown that caution is warranted when using patient-reported data for making clinical decisions as a considerable number of patients report values that do not sufficiently represent their actual measurements [29-34].

To the best of our knowledge, no studies have assessed the reliability and accuracy of patient-generated creatinine data or looked at the level of adherence to a protocol of self-monitoring creatinine. This is unfortunate, as the introduction of self-monitoring offers a good opportunity to improve post-transplantation care. Our first research goal was to investigate the level of adherence of kidney transplant patients to a creatinine monitoring schedule. Our second research goal was to determine the reliability of the creatinine values that were registered in a Web-based self-management support system (SMSS). As this SMSS automatically provided instructions for further actions (eg, continue regular schedule or contact the hospital) upon registration of a new creatinine value, our final research goal was to determine whether patients adhered to the system’s instructions.

**Methods**

**Patients and Study Design**

The data used in this study were obtained from the ADMIRE project (Assessment of a Disease management system with Medical devices In REnal disease), a cooperation between the Leiden University Medical Centre (LUMC), the Technical University of Delft, and the Dutch Organization for Applied Scientific Research (registered in the Dutch Trial Register: NTR3548). This extensive project comprised the technical development of an SMSS in which several studies were performed to optimize the system to suit patients’ needs and wishes, as well as a prospective randomized controlled trial (RCT) to study whether self-monitoring kidney function supported by an SMSS can replace part of regular outpatient care without compromising on the quality of care. The study protocol was approved by the Medical Ethics Committee of the LUMC.

Patients were eligible for participation in the RCT if they were about to receive a donor kidney or recently received one, were ≥18 years of age, mastered the Dutch language sufficiently, had access to the Internet, and had a creatinine level of ≤300 µmol/l within 4 weeks post transplantation. Patients were excluded if they were visually impaired or were considered ineligible by their treating physician (eg, due to mental retardation, a history of noncompliance to treatment). We therefore had a selection of patients that seemed most capable for engaging in self-monitoring.

Recruitment of living donor recipients took place during a pretransplant consultation with a nurse-practitioner. Recipients of a postmortem kidney were recruited during their post-transplantation stay in the hospital by the primary investigator (CvL). After this face-to-face introduction, patients received a written explanation of the study with an informed consent form. If a signed informed consent was not returned within 2 weeks from the recruitment date, patients were contacted telephonically to inquire whether they were interested in participating. After signing informed consent, each participant was assigned a study number. Incoming informed consents were treated in consecutive order. Study numbers were allocated to either the intervention or the control group according to a preset randomization schedule which was created by a medical statistician. The randomization procedure was blinded for the project members directly involved in patient recruitment.

For this study, only participants randomized to the intervention group were included.

**Intervention**

**Devices and Self-Management Support System**

For self-monitoring creatinine, each participant received a StatSensor Xpress-i Creatinine Meter (Nova Biomedical, Waltham, USA) and related test material (ie, test strips, control solution to test the quality of the strips, and safety lancets for capillary blood sampling). On the basis of a drop of blood of 1.2 µL, the StatSensor can show either current level of creatinine or estimated glomerular filtration rate (eGFR). At our medical
For self-monitoring blood pressure, each participant received a Microlife WatchBP Home (Microlife, Heerbrugg, Switzerland), an oscillometric device for blood pressure self-measurement on the upper arm. Both devices had a memory function and the option to download stored values to a computer.

A Web-based SMSS was available for all patients in the intervention group. This SMSS entailed an e-learning module instructing patients on how to use the SMSS system, that is (a) how to perform creatinine measurements at home, (b) how to register self-measured values in the SMSS (both creatinine and blood pressure), and (c) how to respond to messages from the automatic feedback system to support patients’ interpretation of the creatinine trends. Figure 1 provides an overview of the feedback process. The feedback appeared directly after registration of a new creatinine value and consisted of a traffic light with corresponding text. Per day, a maximum of two creatinine values could be registered. After registration of the first value of the day, a green light indicated that there was no reason for concern and was associated with the advice to just continue regular measurement frequency. This was termed the day conclusion, as no further actions were required for the concerning day. The appearance of an orange or red light (in case the newly registered value was respectively >15% or >20% higher than mean of the previous five values) directly after registration of the first value of the day indicated that there was some reason for concern. The system’s advice was then to perform and register a second measurement to confirm the first measurement. This was termed action feedback, as it required an immediate action. After registration of a second measurement, an appearing green light indicated that there was no further reason for concern. In this case, patients were advised to continue their regular monitoring frequency. Alternatively, an orange light indicated that there was some reason for concern and patients were advised to measure again tomorrow. Finally, a red light indicated that there was reason for concern and patients were advised to contact the hospital. Feedback given after the registration of a second measurement was also termed day conclusion, as no further values could be registered. See Figure 1 for an overview of all possible feedback combinations.

A link was created between the SMSS and the electronic hospital system in order for the registered creatinine values to be visible for the treating nephrologist(s). Nephrologists did not receive a copy of the supplied SMSS feedback.

Figure 1. Possible feedback combinations in the Self-Management Support System (SMSS).

**Procedure**

The time schedule for providing instructions depended on whether patients participated in the living donor program or whether they received a kidney from a deceased donor. Two weeks before a scheduled transplantation, patients received account details to log in to the SMSS and use the e-learning module to prepare for self-monitoring. Recipients of a kidney from a deceased donor received account details during their post-transplantation stay in the hospital. A laptop was available
to use the e-learning modules. After being virtually instructed through e-learning, all patients received the creatinine device and supplementary face-to-face instructions. Special attention was paid to the fact that patients had to take action themselves upon the system’s feedback, as their nephrologist(s) would only check the home-based creatinine values in advance of or during an outpatient visit or a telephonic consult. Patients were then encouraged to practice using the creatinine device during the remainder of their hospital stay.

Home-based creatinine measurements had to be performed according to a fixed frequency, being daily during the first 4 weeks (phase 1), every other day for weeks 5–9 (phase 2), twice a week for weeks 10–15 (phase 3), and weekly from week 16 onward (phase 4). This scheme was based upon the usual frequency of laboratory testing, which decreases when time since transplantation increases. However, as the creatinine device tends to be less accurate than laboratory tests [35], the usual frequency of laboratory testing was multiplied with a factor 7 to obtain a more reliable trend. After measuring, patients registered the results in the SMSS.

In addition to conducting regular creatinine measurements, patients were advised to perform a test measurement when opening a new bottle of test strips. These measurements could be termed test measurements by pressing a designated button on the creatinine device. From week 8 after transplantation on, every other face-to-face outpatient visit with regular hospital-based laboratory measurements was replaced by a telephonic consult to discuss self-monitored creatinine and blood pressure. Although regular face-to-face visits also include other laboratory measurements (eg, trough levels of immunosuppressive medication), these analyses do not need to be performed in the same frequency as for creatinine due to their (expected) little variation over a short period of time. It was therefore deemed unnecessary to replace these other laboratory measurements with a home-based alternative.

To remind nephrologists of scheduling a telephone consult instead of a face-to-face visit, a short note asking for the next appointment to be a telephonic one was shown repetitively in a patient’s electronic hospital file. It was, however, up to the treating nephrologist to judge whether a patient’s condition allowed for a telephonic consult to take place or whether a face-to-face visit was needed.

At the end of the intervention period of one year, all patients were invited to bring their creatinine device to download logged data. This data included test results, date and time of all performed measurements, and, if applicable, an indication of whether a specific value was termed a test measurement. Further, data that were automatically logged in the SMSS were downloaded including the registered value(s), date of performed measurement (according to the patient), date of registration, and the feedback that was supplied after each newly registered creatinine value.

Measures
Patients completed a questionnaire at baseline to collect demographic characteristics. The read-out data from the creatinine device and the data that were logged in the SMSS were combined using date of measurement. For the creatinine device, measurement date was the date of measurement performance that was registered automatically in the device memory. For the SMSS, measurement date was the date of measurement performance according to the patient.

Statistical Analyses
Adherence to Measurement Frequency
To assess whether patients adhered to the measurement protocol, we separated adherence according to device-logged data (did patients perform the requested number of measurements?) and adherence to SMSS-logged data (did patients register the requested number of measurements in the SMSS?). If applicable, paired t tests were conducted to compare means using SPSS 22.0 for Windows (IBM Corp, Armonk, NY). In these cases P<.05 was considered statistically significant. For adherence according to device-logged data, we calculated the number of days with measurements per patient per phase and compared this with the number of requested measurement days. Number of requested measurement days was 28 during phase 1 (4 weeks), 15 during phase 2 (5 weeks), 12 during phase 3 (6 weeks), and 37 during phase 4 (37 weeks). To make it easier to interpret the results, level of adherence was divided in four subcategories for this study:

1. Extremely nonadherent: measurements performed during less than 25% of the requested days
2. Nonadherent: measurements performed during 25-74% of the requested measurement days
3. Adherent: measurements performed during 75-100% of the requested measurement days
4. Overadherent: measurements performed more frequently than requested (ie, >100%).

This same procedure was used to calculate the level of adherence to registration of measurement in the SMSS, that is, whether patients registered measurements on the requested number of days.

Moment of Registration
Date of measurement (derived from device-logged data) was compared with the date of registration of this measurement (derived from SMSS-logged data). Per patient the average number of days delay between measurement and registration was calculated. Furthermore, we investigated whether delayed registration was related to the stability of creatinine level by comparing feedback that was generated by the SMSS in case of registration on day of measurement with feedback that was generated when registration was delayed.

Reliability: Correctness and Representativeness of Registered Data
The reliability of registered data is determined by both the correctness and the representativeness of registered values. To study correctness of the registered data, we investigated the one-on-one correspondence between registered and measured values on a given day. Three different categories were distinguished:
1. Reliable SMSS registrations, in case a value that was registered in the SMSS corresponded to the device logged value on a given date. Only days with an equal number of measurements logged in the device and SMSS were taken into account.

2. Noncorrespondence, in case an SMSS registered value did not correspond to the device-logged value on a given date. Only days with an equal number of measurements in the device-logged and SMSS-logged data were selected. All cases of noncorrespondence were carefully checked for potential causes of the deviance (eg, wrong combination of date and measured value, typo, rounding off). The cases where no potential cause was found were termed incorrect entries. For each patient, a mean level of creatinine was calculated for the values that were actually measured and for the values that were registered using cases of incorrect entry only. A paired t test was performed to compare these means. Total and median number of noncorresponding values was calculated per patient. Patients with a high number of noncorresponding values were selected for further exploration.

3. Phantom values, in case a value was registered in the SMSS on a given date while according to the data stored in the device no measurement was performed on that specific date. All potential phantom values were thoroughly checked for alternative explanations before it was concluded that there was no relation with values that had been measured by the patient. A paired t test was performed using the mean of the phantom values versus the mean of all measured creatinine values per patient.

Furthermore, to get a reliable impression of a creatinine level over time (trend), the SMSS registered values need to represent what was actually measured. It is therefore important to know how often a measured value was not registered in the SMSS and whether the unregistered values differed in any way from the registered values. The measured values not being registered in the SMSS were split into two categories:

1. Omissions, in case one or more measurements were performed on a given date, but no value was registered in the SMSS. Total and median number of omissions per patient was calculated. For each patient, we calculated a mean level of creatinine for the values that were both measured and registered and a mean level of creatinine for the values that were measured on days without any registration. A paired t test was performed to compare these means.

2. Selection of measurements, which is the case when the number of performed measurements that is stored in the device is higher than the number of registered measurements on a given date. Therefore only days with a difference between the number of measured and the number of registered creatinine values were selected (eg, three measurements stored in the device and one value registered in the SMSS). We then calculated per patient the mean of all values stored in the device and registered in the SMSS and the mean of all values stored in the device, but not registered in the SMSS. A paired t test was performed to compare these means.

Adherence to Feedback

After registration of a creatinine value in the SMSS, patients received an automatically generated advice on the necessary action to take (see Figure 1). To investigate the level of adherence to the advice generated by the SMSS, we separated between adherence to action feedback (supplied after the registration of a first measurement when further action was required) and adherence to the day conclusion (supplied when no further actions were required after the first registration of a day or when a second and final measurement was registered on the same day).

Action feedback could only appear in case the newly registered creatinine value was higher than the previous ones and required an additional measurement to confirm the first. In these cases, the feedback system of the SMSS showed an orange or red traffic light with the corresponding advice to repeat the measurement. From the SMSS-logged data, we selected those cases where a second measurement was requested and checked whether the concerning patients indeed measured and registered a second creatinine value on the same day.

To study adherence to the day conclusion, we only considered the cases in which patients again were confronted with an orange or a red traffic light. In case of a request to perform another measurement the next day (orange traffic light), the SMSS-logged data were checked to see whether the requested action was indeed performed. In case of a request to contact the hospital (red traffic light), patient hospital records were searched for telephonic and outpatient contacts on dates following the concerning feedback.

Sensitivity Analyses

Two sensitivity analyses were performed to control for potential bias. First, as being hospitalized limits the possibility to keep up with requested measurement and registration frequency, the level of adherence was analyzed with and without patients that were hospitalized during the study. The second sensitivity analysis concerned the test measurements patients were requested to perform when opening a new bottle of strips. Many patients either did not perform test measurements or did not indicate them as such. To prevent test values to be mistakenly considered creatinine measurements, all values that were stored in the device memory were checked. Potential test values were discussed and decided upon by the two main authors. The following criteria were used: (1) the value was not registered in the SMSS, (2) the value differed from the previous and following value, (3) the value fell within the test value range that was set by the manufacturer (133-239 µmol/l), and (4) the value followed or was followed by at least one SMSS-registered value measured on that same day (measured shortly after one another according to device-logged data). After having thoroughly checked and discussed all potential test values, for 24 values it remained unclear whether they were test values or not. We therefore performed all analyses concerning the representativeness of registered creatinine data with and without these 24 values.

Furthermore, we compared our findings concerning patient self-monitoring creatinine to a more broadly used and
well-accepted form of patient monitoring, being self-monitoring of blood pressure. For this purpose, we performed two analyses with the self-monitored and self-reported blood pressure measurements in our study population. First, we looked at adherence to the blood pressure measurement protocol using the same procedure as for creatinine: number of days with measurements versus number of requested measurement days per patient per phase. The requested frequency of blood pressure measurements was equal to the measurement frequency of creatinine. As many patients used other blood pressure devices than the device we supplied for the study, we could not determine adherence to the measurement protocol in a reliable way. We therefore only could assess adherence to the registration protocol by comparing the number of registered blood pressure measurements (SMSS-logged data) with the requested measurement frequency.

Second, we looked at correspondence between measured and registered blood pressures. To prevent potential bias and misinterpretation, we (1) only used measurements from days with an equal number of measurements and registrations and (2) calculated a mean arterial pressure (MAP, \( \frac{2 \times \text{diastolic} + \text{systolic}}{3} \)) for both measured and registered blood pressures per day. Using all cases of noncorrespondence between measured and registered MAP, an overall MAP was calculated per patient for both blood pressures that were actually measured and for blood pressures that were registered in the SMSS. A paired t test was performed comparing these means.

## Results

### Participants

Within the period of inclusion, in total 217 patients received a kidney transplant of which 155 were considered eligible for participation. The main reasons for ineligibility were insufficient mastery of the Dutch language (25/62, 40%) and no access to a computer or limited computer skills (16/62, 26%). In total, 119 patients (76.7%) signed an informed consent. The main reason for not wanting to participate was the anticipated burden of self-monitoring (17/36, 47%). A total of 65 patients were randomized to the intervention group. After randomization, 3 patients dropped out because of graft dysfunction, death, and cancellation of transplantation (none was study related). Before starting to self-monitor kidney function at home, 4 patients canceled their participation because they reported having little trust in the creatinine device, experienced difficulties when logging into the SMSS, experienced business rush, or had a worsened condition post transplantation. In total, 58 patients were supplied with a creatinine and blood pressure device of which 4 never performed any measurement.

### Table 1. Baseline patient characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Received devices (n=58)</th>
<th>Used devices and SMSS during all phases (n=43)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, male, n (%)</td>
<td>37 (64)</td>
<td>27 (63)</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>Age at transplantation, mean (SD)</td>
<td>51.6 (14)</td>
<td>52.5 (15)</td>
<td>0.40</td>
</tr>
<tr>
<td>Living together or married, n (%)</td>
<td>43 (74)</td>
<td>33 (77)</td>
<td>0.50</td>
</tr>
<tr>
<td>Children, yes, n (%)</td>
<td>39 (67)</td>
<td>29 (67)</td>
<td>0.76</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>22 (38)</td>
<td>14 (33)</td>
<td>&gt;0.25</td>
</tr>
<tr>
<td>Middle</td>
<td>16 (28)</td>
<td>12 (28)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>20 (34)</td>
<td>17 (39)</td>
<td></td>
</tr>
<tr>
<td>Paid job, yes, n (%)</td>
<td>31 (53)</td>
<td>23 (53)</td>
<td>&gt;0.99</td>
</tr>
<tr>
<td>Origin, native, n (%)</td>
<td>53 (91)</td>
<td>41 (95)</td>
<td>&gt;0.10</td>
</tr>
<tr>
<td>Former transplantation, n (%)</td>
<td>6 (10.3)</td>
<td>4 (9.3)</td>
<td>0.64</td>
</tr>
<tr>
<td>Dialysis dependence before transplantation, n (%)</td>
<td>26 (44.8)</td>
<td>21 (49)</td>
<td>0.14</td>
</tr>
<tr>
<td>Living transplantation, n (%)</td>
<td>50 (86.2)</td>
<td>38 (89)</td>
<td>0.52</td>
</tr>
<tr>
<td>Kidney function (eGFR), mean (SD)</td>
<td>49 (16.1)</td>
<td>50 (15)</td>
<td>0.34</td>
</tr>
</tbody>
</table>

aFor a few patients, data on marital status and education were missing. These data were imputed in SPSS using multiple imputation (10 imputations).

To study the level of adherence to requested measurement frequency, we included patients of whom measured values were available for at least one complete study phase (N=48). To study the reliability of registered data and adherence to system feedback, we included patients who performed and registered measurements during all study phases (N=43). The flowchart in Figure 2 gives a stepwise overview of the patient flow and for which selection of patients a specific analysis was performed.

Patient characteristics are shown in Table 1. The mean age of participants was 52 and 53 years for patients who received the monitoring devices (N=58) and patients who performed and registered measurements during all study phases (N=43), respectively. The number of patients with both a low and a high educational level was slightly higher than in the average Dutch population [36]. Almost 90% of our participants (50/58) had received a kidney from a living donor, while the ratio of transplantations with living versus postmortem kidneys was 89/11.
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about equal in our center during the period of inclusion. This discrepancy is mainly due to a higher percentage of ineligibility among recipients of a postmortem versus living kidney: 51% versus 16%, respectively.

Figure 2. Study flowchart.
Figure 3. Patient adherence to requested measurement and Self-Management Support System (SMSS) registration frequency per study phase. The x-axis refers to the different measurement frequencies requested throughout the study for both performed and registered measurements (daily, every other day, twice a week, and weekly in phases 1, 2, 3, and 4, respectively), and the y-axis shows the percentage of adherent and overadherent and nonadherent and extremely nonadherent patients.

Figure 4. Reliability of creatinine values registered in the disease management system. The unregistered (1291) and registered values (4606) do not add up to the total number of measurements in the device (5804) due to the presence of phantom values.
No differences were found between patients who received the monitoring and patients who performed and registered measurements during all study phases for the characteristics we measured at baseline (see Table 1).

### Adherence to Requested Measurement Frequency

Adherence to requested measurement frequency according to device-logged data (did patients perform the requested number of measurements?) and adherence to SMSS-logged data (if patients performed a measured, did they register the requested number of measurements?) are shown in Figure 3. During phase 1 (daily measurements), adherence to the requested number of creatinine measurements was lowest with 75% (36/48). Subsequently, adherence rose to over 90% during phases 2 (46/47, measuring every other day) and 3 (43/46, measuring twice a week), and then decreased to 85% during phase 4 (39/46, measuring weekly). In total, 4 patients performed less than 75% of the requested measurements throughout two or more phases. For registration of the requested number of creatinine measurements this same pattern is shown, although the percentage of nonadherent patients is higher during all phases. In total, 8 patients were nonadherent during two or more phases regarding registration of the requested number of measurements.

To control for the potential influence of hospitalization on the level of adherence to measurement and registration protocol, we repeated our analysis with all hospitalized patients excluded. The total number of hospitalized patients was 11 during phase 1, 3 during phase 2, 7 during phase 3, and 9 during phase 4. Excluding these patients did not change our initial findings.

### Moment of Registration

When looking at the date of measurement versus the date of registration of measurements, a mean delay of 4 days (SD 10) was found. The level of delay varied from 1 to 81 days. A total of 7 patients (7/47, 15%) always registered their test results on the day of measurement and 15 patients (31%) had an overall mean delay of less than 1 day between measurement and registration. In total, 22 patients (46%) had an overall mean delay of more than 3 days, ranging up to a mean difference of 29 days between the date of measurement and the date of registration. One could hypothesize that patients do not feel the need to register their measurement if their level of creatinine is stable. However, the feedback that was generated by the SMSS for measurements registered on the day of measurement versus measurements that were registered with delay did not differ: in both situations, patients were requested to repeat the measurement in about 7% of all registrations.

The x-axis refers to the different measurement frequencies requested throughout the study for both performed and registered measurements (daily, every other day, twice a week, and weekly in phases 1, 2, 3, and 4, respectively), and the y-axis shows the percentage of adherent and overadherent and nonadherent and extremely nonadherent patients.

### Reliability of Registered Data

Of the 43 patients included in the reliability analysis, the total number of values stored in the creatinine devices was 5779 and the total number of values registered in the SMSS was 4606.

To investigate correspondence between measurement and registration, only days with an equal number of measurements in the device and registrations in the SMSS were selected. Total number of measurements performed and registered on these days was 3963. Figure 4 gives an overview of the reliability of the registered data, showing that 3448 (87.00%) of these values were registered correctly.

### Noncorresponding Registrations

In 13% (515/3963) of all creatinine registrations, the registered value did not correspond to the value that was measured on that day. In 174 cases, we could determine the origin of the difference (eg, wrong combination of date and measured value, typo, rounding off). The remaining 341 registrations (9% of all registered values) were used for further analysis. Median number of noncorresponding values per patient was 3 (Interquartile range, IQR 8). Overall, 11 out of 43 patients (25%) made no mistakes at all, while another 11 patients made more than 10 mistakes. In total, 2 patients had an extremely high number of noncorresponding registrations. The first one had 52 noncorresponding registrations, half of which were found to be exactly 10, 20, 30, or 40 µmol/l lower than what was actually measured. In total, 83% (43/52) of his noncorresponding entries were lower than what was measured. The other patient registered 92 noncorresponding values, which were lower than the actual measured values in 93% (86/92) of his cases.

In case of noncorrespondence, the difference between measured and registered ranged from 1 to 73 mmol/l with a median of 9 mmol/l (IQR 13). The noncorresponding registrations were significantly lower than the actual measured ones: 123 mmol/l (SD 28) versus 130 mmol/l (SD 33), respectively ($t_{520}=8.7$, $P<.001$).

### Phantom Values

In total, 93 phantom values were found, which was 2.02% of all registered values (N=4606). In total, 30% of patient (13/43) registered at least one phantom value, 14% (6/43) registered seven or more. Of the phantom values, 20 resembled the measurements of surrounding days, which would suggest these phantom values were only registered to adhere to the registration protocol. However, this appeared not to be the case as 16 of these 20 resembling phantom values were registered by a single patient who would already have been overly adherent without these phantom values. Overall, 3 patients registered creatinine values during the months where no measurements were logged in the device. For example, one patient quit measuring in February, but registered three measurements during March and April. Phantom values were significantly lower than actually measured ones, respectively 107 (SD 26) and 123 (15) mmol/l ($t_{111}=3.9$, $P=.003$).

### Representation of Registered Creatinine Values

Of the 5779 measurements found in the creatinine device-logged data, 1300 values (22.49%) were not registered in the SMSS. In 700 cases, one or more measurements were performed on a given date, but no value was registered in the SMSS (ie, omission). Number of omissions per patient ranged from 0 to 145; 5 patients had no omissions at all and 11 patients had omitted 20 values or more. Median number of omissions was
8. The omitted values were significantly higher than the registered ones (mean of 139 [SD 31] vs 130 [SD 32] µmol/l, respectively \( t_{42} = -3.8, P \leq .001 \)).

In several cases, more measurements were performed per day than values were registered. In these so-called measurement series, the number of performed measurements ranged from 2 to 8 with a median of 2 (IQR 1) per day. The total number of values that was measured within a series of measurements but was not registered in the SMSS was 600. The mean of the creatinine values that were both stored in the device and registered in the SMSS was significantly lower than the mean of the creatinine values that were stored in the device but not registered in the SMSS (unselected for registration): 137 (SD 35) vs 143 µmol/l (SD 36), respectively \( t_{42} = -2.5, P = .02 \).

Repeating both analyses with the 24 values included that could either be test values or regular measurements did not change our findings (data not shown).

### Adherence to System Feedback

Results are given separately for adherence to the action code (requesting patients to perform a second measurement directly) and adherence to the day conclusion (feedback that only appeared in case a second measurement was requested and registered). An overview of the feedback procedure and level of adherence to the different kinds of feedback is shown in Figure 5.

#### Adherence to Action Code

In 258 cases, patients were requested to perform a second measurement directly. In 137 cases (53%), patients actually performed and registered a second measurement. In 85 cases (33%), date of registration differed from the date of measurement, suggesting that delayed registration was the main reason for not adhering to feedback, as this feedback was no longer up-to-date when shown to the patient. In 14 cases (5%), multiple measurements were performed in advance of registration. As these multiple measurements were probably representative of actual creatinine level already, patients might not have felt the need to perform another one.

![Figure 5. Patient adherence to system feedback.](http://www.jmir.org/2017/9/e316/)
Adherence to Day Conclusion

In 39 cases, patients were requested to measure again the next day. In 33 cases (85%), this feedback was adhered to. In 3 cases (8%), the measurements were registered several days after measurement (delayed registration), suggesting that the feedback to measure again the next day was no longer up-to-date when shown to these patients. In one case, the requested measurement was performed, but was not registered in the SMSS.

The advice to contact the hospital was given 24 times, which was followed up 14 times (58%). In the remaining 10 cases (concerning 10 individual patients), measurements were registered with several days’ delay. As feedback was no longer up-to-date when shown to the concerning patients, this suggests delayed registration was the main reason for not adhering to the feedback to contact the hospital. If only cases with registration on the day of measurement were taken into account, adherence to contacting the hospital was 100%.

Sensitivity Analysis: Adherence to and Reliability of Blood Pressure Measurements

In total, 31 blood pressure devices could be read out. The total number of values found in the 31 available pressure devices was 4917, and the total number of values registered in the SMSS was 5637. The higher number of registered than measured blood pressures is due to patients using multiple blood pressure devices during study participation, while data of only one device were available. Adherence to registration of blood pressure measurements was comparable to creatinine registrations with 70% (34/48), 88% (41/47), 87% (40/46), and 81% (37/46) of patients registering >75% of the requested number of measurements during phases 1, 2, 3, and 4, respectively. Although the percentage of registrations not corresponding to the measured MAP was comparable to what we found for creatinine (14% vs 13%, respectively), we could not replicate the significant difference between registered and actually measured creatinine for blood pressure: 97 mmHg (SD 2) versus 96 mmHg (SD 9) for registered and measured MAPs, respectively (t(3) = 0.20, P = 0.84).

Discussion

Principal Findings

Self-monitoring kidney function and blood pressure at home offers important advantages for patients after kidney transplantation. However, the value and safety of self-monitoring depend on how well patients actually adhere to their self-monitoring tasks, the reliability of the test results they report, and whether they take appropriate actions based on their measurements. This study showed that the level of adherence was generally good. Well above 90% of all patients performed the requested number of measurements during months 2-4 post transplantation. Adherence was lower during the first month when more measurements were requested and during months 5-12 post transplantation when less measurements were requested, with about 75% and 85% of patients adhering to the requested number of measurements, respectively. Overall adherence to registration of measurements was about 10% lower than adherence to performance of measurements during all phases. Two studies reporting on the level of adherence to monitoring vital signs after lung transplantation found similar percentages of adherence being above 80% for the entire study period [24,26]. For self-monitoring blood pressure, patients with uncontrolled hypertension were shown to be adherent for about 73% of the entire study period [25,29]. In both studies, level of adherence was highest in the first few weeks and declined gradually over time. In sum, mean level of adherence that has been found in this study corresponds to percentages that have previously been reported. In contrast, we did not find the highest levels of adherence in the first period. This may have been due to a strenuous measurement protocol. Patients had to measure every day in the first month. In these first weeks when patients have to recover and have to get used to life post transplantation, performing measurements in such a high frequency might be too burdensome. Furthermore, in this first period, face-to-face visits were not yet replaced by telephonic consults and patients therefore visited the hospital at least weekly to monitor early signs of graft failure. Due to this high frequency of visits, patients may have felt a reduced need to perform measurements at home, as they did not have to rely on these measurements. The latter may also be an explanation for nonadherence during the whole study period.

Furthermore, for self-monitoring to be a safe alternative to regular face-to-face follow up, patient-reported test results need to be accurate. In this study, approximately 90% of both creatinine and blood pressure measurements were registered correctly in the SMSS. This percentage corresponds to what has previously been described for patient-reported blood pressure [29,37] and anticoagulation [34] and is much higher than has been observed for patient-reported levels of blood glucose. A study by Kalergis and colleagues [30], for example, showed that slightly over half of the total group of patients with either diabetes type 1 or 2 was considered very reliable in their reporting. For patients with diabetes type 2 and for pregnant women self-monitoring blood glucose, some studies even showed that the majority of patient-reported data was unreliable [31,32].

In cases of noncorrespondence between measured and actually registered values, values that were eventually registered in the SMSS were significantly lower than those actually measured. These results seem to suggest that patients select, alter, or add values in such a way that their creatinine profile looks more positive. This corresponds to what has been found in a population of patients with thrombosis, where the percentage of time when patients’ level of anticoagulation was within the desired range was significantly higher when using patient-reported data compared with data stored in the device [34]. For patients with diabetes or hypertension, it was found that inaccurate reporting increased with increasing levels of blood glucose [31] or blood pressure [37]. Why patients report values that look better than the actual measured values or add nonexistent measurements has not yet been fully clarified. For diabetes, it has been suggested that patients report false glucose levels due to a feeling of guilt for not having achieved glycemic goals [32] or addphantom values in an attempt to fill up logbooks and satisfy their health care providers [30]. Both situations seem to represent an attempt to be a “good” patient.

However, altering and selecting data that are not representative of the actual clinical situation or adding phantom values in any case may be dangerous. This can lead to suboptimal treatment and, eventually, to worsened patient outcomes [30,37]. In a study by Kendrick and colleagues, it was found indeed that women with pregnancy-derived diabetes received suboptimal treatment due to a large difference between their reported glucose values and what they had measured [32]. Results of another study showed that diabetic patients who were more reliable in their reporting had a significantly better glycemic control. It was suggested that this may be due to the ability of clinicians to adjust therapy more precisely if measurements are reported accurately [30]. To prevent incorrect reporting, it has been recommended to rely on the memory capacity of measurement devices, preferably by using devices that can transfer data automatically [30,31,33,34].

Besides eliminating the occurrence of both intentional and unintentional errors, the automatic transfer of data offers a solution for the observation that patients seem to save up their measurements before registering them. Many patients saved up their measurements over several days or even weeks to register them all at once. More than one-third of our participants displayed a mean delay of 5 or more days between measurement and registration of data. This is alarming as frequent monitoring and taking immediate action in case of early signs of graft failure is vital to prevent or diminish damage to the kidney transplant. An explanation for saving up measurements before registering them might be that the measured creatinine values remained stable. However, patients seemed to postpone registration regardless of the stability of their kidney function. Indeed, postponement of registration appeared to be the main reason why patients had not followed up the advice to contact the hospital when creatinine levels had alarmingly increased by over 15%. Patients’ perception of these significant increases could have been influenced by the fact that the innovative device that was used during this study tended to be less accurate than hospital laboratory measurements [35]. As a consequence, patients might have been inclined to attribute sudden increases in level of creatinine to a technical imprecision of the device.

**Strengths and Limitations**

To the best of our knowledge, this is the first study to assess adherence to a protocol of self-monitoring creatinine and to investigate the accuracy and reliability of patient-generated creatinine data. Enabling patients to self-monitor kidney function at home would have important advantages, especially for patients living in remote areas. There are, however, some limitations that must be considered when interpreting our findings. First, the study was conducted at a single institute. As each hospital has its own way of delivering care, results might be different when conducted in other institutions. Our findings do, however, resemble what has previously been found in other disease populations. Second, participation in this study was voluntary and we selected patients with access to the Internet. Therefore, it is possible that our patients had an above-average motivation to self-monitor. It is therefore likely that the current findings provide a conservative estimate of the true incidence of nonadherence and inaccuracy. In line with this, patients reported very strong intentions to engage in self-monitoring both at the start and after 4 months into the trial [38]. Their intention was found to be especially associated with their overall affective reaction toward using the system [38]. A considerable number of eligible patients had to be contacted to inform whether they were interested in study participation instead of giving informed consent immediately. However, the limited variance found in the level of intention to engage in self-monitoring suggests that patients who had to be contacted were not more hesitant to engage in self-monitoring than patients who provided immediate informed consent.

Finally, the way adherence and nonadherence were determined is arbitrary to some extent. As the importance of frequent and very frequent monitoring differs per subpopulation and parameter of interest, no gold standard for what can be considered adherent is available. High blood pressure, for example, needs to be present over a longer period of time before becoming detrimental, while an increasing level of creatinine can be indicative of a rejection episode, leading to irreversible damage or even loss of the transplanted kidney if not quickly noticed.

**Implications**

This study shows that the level of adherence to a protocol of self-monitoring creatinine in the first year after kidney transplantation was generally good, although adherence declined over time. In addition, our results suggest that measuring every day in the first period after transplantation might be too burdensome. Furthermore, 90% of data were shown to be accurately reported. In line with previous findings, however, several patients reported more favorable data than they actually measured. This suggests that some patients might be inclined to select more favorable values for registration, which could leave early signs of graft failure unnoticed. Additionally, the majority of patients did not register their measured values on the day of measurement, but saved up measurements over several days to register them all at once. This so-called delayed registration was the main reason for patients not having followed up the advice to contact the hospital in case of a significantly increased level of creatinine.

This study is part of a larger project in which the safety and usability of self-monitoring kidney function after transplantation supported by an SMSS are investigated. Our results showing that patients seem inclined to select more favorable creatinine values for registration and to postpone registration suggest a challenge to the safety of self-monitoring. This should be well considered when designing self-monitoring care systems, for example by ensuring that self-measured data are transferred automatically to an SMSS. Using devices that can transfer data automatically and providing active feedback to patients (eg, by sending text messages or emails) instead of having patients to log on to a website will eliminate the issues of data selection and delayed registration, and as such contribute to the safety of self-monitoring kidney function after transplantation.
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- eGFR: estimated Glomerular Filtration Rate
- IQ: interquartile range
- LUMC: Leiden University Medical Center
- MAP: mean arterial pressure
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- SD: standard deviation
- SMSS: Self-Management Support System