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Abstract

Background: The combination of self-tracking and persuasive eCoaching in automated interventions is a new and promising approach for healthy lifestyle management.

Objective: The aim of this study was to identify key components of self-tracking and persuasive eCoaching in automated healthy lifestyle interventions that contribute to their effectiveness on health outcomes, usability, and adherence. A secondary aim was to identify the way in which these key components should be designed to contribute to improved health outcomes, usability, and adherence.

Methods: The scoping review methodology proposed by Arskey and O’Malley was applied. Scopus, EMBASE, PsycINFO, and PubMed were searched for publications dated from January 1, 2013 to January 31, 2016 that included (1) self-tracking, (2) persuasive eCoaching, and (3) healthy lifestyle intervention.

Results: The search resulted in 32 publications, 17 of which provided results regarding the effect on health outcomes, 27 of which provided results regarding usability, and 13 of which provided results regarding adherence. Among the 32 publications, 27 described an intervention. The most commonly applied persuasive eCoaching components in the described interventions were personalization (n=24), suggestion (n=19), goal-setting (n=17), simulation (n=17), and reminders (n=15). As for self-tracking components, most interventions utilized an accelerometer to measure steps (n=11). Furthermore, the medium through which the user could access the intervention was usually a mobile phone (n=10). The following key components and their specific design seem to influence both health outcomes and usability in a positive way: reduction by setting short-term goals to eventually reach long-term goals, personalization of goals, praise messages, reminders to input self-tracking data into the technology, use of validity-tested devices, integration of self-tracking and persuasive eCoaching, and provision of face-to-face instructions during implementation. In addition, health outcomes or usability were not negatively affected when more effort was requested from participants to input data into the technology. The data extracted from the included publications provided limited ability to identify key components for adherence. However, one key component was identified for both usability and adherence, namely the provision of personalized content.

Conclusions: This scoping review provides a first overview of the key components in automated healthy lifestyle interventions combining self-tracking and persuasive eCoaching that can be utilized during the development of such interventions. Future
studies should focus on the identification of key components for effects on adherence, as adherence is a prerequisite for an intervention to be effective.

(J Med Internet Res 2017;19(8):e277) doi:10.2196/jmir.7288
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Introduction

Health Promotion and Technology

Improving healthy lifestyle behavior is an effective strategy to decrease mortality and increase health-related quality of life [1,2]. Current digital health technologies provide meaningful contributions to the design of healthy lifestyle interventions and the dissemination of such interventions [3]. A combination of self-tracking, goal-setting, and feedback in automated interventions has been indicated by many to be an effective approach for increasing healthy lifestyle behavior [3-5]. Self-tracking is “the practice of systematically recording information about one’s diet, health, or activities, typically by means of a mobile phone, so as to discover behavioral patterns that may then be adjusted to help improve one’s physical or mental well-being” [6]. Components that might be important for self-tracking are the self-tracking device, validity, the effort required of the participant to perform self-tracking, and the presentation of summary data to the user [7].

Persuasive eCoaching

Goal-setting and feedback are components that can be provided via so-called persuasive eCoaching. This new term is a contraction of the terms “persuasive technology” and “eCoaching.” We refer to persuasive eCoaching as the use of technology during coaching to motivate and stimulate (groups of) people to change attitudes, behaviors, and rituals [8]. Oinas-Kukkonen and Harjumaa’s persuasive system design (PSD) model [9] describes such persuasive technologies that are expected to positively influence health behavior change. This PSD model builds upon earlier research by Fogg [10] and divides the persuasive components into 4 main categories: primary task support, dialogue support, system credibility support, and social support. These categories contain additional components such as personalization and reminders. To make the PSD model more complete for persuasive eCoaching, some coaching components that can be provided via technology can be added, namely educational coaching, goal-setting, and feedback.

New Opportunities and Challenges

The integration of self-tracking and persuasive eCoaching in fully automated healthy lifestyle interventions creates new opportunities for healthy lifestyle management. First, self-tracking devices enable the objective tracking of lifestyle behavior such as physical activity, heart rate, or sleep. This objective measurement of one’s lifestyle pattern can be more reliable than people’s own estimations based on their memory and biological sensing of their lifestyle patterns [11-13]. More reliable measurements could become an essential component in lifestyle behavior change, enabling a greater awareness of people’s current lifestyles [14]. Second, data from wearable devices can generate automated, personally relevant feedback 24/7. Previous research suggests that this just-in-time tailored feedback contributes to the sustainable use of the intervention [8,15,16]. Third, more and more people own devices that are suitable for eHealth interventions [3]. Even among ethnic minorities and the elderly, the use of mobile phones and computers is rising [17-19]. This suggests a certain scalability for such interventions and maybe even cost-effectiveness due to the fact that no human effort is required to carry them out.

Besides these opportunities, applying the combination of self-tracking and persuasive eCoaching in automatic eHealth interventions also gives rise to a few challenges. These challenges concern privacy issues, trust, and ethics due to personally sensitive data being obtained and stored [20-22]. Concerning ethics, suggestions based on self-tracking data that are invalidated or unsupervised might end up being incorrect or even harmful [21]. In addition, individuals need to be able to understand and interpret the self-tracking data [23].

Identifying Key Components

Despite the challenges, the combination of self-tracking and persuasive eCoaching to promote a healthier lifestyle is promising [3-5], and consequently, interventions employing this combination are becoming more common [5]. To our knowledge, no literature review has been conducted to identify the key components of such interventions. Knowledge about these key components can serve as input for future development of healthy lifestyle interventions that combine self-tracking and persuasive eCoaching, which in turn might increase the effect on health outcomes, usability, and adherence. Usability and adherence are important effect measures of eHealth interventions as they are prerequisites for the intervention to positively influence health or health behavior. In addition, it is worthwhile to identify the specific way a key component should be designed to create positive effects on health outcomes, usability, and adherence. “Effect on health outcomes” here means the effects of the lifestyle intervention on both changes in healthy lifestyle behavior (eg, an increase in physical activity) as well as changes in health status (eg, improved blood levels or weight loss). “Usability” here means the user’s satisfaction with the technology and its ease of use [24]. “Adherence” here means the extent to which the technology is used as intended [15].

Key components of interest are self-tracking components (eg, type of device and presentation of summary data to the user), persuasive eCoaching components (eg, elements of the PSD model such as personalization and suggestion), and other intervention components (eg, the underlying behavior change theory and cocreation with end users). This review addresses the following research questions: (1) What are key components
for the effectiveness on health outcomes, usability, and/or adherence of automated healthy lifestyle interventions combining self-tracking and persuasive eCoaching? and (2) In which way should key components be designed to contribute to effectiveness on health outcomes, usability, and/or adherence?

**Overarching Project**

This review is part of an overarching project for the development of a workplace stress management intervention that combines self-tracking and persuasive eCoaching. To ensure systematic and holistic development and implementation of the eHealth intervention, the Center for eHealth Research (CeHRes) roadmap was adhered to throughout this project [8]. This evidence-based roadmap aims to improve the uptake and impact of eHealth technologies and is based on a participatory development approach, persuasive design techniques, and business modeling. The first step consists of contextual inquiry. This step aims to identify key components from the literature and from users and other stakeholders who will affect—or will be affected by—the intervention.

**Methods**

**Scoping Review Methodology**

As technology continues to evolve rapidly, this particular scoping review methodology was chosen for this review study because it allowed us to obtain a quick overview of the current literature on the topic. The fact that this field is rapidly evolving is illustrated by the development of Fitbit self-tracking devices. Ever since the first Fitbit tracker was released at the end of 2009, 13 more Fitbit trackers have been released [25].

Another reason to conduct a scoping review on this topic is that a scoping review is not limited to randomized controlled trials (RCTs) [26,27]. To properly identify the scope of this topic, studies evaluating the effect on health outcomes, usability, and adherence are required. Studies regarding the latter two will primarily be qualitative studies [24].

Arksey and O’Malley’s scoping review methodology [26] was applied. This methodology comprises the following steps: (1) identifying the research question; (2) identifying relevant studies; (3) study selection; (4) charting the data; (5) collating, summarizing, and reporting the results; and (6) consultation. A number of additional recommendations by Levac et al [27] were followed, namely: providing a clear purpose for the scoping review, review of full-text articles by 2 independent reviewers to decide on their inclusion, collectively developing the data-charting form with the research team, continually extracting data and updating the data-charting form, inclusion of the consultation step (an optional step according to Arksey and O’Malley [26]), and providing a clear consultation purpose.

**Identifying Relevant Studies and Study Selection**

A systematic literature search was performed in PubMed, EMBASE, PsycINFO, and Scopus covering the period from January 1, 2013 to January 31, 2016. PubMed and EMBASE were chosen for their wide coverage of scientific journals, whereas PsycINFO was chosen for its specific relevance to this review’s subject. Scopus was searched because of its multidisciplinary scope, which allows for identification of articles outside the medical field, such as in engineering. We decided to include no publication from before 2013 as technologies described in publications before 2013 seem less comparable with technologies described in newer publications. To illustrate, publications containing the search terms “Fitbit” and “smartwatch” increased from a negligible number before 2013 to hundreds from 2013 onward, reflecting the rise of personal monitoring devices [28]. These personal monitoring devices represent newer self-tracking technologies that simplify the collection and combining of personal data and enable more personalized healthy lifestyle interventions [29]. Including older publications, in which technological advances are not displayed, might lead to less relevant findings [30].

This study’s search strategy was created in collaboration with a University of Twente librarian, based on 3 main components: (1) self-tracking, (2) persuasive eCoaching, and (3) healthy lifestyle interventions. Related search keywords were identified using MeSH and EMTREE terms, PubReMiner, synonyms, keywords from relevant articles, and self-determined search terms (see Multimedia Appendix 1).

Our aim was to include articles that described fully automated interventions. However, we found that many articles involved a fully automated intervention in addition to human coaching, which we call blended coaching. As the scoping review methodology allows for post hoc decisions [27], we then decided to also include blended coaching interventions because we expected to find relevant results in these studies. Other inclusion criteria were that the articles had to be written in English or Dutch and had to be journal articles. Excluded publications included reviews, study protocols, study populations outside the age range of 18-66 years, publications lacking empirical data, and paper-based or personally reported tracking. This age range is in line with the target group of our overarching research project that focuses on the working population. In a lot of European countries, the retirement age is gradually increasing toward 67 years [31].

The results of the search query were uploaded into the EndNote X7 reference manager (Thomson Reuters, Philadelphia, PA, USA) and independently assessed by two reviewers to decide on their inclusion based on title, abstract, and full-text (the review team was comprised of AL and HO for selection based on title and abstract, and AL, HO, LP, and MG for selection based on full-text, with AL reviewing all full-text articles). Differences were fully discussed until consensus was reached.

In addition to the electronic database search, manual searching was performed in JMed Internet Res 2017 | vol. 19 | iss. 8 | e277 | p.6http://www.jmir.org/2017/8/e277/ for issues dated from January 1, 2013 to January 31, 2016. In addition, a check was performed on the bibliographic reference lists of publications that remained after full-text selection of the search query or manual searching and did not describe interventions involving blended coaching, to identify any additional eligible publications.

The electronic database search and manual searching resulted in 394 publications and 59 publications, respectively, 98 of which were duplicates. After the final full-text selection, 27 publications remained [32-58]. The check of the reference lists...
resulted in 5 additional publications [59-63] (see the flowchart in Figure 1).

**Charting the Data**

A data-charting form was created by the research team that included the following: study characteristics (eg, title, participants, outcomes of interest, and effectiveness), intervention characteristics (eg, short description of the intervention, self-tracking components, and persuasive eCoaching components), and advantages and limitations of the intervention and research according to the authors or reviewers (see Table 1). Next, the data-charting form was improved by several iterations between researchers and 2 consensus meetings of the whole research team.

**Figure 1.** Flowchart of the selection process. Note: ST=self-tracking, PeC=Persuasive eCoaching.
Table 1. Components of the data-charting form.

<table>
<thead>
<tr>
<th>Category</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study characteristics</td>
<td>Title</td>
</tr>
<tr>
<td></td>
<td>Author (Year)</td>
</tr>
<tr>
<td>Study set-up</td>
<td>comparison intervention</td>
</tr>
<tr>
<td></td>
<td>study quality</td>
</tr>
<tr>
<td>Objective study</td>
<td></td>
</tr>
<tr>
<td>Participants</td>
<td></td>
</tr>
<tr>
<td>Country of the study</td>
<td></td>
</tr>
<tr>
<td>Duration</td>
<td></td>
</tr>
<tr>
<td>Outcomes of interest</td>
<td></td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
</tr>
<tr>
<td>Measuring instruments</td>
<td></td>
</tr>
<tr>
<td>Validity of measuring instruments</td>
<td></td>
</tr>
<tr>
<td>Effect on health outcomes</td>
<td>high effective, low effective, and ineffective</td>
</tr>
<tr>
<td>Usability</td>
<td></td>
</tr>
<tr>
<td>Adherence</td>
<td></td>
</tr>
<tr>
<td>Intervention characteristics</td>
<td>Intervention setting (lifestyle, chronic disease, or mental health)</td>
</tr>
<tr>
<td></td>
<td>Country of the intervention</td>
</tr>
<tr>
<td>Persuasive eCoaching components</td>
<td>components from the PSD model</td>
</tr>
<tr>
<td></td>
<td>social support in general</td>
</tr>
<tr>
<td></td>
<td>educational coaching</td>
</tr>
<tr>
<td></td>
<td>goal-setting</td>
</tr>
<tr>
<td></td>
<td>feedback</td>
</tr>
<tr>
<td>Self-tracking components</td>
<td>in general</td>
</tr>
<tr>
<td></td>
<td>device</td>
</tr>
<tr>
<td></td>
<td>measurement variable</td>
</tr>
<tr>
<td></td>
<td>the participant’s effort</td>
</tr>
<tr>
<td></td>
<td>presentation of summary data</td>
</tr>
<tr>
<td></td>
<td>duration of device usage</td>
</tr>
<tr>
<td></td>
<td>device placement</td>
</tr>
<tr>
<td></td>
<td>validity</td>
</tr>
<tr>
<td>Other intervention components</td>
<td>short description of the technology</td>
</tr>
<tr>
<td></td>
<td>the intervention’s aim</td>
</tr>
<tr>
<td></td>
<td>theory applied</td>
</tr>
<tr>
<td></td>
<td>results from other research applied</td>
</tr>
<tr>
<td></td>
<td>cocreation</td>
</tr>
<tr>
<td>Advantages and limitations</td>
<td>Advantages and limitations of intervention</td>
</tr>
<tr>
<td>according to author or reviewer</td>
<td>Advantages and limitations of research</td>
</tr>
</tbody>
</table>


Using the framework by Morrison et al [64], the interventions were divided into 3 categories in terms of their effect on health outcomes: high effective, low effective, and ineffective (see Table 2). For example, if the intervention group showed statistically significant improvements for steps per day and body mass index but not for blood pressure as a result of within-group analyses and was more effective than the comparison intervention group as a result of between-group analysis, the intervention was categorized as “high effective.” No distinction has been made between the different outcomes, as long as they were related to health (eg, healthy lifestyle behavior or health status). Study quality was assessed by evaluating the rigor of the study designs based on the established hierarchy of study designs [65].

Data on usability was extracted from included publications if participants in the study expressed a preference for a component or a specific component’s design that increased their level of satisfaction regarding the technology or its ease of use.

Data on adherence was extracted if the studies described the way in which participants should use the intervention and presented results on the participants’ adherence to that intended use. Originally, we intended to divide the studies into incremental categories of adherence. Unfortunately, the data extracted from the studies did not allow us to do so. Additionally, data on adherence was extracted if participants expressed an expectation that a specific component could increase their adherence in using the technology.

Persuasive eCoaching components were extracted from included publications using the PSD model [9]. Solely, persuasive components were coded when they were executed by the technology and not by human effort, which is in line with the use of the PSD model as described in the review by Kelders et al [15]. As data extraction progressed, we decided to include 3 persuasive eCoaching components in the data-charting form: educational coaching, goal-setting, and feedback. The reason for this decision was that these components were often described in the intervention’s design and comprised coaching strategies that could be delivered via technology. In addition, the specific reasons for allowing social support in general (see Multimedia Appendix 2 for an overview).

The self-tracking components and other intervention components were identified using qualitative analysis of the data from publications. Components were added or changed continuously as the qualitative data analysis progressed.

The consistency of the data-charting form was discussed by two reviewers (AL and HO), who focused on data extraction performed by one reviewer (AL) on 4 articles with various study designs (3 studies evaluating the effect on health outcomes and 1 study on usability) [32,35,50,53]. After their discussion, it appeared that persuasive eCoaching components and the advantages and limitations of the research and interventions were more prone to reviewer subjectivism than other components. Therefore, we decided to extract the data from 3 articles [42,46,49] gathered by two reviewers (AL and HO) independently of these components to increase consensus with regards to the data interpretation.

**Collating, Summarizing, and Reporting the Results**

All relevant data was coded using the data-charting form in ATLAS.ti version 7.5 (Scientific Software Development GmbH, Berlin), a qualitative software package. In addition, short summaries were obtained from the data-charting forms to provide quick overviews. Qualitative analysis was used due to our interest in how and why components were applied and to observe patterns in the application of the components and their contribution to the effect on health outcomes and usability [66]. Following Arksey and O’Malley [26] and Levac et al [27], descriptive numerical summaries and thematic analyses were used for data analysis, resulting in an approach that is akin to a “narrative review” [26]. First, a descriptive numerical summary was used to create a numerical overview of specific self-tracking components, persuasive eCoaching components, and other components in the interventions categorized by their effect on health outcomes. Components were identified as key components if at least 50% of the interventions that showed effectiveness on health outcomes (high and low effective interventions) included the component. This 50% rule was applied to all persuasive eCoaching components, with exception of feedback, the self-tracking component validity, and the other intervention components, theory applied, results from other research applied, cocreation, design testing, integration of self-tracking and persuasive eCoaching, and blended coaching. Other components included in the data extraction were of a descriptive nature and could therefore not be treated as

---

**Table 2. Categorization of interventions by effect on health outcomes by Morrison et al [64].**

<table>
<thead>
<tr>
<th>Effectiveness</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>High effective</td>
<td>The intervention led to statistically significant improvement on the majority of outcome measures. The intervention was more effective or as effective as comparison groups.</td>
</tr>
<tr>
<td>Low effective</td>
<td>The intervention led to statistically significant improvement on the minority of outcome measures. The intervention was as effective or less effective than comparison groups.</td>
</tr>
<tr>
<td>Ineffective</td>
<td>The intervention led to no statistically significant improvements on any of the outcome measures. The intervention was no more effective than control groups without an intervention or waiting lists.</td>
</tr>
</tbody>
</table>

---
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dichotomous components for which percentages could be calculated.

Second, thematic analysis was applied to obtain more insight into the various components’ specific designs and if these specific designs relate to the effectiveness of the interventions on health outcomes, usability, and/or adherence. When patterns were observed linking components and effectiveness, these components were then identified as key components. Additionally, thematic analysis directed the process of creating the data-charting form.

Consultation
The aim of this consultation was to give meaning to and assess the applicability of the results by obtaining insight from other perspectives, beyond the research team’s own perspectives [26,27]. The consultation was carried out during the 11th International Conference on Persuasive Technology. The preliminary results of this scoping review [67] were presented and input was requested from experts in several fields during the workshop on Behavior Change Support Systems (BCSS 2016): Epic for Change, the Pillars for Persuasive Technology for Smart Societies. This consultation adjusted the scope to the way in which components are designed, to get a clear idea of how and why specific components do or do not contribute to effects on health outcomes, usability, and/or adherence.

Results
Characteristics of Included Studies

General Characteristics
Most studies were carried out in the United States [32,33,35,37,40,46,49,52,57,60,63], followed by the Netherlands [34,45,53,55,56,62]. Of the 32 included publications, 27 in total described an intervention [32,33,35,37-45,47-49,51-58,60,63], 17 of which [32,35,37,39,41,43-45,48,49,51-53,57,60,61,63] evaluated the effects of that intervention on health outcomes. Of these 17 studies, 16 were RCTs (highest level in the hierarchy of study designs [65]) and 1 was a quasi-RCT study (second highest level) [43]. In addition, 10 were categorized as high effective [32,39,41,45,48,49,51,60,61,63], 4 as low effective [32,37,44,57], and 3 as ineffective [35,43,52]. Additionally, 25 publications [32-36,38-43,46-51,54-59,62,63] included results on usability, 18 of which [32,33,35,36,38-43,48,49,51,54,56,57,62,63] were based on people’s experiences after having used the technology and 6 of which were based on expectations [34,46,50,55,58,59]. Only 1 study addressed usability results based on experiences as well as those based on expectations [47]. As for adherence, 8 publications included information about the intended use of the intervention [40,41,45,47,51,53,60,63], and 5 publications included information about expectations regarding components that could increase adherence [36,46,47,59,62] (see Multimedia Appendix 3 for a summary of the included publications).

Intervention Characteristics

General Characteristics

Out of those publications that described the design of an intervention, 17 were developed in a healthy lifestyle setting [32,33,35,37,39,42-45,49,51,52,57,58,61-63] and 10 in a chronic disease setting [38,40,41,47,48,53-56,60]. Furthermore, about half of the interventions described included the application of a certain theory in the design. The most frequently applied theories were social cognitive theory [33,35,38,49,52], transtheoretical theory [32,35,39,52,55], and self-regulation theory [38,47,63]. Additionally, 6 studies included descriptions of cocreation with end users [42,47,52,55,56,58]. The medium most often used to execute the intervention was a mobile phone app [37,38,40,48,49,52,55,60-62]. Other mediums were a computer [35,39,43,45,54,63], a combination of computer and mobile phone for text messages (short message service, SMS) [32,41,44,51,57,58], a combination of computer and a mobile phone app [33,53,56], or just a mobile phone for text messages [56]. Finally, 10 interventions involved blended coaching [38,40,44,45,47,48,54-56,60].

Persuasive eCoaching Characteristics
The persuasive technology category from the PSD model applied most often was primary task support, followed by dialogue support. System credibility support was applied sparingly. For the most part, the identified persuasive eCoaching components were personalization (85%, or 23/27), goal-setting (74%, or 20/27), suggestion (70%, or 19/27), simulation (56%, or 15/27), and reminders (52%, or 14/27).

Self-Tracking Characteristics
Most interventions used an accelerometer for self-tracking [33,37,38,40,41,45,49,53,55-57]. Other devices used in multiple interventions were pedometers [32,35,39,44,47,48,51,54,58,60] and smart scales [48,52,63]. Five of these self-tracking devices [32,39,42,45,56] were described as tested for validity. In addition, the effort required of the participant to input data into the technology was either none, that is, automatic transfer of data [33,38,43,48,52,55,56,62,63], manually entering data [32,37,39,47-49,51,54,58,60], or uploading data [35,41,42,45,57]. Four studies made no mention of the transmission of data to the technology [40,44,53,61]. The type of electronic data collected was usually the number of steps taken [32,33,35,38-41,44,47,48,51,54,55,58-60,61]. Furthermore, data regarding weight [48,52,63], heart rate [42], and other types of physical activity outcomes was collected, such as distance [33,38,43], intensity [38,41,45,55-57], time [38,42,43,45,55,57,60], and/or energy expenditure [43,45,49,61]. The electronic data was either presented to the participant as summary data via visual presentation in a graph, chart, or bar [33,35,37,38,40,42,48,49,51,53,55,56,61,63], as summary data via a message [47], or in a life log with a list of activities [49]. Eleven interventions drew a comparison between the current behavior and the goal [33,37,38,48,51,53,55,56,58,61].

Key Components
An overview of the key components, categorized by effect measures (health outcomes, usability, and adherence), can be found in Multimedia Appendix 4. This table also provides an...
overview of which studies the key components are based on. Results regarding components have not been presented if too little data was present (results regarding that component from only one study) or no clear pattern could be observed between the component and the effectiveness (on health outcomes, usability, and/or adherence). Moreover, key components were not separately described for interventions utilizing blended coaching or automatic coaching, as too little data was present or no differences were observed for the key components between the 2 types of coaching in terms of their effects. The same holds for key components from studies describing results regarding usability based on expectations, and studies based on experiences. The key components presented below are divided according to the 3 effect measures: health outcomes, usability, and adherence.

**Key Components for a Positive Effect on Health Outcomes**

**Persuasive eCoaching Key Components**

In the category of primary task support, reduction [32,39,41,49,51,60,63], personalization [32,37,39,41,45,48,49,51,53,57,60,61], and simulation [37,39,48,51,53,57,61,63] were identified as key components, as they were included in at least 50% of the interventions that were effective in terms of health outcomes. As for dialogue support, reminders [32,37,44,51,53,57,60] and suggestion [32,37,39,45,48,49,51,53,57,60,63] were identified as key components. No key components were identified in the categories of system credibility support and social support. Goal-setting was determined to be another key component for persuasive eCoaching [32,37,39,41,49,51,53,60,61,63] (see Table 3 for an overview).

**Design of the Persuasive eCoaching Key Components**

In studies evaluating the effect on health outcomes, the reduction component was designed in 1 of 3 ways: (1) setting short term goals to eventually reach long term goals [32,39,41,49,51,60,63], (2) providing low effort behavior suggestions [35,49,63], or (3) helping the user solve a problem [35]. Personalization was most often implemented to adjust goals or feedback [32,35,37,39,41,43,45,48,51,53,60,61,63] but not so much for the user’s ability to set technical features, such as their ability to control prompts and layout [32,57]. The personalization of feedback was mostly based on self-tracking data or reaching goals [32,39,41,43,45,48,52,53,60,61]. The simulation component consisted of an overview of the collected data over time in a graph [35,37,48,51,53,57,61,63] or in a message [39]. Reminders were usually sent daily [32,35,37,51,60] and were either task reminders regarding self-tracking [32,51,52,60] or reminders to perform health behavior [35,37,44,53,57]. As for suggestion, these messages were often personalized [35,37,45,49,51,63] and contained suggestions on how to perform the intended behavior [32,37,39,45,49,51,53,57,60,63] or suggestions for behavior change [45,48,63]. Some suggestion messages were of a motivational nature [32,53], such as “you have taken more rest, please go for a walk” [53]. Apart from one study [53], the goal-setting component was usually personalized [32,39,49,51,52,60]. Finally, goals were either assigned to the user [32,37,41,51,53,60] or the user could choose personal goals [35,39,49].

**Design of the Persuasive eCoaching Components and Effectiveness on Health Outcomes**

When comparing the use of reduction among the 3 categories of effectiveness, 6 out of 7 [32,39,41,51,52,60] high effective interventions used reduction by setting short-term goals to eventually reach the ultimate long-term goal. This was not done in the other, low effective or ineffective, interventions.

When comparing the effectiveness and the application of personalization, it became apparent that 4 out of 9 high effective interventions [32,39,51,60] used personalization to set goals, whereas none of the low effective and only one ineffective intervention [52] applied this strategy. Moreover, high effective studies were the only ones to personalize goals by means of self-tracking data [32,51,60]. In addition, differences were observed in the number of personalized components in the interventions, with 5 out of 9 high effective studies [32,39,41,51,60] personalizing 2 or more components in comparison with 1 out of 3 low effective [57] and 1 out of 3 ineffective interventions [52].

It was observed that 2 out of 3 high effective interventions that applied reminders used those reminders to ask the participant to input behavioral data into the technology [51,60], whereas ineffective and low effective interventions only used reminders on changing health behavior [35,37,44,52,53,57].

No clear pattern was observed between the 3 categories of effectiveness on health outcomes and the specific design of the simulation and suggestion components.

Other persuasive eCoaching key components for which patterns were observed regarding their effectiveness on health outcomes were the inclusion of praise messages [32,39,51,60] and tunneling by providing advice based on how well the participant changed the desired behavior [41,45,63]. These components were only ever applied in high effective interventions.

**Self-tracking Key Components**

The validity component was applied in 21% (3/14) of the interventions [32,39,45] that showed effectiveness on health outcomes. Based on the 50% rule, the validity of the self-tracking device is thus not considered to be a key component.
### Table 3. Interventions’ persuasive eCoaching elements, ordered by their effect in terms of health outcomes.

<table>
<thead>
<tr>
<th>Persuasive eCoaching category</th>
<th>Effective interventions (n=14)</th>
<th>Total number of studies evaluating effect on health outcomes (n=17)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary task support</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduction</td>
<td>7 (50)</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Tunneling</td>
<td>4 (29)</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Tailoring</td>
<td>3 (21)</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Personalization</td>
<td>12 (86)</td>
<td>15 (88)</td>
</tr>
<tr>
<td>Simulation</td>
<td>8 (57)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Rehearsal</td>
<td>2 (14)</td>
<td>2 (12)</td>
</tr>
<tr>
<td><strong>Dialogue support</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Praise</td>
<td>4 (29)</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Rewards</td>
<td>2 (14)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Reminders</td>
<td>7 (50)</td>
<td>9 (53)</td>
</tr>
<tr>
<td>Suggestion</td>
<td>11 (79)</td>
<td>13 (76)</td>
</tr>
<tr>
<td>Similarity</td>
<td>2 (14)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Liking</td>
<td>2 (14)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Social role</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>System credibility support</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trustworthiness</td>
<td>1 (7)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Expertise</td>
<td>1 (7)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Surface credibility</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Real-world feel</td>
<td>1 (7)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Authority</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Third-party endorsement</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Verifiability</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social support in general</td>
<td>2 (14)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Social learning</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Social comparison</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Normative influence</td>
<td>1 (7)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Social facilitation</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Cooperation</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Competition</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Recognition</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational coaching</td>
<td>6 (43)</td>
<td>7 (41)</td>
</tr>
<tr>
<td>Goal-setting</td>
<td>10 (71)</td>
<td>13 (76)</td>
</tr>
</tbody>
</table>

### Design of the Self-Tracking Components and Effectiveness on Health Outcomes

When comparing the self-tracking *device* applied by effect on health outcomes, it was observed that accelerometers were only applied in the high effective interventions [41,45,49] and the low effective interventions [37,53,57], whereas not at all in the ineffective interventions. In addition, the most intensive *effort* was asked from participants in high effective interventions to input data into the technology. To illustrate, the low effective and ineffective interventions mostly applied uploading data [35,57] or automatic transfer of the data to the technology [43,52,53]. In the high effective interventions, participants were
asked for a more intensive approach than uploading data or doing nothing, such as sending a daily message with steps to the technology [32,48,51,60]. The latter was also applied in one low effective intervention [48]. Although the validity component was not identified as a key component based on the 50% rule, only in high effective studies good validity and reliability of the device were described [32,39,45].

**Other Intervention Key Components**

With respectively 71% (10/14) and 50% of the effective interventions applying integration of self-tracking and persuasive eCoaching [32,37,39,41,45,48,49,51,53,61] and results from other research applied [32,39,49,51,60,61,63], these components were identified as key components. The percentages of the other components were 29% (4/14) for theory applied [32,39,49,63], 14% (2/14) for design testing [39,51], and 0% for cocreation.

**Design of the Other Intervention Key Components**

The design of self-tracking and persuasive eCoaching integration usually involved the use of self-tracking data to provide feedback [32,37,41,45,48,49,51,53,60,63]. Some studies also used self-tracking data to set goals [32,51,60]. The following results from other research were used in intervention design: the application of a known protocol [51,60,63], methods that were evaluated as effective [32,49,61], and components from healthy lifestyle interventions that were evaluated as effective [39,43].

**Design of the Other Intervention Components and Effectiveness on Health Outcomes**

Ineffective interventions applied less intensive implementation strategies such as brief tutorial [35], instructions on paper [43], or nothing [52] in comparison with the high and low effective interventions, which used mostly face-to-face instructions [32,37,39,49,51,57,61,63].

**Key Components for Usability**

**Persuasive eCoaching Key Components**

An overview of all key components for usability can be found in Multimedia Appendix 4. The most apparent key components for usability are described below. In line with the key components for a positive effect on health outcomes, a pattern was observed between the following key components and a positive effect on usability:

- **Reduction** to simplify the performance of behavior [36,50,62]. In addition, participants found it useful to be able to set short-term goals [46,58]. They believed that it could contribute to their motivation [46,58]. In addition to the similarities with key components for health outcomes, users also appreciated the provision of means to simplify their performance of the behavior [58,62].

- **Personalization** of goals [50,56,58,59]. For the most part, users appreciated the ability to set personal goals because it fosters the observation of progress [50,58,59].

- **Praise** messages [42,47,55,59,62]. However, praise might require a different design for men and women, since gender differences were observed, with women appreciating praise more than men [59].

- **Reminders** were perceived useful by most [35,42,47,50]. However, the timing and frequency of the reminders are of importance to avoid annoyance, feelings of being checked up on, or guilt for not reaching the goal [42,47,50,57,59,62]. One study’s participants expressed a preference for reminders to upload or enter data into the technology [47].

- **Simulation** to observe progress [33-35,47,50,55,59,62]. Users particularly appreciated visualization of self-tracking data to observe progress toward their goals [33-35,47,50,55,59,62]. A clear overview with only a few important features displayed was preferred overall [55,62]. However, people following physical activity guidelines preferred more detailed information [62].

In contrast to studies evaluating the effect on health outcomes, where results on personalization were mostly observed for the personalization of content, the participants’ concerns regarding usability were mostly about the ability to set technical features such as the timing of the message, password protection, and layout. For example, not all participants were concerned about the safety of their self-tracking data [46,50,56,59], and some found that password protection interferes with the technology’s usability [50,59]. In addition, participants would like to be able to decide whom to share data with [46,50]. These aspects also relate to the trustworthiness component. As for personalization of content, users acknowledged personalization as a practical solution [50] to account for the differences that existed among the various groups of users and even within groups of users [34,36,50,62]. Participants themselves also expressed a desire for the personalization of content [34,47,57,58]. Some participants felt that it would be meaningful to take personalization to the next level by using data mining to enable context-sensing and observe trends and patterns in personal data [46,47,50,59], which is also a form of reduction. However, others felt such extensive personalization would be unreliable, artificial, or unnecessary [47,50,59].

The social support component was rated negatively by most participants [34,50,59,62]. However, it appears that acceptability of social support was higher when receiving support via the technology from close friends, family, or peers [50,59,62]. However, a few participants did not like the idea of receiving support from family members, as they had previous negative experiences with support from family during behavior change [58]. In contrast, acceptability of social support was lower when the intervention used social media platforms open to everyone, such as Facebook [59,62].

In terms of users’ perspective on educational coaching, the fact that most users had already been trying to change their behavior for quite some time and were already familiar with much of the information on the subject should be taken into account [47,58].

**Self-Tracking Key Components**

Overall, it was apparent from the studies on usability that users had a positive attitude regarding the self-tracking of behavioral outcomes [34,46,47,51,59,63]. One positive aspect mentioned by participants was that performing self-tracking increased their awareness [36,46,47,49,62].
In line with key components for effect on health outcomes, the validity of the device was perceived as important among users [46, 56, 59]. In addition, one publication reported on users’ willingness to put in more effort if they felt doing so was justified by its added value [50]. Overall, most participants had a favorable attitude toward the automatic tracking of behavioral outcomes [46, 59, 62], although basic data entry was also perceived as acceptable [46, 50, 62].

As for the measurement component, self-tracking was found to have a potential demotivating effect when users were unable to capture all personally relevant data using self-tracking devices (eg, the use of an accelerometer when walking or running was not in fact their most common physical activity) [33, 55, 62].

Other Intervention Key Components

In line with key components for effect on health outcomes, participants acknowledged the advantages of the integration of self-tracking and persuasive eCoaching [32, 34, 35, 46, 51, 56, 59, 62] and believed that an intervention incorporating this combination could successfully motivate or change behavior [36, 40, 42, 47, 54]. In addition, participants considered it useful to receive instructions on how to use the intervention [42, 56].

Furthermore, participants preferred the use of mobile phones for intervention delivery to delivery via the computer [46, 50, 55, 58, 59, 62]. One advantage of mobile phone apps the participants named was the ability to use the intervention whenever they wanted [36, 47].

Most participants reported that it was preferable to have access to a health care professional on top of using the automated intervention [46, 47, 54, 55, 58, 59]. Even though health care professionals were negative about the provision of feedback [55], they did see the advantage of such interventions to supplement in-person sessions, as it might increase their ability to anticipate and better understand the process of behavior change among clients [40, 55].

Key Components for Adherence

No key components for adherence could be identified based on information about intended usage, as these results were only sparingly presented [40, 41, 45, 47, 51, 53, 60, 63]. Out of the 8 studies that did present results on intended usage, only 6 presented data on the intended usage of the self-tracking component and not the intervention as a whole [41, 45, 47, 51, 60, 63].

Based on participants’ opinions, the following key components were identified: the personalization component, as users believed that personally relevant advice could increase adherence [46, 59, 62]; and the design testing component, as users said that adherence declined when a problem occurred while using the intervention [36, 62].

Discussion

Findings

This scoping review aimed to identify key components of self-tracking and persuasive eCoaching in automated healthy lifestyle interventions that contribute to the effectiveness on health outcomes, usability, and adherence.

Key Components for Effect on Health Outcomes

A pattern was observed between the following key components and a positive effect on health outcomes: reduction, personalization, simulation, suggestion, goal-setting, praise, use of valid wearables and specifically accelerometers, integration of self-tracking and persuasive eCoaching, use of results from other research to inform design, and provision of face-to-face instructions during implementation of the intervention. A pattern was also observed between more effort by the participant to input the self-tracking data in the intervention and more effect on health outcomes. For the following key components, it appears that a specific design is required for the component to have a positive influence on health outcomes: reduction by setting short term goals to eventually reach long-term goals, personalization of goals using self-tracking data, personalization of multiple components, tunneling by provision of feedback based on how well the user changed their behavior, and reminders to input data into the technology.

Similar to this scoping review’s results, other recent reviews on eHealth also observed the contribution to effectiveness of reminders [68, 69], personalization [70], and integration of self-tracking and persuasive eCoaching [68, 71]. In addition, one review found that less persuasive technologies were extracted from the system credibility support and social support categories [14]. This could either indicate that designers do not pay enough attention to these categories of persuasive technologies or that these components are often omitted in the description of the technology in publications. If the first is true, this might have consequences for the effectiveness of the intervention. For the system credibility support category, Harris et al [72] found that users engaged less with the technology when credibility was lacking. Neglect of the social support category will be addressed in further detail below.

Support for the importance of reminders can be found in the reviews by Neff and Fry [69] and Bardus et al [68]. However, more knowledge is needed about the reminder component’s specific design and effectiveness [69, 73, 74]. This scoping review diminishes this research gap to some extent by indicating that sending reminders to signal self-tracking could increase effectiveness, which is consistent with the findings of one RCT study [75]. Reminders regarding behavior change appeared to be less effective. One possible explanation for this is that reminders regarding behavior change remind users of their failure to change behavior [76]. Knowledge about other aspects of the reminder component is also of importance, such as the proper frequency, timing, and the way in which users should be notified by reminders (eg, visual or audible cues). One review mentioned that a frequency of one reminder per day should be considered [71]. Another study found that sending event-based reminders (such as after breakfast) were more effective for health behavior change than time-based reminders (such as at a specified time) [74].

Requiring more effort from the participant to input data into the intervention appears to have a positive influence on
interventions’ effect on health outcomes. One explanation for this, from the review by Kelders et al [15], is that if more action is required from the participant, it might make the participant more engaged with the intervention. In addition, one study on usability [50] mentioned that participants are willing to devote a higher level of effort (eg, manually entering data), as long as the effort is balanced by its added value (eg, more personally relevant feedback).

**Key Components for Usability**

Several key components were identified for a positive effect on usability. The most apparent key components for a positive effect on usability are described below. Similar to key components for effect on health outcomes, key components for usability were inclusion of reduction, personalization, reminders, praise, simulation to observe progress, use of valid wearables, integration of self-tracking and persuasive eCoaching, provision of face-to-face instructions during implementation of the intervention, and requesting more effort from the participant for input of self-tracking data into the technology. As for key components for effect on health outcomes, participants deemed the following specific key component designs to be preferable: reduction by setting short term goals to eventually reach long-term goals, personalization of goals, and reminders to input data into the technology.

Participants also considered the frequency and timing of reminders to be important to avoid annoyance and acknowledged the advantages of personalizing several aspects of the design. Furthermore, a negative attitude toward social support was observed. To increase the acceptability of social support, designs should include the provision of social support via peers, close friends or family, and eliminate the use of social media platforms open to everyone. It was apparent that participants appreciated the delivery of the intervention via a mobile phone. On top of that, participants and health care professionals liked the idea of using the automated intervention as a supplement to in-person sessions.

A recent qualitative review on engagement with digital health interventions obtained mostly similar results [76]. Similarities include the importance of reminders, personalization, the ability to use the intervention 24/7, a suitable supplement to in-person sessions, and provision of reduction to observe trends and patterns. A preference for automated self-tracking was also observed in line with our results. However, our scoping review also uncovered that users may also be willing to accept having to put in some level of effort for self-tracking. It is also worth noting that other studies on usability of eHealth have indicated that a positive attitude exists concerning self-tracking [77-79], inclusion of praise [80], personalization of goals [80,81], the ability to observe progress [80], use of validity-tested devices [78], and that not everyone is concerned with privacy issues [82].

The studies presenting results on usability are a way for us to learn what is most valued or noticed by users about healthy lifestyle interventions combining self-tracking and persuasive eCoaching. A few observations can be made about this topic. First, we observed that the studies evaluating an intervention for effect on health outcomes were mostly focused on the personalization of intervention content, whereas studies on usability were mostly focused on the personalization of technical features. This could indicate that the importance of technical feature personalization for users is not given sufficient attention during intervention development. On the other hand, it is also possible that results on technical feature personalization were simply described less in studies evaluating the effect on health outcomes in comparison with studies on usability. One element of usability is the ease of use of a technology and studies on usability might, therefore, focus more on technical features.

Second, social influence and support are often components of traditional health behavior change models recognized in earlier research as effective for changing behavior [83-85]. But even though social support might be effective in changing behavior, we also observed an unfavorable attitude in many participants toward social support. In addition, to our knowledge, no study found strong evidence for the contribution that social support might make in automated interventions towards improving health behavior [86]. This could be explained by the low usage of the social support component observed in publications included in this review [38,58], as well as in other research [20,87]. As advocated by Riley et al [88], applying traditional health behavior change models might not be the best fit for healthy lifestyle interventions via technology due to their interactive and adaptive character. The social support component probably requires different strategies via technology than via face-to-face provision of social support.

Third, it was observed that not everyone appreciated a high level of personalization of feedback messages via data mining in order to discover patterns. The observation of patterns helps users become aware of their way of living and the consequences thereof. Although awareness is a first important step in behavior change [14], some people might prefer not to discover patterns they were not aware of.

Finally, this review’s results show that participants would appreciate the ability to consult a health care professional during the intervention. However, health care professionals seemed less open to this. Including consultation by a health care professional would also be a costly way of increasing usability. In terms of their effect on health outcomes, earlier research found automated interventions to be as effective as interventions that include human coaching [15]. Furthermore, this scoping review observed positive effects on health behavior change not only in blended coaching interventions but also in fully automated interventions. Therefore, including human coaching is probably not an essential component. This viewpoint is also supported by previous research [89].

**Key Components for Adherence**

Few studies included in this review described adherence that concerned the intended usage of the intervention. When intended usage was described, most of the information dealt with the self-tracking part and not the intervention as a whole. In addition, most studies that presented data on the usage of specific components did not state the intended usage in advance. This was also observed in another review [15]. Key components for a positive effect on adherence could therefore only be identified based on participants’ expectations. According to
users, adherence could be increased by the personalization of content and the performance of design testing to eliminate problems during usage of the intervention. Personalization of content has been recognized in another review as a facilitator for adherence [70].

Recommendations for Future Design and Research

First, the key components identified in this scoping review are identified as separate components. However, components might interact with each other and could lead to different outcomes than those anticipated based on knowledge of single components. One review on e-mental health interventions indicated that some combinations of persuasive technology components do indeed differ in terms of their synergy [90]. Further research is recommended to identify the most effective combination and dosage of the key components in healthy lifestyle interventions combining self-tracking and persuasive eCoaching. To date, most studies evaluating eHealth designs apply the traditional RCT method [91]. However, RCTs are often too time-consuming to keep up with the speed of technological developments and can explain little about separate elements and their contribution to effectiveness [91-93]. Riley and Rivera [94], Hekler et al [93], and Pham et al [91] advocated for new strategies to identify and design effective intervention components—“opening the black box.” Technology can provide a meaningful contribution to such discoveries, for example, by means of the “Model Predictive Control” [94]. This strategy changes the intensity and combination of intervention components on a daily basis by using the monitoring data provided by participants’ responses and other contextual factors.

Another strategy is suggested by Sieverink et al [94]. This strategy does not only attempt to open the black box, it also contributes to more insight into adherence. Sieverink et al provided preliminary results for the development of a log data protocol for eHealth technologies to identify their adherence level and effect on health outcomes [94]. They suggest collecting log data on the usage and intensity of usage for specific intervention components to be able to draw conclusions regarding adherence and linking such log data with effects on health outcomes to be able to draw conclusions regarding adherence to specific components and their effects on health outcomes.

Future research and design should focus specifically on the reminder design, social support, and the observation of patterns through data mining, as different designs seemed to influence effect on health outcomes and/or usability. It would be interesting for future research to test variations on components’ designs and their effects on health outcomes and usability.

Another recommendation is the application of personalization to account for the variation in preferences between groups of participants and even within groups of participants. Besides the fact that it is a practical way to account for the existing differences between users, participants also considered personalization to be useful. In addition to the application of personalization in the design, the observed differences both among and within groups also suggest that a needs assessment is required before and during the design phase of an intervention using self-tracking and persuasive eCoaching. Although cocreation is often mentioned as an important aspect in design models [95,96], only a few publications cited in this review described anything regarding cocreation between intervention developers and the target group. The importance of cocreation has been indicated as important to increase satisfaction with the design by other reviews [67,69]. Similar to the component of cocreation, few publications described anything about the theory underpinning the design of the intervention. The main message of other reviews in the field of eHealth is that the design of current eHealth interventions is often not based on existing theory [67,69]. The use of theory has been recognized as resulting in higher effectiveness [97].

Strengths and Limitations

One of the strengths of this research is that by applying qualitative research methods, an attempt has been made to not only describe which components might contribute to effectiveness but also which specific component design is most effective in terms of health outcomes, usability, and adherence. This is important because applying components from one theory in different interventions can result in various designs, whereas applying components from different theories can result in interventions with quite similar designs [93]. Another strength is the fact that we used both data from RCT studies and studies in real-life settings, providing a more realistic overview of the opportunities and challenges for interventions that combine self-tracking and persuasive eCoaching in practice than we would have been able to by relying only on results from RCTs.

One limitation of this scoping review is that potential biases might have influenced the results. First, publication bias could be present, indicated by the absence of negative effects reported and the higher number of high effective interventions included in this scoping review versus low effective or ineffective interventions. With results from only 3 ineffective studies, we could not come to conclusions about any one key component being more often applied in effective interventions compared to ineffective interventions. Due to this limitation, we introduced the 50% rule to identify key components. It should be mentioned that the most commonly applied components in interventions were, therefore, more likely to be identified as key components.

Second, we observed that interventions described in publications from 2013 already differ to some extent from interventions described in publications from 2016. The importance of certain identified key components for effectiveness might increase or decrease due to new technological developments. The main differences were the more frequent use of accelerometers and mobile sensors for self-tracking in newer publications and the delivery of the intervention via mobile phone in newer publications in comparison with computer in older publications. This trend is likely to continue [73,98]. An example of a key component that may become more important is the ability to enable or disable observation of trends and patterns. The use of mobile phone sensors enables collection of a wide spectrum of personal data. As indicated by this scoping review’s results, not every user is open to intensive data mining. As another example, the importance of applying the proper frequency and timing of reminders may increase. Mobile phone interventions can use a broader set of tools to send reminders than
computer-based interventions. In addition, reminders cannot be ignored as easily due to visual or audible alerts [73].

Third, we did not make a distinction between health outcomes. It could be the case that interventions targeting a more intermediate health outcome (eg, an effect on physical activity instead of an effect on blood pressure) were more easily identified as high effective studies. Fourth, the extraction of data concerning persuasive eCoaching components is somewhat subjective, which was observed by the two researchers during data extraction comparison. Finally, we did not code intervention components from the actual interventions because technology is a rapidly evolving field of research and this would have taken a significant amount of time. Choices such as this one are characteristic of the scoping review methodology [26]. These limitations limited us in making a definite list of key components. However, we attempted to provide a first impression of key components in this relatively new field of research.

**Conclusions**

To our knowledge, this scoping review provides a first overview of key components and effects on health outcomes, usability, and adherence. The following key components and their specific design both seem to influence health outcomes and usability in a positive way: reduction by setting short term goals to eventually reach long-term goals, personalization of goals, praise, reminders to input self-tracking data into the technology, use of validity-tested devices, integration of self-tracking and persuasive eCoaching, and provision of face-to-face instruction during implementation. In addition, health outcomes or usability were not affected when more effort was requested from participants to input data into the technology. Unfortunately, we were limited in our ability to identify key components for adherence. Still, one key component identified for both usability and adherence is the provision of personalized content. Identification of key components for adherence is highly important because adherence is a prerequisite for interventions to be effective. This scoping review provides a first overview, and future research is needed to confirm the key components identified for effect on health outcomes and usability, identify key components for adherence, and study whether the key components represent an effective combination of components.
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Abstract

Background: Cardiovascular disease (CVD) is the leading cause of premature death and disability in Europe, accounting for 4 million deaths per year and costing the European Union economy almost €196 billion annually. There is strong evidence to suggest that exercise-based secondary rehabilitation programs can decrease the mortality risk and improve health among patients with CVD. Theory-informed use of behavior change techniques (BCTs) is important in the design of cardiac rehabilitation programs aimed at changing cardiovascular risk factors. Electronic health (eHealth) is the use of information and communication technologies (ICTs) for health. This emerging area of health care has the ability to enhance self-management of chronic disease by making health care more accessible, affordable, and available to the public. However, evidence-based information on the use of BCTs in eHealth interventions is limited, and particularly so, for individuals living with CVD.

Objective: The aim of this systematic review was to assess the application of BCTs in eHealth interventions designed to increase physical activity (PA) in CVD populations.

Methods: A total of 7 electronic databases, including EBSCOhost (MEDLINE, PsycINFO, Academic Search Complete, SPORTDiscus with Full Text, and CINAHL Complete), Scopus, and Web of Science (Core Collection) were searched. Two authors independently reviewed references using the software package Covidence (Veritas Health Innovation). The reviewers met to resolve any discrepancies, with a third independent reviewer acting as an arbitrator when required. Following this, data were extracted from the papers that met the inclusion criteria. Bias assessment of the studies was carried out using the Cochrane Collaboration’s tool for assessing the risk of bias within Covidence; this was followed by a narrative synthesis.

Results: Out of the 987 studies that were identified, 14 were included in the review. An additional 9 studies were added following a hand search of review paper references. The average number of BCTs used across the 23 studies was 7.2 (range 1-19). The top three most frequently used BCTs included information about health consequences (78%, 18/23), goal setting (behavior; 74%, 17/23), and joint third, self-monitoring of behavior and social support (practical) were included in 11 studies (48%, 11/23) each.

Conclusions: This systematic review is the first to investigate the use of BCTs in PA eHealth interventions specifically designed for people with CVD. This research will have clear implications for health care policy and research by outlining the BCTs used in eHealth interventions for chronic illnesses, in particular CVD, thereby providing clear foundations for further research and developments in the area.
Cardiovascular disease (CVD) is the leading cause of mortality worldwide, accounting for 30% of global deaths and 48% of deaths in Europe [1]. Cardiac rehabilitation (CR), which is used to reduce the impact of CVD and to promote healthy behaviors and active lifestyles for those with CVD [2], has been shown to improve physical health and decrease subsequent morbidity and mortality rates in CVD populations [3]. The main modality of CR is exercise. Two systematic reviews of exercise-based CR, which included 48 randomized controlled trials (RCTs), showed a 20% reduction in all-cause mortality and a 27% reduction in cardiac mortality at 2 to 5 years [4,5].

The efficacy of standard CR has been extensively reviewed. In terms of mortality rates, a systematic review and meta-analysis of 34 RCTs (n=6111 myocardial infarction patients) showed that those who attended CR had a lower risk of all-cause mortality than non-attendees (odds ratio=0.74, 95% CI 0.58-0.95) [6]. With respect to hospital admissions, a Cochrane review of 33 RCTs (n=4740 patients with heart failure) showed that CR reduced the risk of overall hospitalization (relative risk, RR=0.75, 95% CI 0.62-0.92; absolute risk reduction, ARR=7.1%; number needed to treat, NNT=15) and hospitalization for heart failure (RR=0.61, 95% CI 0.46-0.80; ARR=5.8%; NNT=18) [7]. A US observational study (n=635 coronary heart disease [CHD] patients) reported improvements in depression, anxiety, and hospital scores after CR [8]. CR has also been found to improve psychological well-being and to facilitate an improvement in quality of life. One of the most significant benefits of CR exercise training to participants is the improvement in aerobic capacity and cardiopulmonary fitness [9].

Even though CR has been shown to be effective, adherence to these programs is generally suboptimal. Participation rates in CR are documented at less than 50% worldwide [10]. Results from a Cochrane systematic review revealed that common barriers to adherence to CR programs included accessibility and parking at local hospitals, a dislike of group environments and work or domestic commitments [3]. In 2012, a Heart journal editorial concluded that CR should not only focus on content such as CHD risk factor modification and medication adherence but should also focus on the delivery mechanisms, thereby offering a range of different delivery methods for people according to their preferences and needs and potentially addressing the issue of low levels of participation [11]. The delivery of CR to date has largely been center-based, either in hospitals or community centers. However, in more recent times, there has been a shift toward a more home-based model of care.

A systematic review by Dalal and colleagues [3] found that both home- and center-based forms of CR are equally effective in improving clinical and health-related quality of life outcomes in patients with CVD, suggesting the further provision of additional evidence-based home CR programs. A Cochrane review found that home-based interventions may be superior in terms of adherence to exercise, especially in the long term [12]. This would ensure that patients are given the choice of participating in a more traditional supervised center-based program or a home-based program, based on their personal preference.

The emerging area of electronic health (eHealth), defined as the use of information and communication technologies (ICTs) for health [13] may provide this alternative home-based delivery method. Interventions that encompass ICT (eg, Internet- and mobile-based communications and wearable monitors) enable the efficient delivery of educational resources, individually tailored health and wellness programs, as well as time-unlimited feedback, coaching and support [14]. Technology solutions for physical activity (PA) uptake and monitoring are being undertaken as a new mode of facilitating behavior change and may impact the current delivery of CR [15]. Telerehabilitation solutions refer to the use of ICT to provide rehabilitation services to people. Literature in this area for cardiac patients indicates that such interventions are feasible and effective when compared with conventional center-based CR [16].

Furthermore, eHealth interventions have been showing promising results in CR, supporting behavior change, clinical improvement, and improved social functioning. In 2013, Beatty and colleagues [17] conducted a review of mobile interventions for CR, identifying only three studies for inclusion. More recently, the interest in eHealth and mobile health (mHealth) has risen dramatically, indicating the increased focus in this field over recent years. Buys and colleagues [15] investigated the interest among cardiac patients in technology-enabled cardiovascular rehabilitation. Of the 298 patient (77% male; mean age 61.7 years [SD 14.5]) questionnaires included in the analysis, 97% had a mobile phone and 91% used the Internet. PA monitoring was reported by 12% of the respondents. Overall, cardiac patients showed a high interest in CR support through the Internet (77%) and mobile phones (68%). These findings suggest that patients with CVD show an interest in technology-enabled home-based CR, potentially allowing exercise-based rehabilitation programs to be more effective by making them more accessible, personalized, and more interactive with patients.

Behavior change techniques (BCTs) are integral to the design of complex health service interventions such as CR. A BCT is defined as “an observable, replicable, and irreducible component of an intervention designed to alter or redirect causal processes that regulate behavior, that is, a technique is proposed to be an ‘active ingredient’” [18]. The Medical Research Council (MRC) guidelines recommend the application of behavior change theory within complex health service interventions to allow for a theoretical understanding of behavior change [19]. The National Institute for Health and Care Excellence (NICE; [20]) guidelines on individual-level behavior change interventions aimed at changing health-damaging behaviors such as unhealthy diet,
physical inactivity, excessive alcohol consumption, unsafe sex, and smoking, recommend the use of evidence-based BCTs, which have been proven to be effective at changing behavior such as goals and planning, feedback and monitoring, and social support. Despite this guidance, few interventions pay close attention to the behavior change theory and techniques used to design their interventions. In particular, the poor description of interventions in research protocols and published reports presents a barrier for future design of complex interventions [21], as it is difficult to identify the active and effective components of the intervention [18]. The proliferation of eHealth interventions requires the coding of such interventions to facilitate future research to compare accurately across interventions. With that in mind, this systematic review aims to identify the key BCTs applied in eHealth PA interventions for adults with CVD.

Methods

This systematic review is reported in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidance. The inclusion criteria for studies were as follows: human- and quasi-RCTs, published and unpublished, of PA eHealth interventions for adults (aged ≥18 years) clinically diagnosed with CVD. Studies were included if the main intervention component was delivered via a computer, mobile phone, tablet, or phone (eg, mobile phone app, emails, text messages, and phone calls) with the primary or secondary aim of increasing the PA level of the user. The interventions could be delivered to groups or individuals. The inclusion criteria was kept quite broad to identify as many studies as possible with PA as a primary or secondary outcome, as well as studies that had PA as a component of the intervention.

The behavior change taxonomy version 1 was used to identify the specific BCTs used within the included studies [18]. Two researchers coded for the BCTs using the taxonomy.

Outcome Measures

A description of the BCTs and their frequency of use in the 23 eHealth interventions reviewed were classified using a BCT taxonomy by Michie and colleagues. Due to the heterogeneous nature of the studies differing in PA outcome measures and time points, we were unable to carry out a meta-analysis examining the effectiveness of the BCTs in relation to the PA outcomes.

Search Methods for the Identification of Studies

Seven electronic databases were searched, including MEDLINE (via EBSCOhost, 2000-2016), PsycINFO (via EBSCOhost, 2000-2016), Academic Search Complete (via EBSCOhost, 2000-2016), SPORTDiscus (via EBSCOhost, 2000-2016), CINAHL Complete (via EBSCOhost, 2000-2016), Scopus (2000-2016) and Web of Science (Core Collection; 2000-2016). The search was restricted to studies published in English between 2000 and 2016. The search strategy used keywords relating to PA, eHealth interventions, CVD and adults, as well as appropriate synonyms. Boolean operators were used to expand, exclude, or join keywords in the search, using the terms “AND” and “OR.” In all the databases, the searches were limited to the fields of abstract and title only. The search strategy for all databases is illustrated in the Multimedia Appendix 1.

Selection of Studies

Figure 1 shows the PRISMA flow diagram of reviewed and included studies. One researcher conducted the database search. All the studies identified following the database search were then uploaded to the Web-based systematic review software package “Covidence” (Veritas Health Innovation). First, a title and abstract review of all studies was completed independently by 2 authors. Any disagreements were discussed until a consensus was reached, or a third reviewer helped to resolve the discrepancy. A record was kept of all the studies excluded and the reason for exclusion via Covidence. Second, all the studies that met the inclusion criteria went through a full-text screening process by the 2 authors independently. Again, any disagreements between the authors on the eligibility of the studies were reviewed by a third author. Additional studies were also identified for inclusion by reviewing the reference lists of review papers through a hand search.
Data Extraction

Data from the studies were extracted independently by 2 review authors using a data extraction template. Data extracted from the studies included study title, authors, country, year, patient group (sample size), inclusion criteria, study design, technology involvement, assessment, intervention details, outcomes, theory involved, BCTs identified, and results. No blinding to study author, institution, or journal occurred during the screening process for the study.

If multiple publications of the same study were identified, the team would try to extract and combine all the available data; where there was doubt, the original publication would be given priority. If data seemed to be missing from a study, we tried to obtain the missing data through correspondence with the study authors. The review team resolved any disagreements regarding study eligibility through group discussion.

Assessment of Risk Bias

Two reviewers assessed each study for risk of bias (high, low, or unclear) using the Cochrane Collaboration’s risk of bias tool [22]. A third review author acted as arbitrator, if necessary. The results of the risk of bias assessment were then exported to RevMan to create a visual representation of the publication bias (see Figure 2).
Assessing for Heterogeneity

Diversity across the studies was assessed qualitatively in terms of eHealth intervention, patient characteristics, and outcome measures.

Data Synthesis

Following the extraction of data from the studies, careful consideration was given to the appropriateness of conducting a meta-analysis. As the studies were too heterogeneous to combine statistically, the data were synthesized qualitatively.

Behavior Change Techniques

To gain an understanding of the types of BCTs used in PA eHealth interventions in this patient population, 2 authors screened the included studies and coded the BCTs used in each study using Michie and colleagues BCT taxonomy [18].

Results

The search criteria returned 1391 studies through the database search. A total of 404 duplicates were removed, leaving 987 studies to screen. The title and abstracts of the studies were then screened by 2 reviewers, resulting in 891 records excluded for not meeting the inclusion criteria. The authors reviewed the full text of 96 studies, identifying 14 studies for inclusion in this review. From a hand search of review paper references, an additional 58 studies were identified as potentially eligible. Following a full-text review of these papers, nine studies were included in the review. Therefore, a total of 23 studies were included in the qualitative synthesis.

Study Characteristics

For an overview of the included studies and the PA results, see Multimedia Appendix 2. Of the 23 studies included, 14 studies comprised an Internet or Web-based program and/or mobile phone intervention [23-36], three studies were telephone interventions [37-39], two studies used a telehealth device [40,41], and the remaining two studies comprised a form of telemonitoring [42,43]. Single studies comprising videoconferencing [44] and virtual reality wraparound screens [45] were also found. Of the 20 studies with a control group, 17 involved “usual care” as the control. Usual care predominantly pertained to receiving standard CR services [25-29,31,33-37,39-42,44,45]. Eight studies were carried out in Europe [23,24,27,28,30,32,39,43], whereas seven of the studies were conducted in North America/South America [29,32,34,36,37,40,41]. Three studies apiece were conducted in Australia [25,35,38] and New Zealand [26,31,44], and two studies were conducted in Asia [25,42].

The majority of participants were recruited from hospitals/medical centers [23-27,29,30,32-41,43,45]. One study recruited participants from a general practitioner CHD registry [30], whereas another recruited from a CR referral list [38]. Tomita and colleagues [34] recruited participants from 3 hospitals and 2 health insurance companies. One study recruited participants from primary and community health services [35]. Outcomes were assessed from 3 weeks [41] to 16 months [39], with the average end point across the 23 studies at 4.5 months.

Behavior Change Techniques

Only two out of the 23 studies explicitly mentioned the BCTs applied [26,27]. From the other studies, 2 reviewers coded the BCTs from the program description. Multimedia Appendix 3 outlines the number of BCTs used in each study as well as a comprehensive list of the techniques used. The average number of BCTs employed in the included studies was 7.2 (range: 1-14). The top three most frequently used BCTs were information about health consequences (78%; 18/23), goal setting (behavior; 74%, 17/23) and joint third, self-monitoring of behavior and social support (practical) (48%; 11/23 each) (see Multimedia Appendix 4). The Text4Heart study conducted by Dale and colleagues [26] employed 14 BCTs—using the maximum number of BCTs out of all the studies. These were goal setting (behavior), problem solving, review outcome goals, feedback on behavior, self-monitoring of behavior, social support (practical) (48%; 11/23 each) (see Multimedia Appendix 4). The Text4Heart study conducted by Dale and colleagues [26] employed 14 BCTs—using the maximum number of BCTs out of all the studies. These were goal setting (behavior), problem solving, review outcome goals, feedback on behavior, self-monitoring of behavior, social support (practical) (48%; 11/23 each) (see Multimedia Appendix 4).
of the 23 studies included in the review, employing just one BCT - graded tasks.

The most common BCT group used in the 23 included studies was feedback and monitoring, whereas the second most common group was goals and planning. This was followed by social support. Four groups that did not appear in any of the 23 included studies were identity, scheduled consequences, self-belief, and covert learning.

Multimedia Appendix 4 outlines the frequency of use of the BCTs across the 23 studies, the BCT taxonomy group, and an example of how a BCT was incorporated into a study. Only two BCTs were used in over 70% of the studies; these were 5.1 information about health consequences (78%) and 1.1 goal setting (behavior; 74%). Additionally, four BCTs were used in over 40% of the studies; these included 2.2 feedback on behavior (43%), 2.3 self-monitoring of behavior (48%), 3.2 social support (practical; 48%), and 4.1 instruction on how to perform the behavior (43%). Several BCTs, including 10.3 nonspecific reward, 12.1 restructuring the physical environment, 12.5 adding objects to the environment, 11.1 pharmacological support, 6.1 demonstration of the behavior, 6.2 social comparison, 1.7 review outcome goals, 10.4 social reward, and 1.8 behavioral contract were only used in one study (see Multimedia Appendix 4 for more details).

Table 1. Frequency of behavior change techniques (BCTs) used in the studies with improved physical activity (PA) outcome.

<table>
<thead>
<tr>
<th>Behavior change technique label</th>
<th>Total number of studies N=8 n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Goal setting (behavior)</td>
<td>6 (75)</td>
</tr>
<tr>
<td>5.1 Information about health consequences</td>
<td>6 (75)</td>
</tr>
<tr>
<td>2.2 Feedback on behavior</td>
<td>5 (63)</td>
</tr>
<tr>
<td>4.1 Instruction on how to perform the behavior</td>
<td>5 (63)</td>
</tr>
<tr>
<td>2.3 Self-monitoring of behavior</td>
<td>4 (50)</td>
</tr>
<tr>
<td>3.2 Social support (practical)</td>
<td>4 (50)</td>
</tr>
<tr>
<td>3.1 Social support (unspecified)</td>
<td>3 (38)</td>
</tr>
<tr>
<td>9.1 Credible source</td>
<td>3 (38)</td>
</tr>
<tr>
<td>1.2 Problem solving</td>
<td>2 (25)</td>
</tr>
<tr>
<td>1.5 Review behavior goals</td>
<td>2 (25)</td>
</tr>
<tr>
<td>3.3 Social support (emotional)</td>
<td>2 (25)</td>
</tr>
<tr>
<td>7.1 Prompts/cues</td>
<td>2 (25)</td>
</tr>
<tr>
<td>8.7 Graded tasks</td>
<td>2 (25)</td>
</tr>
<tr>
<td>11.2 Reduce negative emotions</td>
<td>2 (25)</td>
</tr>
<tr>
<td>1.4 Action planning</td>
<td>1 (13)</td>
</tr>
<tr>
<td>2.4 Self-monitoring of outcomes of behavior</td>
<td>1 (13)</td>
</tr>
<tr>
<td>2.6 Biofeedback</td>
<td>1 (13)</td>
</tr>
<tr>
<td>2.7 Feedback on outcomes of behavior</td>
<td>1 (13)</td>
</tr>
<tr>
<td>10.4 Social reward</td>
<td>1 (13)</td>
</tr>
<tr>
<td>11.1 Pharmacological support</td>
<td>1 (13)</td>
</tr>
<tr>
<td>1.3 Goal setting (outcome)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1.7 Review outcome goals</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1.8 Behavioral contract</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2.1 Monitoring of behavior by others without feedback</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2.5 Monitoring of outcomes of behavior without feedback</td>
<td>0 (0)</td>
</tr>
<tr>
<td>6.1 Demonstration of the behavior</td>
<td>0 (0)</td>
</tr>
<tr>
<td>6.2 Social comparison</td>
<td>0 (0)</td>
</tr>
<tr>
<td>10.3 Nonspecific reward</td>
<td>0 (0)</td>
</tr>
<tr>
<td>12.1 Restructuring the physical environment</td>
<td>0 (0)</td>
</tr>
<tr>
<td>12.5 Adding objects to the environment</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Behavior Change Techniques Linked to Improved Physical Activity Outcomes

Eight of the 15 interventions that had PA as an outcome measure reported statistically significant improvements in PA between the experimental and control groups. Goal setting (behavior) and information about health consequences were the most frequently used BCTs across the eight studies (n=6 each). This was followed by feedback on behavior and instruction on how to perform the behavior, which were incorporated in five studies each. The following BCTs were also included in the interventions that had an improved PA outcome at the final end point: self-monitoring of behavior, social support (practical), social support (unspecified), credible source, problem solving, review behavior goals, social support (emotional), prompts/cues, graded tasks, reduce negative emotions, action planning, self-monitoring of outcomes of behavior, biofeedback, feedback on outcomes of behavior, social reward, and pharmacological support (Table 1).

It is worth noting that the interventions that did not demonstrate a significant increase in PA (n=5) were at par with the level achieved in standard CR, as no significant differences between the control and experimental groups were found. This is an important finding, as it highlights the fact that the eHealth interventions were at par with or were significantly better at improving PA levels of cardiac patients when compared with standard cardiac services. This emphasizes the potential of eHealth interventions in a CR setting.

To further examine the efficacy of the individual BCTs, the interventions were grouped into four groups depending on whether PA was measured objectively or subjectively and whether there was a difference between experimental and control groups. Once the interventions were grouped, we sought to examine whether there were any common BCTs used across the studies (see Multimedia Appendix 5). This task allowed us to examine whether there were any similarities between the interventions in terms of the BCTs they employed. Objective and self-report studies with no difference between experimental and control groups were the only groups with similarities in the BCTs they employed. Social support (practical) and information about health consequences were employed in all self-report studies with no difference between experimental and control groups. Goal setting (behavior), social comparison, prompts/cues, graded tasks, reduce negative emotions, action planning, self-monitoring of outcomes of behavior, biofeedback, feedback on outcomes of behavior, social reward, and pharmacological support (Table 1).

Although Michie and colleagues BCT taxonomy is comprised of 93 different techniques, the maximum number of techniques used in a single intervention was 14 [26]. These were goal setting (behavior), problem solving, review outcome goals, feedback on behavior, self-monitoring of behavior, social support (unspecified), instruction on how to perform the behavior, information about health consequences, demonstration of the behavior, social comparison, prompts/cues, graded tasks, credible source, and reduce negative emotions. The minimum number of techniques used in a study was one - graded tasks [41]. A failing of the studies included in this review was the poor description of the intervention components. Only two studies in the review specifically mentioned the BCTs incorporated in their interventions [26,27]. However, even though the paper by Devi and colleagues [27] listed the BCTs used, it failed to link the BCTs used to the intervention functions or components. In the study by Dale [26], the researchers provided only examples of text messages linked to BCTs. None of the studies gave a full account of the BCTs used in their studies and how these were linked to the intervention components. This finding is in line with previous research, where reviews of nearly 1000 behavior change outcome studies found that interventions were fully and accurately described in only 5% to 30% of experimental studies [46-49]. Overall, this lack of robust and detailed information on the intervention functions provides a significant barrier to better understand the effects and mechanisms of behavior change interventions and to inform the development of more effective interventions in the future [16].

Another key issue relating to the poor description of behavior change interventions is the inconsistent use of terminology. This variation in terminology used makes the coding of the techniques used even more difficult when reviewing behavior change interventions. For example, social support (unspecified) was coded for in 39% of the studies included in the review by the reviewers. Terminology varied across the studies where social support was coded; for example, one study used a social reinforcement network [24], another incorporated mentors into their intervention [35], whereas another study involved tutorials in their intervention [33]. The reviewers coded these examples as social support (unspecified); however, this BCT was not specifically mentioned in any of the studies. Therefore, there is a need to have consistent terminology and sufficient information on intervention components to allow for the replication of interventions that have been found to be effective. The lack of such information appears to be particularly problematic in behavioral interventions rather than in pharmacological ones.

Discussion

Summary

This systematic review comprised 23 studies reviewing the use of BCTs in PA eHealth interventions for adults with CVD. To our knowledge, this is the first review that aimed to identify the use of Michie and colleagues behavior change taxonomy in PA eHealth intervention studies among this population. The findings of the review indicate that on an average, 7.2 BCTs were employed in the 23 studies. Information about health consequences was the most frequently used technique, with 78% of the studies incorporating this technique into their intervention. This was followed closely by goal setting (behavior), which was used in 74% of the studies, with self-monitoring of behavior and social support (practical) each employed in 48% of the studies.
A limitation of this review was the wide variability among the studies included, with study designs ranging from RCTs, to feasibility studies and pilot trials. However, it was necessary to include all the studies and not just RCTs to identify as many PA eHealth interventions as possible. There was also a lack of consistency in the measurement of PA across the studies, from subjective to objective assessments. The follow-up duration also varied significantly from 3 weeks to 16 months. This meant that it was impossible to pool the results in a meta-analysis.

Many studies measured the physical fitness of their participants, as opposed to their PA levels. Although all the interventions had a PA/exercise component to their eHealth intervention, some studies did not directly measure the PA level of the participants. We can therefore only infer from the studies that by increasing PA behavior, the physical fitness outcome improved. This inference of a causal relationship between PA and physical fitness is a limitation to these studies. Another limitation is the variety of methods used to measure PA, meaning that the comparison between studies is challenging and therefore determining the impact of specific BCTs is impossible.

Implications for Research and Practice

This systematic review highlights the need for more robust and comprehensive eHealth PA interventions for adults with CVD. Although the most frequently used BCTs were identified, it is worth noting that the majority of studies did not specifically detail the active ingredients of their interventions. Further work is also needed to determine the most appropriate measurement of PA among this population so that interventions use the best subjective and/or objective measurements, thereby ensuring that comparisons can be easily drawn across studies. This review also highlights the importance of identifying the BCTs used within a study and their link to the intervention components to understand the ingredients that bring about the desired behavior change. It is only by identifying these mechanisms of change that we can understand why an intervention was found to be effective or not.
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Abstract

Background: Major depressive disorders are common among adolescents and can impact all aspects of their daily life. Traditional therapies, cognitive behavioral therapy (CBT), and interpersonal psychotherapy (IPT) have been delivered face-to-face. However, Internet-based (online) delivery of these therapies is emerging as an option for adolescents. Internet-based CBT and IPT involve therapeutic content, interaction between the user and the system, and different technological features embedded into the online program (eg, multimedia). Studies of Internet-based CBT and IPT for adolescent depression differ on all three aspects, and variable, positive therapy effects have been reported. A better understanding of the treatment conditions that influence therapy outcomes is important to designing and evaluating these novel therapies.

Objective: Our aim was to examine the technological and program delivery features of Internet-based CBT and IPT for adolescent depression and to document their potential relation to treatment outcomes and program use.

Methods: We performed a realist synthesis. We started with an extensive search of published and gray literature. We included intervention studies that evaluated Internet-based CBT or IPT for adolescent depression. We included mixed-methods and qualitative studies, theoretical papers, and policy/implementation documents if they included a focus on how Internet-based psychological therapy is proposed to work for adolescents with depression/depressive symptoms. We used the Mixed-Methods Appraisal Tool to assess the methodological quality of studies. We used the Persuasive System Design (PSD) model as a framework for data extraction and analysis to examine how Internet-based CBT and IPT, as technology-based systems, influence the attitudes and behaviors of system users. PSD components described for the therapies were linked to reported outcomes using a cross-case comparison method and thematic synthesis.

Results: We identified 19 Internet-based CBT programs in 59 documents. Of those, 71% (42/59) were of moderate to high quality. The PSD features surface credibility (competent “look and feel”), dialogue support (online program + in-person support), liking and similarity (esthetics and content appeal to adolescent users), the reduction and tunneling of therapeutic content (reducing online content into simple tasks, guiding users), and use of self-monitoring were present in therapies that resulted in improved therapy engagement, satisfaction, and adherence, as well as symptom and functional impairments.
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Conclusions: When incorporated into Internet-based CBT for adolescent depression, PSD features may improve adolescent adherence, satisfaction, and depression-related outcomes. Testing of these features using hypothesis-driven dismantling approaches is recommended to advance our understanding of how these features contribute to therapy effectiveness.

(J Med Internet Res 2017;19(8):e266) doi:10.2196/jmir.7573
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Introduction

In their lifetimes, as many as 1 in every 9 adolescents will meet criteria for major depressive disorder (MDD) [1]. A comparable percentage of children and adolescents will also experience subthreshold depressive symptoms. MDD interferes with academic performance and school attendance, can have persistent impacts on daily functioning, and disrupts family and peer relationships [2-5]. For many adolescents, it is a recurrent and lifelong illness making access to timely assessment and treatment essential.

Cognitive behavioral therapy (CBT) and interpersonal psychotherapy (IPT) are recommended psychological therapies for adolescents with MDD [6]; yet, a considerable proportion of adolescents with MDD do not receive such services [7,8]. The reasons may include a lack of trained deliverers, inconvenient service times and locations, the social stigma associated with mental illness, discomfort discussing mental health problems, or a preference for self-help options [9,10].

While CBT and IPT have been traditionally delivered as face-to-face therapies, Internet-based (online) delivery of these therapies is proposed as a solution to access, availability, and uptake barriers. As technology-based treatments, Internet-based psychological therapies consist of (1) therapeutic content, (2) interaction between the user, their computer, and treatment material on the webpage, and (3) technological features embedded into the program (eg, multimedia, interactive treatment components). Recent systematic reviews of studies of Internet-based CBT and IPT for MDD have shown that Internet-based CBT and IPT therapies for clinical (adolescents diagnosed with MDD) and general (adolescents with subthreshold symptoms, adolescents considered at high risk for MDD) populations result in improvements in depressive symptoms and moderate to high satisfaction with the therapies [11-13]. Reviews have also highlighted variability across studies in terms of therapy attrition rates and the design features and functionalities of online delivery. This variability emphasizes the “black box” that remains for understanding how online CBT and IPT engage adolescent users, deliver therapeutic content, and lead to symptom improvements.

We report on a realist review that we conducted to examine the technological and program delivery features of Internet-based CBT and IPT for adolescent depression and to document their potential relation to treatment outcomes and program use. The realist approach provided a lens to explore two main questions: (1) Under what conditions are Internet-based CBT and IPT for adolescent depression being delivered? and (2) Within these conditions, what are the technological features of Internet-based CBT and IPT programs that may explain outcomes reported in studies?

Methods

Study Design

Our review used realist synthesis philosophy and principles as recommended by Pawson and Tilley [14] and is reported using Realist And Meta-narrative Evidence Synthesis: Evolving Standards (RAMESES) criteria [15]. Realist synthesis is an approach concerned with theory development and refinement of “how interventions work, for whom, and under what circumstances” [16]. From a realist lens, treatment effects are understood to be influenced by implementation context, and thus, Context-Mechanism-Outcome (C-M-O) configurations provide potential explanations about causal processes for treatment outcomes. Realist synthesis is also particularly useful when reviewing a complex and heterogeneous body of research (ie, diverse study designs, interventions used, outcomes measured) [14]. In this realist review, we examined the relationships between contextual factors for Internet-based CBT and IPT delivery (eg, conditions of use and the type of user, therapeutic content) and adolescent outcomes (eg, symptom reduction, satisfaction, therapy adherence), and the underlying mechanisms (eg, user behaviors, technological features/system design) that connect them.

Theory Identification

Many realist reviews begin by identifying a theory or theories to develop a preliminary list of C-M-O configurations. The evidence identified in the review is then used to determine which C-M-O configurations are upheld when reviewing the evidence. In contrast, we identified potential theories for our review using an iterative process during project development—brainstorming within the review team and reviewing literature on human-technology interaction and studies of Internet-based psychological therapies for adolescent depression. Persuasive System Design (PSD) emerged from this process as a key framework for our C-M-O configurations. Being derived from both behavior change models and information technology systems models, PSD provided a comprehensive framework for exploring how systems influence the attitudes and behaviors of system users [17,18]. The framework is composed of four system features that relate to the persuasiveness of an Internet-based therapy—primary task support, dialogue support, system credibility support, and social support (Table 1). An Internet-based therapy can take on a persuasive role and use persuasive mechanisms in online delivery (persuasive system design) by (1) conveying symbolic (eg, text, data graphs, icons) and sensory content (eg, real-time video, virtual worlds,
simulation) and (2) facilitating a social experience through the adoption of animate characteristics (ie, physical features, emotions, voice communication) and roles (eg, coach, pet, assistant, opponent), and using social dynamics (eg, greetings, apologies, taking turns) [17].

Using the PSD model, we then theorized what persuasive system features were likely to be linked to each outcome (ie, which features were mechanisms) reported for Internet-based CBT and IPT, and what delivery contexts were the most relevant in allowing that to happen. The end result of this discussion was a list of C-M-O configurations that would guide data analysis.

Search for Relevant Literature Realist methods call for a purposive and iterative approach. The search process began with a research librarian conducting a systematic search of academic databases in the psychology and health fields: Medline, CINAHL, Embase, PsycINFO for the period 2000-2016. Other search engines—Google and Beacon—and gray literature repositories (ACM Digital Library, OpenGrey, Canadian Agency for Drugs and Technologies in Health, IEEE Digital Library) were manually searched to identify gray literature such as government reports, community program evaluations, and conference proceedings for the same time period. Search terms were related to clinical area (ie, depression, mental health), modality (ie, online, Internet-based), and therapeutic approach (ie, CBT and IPT). The strategies for two searches are provided in Multimedia Appendix 1.

We also manually searched the table of contents in medical informatics journals (ie, Journal of Medical Internet Research, Internet Interventions, Journal of Cybertherapy and Rehabilitation, Journal of Telemedicine and Telecare). Snowball searching was also conducted (ie, reviewing eligible article reference lists) to identify relevant documents that may have been missed in the search process.

Table 1. The Persuasive Systems Design model.

<table>
<thead>
<tr>
<th>Category</th>
<th>Persuasive feature</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary task support</td>
<td>Reduction</td>
<td>Reduces complex behavior into simple tasks</td>
</tr>
<tr>
<td></td>
<td>Tunneling</td>
<td>Guides a user through a process or experience</td>
</tr>
<tr>
<td></td>
<td>Tailoring</td>
<td>Tailors the experience to the potential needs, interests, personality, or use context</td>
</tr>
<tr>
<td></td>
<td>Personalization</td>
<td>Personalizes content (eg, allows you to customize the interface or populates your name)</td>
</tr>
<tr>
<td></td>
<td>Self-monitoring</td>
<td>Keeps track of the user’s performance or status towards goal achievement</td>
</tr>
<tr>
<td></td>
<td>Simulation</td>
<td>Provides simulations to enable the user to observe link between cause and effect</td>
</tr>
<tr>
<td></td>
<td>Rehearsal</td>
<td>Provides a way for user to rehearse a skill or task</td>
</tr>
<tr>
<td>Dialogue support</td>
<td>Praise</td>
<td>Offers praise as a form of feedback</td>
</tr>
<tr>
<td></td>
<td>Rewards</td>
<td>Rewards target behaviors</td>
</tr>
<tr>
<td></td>
<td>Reminders</td>
<td>Reminds the user of their target behavior</td>
</tr>
<tr>
<td></td>
<td>Suggestion</td>
<td>Offers fitting suggestions</td>
</tr>
<tr>
<td></td>
<td>Similarity</td>
<td>Reminds the user of themselves in some meaningful way</td>
</tr>
<tr>
<td></td>
<td>Liking</td>
<td>Is visually attractive for the user</td>
</tr>
<tr>
<td></td>
<td>Social role</td>
<td>Adopts a social role</td>
</tr>
<tr>
<td>System credibility support</td>
<td>Trustworthiness</td>
<td>Provide information that is truthful, fair, and unbiased</td>
</tr>
<tr>
<td></td>
<td>Expertise</td>
<td>Provides information showing knowledge, experience, and competence</td>
</tr>
<tr>
<td></td>
<td>Surface credibility</td>
<td>Has a competent look and feel</td>
</tr>
<tr>
<td></td>
<td>Real-world feel</td>
<td>Provides information of the actual people behind its content and services</td>
</tr>
<tr>
<td></td>
<td>Authority</td>
<td>Refers to people in the role of authority</td>
</tr>
<tr>
<td></td>
<td>Third-party endorsement</td>
<td>Provides endorsements from other sources</td>
</tr>
<tr>
<td></td>
<td>Verifiability</td>
<td>Provides means to verify the accuracy of program via outside sources</td>
</tr>
<tr>
<td>Social support</td>
<td>Social learning</td>
<td>Can use the system to observe others performing tasks or behaviors</td>
</tr>
<tr>
<td></td>
<td>Social comparison</td>
<td>Can use the system to compare their performance with the performance of others</td>
</tr>
<tr>
<td></td>
<td>Normative influence</td>
<td>Leverages normative influence or peer pressure</td>
</tr>
<tr>
<td></td>
<td>Social facilitation</td>
<td>User is able to discern via the system that others are performing the behavior along with them</td>
</tr>
<tr>
<td></td>
<td>Cooperation</td>
<td>Leverages drive to cooperate to complete tasks or behaviors</td>
</tr>
<tr>
<td></td>
<td>Competition</td>
<td>Leverages drive to compete against others in completing a task or action</td>
</tr>
<tr>
<td></td>
<td>Recognition</td>
<td>Offers public recognition for an individual or group</td>
</tr>
</tbody>
</table>
Literature Selection

Search results from academic databases were downloaded into Endnote (Thomson Reuters, Version 7.2) and then screened for eligibility by 2 trained raters (authors LW, AR). Inclusion criteria were as follows: (1) intervention studies (eg, clinical trials) were eligible for inclusion if they evaluated Internet-based CBT or IPT with adolescents with depression, (2) theoretical papers, mixed-methods and qualitative studies, and policy/implementation documents were eligible if they included a focus on how Internet-based CBT/IPT is proposed to work for adolescents with depression/depressive symptoms, and (3) documents that met Criteria 1 and 2 were eligible if they were published in English language. Any reviews (systematic, meta-analysis, etc) identified during our screening process were appraised to identify intervention studies and other potentially relevant documents.

During Stage 1 screening, the eligibility of a random subset (10 citations) was assessed independently by 2 team members (authors LW, AR), and interrater agreement was assessed within the “substantial” Kappa range (Cohen kappa=.74).

Literature Appraisal

The evidence for each Internet-based therapy was assessed for relevance and rigor by consensus of 2 reviewers (authors LW, AR). These two reviewers also conducted co-coding and debriefing activities periodically during analysis.

Relevance was defined as the level of contribution to the review, and rigor was defined by the methodological quality of a study conducted on the Internet-based therapy (intervention, mixed-methods, and qualitative studies). Relevance was assessed by reviewing the details provided for an Internet-based therapy’s (1) context (eg, user, program features/design components), (2) mechanism(s): hypotheses as to how specific elements of the therapy worked, was proposed to work, or did not work, and (3) outcomes: reasons for therapy effect or lack of effect on specific adolescent outcomes. These details were obtained by reviewing documentation of usability evaluation, therapy/study protocols, and publications related to evaluations (eg, clinical intervention studies evaluating efficacy or effectiveness). Relevance was rated as low/none (no or little information), medium (some information), and high (well-described information).

The methodological quality of evidence (rigor) around each therapy was assessed, where possible, using the Mixed Methods Appraisal Tool (MMAT), an effective and practical quality assessment tool [19]. The tool includes sections for qualitative, mixed-methods, and quantitative studies. MMAT scores range from 0 (no criteria met) to 4 (all criteria met). Pawson describes the process of determining rigor as whether a “particular inference drawn by the authors has sufficient evidence to make a methodologically credible contribution to the test of a theory” [20]. Thus, we used the MMAT to assess the credibility of the reported findings based on the methodology described. Following MMAT guidelines, if publications were companion papers on the same data set, they were assessed as a set of publications.

Data Extraction

NVivo software (QSR International; Version 11) was used to extract data. We extracted data for several aspects of the context of the Internet-based therapy: (1) user context (eg, urban/rural, age group, sociocultural composition, clinical severity), (2) usage context (eg, therapy objectives, adjunct versus stand-alone therapy), and (3) technology context (eg, synchronicity, use of multimedia, software and bandwidth requirements, mobile phone versus desktop). We also extracted information on therapy design (ie, conditions under which an adolescent completed the therapy: sequence, structure, timing; CBT/IPT features). In instances where the description of the therapeutic content was not available in the article, we included information from the article’s citations that described a therapy. We also extracted available information on PSD system features (primary task support, dialogue support, system credibility support, social support), therapy usage (eg, attrition, engagement), as well as clinical (eg, symptom reduction) and therapeutic (eg, therapeutic alliance) outcomes. Where available, information on full or partial C-M-O configurations was also extracted for individual therapies (ie, we sought data on particular therapies that could explain what Mechanism led to an Outcome, under which Contexts).

To promote consistency during data extraction, a coding guide with operational definitions for each code was used. PSD principles were used to guide the coding of mechanisms [14,18]. Two review team members (authors LW, AR) cross-referenced decisions regarding coding and extraction on a random subset of 10 articles and the remaining documents were coded by 1 reviewer (author LW).

Analysis and Synthesis Process

We used a multistep approach to identify and organize information about what contexts of Internet-based CBT/IPT and persuasive system design attributes may contribute to adolescent outcomes. Our initial list of C-M-O configurations was revised based on consensus between team members. Drawing from qualitative synthesis methods, we selected an “index” therapy (CATCH-IT [21]) that was conceptually rich (ie, high methodological rigor, and most complete and robust descriptions) and could be used as a starting point for lines of argument synthesis [22] (ie, a form of grounded theorizing). Using a cross-case comparison method, we initially compared each therapy to the index therapy using the data matrix produced during data extraction. Similar and recurring concepts and themes were pulled together in order to corroborate or refute the proposed C-M-O configurations. This process involved identifying concepts from one therapy and recognizing the same concepts in another therapy, though they may not be expressed using identical words [23]. Proposed C-M-O configurations were analyzed at different levels of abstraction (ie, within and across therapies) to determine the most robust and plausible explanations of how in a context, with a mechanism, outcomes could be generated.

As a final step we compiled a framework matrix for each C-M-O configuration in NVivo in order to map “semi-regularities”, semi-predictable patterns of therapy outcomes [16]. This allowed the review team to examine which therapies provided what
evidence to support each C-M-O configuration. Conference calls with team members were used to discuss, amend, or confirm identified patterns. In instances where a C-M-O configuration was judged to not fully explain the demi-regularities, we returned to the data to refine the configuration.

Results

Figure 1 presents a flow diagram outlining the document search and appraisal process. A total of 15,760 unique and potentially eligible documents were reviewed for inclusion in this review. Of these, 59 documents were deemed eligible for inclusion: published studies (n=45), gray literature documents (n=8), and clinical trial protocols (n=6). These documents were published between 2006 and 2016, and they detailed 19 unique Internet-based psychological therapies.

Characteristics of Internet-based Therapies for Adolescent Depression

Structure and Delivery Features

An overview of the structure and delivery features of the 19 Internet-based therapies is provided in Table 2. The majority of the therapies (14/19, 79%) were adaptations from manualized (paper-based) programs, Internet-based therapies designed for adults, or other online programs. Six therapies were designed to concurrently treat depressive and anxiety disorders (Cope2Thrive, Chilled Plus, MoodGym, Mood Mechanic Course, ThisWayUp, Feeling Better), and two therapies were designed to also address problems with alcohol use (DEAL, iTread). Two therapies had significantly larger bodies of associated research than the others—of the reviewed documents, 19% (11/59) were related to the MoodGym program and 15% (9/59) were related to the CATCH-IT program.

Most therapies (14/19, 74%) were designed to support contact with a health care or teaching professional. However, the nature of this contact varied significantly across therapies ranging from a 10-minute, initial face-to-face motivational interview (CATCH-IT) to a fully synchronous, online chatroom moderated by a trained coach over multiple weeks (Master Your Mood). Three therapies included the option of synchronous computer-mediated communication (ie, chat, text messaging); most therapies relied on email-based communication. ChilledPlus, CATCH-IT, and CURB involved the adolescent’s primary health care provider and adjunct education for parents as part of the therapy. For brief content descriptions of each Internet-based therapy, see Multimedia Appendix 2.
<table>
<thead>
<tr>
<th>Program details (country)</th>
<th>Participants</th>
<th>Program</th>
<th>Contact</th>
<th>Adapted from</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Blues Blaster</strong>&lt;sup&gt;a&lt;/sup&gt; (USA) [24]</td>
<td>Target age (years): 11-15</td>
<td>P</td>
<td>No</td>
<td>Total: 60-90 minutes over 1 wk 6 modules (10-15 minutes per module); 1 module/day</td>
</tr>
<tr>
<td><strong>CATCH-IT</strong> (USA) [21,25-32]</td>
<td>Target age (years): 14-21</td>
<td>P</td>
<td>Yes</td>
<td>Total: 660-840 minutes over 7-8 wks 11-14 modules (60 minutes per module); 1-2 modules/wk</td>
</tr>
<tr>
<td><strong>Chilled Plus</strong> (AUS) [33,34]</td>
<td>Target age (years): 12-17</td>
<td>T</td>
<td>Yes</td>
<td>Total: 600 minutes over 8 weeks 8 modules (60 minute per module + 30 minute phone calls); 1 module/wk</td>
</tr>
<tr>
<td><strong>Cope2thrive</strong> (USA) [35,36]</td>
<td>Target age (years): 13-18</td>
<td>P, T</td>
<td>No</td>
<td>Total: 350 minutes over 7 weeks 7 sessions (50 minutes per session); 1 session/wk</td>
</tr>
<tr>
<td><strong>CURB</strong> (USA) [37]</td>
<td>Target age (years): 13-17</td>
<td>P</td>
<td>Yes</td>
<td>Total: 660-840 minutes over 7-8 weeks 11-14 modules (60 minutes per module); 1-2 modules/wk</td>
</tr>
<tr>
<td><strong>DEAL</strong> (AUS) [38-41]</td>
<td>Target age (years): 18-25</td>
<td>T</td>
<td>No</td>
<td>Total: 240 minutes over 4 wks 4 sessions (60 minutes per session)</td>
</tr>
<tr>
<td><strong>DWD</strong> (CAN) [42,43]</td>
<td>Target age (years): 13-18</td>
<td>P, T</td>
<td>No</td>
<td>Total: unspecified 8 sections</td>
</tr>
<tr>
<td><strong>Feeling Better</strong> (CAN) [44,45]</td>
<td>Target age (years): 16-30</td>
<td>T</td>
<td>No</td>
<td>Total: 120-200 minutes over 6-10 wks</td>
</tr>
<tr>
<td><strong>iRFCBT</strong> (UK) [46]</td>
<td>Target age (years): 15-22</td>
<td>P</td>
<td>No</td>
<td>Total: 360 minutes over 6-12 wks 6 modules (60 minutes per module); 1 module/1-2 wks</td>
</tr>
<tr>
<td><strong>iTreAD</strong> (AUS) [47]</td>
<td>Target age (years): 18-30</td>
<td>T</td>
<td>No</td>
<td>Total: minimum 240 minutes + social networking over 12 months 4 sessions (60 minutes per module)</td>
</tr>
<tr>
<td><strong>Master Your Mood</strong> (NZ) [48-52]</td>
<td>Target age (years): 16-25</td>
<td>T</td>
<td>No</td>
<td>Total: 720 minutes over 8 wks 8 modules (90 minutes per modules); 1 module/wk</td>
</tr>
<tr>
<td><strong>MAYA</strong> (Chile) [53-55]</td>
<td>Target age (years): 12-18</td>
<td>T</td>
<td>No</td>
<td>Total: &lt;20 minutes over &lt;1 wk 1 session</td>
</tr>
<tr>
<td><strong>Mood Mechanic Course</strong> (AUS) [56,57]</td>
<td>Target age (years): 18-25</td>
<td>T</td>
<td>No</td>
<td>Total: 1924 minutes over 8 wks 5 lessons</td>
</tr>
<tr>
<td>Program (country)</td>
<td>Participants</td>
<td>Program details</td>
<td>Contact</td>
<td>Adapted from</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------</td>
<td>-----------------</td>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td></td>
<td>Target age (years)</td>
<td>Testing context</td>
<td>Parent involvement</td>
<td>Time commitment</td>
</tr>
<tr>
<td>MoodGym (AUS) [58-68]</td>
<td>12-17</td>
<td>P, T</td>
<td>No</td>
<td>Total: 150-300 minutes over 2-3 wks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5 modules (30-60 minutes per module); 1-2 modules/wk</td>
</tr>
<tr>
<td>MoodHelper (USA) [69]</td>
<td>18-24</td>
<td>T</td>
<td>No</td>
<td>Total: unspecified number of minutes over 12 wks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8 modules</td>
</tr>
<tr>
<td>OIPE (USA) [70]</td>
<td>12-17</td>
<td>T</td>
<td>No</td>
<td>Total: unspecified number of minutes over 12 wks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8 modules</td>
</tr>
<tr>
<td>Rebound (AUS) [71,72]</td>
<td>15-24</td>
<td>RP</td>
<td>No</td>
<td>Total: unspecified number of minutes over 12 wks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8 modules</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>User can select from 56 sessions (20 minutes per session)</td>
</tr>
<tr>
<td>SPARX (AUS) [73-79]</td>
<td>13-18</td>
<td>P, T</td>
<td>No</td>
<td>Total: 210 minutes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7 modules (30 minutes per module)</td>
</tr>
<tr>
<td>Thiswayup (AUS) [80,81]</td>
<td>12-16</td>
<td>P</td>
<td>No</td>
<td>Total: 228-263 minutes over 7 wks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7 modules (per module: 15-20 minutes online + 17.5 minute discussion); 1 module/wk</td>
</tr>
</tbody>
</table>

*a*Testing context refers to the type of population who received the therapy: P=prevention (ie, recruited participants with subthreshold depression), T=treatment (ie, inclusion criteria stipulated that participant meet threshold for depressive symptomology, risk, or diagnosis), RP=relapse prevention (ie, required participant have had a previous depressive episode)

*b*Contact with primary care provider was either motivational interview or brief advice.

*c*MoodGym was tested in different implementation contexts; some included no in-person contact and some with in-person contact.

*d*SPARX was tested in different implementation contexts; some included no in-person contact and some with in-person contact.
Psychological Therapy Approaches

All 19 therapies were based on principles of CBT and used essential “ingredients” described in clinical practice guidelines (eg, [82,83]). Fidelity to CBT was high for 14 therapies that described 6/6 core ingredients (Figure 2). Fidelity to CBT was modest for 4 therapies that described 4 or 5 out of 6 core ingredients, and low for 1 therapy (MAYA) that included 3/6 core ingredients. Seven therapies (CATCH-IT, CURB, DEAL, iRFCBT, Rebound, MAYA, Chilled Plus) also included an interpersonal therapeutic orientation (eg, social support, interpersonal conflict resolution) consistent with principles of IPT [84].

Persuasive System Design Features

The PSD features that were present in the therapies are also presented in Figure 2. Primary task support and dialogue support were found to be the most widely represented. All of the therapies included some reference to reduction, and a majority referenced some form of tunneling and suggestions (17/19 therapies). Aspects of system credibility support were not well represented in the documentation we reviewed for the therapies with the exception of surface credibility (16/19 therapies). Persuasive design features that leverage social support to motivate users were rarely, if ever, reported features.

Level of Contribution and Methodological Quality

Details of the level of contribution and quality assessments are provided in Table 3. Based on the level of contribution assessment, three therapies—MoodGym, SPARX, and CATCH-IT—were rated as having high contributions to all three dimensions relevant to the review questions: contexts, mechanisms, and outcomes. Twelve other therapies provided medium to high contributions to at least one of the three dimensions. Contributions from four therapies were low. Across the therapies, descriptions of mechanisms (how technology components were expected to function in relation to outcomes) and context were less developed than descriptions of outcomes. The methodological quality of studies associated with each therapy varied considerably. Half (28/57) of the documents were research studies eligible for MMAT ratings—15 randomized controlled trials, 3 nonrandomized trials, 3 quantitative descriptive studies, 4 mixed-method studies, and 3 qualitative studies. All studies met at least 2 of four MMAT criteria. Studies with lower ratings did not provide a clear description of the randomization process, had higher than 20% study dropout rates, or used nonvalidated measurement tools. Follow-up beyond 6 months was conducted only for the CATCH-IT program suggesting limited knowledge about post-program experiences of adolescents.
Table 3. The availability and contribution of evidence related to Internet-based psychological therapies.

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Level of contribution&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Documentation available for review</th>
<th>Associated MMAT scores&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>CATCH-IT</td>
<td>High</td>
<td>[27,29,30]  [26]</td>
<td>[21,25,28]</td>
</tr>
<tr>
<td>MoodGym</td>
<td>High</td>
<td>None</td>
<td>[58-68]</td>
</tr>
<tr>
<td>SPARX</td>
<td>High</td>
<td>[74,75,78]  [79]</td>
<td>[73,77]</td>
</tr>
<tr>
<td>Blues Blaster</td>
<td>High</td>
<td>None</td>
<td>[24]</td>
</tr>
<tr>
<td>DEAL</td>
<td>High</td>
<td>[38]  [40]</td>
<td>[39,41]</td>
</tr>
<tr>
<td>Master Your Mood</td>
<td>Medium</td>
<td>None</td>
<td>[51]</td>
</tr>
<tr>
<td>MoodHelper</td>
<td>Low</td>
<td>None</td>
<td>[69]</td>
</tr>
<tr>
<td>Feeling Better</td>
<td>Medium</td>
<td>[44,45]    None</td>
<td>None</td>
</tr>
<tr>
<td>Thiswayup</td>
<td>Medium</td>
<td>[53,54]    None</td>
<td>[55]</td>
</tr>
<tr>
<td>Maya</td>
<td>Low</td>
<td>[80,81]    None</td>
<td>None</td>
</tr>
<tr>
<td>Mood Mechanic Course</td>
<td>Low</td>
<td>None</td>
<td>[56]</td>
</tr>
<tr>
<td>Rebound</td>
<td>Medium</td>
<td>[71]  None</td>
<td>[72]</td>
</tr>
<tr>
<td>Cope2thrive</td>
<td>Medium</td>
<td>None</td>
<td>[35]</td>
</tr>
<tr>
<td>CURB</td>
<td>Medium</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>iRFCBT</td>
<td>Low</td>
<td>None</td>
<td>[46]</td>
</tr>
<tr>
<td>iTreAD</td>
<td>Low</td>
<td>None</td>
<td>[47]</td>
</tr>
<tr>
<td>Chilled Plus</td>
<td>Low</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>DWD</td>
<td>Low</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

<sup>a</sup>Following published guidelines for MMAT scoring, in instances where multiple documents reported on the same data set, a single MMAT score was calculated.

Context-Mechanism-Outcome Configurations

Of the candidate C-M-O configurations initially put forward using the PSD model, five configurations were substantively supported by available evidence (Table 4). We present the configurations with key examples of the contexts, mechanisms, and outcomes from the documents reviewed.

C-M-O Configuration 1

In this review, we found that dialogue support provided as a PSD feature by a therapy required real-time, in-person guidance to optimize therapy adherence. Five therapies contributed to this C-M-O configuration, which were connected to studies with a moderate mean MMAT score of 2.94 (SD 0.77).

Real-time guidance involved adolescents completing the Internet-based therapy with an individual (doctor, teacher, therapist) in a setting available to support them (or supervise them) while they completed the activities. Results from studies suggested that completion rates increased if the therapy was delivered with real-time guidance in contexts such as schools or connected with primary/secondary care versus having the adolescent complete the therapy on their own (self-guided) [21,58,80]. Even therapies that included more computer-generated or automated dialogue opportunities (ie, reminders, praise, automated suggestions) were able to optimize adherence only with real-time, in-person contact [21,73,80].

Studies of MoodGym have compared in-person guidance to self-guidance in a setting of their choice (eg, home) with synchronous support from the virtual guide (eg, avatar). One study found that there was a 10-fold difference between the approaches (favoring the in-person guidance) in terms of the number of online exercises adolescents completed [58]. The authors of the study stated that the comparison highlighted “the success of the monitored setting in increasing compliance” [58]. Sethi et al have suggested that, “treating youth depression with a combination of face-to-face and online therapy is ideal...if the technology incorporates ways to interactively learn and practice at their own pace” [68]. Reasons for nonuse reported by adolescents in one MoodGym study showed that almost a third of adolescents indicated they stopped using the therapy because...
they, “felt the need to talk to someone, rather than doing this program.”[65].

### Table 4. Summary of the C-M-O configurations substantively supported by evidence.

<table>
<thead>
<tr>
<th>C-M-O configuration</th>
<th>C, M, O</th>
<th>Supporting programs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Computer-mediated dialogue required real-time support and monitoring to optimize therapy adherence.</td>
<td>C: real-time support M: dialogue support features O: adherence</td>
<td>CATCH-IT, MAYA, MoodGym, SPARX, ThisWayUp</td>
</tr>
<tr>
<td>2. Therapies with surface credibility led to engagement and satisfaction with the therapy.</td>
<td>C: user interface M: credibility support O: engagement and satisfaction</td>
<td>Blues Blaster, CATCH-IT, Feeling Better, Master Your Mood, MAYA, SPARX</td>
</tr>
<tr>
<td>3. Therapies that included liking and similarity features led to engagement and satisfaction with the therapy.</td>
<td>C: user interface M: liking and similarity O: engagement and satisfaction</td>
<td>Blues Blaster, CATCH-IT, CURB, DEAL, Feeling Better, MoodGym, MAYA, SPARX</td>
</tr>
<tr>
<td>4. Reduction and tunneling of therapy content were necessary for adolescents to complete more of the therapy.</td>
<td>C: user interface M: reduction and tunneling O: adherence</td>
<td>Blues Blaster, CATCH-IT, CURB, DEAL, Feeling Better, Master Your Mood, MAYA, MoodGym, SPARX</td>
</tr>
<tr>
<td>5. Self-monitoring was a key PSD component for facilitating symptom improvements among adolescent users with a MDD diagnosis or functional impairments.</td>
<td>C: users with a MDD diagnosis and/or functional impairments M: self-monitoring O: clinical outcomes</td>
<td>Blues Blaster, CATCH-IT, DEAL, Feeling Better, Master Your Mood, Mood Helper</td>
</tr>
</tbody>
</table>

### C-M-O Configuration 2

In this review, we found that adolescents assess the surface credibility of an Internet-based therapy, and that this assessment impacts engagement and satisfaction with the therapy. Therapies with surface credibility have resulted in higher engagement and satisfaction. Others have argued that surface credibility is critical “as negative perceptions of the interface usability could influence the program’s eventual effectiveness...acceptability...and long-term clinical value” [45]. Six therapies contributed to this C-M-O configuration, which were connected to studies with a high mean MMAT score of 3.10 (SD 0.79).

Potential therapy users quickly assess credibility [45] and look for programs that have good face validity and are appealing [45]. Adolescents have been found to be highly satisfied with programs that presented therapeutic key concepts in engaging ways (eg, video, animation, interactive exercises) [24] and have reported that multimedia resources make programs “easier to use” and “helped in learning the material” [24]. Features perceived as unacceptable to adolescents include games that are not engaging or interactive, sections that are difficult to navigate, and video streaming that lags [53,55]. Adolescents are significantly more likely to complete a therapy designed in response to adolescent consumer preferences [27]. In a study of Master Your Mood, 50% of participants quit before completing half of the program and attributed this in part, to the fact that they “did not feel motivated by the materials provided” [49].

### C-M-O Configuration 3

Therapies that incorporated the PSD elements of liking (ie, visual appeal) and similarity (ie, a way for adolescents to recognize themselves in the program) were found to lead to increased adolescent engagement and satisfaction. Eight therapies contributed to this C-M-O configuration; supporting primary studies had a high mean MMAT score of 3.16 (SD 0.76).

Across programs, liking related to the program’s appearance. The issue of color palette was consistently identified during usability testing [38,44]. For example, the culturally adapted version of CATCH-IT for African-American and Latino adolescents (CURB) was designed to “avoid the appearance of a ‘school-like’ experience” [36] and later redesigned after adolescents reported that the “initial color design appeared too ‘boring’” [37].

Feedback on the experience of the online video game MAYA, which had low satisfaction and engagement, suggested that, “it would be desirable that [the game] portrayed a social context more similar to [the participant’s] reality” [55]. A central theme for several programs has been similarity. Programs have found that cultural relevance, the use of personal characters and language for adolescents to relate to, as well as tailoring content based on user choices, has led to increased adolescent engagement and satisfaction [38,44,75]. As one participant in the Feeling Better program indicated, “it [tailored content] made me more interested in it, like rather than just kind of skipping through it” [44]. In exploring nonsignificant or mixed-results in several studies of MoodGym among adolescent populations, Sethi et al speculated that because the program was originally developed for adults, it “may need to be tailored to specific adolescents themes and examples to encourage engagement” [62].

### C-M-O Configuration 4

The use of reduction and tunneling of therapeutic content has been found as necessary for adolescents to achieve therapy adherence. In this way, therapies that initiate young people into doing a series of therapeutic actions through incremental steps (small doses) rather than a one-time consolidated effort may
provide a more persuasive experience that leads to improved outcomes. This C-M-O configuration is supported by evidence from 9 therapies and studies with an average MMAT score of 2.81 (SD 0.66) suggesting overall moderate quality evidence.

Reducing the amount of text, improving navigational instructions, and reducing the length of therapy modules to improve ease of use were associated with higher adherence (eg, [30,32,39]). Heterogeneity of therapies made it challenging to disentangle under what contexts tunneling and reduction worked more/less persuasively in improving adherence. Large variations in program design: (1) time commitment per module (range 20-1924 minutes), (2) number of modules (range 4-14), (3) attrition/dropout measures used, and (4) differences in self-paced versus locked content (“unlocked” until the completion of certain therapy tasks) were problematic when attempting to compare these persuasive design features across therapies. Moreover, many of the therapies targeted a wide range of ages without providing discussions on how developmental level or cognitive ability were considered in terms of reduction and tunneling strategies. Less than half (8/19, 42%) of the therapies targeted young people with a spread of 7 years or more (eg, Feeling Better was designed for young adults 16-30 [14-year range] and Master Your Mood was designed for 16-25 year olds [9-year spread]).

**C-M-O Configuration 5**
A defining feature of the therapies that were successful in treating adolescents with severe symptomatology at baseline was the use of self-monitoring as a PSD feature. This C-M-O configuration was supported by evidence from 6 therapies with high-quality evidence (mean MMAT score, mean 3.09, SD 0.54).

Increasing self-awareness of emotions is an important clinical program feature for treating depression as it prepares individuals for changing their cognitions, beliefs, and schemas [82,83]. Studies contributing to this C-M-O configuration were rated as having modest to high fidelity to CBT (5 or 6 out of 6 clinical features; see Figure 2). Thus, opportunities for self-monitoring likely played a role both as an active therapeutic ingredient but also as a PSD element. Two studies provide useful case examples of the impact of self-monitoring.

Mood Helper was one of the only pure stand-alone Internet-based therapies in our review [69]. Mood Helper comprises multiple opportunities for self-monitoring. Users (1) complete a series of brief auto-scored depression scales, (2) review their graphically displayed depression scores over time, (3) receive automated reminders to return to the website every few days, (4) are given access to a personal diary space, and (5) are guided in creating self-contracts to define goals and remind the user of progress towards them. A small but significant effect size favoring Mood Helper compared to the treatment as usual control condition was found, and researchers noted that participants using the website more intensely had higher average baseline depression scores [69]. This was especially significant since researchers found an unexpected dose–effect response where fewer minutes of the website usage were associated with greater depression symptom reduction. A post-hoc analysis showed that participants who improved more rapidly found the website less necessary and they discontinued use, “whereas those with more persistent depression may have continued for longer periods in the hopes of obtaining relief” [69]. This finding suggests that tailoring self-monitoring around level of depressive symptoms maybe be warranted as it might facilitate and likely trigger increased engagement in practicing skills and in turn, decreasing symptoms.

The second program, Blues Blaster, was designed primarily to teach adolescents how to monitor their mood and to do so using engaging methods [24]. As adolescents progress through each of the six modules they are “encouraged to track their mood ratings and fun activities which are depicted together on a graph to help illustrate the relationship between them” [24]. Adolescents also track personal “mood triggers” to help them plan ahead. Mean responses on the 6-point satisfaction items, “I liked seeing the graph of my mood and activities” (mean 4.52, SD 1.27) and “the mood and activities tracking form was easy to fill out” (mean 4.58, SD 1.15) showed strong support for the self-monitoring components of the program. Results of a randomized controlled trial demonstrated greater improvement for the Blues Blaster condition in depression levels, negative thoughts, behavioral activation, knowledge, self-efficacy, and school functioning compared to the information-only control condition [24]. A significant correlation was also found between total modules completed and the depression measure posttest change scores.

**Discussion**

**Principal Considerations**
Advances in technology have allowed for health care programs to connect users to treatments in dynamic ways. The dramatic growth of technologies designed to persuade and motivate represents a significant shift in focus toward end-user computing in health behavior change therapies [18]. Internet-based therapies for adolescent depression are one group of therapies that have incorporated persuasive design strategies to influence therapy outcomes. However, to date, such programs have not been reviewed and evaluated with this perspective. Not accounting for human-technology interaction in therapy design and evaluation limits our understanding of how Internet-based therapies work. In our view, this review of Internet-based CBT and IPT for adolescent MDD highlights the need to purposefully consider PSD features early in the program design process and to further develop PSD theory to help explain therapy outcomes. This review is also an important step in understanding how PSD features of Internet-based therapies may work based on existing literature. The C-M-O configurations generated by this review represent important hypotheses. The testing of specific program mechanisms (ie, PSD features, provider involvement) through hypothesis-driven, dismantling approaches is now necessary to advance the understanding of the effect of Internet-based therapies on users.

A key argument in favor of developing and offering Internet-based psychological therapies to young people is increased access [57] to effective mental health care. Therapies in our review were either stand-alone therapies meant to increase options for young people with depression [69] or used in
combination with existing health care [25] or school-based [58] services. Therapies that relied on existing services reported better engagement with the program and completion rates, although across all studies, attrition was a reported issue. Does availability matter if young people do not complete the program as intended? At this point in time, this question is hard to answer. It is necessary for future studies to examine whether young people stop using stand-alone therapies because of symptom improvement, changes in motivation, or because of the program features. Qualitative exploration of the type of support provided and required during adolescent use of programs used in combination with existing services would also provide valuable information on necessary “program ingredients.” While adherence to Internet-based programs has traditionally been low [85], the use of PSD principles, or in-person support from existing services at critical program timepoints (eg, when dropout has been shown to occur, when therapeutic content is strenuous for the user) may address program engagement and adherence.

The findings from our review, in terms of surface credibility and liking, suggest that adolescents’ visual experiences lead to esthetic and credibility judgments [86-88] and should also be taken into account. Bennett and Glasgow have argued that the most critical design gap in the current generation of Internet-based programs is the underuse of Web 2.0 features (eg, social media, user-generated content, collaborative consumption) [89]. In our review, many therapies were adapted from face-to-face or manualized programs. This may have resulted in a “replication” of components that were originally designed for face-to-face interactions rather than fully optimizing Web 2.0 features available for delivery.

Fogg has argued that persuasive systems will work only if the user has sufficient motivation and the user’s ability is being adequately triggered to perform the new behavior [17]. High rates of noncompletion of Internet-based psychological therapies for adolescent MDD suggest the need for therapies to address motivation in the context of depression/depressive symptoms (eg, if a depressed adolescent is not motivated to log into a stand-alone program, what program supports are needed for behavioral activation?). That the use of specific PSD features—reduction, tunneling, self-monitoring—led to increased adolescent engagement and satisfaction, and improvement in depressive symptoms and functioning, suggests the cognitive load of therapies may also need to be addressed. The advantage of primary task supports—tunneling, reduction, and self-monitoring—is that these PSD features can increase positive affect (ie, “I can do this”) [90,91]. Pairing primary task supports with other persuasive strategies such as self-monitoring, reminders, simulation-rehearsal, and suggestion-reward can be especially effective together [92,93]. Of the studies in this review, despite high attrition, most reported a positive clinical outcome associated with Internet-based program use, suggesting that we do not yet have a clear understanding of therapy “dosage” for adolescents and how “persuasive” a therapy needs to be (eg, the persuasive experience) to ensure optimal outcomes for adolescents. Future research is needed to strengthen our understanding of the relationship between treatment adherence and symptom change. Persuasive system design may be one testable model to facilitate knowledge generation. The studies in this review highlight that the relationship between engagement in therapy activities, adherence through to treatment completion, and treatment satisfaction are complexly related to clinical outcomes and require theoretical and empirical investigation.

Future studies should operationalize each PSD feature, hypothesize its intended effect, and measure its use and effect. As technology and methods of human-technology interaction evolve, this documentation and evidence will provide a valuable roadmap for the depression treatment field. Studies that use a factorial design or fractional factorial design would move the field forward by providing an opportunity to compare intervention groups that include multiple, and different combinations of, persuasive design functionality. For example, there could be conditions within both study arms in which some groups receive tailored feedback and others do not, some include a social networking forum and others do not, and some provide reminders and others do not. In this way, the impact of PSD features can be isolated. It might also be useful to develop hybrid designs that include both standard “randomization” as well as “preference” arms, in order to determine which groups of adolescents might be more attracted to certain PSD features.

The exploration of target population characteristics is also needed to determine how motivational (eg, readiness for change, self-regulatory skills), developmental/age-related, sociocultural, technical competency and modality features (synchronous, ambient, etc), and depression severity differentially interact with program mechanisms and impact adolescent outcomes. For example, research has shown gender differences in the perceived persuasiveness of numerous health intervention components, with females being more receptive to most persuasive behavior change strategies [94]. Under this approach, studies can identify mediators of therapy effect and examine both mediators and moderators as a means to identify program mechanisms (how) and for whom the therapy works best (who), respectively.

**Review Strengths and Challenges**

This review is the first to use a realist framework for studying Internet-based psychological therapies for adolescent depression. This framework allowed us to consider studies and theories together to understand how the therapies worked. We included numerous therapies identified in the gray literature, which allowed for a comprehensive appraisal of the current evidence base and reduced the risk of publication and selection bias. Previous reviews of Internet-based therapies for this population have focused only on empirical literature, and therefore, have provided limited insight into the complex causal pathways that may underpin therapy effects. Including multiple research designs, while challenging from a data integration standpoint, enabled the analysis to benefit from the strengths of each approach and corroborate findings across divergent contexts and theoretical orientations. From a realist perspective, this diversity has huge explanatory value and can help uncover contexts and conditions not typically captured in meta-analytic or traditional systematic reviews. In addition to offering a more thorough assessment of Internet-based therapies, this review supersedes existing reviews by including substantially more
therapies and documenting the body of work around each one. A further strength of the review is the use of gold standard review methods (notably, duplication of screening, quality assessment, and consensus-building with research team members).

The greatest challenge in applying the PSD model is that no explicit heuristics have been defined for it yet, and so nuances between different PSD features are still being mapped [95]. The model would gain more strength from explicitly defined scales and instructions for evaluating the implementation of each PSD principle. A further challenge in exploring these therapies from a sociotechnological frame is that studies largely employed traditional clinical reporting methods with very little attention paid to describing the informatics architecture and the expected role of technology functionalities. In this regard, usability studies included in our review provided much needed information. Because we reviewed the literature and evidence base around these therapies, as opposed to conducting a workflow analysis of each therapy, our appraisal was limited to what authors reported, which may or may not be a full reflection of the therapy’s capabilities and design.

Another challenge in our review was the lack of information on the nature of adolescent’s interaction with PSD features. For example, current descriptions of dialogue support provided in Internet-based therapies are lacking. While authors described using email, reminders, and options for peer engagement, there was little detail about actual engagement with these features (eg, How often were reminder emails triggered?, How many adolescents elected to publish journal entries to their peers?, How many adolescents spontaneously emailed their assigned coach and how often?). In terms of peer-based dialogue support, some have argued that there is not yet very strong evidence for what type of peer-based social support therapies ought to provide [96].

Conclusions
Results from our review suggest there is room for improvement in both designing and implementing Internet-based therapies for adolescent depression and in elucidating how persuasive mechanisms are designed and ultimately function. We offer that many of the assumptions that implicitly shape Internet-based therapy development and delivery—adolescents are highly competent technology users, adolescents want to complete programs on their own, the more persuasive design components the better, or that compliance will result in improved outcomes—are vastly under-acknowledged and are based on pervasive assumptions about adolescents, what they prefer, and what they need. Improved engagement of adolescents with MDD in the design and development of future therapies is crucial if we hope to provide effective Internet-based therapies for this population.
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Abstract

Background: Worldwide nearly 3 million people die from chronic obstructive pulmonary disease (COPD) every year. Integrated disease management (IDM) improves quality of life for COPD patients and can reduce hospitalization. Self-management of COPD through eHealth is an effective method to improve IDM and clinical outcomes.

Objectives: The objective of this implementation study was to investigate the effect of 3 chronic obstructive pulmonary disease eHealth programs applied in primary care on health status. The e-Vita COPD study compares different levels of integration of Web-based self-management platforms in IDM in 3 primary care settings. Patient health status is examined using the Clinical COPD Questionnaire (CCQ).

Methods: The parallel cohort design includes 3 levels of integration in IDM (groups 1, 2, 3) and randomization of 2 levels of personal assistance for patients (group A, high assistance, group B, low assistance). Interrupted time series (ITS) design was used to collect CCQ data at multiple time points before and after intervention, and multilevel linear regression modeling was used to analyze CCQ data.

Results: Of the 702 invited patients, 215 (30.6%) registered to a platform. Of these, 82 participated in group 1 (high integration IDM), 36 in group 1A (high assistance), and 46 in group 1B (low assistance); 96 participated in group 2 (medium integration IDM), 44 in group 2A (high assistance) and 52 in group 2B (low assistance); also, 37 participated in group 3 (no integration IDM). In the total group, no significant difference was found in change in CCQ trend (P=.334) before (–0.47% per month) and after the intervention (–0.084% per month). Also, no significant difference was found in CCQ changes before versus after the intervention between the groups with high versus low personal assistance. In all subgroups, there was no significant change in the CCQ trend before and after the intervention (group 1A, P=.237; 1B, P=.991; 2A, P=.120; 2B, P=.166; 3, P=.945).

Conclusions: The e-Vita eHealth-supported COPD programs had no beneficial impact on the health status of COPD patients. Also, no differences were found between the patient groups receiving different levels of personal assistance.

Trial Registration: Netherlands Trial Registry NTR4098; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4098 ( Archived by WebCite at http://www.webcitation.org/6sbM5PayG)
Introduction

Chronic obstructive pulmonary disease (COPD) is a slowly progressive lung disease and a main cause of morbidity and mortality in high-, middle-, and low-income countries [1]. Worldwide, nearly 3 million people die from COPD every year which, in 2012, was equal to 6% of all deaths globally [2,3]. According to current COPD guidelines, symptoms and airflow obstruction should be regularly monitored to modify treatment and identify complications at an early stage [4,5]. Monitoring should contribute to delaying disease progression and alleviate its manifestations; the most important primary care objective should be to improve quality of life (QoL) [6]. In primary care COPD studies, the mean score on the Clinical COPD Questionnaire (CCQ) reflects a mildly symptomatic COPD [7], and the health status of patients was found to decline over a longer period of time [8].

In the last decade, integrated disease management (IDM) was introduced to improve quality of care. An IDM program consists of different components of care in which different health care providers are cooperating and collaborating to provide efficient and good quality of care; IDM for COPD improves disease-specific QoL and exercise capacity and also reduces hospital admissions and hospital days per person [9].

To improve the quality and efficiency of IDM and reduce health care costs, self-management of COPD patients was introduced and has proven an effective method [10,11,12]. The core components of self-management include education, eliciting personalized goals, psychological coping strategies, improving compliance to treatment, behavioral change, and practical and social support [13,14]. Interventions to support self-management have shown reductions in hospital admissions and fewer sick days because of exacerbations [15,16]. Chronically ill patients who received person-centered care focusing on patient activation and goal setting are better self-managers [17], with self-efficacy as an important factor influencing self-management behaviors [18].

eHealth interventions are effective in stimulating self-management in chronic disease; patients are better able to cope with their illness and adapt their lifestyle, while eHealth support also reduces medical staff consultations [19]. The deployment of eHealth applications facilitates accessibility to health care, enhances patient understanding of their disease, sense of control, and willingness to engage in self-management [20,21]. Although patient attitudes and receptiveness toward eHealth applications are promising in certain groups of age and education [22,23,24], large-scale adoption of eHealth in daily practice still lags behind predictions in comparison with the explosive growth of other digital tools like Facebook and Twitter [25] (also, during recent years, online banking acceptance has increased rapidly worldwide [26]). A major challenge of eHealth in care coordination is to make it beneficial and easy to use for both health care providers and patients [27]. It is important that online self-management support is a fully integrated element of IDM; COPD and asthma patients tended to use an online application on a regular basis when the caregiver was involved, whereas patients on their own used the application only sporadically [28]. For clinicians, the eHealth evidence base needs strengthening, while for primary care practices, a learning process including staff training needs to be instituted [29]. Since advances in eHealth are not clear for patients who have never used it, it is necessary to provide patients with more and better information about the possibilities and potential benefits of eHealth to increase their self-efficacy and provide a feeling of more personal control in daily life [30]. Furthermore, poor user-friendliness of Web-based applications and the lack of push factors (frequent reminders or messages by caregivers) are a common cause of low usage or decline in usage [31].

Despite high expectations and numerous eHealth initiatives, implementation and use of eHealth applications is not yet common practice. Therefore, this e-Vita study investigated the effect of usage of eHealth platforms on the health status of COPD patients treated in primary care. In this paper, we describe 3 eHealth-supported care programs with different components that support the treatment of COPD patients through digital coaching. Two programs were applied as blended care (ie, implemented within usual care to explore the potential for daily health care practice), and one program was applied with the self-management platform as an independent component.

In our e-Vita study, use of the self-management platforms was higher when the platform was an integrated part of IDM and with adequate personal assistance on how to use the platform [32]. We hypothesize that use of the platforms will improve self-management skills and thereby stabilize the health status of COPD patients, with a greater effect with higher usage.

Methods

Study Design

Full methodological details of this multilevel parallel cohort design have been reported previously [33]. For our implementation study in a real-life health care setting, we used an interrupted time series (ITS) design in a pragmatic trial in which data were collected at multiple time points before and after implementation to detect whether the intervention had a significantly greater effect than any underlying secular trend [34]. The ITS is performed according to the guidelines of the Effective Practice and Organization of Care Cochrane review group [35].

Figure 1 presents an overview of the study design. The study included 3 different care groups in primary care (groups 1 to 3); all patients started using the Web-based platforms (Multimedia Appendices 1 and 2).
In groups 1 and 2, we offered the patients blended care, and in group 3 the self-management platform was offered to the patients as an independent module. In group 1, the online platform was offered as a highly integrated part of the COPD IDM (High) with a tailor-made intensive course program on COPD for health care professionals that contained education on COPD, training about the possibilities of eHealth, and conversational techniques to approach patients in an equal and coaching way. All patients in group 1 started with a personal consultation with the primary care nurse with coaching on the necessity of self-management and explanations of their burden of disease and the eHealth program. Group 2 had a medium level of integration (Medium) with a basic course program for health care professionals on COPD that contained education on COPD and training about the possibilities of eHealth. All patients in group 2 started with a personal consultation with the primary care nurse with coaching and explanation of the self-management program. In groups 1 and 2, the first question the nurse asked was what patients would like to achieve in their daily life when they would have a lower burden of disease. With the platform, the patients could work with a coaching program on their personal goals, actions and health-related QoL [33]. In group 3, the online platform was offered without integration in COPD IDM (None); health care providers and patients received basic instructions on the platform.

Two different levels of assistance for patients were distinguished within groups 1 and 2: one with a high level of personal assistance (A) and the other with a low level of personal assistance (B). Patients were randomly subdivided into 2 groups. In group 1A, high-level support implied home visits to patients by a research nurse who coached and assisted in use of the platform. In group 2A, high-level support implied telephone consultation (3 times during the intervention period, scheduled after 3, 6, and 9 months) between the patient and a research nurse who explained use of the platform. In groups 1B and 2B, low-level support implied that the primary care nurse showed the patient only once how to use the platform. Patients in group 3 who used the online self-management platform had no support from the caregivers or research nurses. Both platforms were provided for the intervention period of 15 months.

**Figure 1.** Study design of the e-Vita online platform.

---

**Participants**

A total of 3 care groups participated. Patients were eligible when they were diagnosed with COPD according to the Global Initiative for Chronic Obstructive Lung Disease criteria (post-bronchodilator FEV1/FVC <0.7) in accordance with the COPD Guidelines of the Dutch College of General Practitioners [36] and when they were being treated for COPD in primary care. Patients were excluded if they were unable to fill in questionnaires, had no access to the Internet, had a terminal illness, were immobile, or were severe substance abusers.

**Recruitment of Patients**

We started by recruiting the care groups: managing general practitioners (GPs) in groups 1, 2, and 3 decided to participate because they wanted to contribute to possible health care improvement. Members of the care groups (GPs) volunteered to participate.

Patients were invited to participate by letter via their own GP. When participants of the e-Vita study logged in and used the Web platform at least once, they were defined as users. Patients were defined as lost to follow-up if they did not log on to the platform for at least 12 months after signing informed consent or if they did not complete the digital questionnaires within the intervention period.

**Ethics Approval and Consent to Participate**

This study was conducted according to the principles of the Declaration of Helsinki (version 59, 2008) and in accordance with the Medical Research Involving Human Subjects Act. The study was approved by the Medical Ethics Committee of the Medical University Center of Leiden. All subjects provided written informed consent.

---
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Intervention
The online self-management platforms were created by national experts on chronic disease management guided by interviews with COPD patients about their thoughts and feelings related to living with COPD; the experiences of professional COPD experts were also integrated. The main content of the platform consists of insight into personal health data, self-monitoring of health values (CCQ, Modified Medical Research Council Dyspnea scale [MRC]), education, and a coach for attaining personal goals. The educational and coaching programs were developed by the Lung Alliance of the Netherlands. The online self-management platform e-Vita is an initiative of the Dutch Foundation Care Within Reach [37]. The patients received automated online reminders. Details on the online platforms are published elsewhere [33].

Outcome Measures
The primary outcome is a clinical one, expressed as health status (ie, the CCQ). This questionnaire was designed by Van der Molen [38] and consists of 10 items, each answered on a 7-point Likert scale. The CCQ comprises 3 domains: symptom state (4 items), functional state (4 items), and mental state (2 items).

Figure 2. Interrupted time series measurements of the Clinical COPD Questionnaire per interval.

Sample Size Calculation
Generally, the health status of patients with COPD decreases over time. Studies on IDM in COPD in primary care show that a general increase in CCQ of 0.5 (SD 0.75) can be expected over a 1-year period [42,43]. In this study, we offered patients a Web platform in addition to their regular IDM program. Therefore, we hypothesized that the regular increase in CCQ (0.5 points per year) would change to stabilization of health status as compared to literature [44].

To measure differences in health status (>0.5 CCQ points) at 80% power (SD 0.75 and $\alpha=0.05$), 37 patients needed to be included. Based on an estimated 20% drop-out during the study period, 45 (37/0.80) patients needed to be included. As we used 2 different implementation methods (with and without personal assistance) in 2 of the care groups, $2 \times 45 = 90$ patients needed to be included in those groups. In the third care group, because only 1 implementation method was used, a total of 45 patients were required to achieve sufficient statistical power.

Statistical Methods
Categorical baseline characteristics were reported as numbers and percentages, normally distributed continuous variables as means with standard deviations (SD), and nonnormally distributed variables as medians with interquartile ranges (IQRs). The CCQ total score is calculated as the mean of the sum of all items (minimum 0, maximum 6), with a higher value indicating lower health status. The CCQ is a reliable and valid questionnaire with a Cronbach alpha of 0.89-0.91.

Data collected at baseline included age, gender, education level, and total scores on the CCQ, MRC [39], Generalized Self-Efficacy Scale (GSES) [40], and EuroQol 5-dimension questionnaire (EQ5D) [41]. Education was self-reported using 8 response categories ranging from no formal education to graduate or professional level and converted into 3 levels (low, medium, high). In the main analyses, personal assistance for the participants (high assistance vs low assistance) and integration in IDM (integrated vs not integrated) were used as determinants.

Data Collection
Data were extracted from the log files of the self-management platforms. Figure 2 shows the measurement schedule of the CCQ. During the 15-month intervention period, there were 4 measurement periods with 3 CCQ questionnaires at each period (3 data points before intervention and 9 data points after intervention) in order to apply ITS analysis.

The analyses allowed us to quantify the effect of the intervention on CCQ versus the observed preintervention period. Estimates for regression coefficients corresponding to 2 standardized effect sizes were obtained: a direct change in the level of the CCQ (also called step change or jump) and a change in trend of the CCQ before and after the intervention [34].

Included in the model for the total group and 5 subgroups as fixed effects were time, treatment, and the interaction between time and treatment; the model comparing the groups with high and low assistance additionally contained the assistance group factor and the interaction of this factor. All models included a random intercept per patient. When there was a substantial improvement in the Akaike Information Criterion (used to assess the model fit score), an additional random slope (time) was used.
Because of a nonnormal distribution of the CCQ data, the log of the CCQ data was used as outcome in the multilevel linear regression models. The analysis model did not test or correct for seasonality; although seasonality influences exacerbations of COPD, it has no effect on the CCQ [45,46]. We visually assessed normality of the residuals to evaluate the validity of the assumptions of the mixed models analysis.

Results

Inclusion

A total of 942 COPD patients were selected from 3 care groups (Figure 3). The GPs of these care groups excluded 240 COPD patients from participation due to other diseases, treatment in hospital, or incompetency to participate in the program. Finally, 702 COPD patients were invited, of whom 215 (30.6%) agreed and provided informed consent.

Figure 3. Flowchart of the e-Vita chronic obstructive pulmonary disease study.

Baseline Characteristics of Patients With Chronic Obstructive Pulmonary Disease

Table 1 presents the baseline demographic and clinical characteristics of the included COPD population (median age 66.6 years; 52.1% male). These patients had mildly symptomatic COPD which was reflected by a median MRC scale of 1.0 and a median CCQ of 1.2. Out of 215 participants, 89 (41.4%) filled in the online questionnaire for education level; most participants had a middle education level, reflected by a 4 or 5 on a scale of 1 to 7 (38/89, 42.7%). The median GSES was 3.3, and the median EQ-5D was 0.86. The characteristics age ($\chi^2_2=5.4$, $P=.07$), education level ($\chi^2_4=2.2$, $P=.70$), GSES ($\chi^2_2=1.7$, $P=.42$), and EQ-5D ($\chi^2_2=2.4$, $P=.28$) were similar in the 3 groups. There was a difference in the characteristic gender ($\chi^2_2=6.8$, $P=.03$), with more male patients in group 1, and a difference in CCQ ($\chi^2_2=6.5$, $P=.04$) and MRC scale ($\chi^2_2=11.3$, $P=.003$), with a higher CCQ and MRC scale in group 2.
Table 1. Baseline characteristics of patients with chronic obstructive pulmonary disease in the e-Vita study.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Group 1 (high)</th>
<th>Group 2 (medium)</th>
<th>Group 3 (none)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assistance</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>n=36</td>
<td>n=46</td>
<td>n=44</td>
<td>n=52</td>
<td>n=215</td>
</tr>
<tr>
<td>Age, years, (IQR(^a))</td>
<td>66.3 (61.0-79.2)</td>
<td>65.6 (61.3-73.4)</td>
<td>66.8 (60.3-75.1)</td>
<td>64.1 (61.5-69.2)</td>
</tr>
<tr>
<td>Males, n (%)</td>
<td>19 (52.8)</td>
<td>32 (69.6)</td>
<td>24 (46.2)</td>
<td>20 (54.1)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>4 (28.6)</td>
<td>8 (38.1)</td>
<td>7 (38.1)</td>
<td>5 (53.8)</td>
</tr>
<tr>
<td>Medium</td>
<td>7 (50.0)</td>
<td>8 (38.1)</td>
<td>11 (50.0)</td>
<td>4 (30.8)</td>
</tr>
<tr>
<td>High</td>
<td>3 (21.4)</td>
<td>5 (23.8)</td>
<td>3 (15.8)</td>
<td>2 (15.8)</td>
</tr>
<tr>
<td>Questionnaire, median (IQR(^b))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCQ(^b)</td>
<td>1.0 (0.6-1.9)</td>
<td>1.2 (0.8-1.6)</td>
<td>1.3 (0.9-2.1)</td>
<td>1.4 (1.1-2.1)</td>
</tr>
<tr>
<td>MRC(^c)</td>
<td>1.0 (1.0-3.0)</td>
<td>1.0 (1.0-2.0)</td>
<td>2.0 (1.0-3.0)</td>
<td>2.0 (1.0-2.0)</td>
</tr>
<tr>
<td>GSES(^d)</td>
<td>3.4 (3.1-3.7)</td>
<td>3.3 (3.0-3.8)</td>
<td>3.3 (3.2-3.5)</td>
<td>3.3 (3.1-3.7)</td>
</tr>
<tr>
<td>EQ-5D(^e)</td>
<td>0.85 (0.7-1.0)</td>
<td>0.89 (0.81-1.0)</td>
<td>0.85 (0.72-1.0)</td>
<td>0.84 (0.71-1.0)</td>
</tr>
</tbody>
</table>

\(^a\) IQR: interquartile range.  
\(^b\) CCQ: Clinical COPD Questionnaire.  
\(^c\) MRC: Modified Medical Research Council Dyspnea score.  
\(^d\) GSES: Generalized Self-Efficacy Scale.  
\(^e\) EQ-5D: EuroQoL 5-Dimension Questionnaire.

Health Status Changes

Figure 4 A shows the effect of the intervention on CCQ in the total patient group. The decrease before the intervention was 0.5% per month and after the intervention 0.08% per month; this difference was not significant (P=0.334). The estimated direct change in the level of the CCQ slopes at the moment of the intervention (jump) was -0.015 (P=0.421) implying that the CCQ trend was 1.5% lower before the intervention.

Figure 4 B shows the effect of the intervention on CCQ in the groups with a high level of personal assistance (A) and a low level of personal assistance (B). In group A, the preintervention decrease was 0.8% per month and the decrease after the intervention was 0.05% per month; in group B, the preintervention decrease was 1.8% per month and the decrease after the intervention was 0.1% per month. No significant difference was found in CCQ changes going from preintervention to postintervention between groups A and B (P=0.429). The direct change in the level of the CCQ slopes at the moment of the intervention (jump) was 0.017 (P=0.421) implying that the CCQ trend was 1.7% higher before the intervention in group A and 3.3% lower in group B). There was no significant difference in the jumps (P=0.207).

Figure 4 C shows the effect of the intervention on the CCQ in the 5 subgroups; no significant difference was found in the slope of the CCQ before and after the intervention (1A, P=0.237; 1B, P=0.991; 2A, P=0.120; 2B, P=0.166; 3, P=0.945). The direct changes in the level of the CCQ slopes before and after the intervention (jump) were -0.0196 in group 1A, -0.0582 in group 1B, 0.0426 in group 2A, 0.0184 in group 2B, and -0.0874 in group 3 and were not significant.
Discussion

Principal Findings

This study investigated the effect of use of eHealth platforms on the health status of COPD patients in primary care. No changes in health status were found before and after introduction of the eHealth-supported COPD programs, and no differences were found between care groups with a high versus a low level of personal assistance.

It is essential to carefully review the design strategies for integrating eHealth applications within disease management [47] by means of a thorough evaluation and analysis of the results. A recent study analyzed the effect of wearable devices that monitored and provided feedback on physical activity among young adults with obesity; providing a group with this device resulted in less weight loss over 24 months [48]. In a trial of elderly persons with a high risk for prehospitalization, telemetry was offered for monitoring and reporting symptoms but did not result in lower hospitalizations or emergency room visits (although mortality was higher in this telemonitoring group) [49]. High expectations of eHealth should be preceded by evaluations in pragmatic studies on implementation [50].

In our study, changes in health status CCQ were not within the range of a minimal clinically important difference [51]. QoL and health status are determined by a significant number of factors [46]. We expect that eHealth interventions will be effective in stimulating self-management and stabilizing health status in COPD patients when these patients use the platforms for a longer period of time. In earlier studies, a worsening in health status was found for primary care patients over a longer period of time [8]; this finding was not confirmed in our e-Vita study. In Dutch primary care, the standards of IDM are high, with a wide variety in the implementation of interventions [7]; this might explain the absence of a worsening of health status before the intervention in our study. The introduction and
integration of eHealth within IDM will not make a significant difference in the short term due to the high standard of IDM.

In our study, the median baseline CCQ score of 1.2 was low compared with scores in other primary care COPD studies, which reflects mildly symptomatic COPD [7]. This limits the room for stabilization or improvement in our primary outcome (ie, ceiling effect).

In a patient population with more severe COPD (patient-data meta-analysis from 2016), self-management interventions improved health-related QoL at 12 months but not at 6 months [52]; this confirms our observation that long-term use of platforms is necessary for an effect on health status. In our research, the platforms are probably not sufficiently customized to the wishes or needs of COPD patients to provide sufficient motivation to use the platform on a regular basis for a longer period; in our e-Vita study, a significant number of users stopped using the platforms (attrition) [32].

The change in level of CCQ (positive/negative) at the start of the intervention might be explained by the participant rise in consciousness regarding their health status, thereby completing the questionnaire more critically after explanation from a health care professional. Similar to our study, in a randomized controlled trial (RCT) with asthma patients, the QoL was enhanced over the first 3 months after starting to use a self-management portal [53].

The effect of eHealth cannot easily be evaluated in a classical RCT; integrating eHealth in IDM is a complex intervention in a multidisciplinary care process. Pragmatic trials frequently include complex interventions and often involve the skills and experience of health care professionals [54] and are, therefore, more suitable for eHealth studies.

EHealth technologies for chronic conditions can be used to enhance self-management and revise the chronic care model; patients who actively participate in their care achieve valuable and sustained improvement in well-being [55,56]. Findings in many eHealth studies suggest that the use of a personal health record or self-management platform can promote an informed or activated patient and augment the chronic care model for self-management support and productive interactions even though a direct dosage-effect relationship (usually analyzed in a classical RCT) is not common in eHealth studies [57]. Also in our e-Vita study, interpretation of the results on use and health status cannot be made in a direct dosage-effect relationship. Use of the self-management platform was higher when the platform was an integrated part of IDM, with trained caregivers encouraging patients to use the platform and with personal assistance about how to use the platform, but without a significant change in health status. Based on current literature and the e-Vita COPD study, we conclude that eHealth-supported self-management integrated into usual care can help patients with COPD manage their disease better.

Further studies based on this study and current literature are needed to establish the mechanisms most likely to ensure the successful development and implementation of Web-based self-management interventions, including considerations about how the intervention is integrated in IDM and how it enhances the patient’s self-management behavior to stimulate long-term use of self-management platforms with a stabilizing effect on health status [11,58].

Strengths and Limitations

This e-Vita COPD study has several strengths. To our knowledge, it is the first to combine different study designs thereby enabling simultaneous investigation of the effect of eHealth and the effects of different organizational implementation methods on health status. Randomization was performed for the level of assistance provided to patients, allowing comparison of patient groups with high and low levels of assistance. Because the care groups 1, 2, and 3 were not randomized, no analysis of the differences between these groups can be made.

An advantage of the ITS design is that it detects changes that are delayed or intermittent and can determine whether the change is permanent or temporary. The design, including the 3 datapoints of CCQ before the intervention, also allows evaluation of variables which are changing by comparing slopes of trend lines before and after the intervention.

This study also has some limitations. Development of the platforms was relatively difficult due to lack of experience in this field. Also, decisions made during the design phase were beyond the influence of our group but affected the usability of the platforms. Self-management skills imply behavioral changes which require some time, whereas the present study period was restricted to 15 months. Furthermore, patients in a primary care setting have a low burden of disease (in this study, a median score on the CCQ of 1.2) and motivation to use the platform might be negatively influenced by this fact. In respiratory medicine there is a lack of research on patients with mild-to-moderate COPD despite that over 80% of COPD patients suffer from this stage of disease and are often treated in primary care [59]. Other projects among care groups (eg, patient education, start different IDs) might influence the speed and thoroughness of the implementation of our platforms.

This study also has limitations typically associated with eHealth trials. For example, as GPs and patients were free to volunteer, bias might have occurred in our study groups. Users were self-selected and were, presumably, motivated to use the Web-based platform as would be expected in a real-life setting. Also, the patients selected to be invited by the GPs might differ from other patient groups. Furthermore, GPs excluded 25.5% of the COPD patients from this study. Of the 702 eligible patients, 30.6% were willing to participate and provided informed consent, and 61.4% of the participants dropped out during follow-up. Even though the nonparticipants did not differ in age or gender from the participants [32], caution is required when generalizing these results to general practice.

Like most Internet outcome studies, there were 2 types of attrition in our study; attrition from the intervention itself (lack of site utilization) and attrition from the follow-up assessments. This law of attrition (the phenomenon of participants stopping usage) is a common finding in eHealth evaluations and one of the fundamental and methodological challenges in the evaluation of eHealth applications [60]. To prevent both types of attrition,
email reminders were sent by the platform to fill in the questionnaires. All users received urgent and repeated requests to fill in questionnaires by email and by telephone. The attrition curve was analyzed earlier and depicts the push factors that are required to remind participants to use the platform [32]. The loss to follow-up is high with a risk of biased results due to user bias; therefore, these results are only applicable for users of eHealth.

The study aimed to be inclusive rather than exclusive to achieve higher external validity. Patients were excluded if they were unable to fill in questionnaires, had no access to the Internet, had a terminal illness, were immobile, or were severe substance abusers. During the inclusion of patients, we found that patients did not want to start the study for several different reasons: no computer skills, old age, no problems with COPD, and other reasons. These reasons are typical for eHealth research in a primary care setting with a low burden of disease; participants were self-selected and were, presumably, motivated to use the Web-based platform as would be expected in a real-life setting. Therefore, the results of the study are not generalizable to all COPD patients but to those who are willing, motivated, and able to use eHealth. Nevertheless, we believe that this study is inclusive rather than exclusive, since there are almost no limitations for participation for this group of motivated patients.

However, the practical applicability of our results for other primary care groups is positive (ie, the study provides practical insight into successful implementation of patient platforms). Nevertheless, primary care organizations should take into account the different aspects of the organization of blended care and quality of implementation.

Although an RCT provides the most reliable evidence on the effectiveness of interventions, this was not feasible for our implementation study in a real-life health care setting with 3 different care groups. After randomization in groups 1 and 2, more patients were assigned to the groups with a low level of personal assistance (group 1B and 2B). After simple randomization, some discrepancy between the numbers in the comparison groups would be expected [61]. Such unpredictability reflects the essence of randomness. Moreover, the baseline characteristics did not differ significantly between groups with high and low assistance. Therefore, we expect no significant influence on the results.

To measure a significant difference in health status, 45 patients were needed in each subgroup; although these numbers were not met within each subgroup, analysis on the combined groups should be sufficiently powered to detect relevant differences. In addition, the number of data points collected before the intervention has a substantial impact on the strength of an ITS design. It is necessary to collect enough data points to be convinced that a stable estimate of the underlying secular trend has been obtained [62]. In our study, the 3 data points before the intervention represent a minimum number of data and may have influenced the effective power of our study.

Conclusion

There is growing interest in the potential of Web-based self-management platforms to deliver more individually tailored self-management support integrated into the everyday lives of COPD patients to improve their quality of life. In this study, the e-Vita eHealth-supported COPD programs had no significant impact on the health status of COPD patients, health status showed no significant change before or after the introduction of the eHealth-supported programs, and no differences were found between the patient groups receiving different levels of personal assistance.
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Abstract

Background: Raising a child with type 1 diabetes (T1D) means combining the demands of the disease management with everyday parenting, which is associated with increased levels of distress. A Web-based patient portal, Sugarsquare, was developed to support parents, by providing online parent-professional communication, online peer support and online disease information.

Objective: The first aim of this study was to assess the feasibility of conducting a multicenter, randomized controlled trial in Dutch parents of a child with T1D. The second aim was to assess the feasibility of implementing Sugarsquare in clinical practice.

Methods: The parents of 105 children (N=105) with T1D below the age of 13 participated in a 6-month multicenter randomized controlled feasibility trial. They were randomly assigned to an experimental (n=54, usual care and Sugarsquare) or a control group (n=51, usual care). Attrition rates and user statistics were gathered to evaluate feasibility of the trial and implementation. To determine potential efficacy, the parenting stress index (PSI-SF) was assessed at baseline (T0) and after 6 months (T1).

Results: Of a potential population of parents of 445 children, 189 were willing to participate (enrollment refusal=57.5%, n=256), 142 filled in the baseline questionnaire (baseline attrition rate=25%, n=47), and 105 also filled in the questionnaire at T1 (post randomization attrition rate during follow-up=26%, n=32). As such, 24% of the potential population participated. Analysis in the experimental group (n=54) revealed a total of 32 (59%) unique users, divided into 12 (38%) frequent users, 9 (28%) incidental users, and 11 (34%) low-frequent users. Of the total of 44 professionals, 34 (77%) logged in, and 32 (73%) logged in repeatedly. Analysis of the user statistics in the experimental group further showed high practicability and integration in all users, moderate acceptability and demand in parents, and high acceptability and demand in health care professionals. Baseline parenting stress index scores were related to the parents’ frequency of logging on (ρ=.282, P=.03) and page-views (ρ=.304, P=.01). No significant differences in change in parenting stress between experimental and control group were found (F3,101=.49, P=.49).

Conclusions: The trial can be considered feasible, considering the average enrollment refusal rate, baseline attrition rate and postrandomization attrition rate, compared to other eHealth studies, although lower than hypothesized. Implementing Sugarsquare...
in clinical practice was partly feasible, given moderate demand and acceptability in parent users and lack of potential efficacy. Parents who reported higher levels of parenting stress used Sugarsquare more often than other parents, although Sugarsquare did not reduce parenting stress. These results indicate that Web-based interventions are a suitable way of providing parents of children with T1D with additional support. Future studies should determine how Sugarsquare could reduce parenting stress, for instance by adding targeted interventions. Factors potentially contributing to successful implementation are suggested.

**Trial Registration:** Nederlands Trial Register Number: NTR3643; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=3643 (Archived by WebCite at http://www.webcitation.org/6qihOVCi6)
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**Introduction**

**Background**

Type 1 diabetes (T1D) is a chronic metabolic disorder with a complex daily treatment regime, requiring patients to carry out a variety of health-related self-care behaviors, such as monitoring blood glucose levels, administering insulin, adhering to a diet, and exercising. In case of young children, parents are responsible for ensuring that these disease management tasks are performed. Having to combine these complex self-management tasks with regular parenting tasks in everyday life can have a profound impact on parents [1-10], indicated by elevated levels of stress and depressive symptoms in parents of a child with T1D [3,7,9,11], especially in those with young children and with children with a more recent diagnosis [2-7,12,13]. Family and parental functioning are related to well-being, self-care skills, and glycemic control in children, which makes it important that diabetes teams are aware of the impact of the disease and its treatment on parents [1,6,14-19]. Studies show that parents need easy access to their diabetes care team [8,20,21], local peer support [22-26], and tailored information about the disease and its management provided by their own diabetes team [8,27-30]. This positively affects their quality of life [8,23,26] and helps them adequately cope with the disease.

New technologies such as the Internet can help diabetes teams in delivering these aspects [8,25,26,29,31-40]. Despite the great potential of the Internet and parents’ positive attitude toward using Internet in care, there has been little research into the efficacy and feasibility of Internet interventions for the parents of chronically ill children, especially interventions that combine multiple aspects of care [38,39,41]. This is unfortunate, considering that chronically ill patients and their parents can benefit from using the Internet, because it facilitates the exchange of knowledge and information between patients and health care professionals.

There are several challenges, when it comes to implementing and testing an Internet intervention in a clinical research context. eHealth studies are specifically targeted to low retention rates (evaluation dropout), which are often the result of study-specific factors and low adherence rates (nonintervention usage) that are mostly intervention specific. These rates can lead to a loss of participants and thus to lack of statistical power [34,42-46]. Achieving successful recruitment is particularly problematic when multiple practices are involved, as practices often differ at an organizational level and local recruiters often have limited resources for recruitment [47,48].

**Randomized Controlled Trial**

To gain knowledge about the feasibility of conducting a randomized controlled trial (RCT) and implementing an Internet intervention in usual care for parents of a child with T1D, we developed a Web-based patient portal, called Sugarsquare [40]. Sugarsquare was specifically developed according to parents’ needs and preferences [8,31] and is hypothesized to enable diabetes teams to improve their accessibility, facilitate local peer support, and provide tailored information [31]. An explorative, multicenter study was conducted to answer the following research questions:

1. **Is implementation of Sugarsquare in daily clinical practice feasible in a population of parents of a child with T1D in terms of:**
   - potential participants: what is the number of eligible parents?
   - enrollment refusal rate: what is the proportion of parents who refuse participation?
   - baseline attrition rate: what is the proportion of parents who drop out before baseline?
   - follow-up attrition rate: what is the proportion of parents who drop out during the trial?

2. **Is implementation of Sugarsquare in daily clinical practice feasible in a population of parents of a child with T1D in terms of:**
   - practicability: are recipients able to use Sugarsquare?
   - acceptability: do recipients use Sugarsquare?
   - demand: do recipients continue to use Sugarsquare?
   - integration: is Sugarsquare consistent with international guidelines for pediatric diabetes care?
   - potential efficacy: is usage associated with change in parenting stress?

**Methods**

**Design and Setting of the Study**

The participants for this study were recruited from 7 medical centers in the Netherlands, with a potential of 445 parents, from May 2012 to January 2013. Eligible participants were the parents of a child with T1D (one parent per child) younger than 13 years of age, had access to the Internet at home, and were able to
comprehend the Dutch language. The children had to be treated in one of the participating centers during the entire course of the study. Participants were randomly assigned to one of two conditions: (1) an intervention condition and (2) a usual care control condition. Participants in the intervention condition had access to the intervention for 6 months in addition to care as usual. Participants in the control group received care as usual during that period. An extensive report of the offline recruitment of participants, the randomization and the procedure of the data collection is described in the Sugarsquare study protocol [31]. The study described in this study was part of a larger project [31], of which all procedures were approved by the Ethics Committees of Human Experimentation of the Radboud University Medical Center and the participating hospitals and are in accordance with the Declaration of Helsinki.

Intervention
The final version of Sugarsquare consists of a Web-based patient portal providing online parent-professional communication, peer support, and disease information. Sugarsquare was developed at parents’ explicit request and is based on a previous comparable intervention for adolescents with T1D [8,31,40]. Seven focus group interviews with parents [8,31] and a questionnaire for health care professionals affiliated to the cooperating centers were used to tailor the intervention to the preferences of both parents and health care professionals. In a series of pilots, involving parents and professionals participated, the intervention was further fine-tuned and facilitators and barriers were identified. The test phase ended when bugs were repaired and both parents and professionals felt the intervention was ready for use. In accordance with parents’ preferences, the intervention was organized locally, so that each center for diabetes care has its own secured portal, which is only accessible to health care professionals of that particular center and to the parents of the children treated at that clinic. Sugarsquare is accessible through the Internet and has the following two main sections.

**Section I: General**
The first section provides online peer support and disease information and is accessible to all users (parents and health care professionals). Peer support is facilitated through a chat application, a forum application, and a blog application. Disease information is provided by means of downloadable documents and Web links.

**Section II: Personal**
The second section is specific to individual patients and can only be accessed by the parents of that particular patient and their diabetes team. The section contains an overview of treatment goals and an application for easily accessible private contact between parents and health care professionals. This application is only used for nonurgent matters.

The intervention has been described in the study protocol [31]. In the final version of Sugarsquare, disease information is incorporated in Section I, instead of Section II as described in the study protocol. Sugarsquare is secured by means of a 2-factor authentication, requiring a username-password combination and a personalized SMS code in the login procedure. Health care professionals of the local diabetes teams were appointed as coordinators for the local recruitment of participants and the local implementation of Sugarsquare. Screenshots of Sugarsquare for parents are displayed in Multimedia Appendix 1 [49].

**Care as Usual**
All children received care as usual, according to International Guidelines for Pediatric Diabetes Care [18,50], provided by a multidisciplinary team of pediatric diabetologists, diabetes nurse practitioners, dietitians, and psychologists. Parents and children were invited to visit the outpatient center for consultations with the pediatric diabetologist and nurse practitioner 4 times a year. Dieticians and psychologists were available on request by parents, children, or physicians. The diabetes care team could be contacted during business hours by telephone and email. An emergency telephone number could be accessed outside office hours to guarantee continuous access to care. Children of participants in both conditions (experimental and control) received care as usual during the entire study period. As such, Sugarsquare was used in addition to care as usual. During the study period, the parents in the experimental group could contact the diabetes care team via the portal instead of by telephone or email in case of nonurgent matters. The telephone number for emergencies was maintained.

**Measures**
Feasibility of the RCT was assessed in terms of the number of potential participants, the proportion of parents who refused participation, and the attrition rates. Demographic data of all the participants who were included in the final analyses were gathered at baseline.

For assessment of feasibility of the intervention, expressed in terms of practicability, acceptability, and demand [40,51], individual user data of all participants in the experimental group, such as frequency of logins and number of messages posted on the forum, were logged digitally. For feasibility in terms of integration, we assessed whether Sugarsquare was of added value for working according to International ISPAD (International Society for Pediatric and Adolescent Diabetes) and or IDF (International Diabetes Federation) and ADA (American Diabetes Association) Guidelines for Diabetes Care [18,50], by checking 9 key-elements for diabetes care, derived from these guidelines. For feasibility in terms of potential efficacy, parenting stress was assessed by means of the Dutch version of the parenting stress index-short form (PSI-SF) [52] on T0, T1, and T2. The reliability and criterion validity of the Dutch PSI-SF are shown to be good [52]. The PSI-SF consists of 25 items answered on a 6-point Likert scale, ranging from “totally agree” to “totally disagree.” An example of an item on the PSI-SF is “it is not always easy to accept my child the way he or she is.” The sum score on the PSI-SF can be categorized into normal, subclinical, and clinical based on standardized cutoff scores described in the manual [52]. Parenting stress was assessed at the start of the study (T0=baseline), at 6 months after the start of the study (T1), and at 12 months after the start of the study (T2=follow-up). Also, at the end of the study we asked the local Sugarsquare coordinators, who were health care professionals and part of the local diabetes teams, to evaluate...
the study and identify facilitators and limitations for the implementation.

Information about the child’s glycemic control (HbA1c) and the number of hospital admissions (lasting over 24 h) for keto-acidosis or severe hypoglycemia were used to explore the potential efficacy of the portal. These data were taken from the child’s medical files.

Questionnaires for demographics and parenting stress were administered by means of a Web-based, secured survey program, called Radquest, which generates a closed survey system. The registered participants received an email with a Web link to the survey, which was paired with a unique user id. All items had to be answered and participants were able to change the answers until the participant submitted the completed survey. The data generated from the survey were stored on a secured server.

Some participants preferred filling in a hardcopy questionnaire, which was sent to them by post. For an elaborate overview of all measures, see Table 1.

**Analyses**

Demographic data were analyzed descriptively, and differences at baseline between the experimental group and the control group were assessed using an analysis of variance (ANOVA).

For feasibility, user data were analyzed by means of descriptive statistics. To compare differences in change in parenting stress between the experimental group and the control group, an analysis of covariance (ANCOVA) was performed on T1 data, using T0 data as covariate and the condition (experimental vs control) as fixed factor. A sensitivity analysis was conducted by means of a multiple imputation analysis (based on HbA1c scores at T1) to account for missing data. To test robustness of the results, a conservative analysis based on a Last Observation Carried Forward (LOCF) imputation was performed. Associations between user data and parenting stress at baseline were explored using Spearman $\rho$ for nonparametric correlation due to high skewness of user data and a univariate ANOVA. Data on T2 were regarded as follow-up and were not analyzed in this study.

**Power Calculation**

We calculated that the data of 180 parents would be needed for the final analysis in order to reach a medium effect size ($d=0.50$), with a Cronbach alpha of .05 (two-tailed test) and a beta of .10. On the basis of recent literature, a declination rate of 25% (n=80) and a dropout rate of 25% (n=60) was hypothesized. As such, we would need to approach 320 parents in order to reach a minimum of 240 parents at the start of the study to have data for 180 participants in the final analysis.

**Table 1.** Variables used in the Sugarsquare study.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age and gender of the child</td>
<td></td>
</tr>
<tr>
<td>Age of onset and duration of diabetes</td>
<td></td>
</tr>
<tr>
<td>Pen or pump treatment</td>
<td></td>
</tr>
<tr>
<td>Age, gender, and educational level of the primary parent</td>
<td></td>
</tr>
<tr>
<td>Social economic status of the parents</td>
<td></td>
</tr>
<tr>
<td><strong>Feasibility of the trial</strong></td>
<td></td>
</tr>
<tr>
<td>Total population of parents, N (%)</td>
<td></td>
</tr>
<tr>
<td>Participants who consented (total population of parents), n (%)</td>
<td></td>
</tr>
<tr>
<td>Participants who completed T0 (participants enrolled), n (%)</td>
<td></td>
</tr>
<tr>
<td>Participants who completed T1 (randomized participants), n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Feasibility of intervention</strong></td>
<td></td>
</tr>
<tr>
<td>Inventory of difficulties logging in and downtime (inaccessibility)</td>
<td></td>
</tr>
<tr>
<td>Percentage of users who logged in at least once and used all applications</td>
<td></td>
</tr>
<tr>
<td>Percentage of users who logged in repeatedly</td>
<td></td>
</tr>
<tr>
<td>Evaluation of international guidelines for diabetes care (ISPAD or IDF and ADA) when using Sugarsquare</td>
<td></td>
</tr>
<tr>
<td>Parenting stress index-short form (PSI-SF [44])</td>
<td></td>
</tr>
<tr>
<td><strong>Exploration of change in medical parameters</strong></td>
<td></td>
</tr>
<tr>
<td>HbA1c</td>
<td></td>
</tr>
<tr>
<td>Hospitals admissions due to glycemic disruptions</td>
<td></td>
</tr>
</tbody>
</table>
Results

Feasibility of the Randomized Controlled Trial: Enrollment and Dropout

All the parents of children with T1D, who were treated in 1 of the 7 cooperating centers for pediatric diabetes care, were invited by mail to participate in the study. The total population consisted of the parents of 445 children. A total of 189 parents of 189 children were willing to participate. The remaining 256 potential participants refused participation (enrollment refusal rate=57.5%). Frequently mentioned reasons for not participating were a lack of time, no interest in additional care and having to temporarily increase the focus on diabetes. A number of 142 parents filled in the baseline questionnaire. As such, 47 parents (baseline attrition rate=25%) dropped out before filling out the first questionnaire. Mentioned reasons for dropping out were a loss of interest and a lack of time. Subsequently, 105 parents also filled in the questionnaire at T1, meaning that 32 (postrandomization attrition rate during follow-up=26%) participants dropped out during the course of the study. Participants dropped out due to losing interest, a lack of time or because they changed from treatment center. As such, 23.6% (n=105) of the potential population successfully participated in the study (see also Figure 1).

Demographics

The demographic statistics of the 105 participants are displayed in Table 2. A one-way, between-group ANOVA revealed no significant differences in any of the variables at baseline between the centers.

Figure 1. Flowchart of inclusion of participants.
### Table 2. Demographics and baseline scores of the participants.

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Experimental group</th>
<th>Control group</th>
<th>Total group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parents (n)</td>
<td>54</td>
<td>51</td>
<td>105</td>
</tr>
<tr>
<td>Gender (male; female; filled in together)</td>
<td>49; 5</td>
<td>44; 5; 2</td>
<td>93; 10; 2</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower secondary education, n (%)</td>
<td>2 (4)</td>
<td>4 (8)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Middle secondary education, n (%)</td>
<td>3 (5)</td>
<td>4 (8)</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Higher secondary education, n (%)</td>
<td>24 (44)</td>
<td>19 (37)</td>
<td>43 (41)</td>
</tr>
<tr>
<td>Middle tertiary education, n (%)</td>
<td>9 (17)</td>
<td>2 (4)</td>
<td>11 (11)</td>
</tr>
<tr>
<td>Higher tertiary education, n (%)</td>
<td>9 (17)</td>
<td>19 (37)</td>
<td>28 (27)</td>
</tr>
<tr>
<td>Academia, n (%)</td>
<td>7 (13)</td>
<td>3 (6)</td>
<td>10 (10)</td>
</tr>
<tr>
<td><strong>Child</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>9.1 (2.9)</td>
<td>8.9 (2.5)</td>
<td>9.2 (2.7)</td>
</tr>
<tr>
<td>Gender (female; male)</td>
<td>30; 24</td>
<td>27; 24</td>
<td>57; 48</td>
</tr>
<tr>
<td>HbA1c in mmol/mol, mean (SD)</td>
<td>64 (13.77)</td>
<td>62 (7.77)</td>
<td>63 (10.62)</td>
</tr>
<tr>
<td>HbAc in %, mean (SD)</td>
<td>7.98 (1.17)</td>
<td>7.86 (0.71)</td>
<td>7.92 (0.97)</td>
</tr>
<tr>
<td><strong>Insulin therapy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injections, n (%)</td>
<td>10 (19)</td>
<td>15 (29)</td>
<td>25 (24)</td>
</tr>
<tr>
<td>Pump, n (%)</td>
<td>44 (82)</td>
<td>36 (71)</td>
<td>80 (76)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SD: standard deviation.

### Feasibility of the Intervention

Data from the 54 participants in the experimental group and who therefore had access to Sugarsquare were used for the feasibility analysis and for the analysis relating user data and baseline scores on questionnaires. A proportion of 59% (n=32) of the parents who had access, used Sugarsquare during the trial (Table 3). Of the 32 unique parent users, 11 (34%) logged in repeatedly, at least once every 2 weeks and 9 (28%) logged in incidentally (3 times or more, but under once every 2 weeks), and 16 (41%) logged in once or twice during the study period. Table 3 also shows that 34 (77%) of 44 professionals who had received access at the start of the study, logged in and 32 (94%) logged in again. Thus, overall, 73% (n=32) of the professionals accessed Sugarsquare more than once. All users (parents and professionals) viewed all applications at least once when they logged in. The applications for forum (#page views=2838) and contact with the treatment team (#page views=2795) were viewed more often than the applications for information (#page views=415) and chat (#page views=683). Users reported no downtime, although 2 users reported that they sometimes could not access Sugarsquare, due to technical problems with the users’ telecom providers. Some parents (n=8) said that the two-step security procedure as a hassle. Sugarsquare attributed to provision of care according to all 9 key elements, derived from the Global IDF or ISPAD and ADA Guidelines for Diabetes care in Childhood and Adolescence (see also Multimedia Appendix 2) [18,50]. According to the Sugarsquare coordinators, there were 3 factors that limited implementation. These factors were the two-step login procedure, the lack of customized instructions for health care professionals and the randomization on individual level. The local Sugarsquare coordinators and the multidisciplinary approach of the team were suggested as 2 factors that positively affected implementation.

### Potential Efficacy

With regard to parenting stress, 82 (78%) parents (control and experimental condition) reported average or below average levels of parenting stress compared with Dutch healthy controls, 19 (18%) reported slightly elevated levels, and 4 (4%) reported very high levels of parenting stress (see also Table 4). The analysis revealed no significant differences in change in parenting stress over time between the two groups ($F_{3,101}=49$, $P=.49$), or between centers ($F_{3,101}=91$, $P=.91$), and nor was there an interaction between groups and centers ($F_{3,101}=1.16$, $P=.34$). Similar results were obtained in an ANCOVA (Table 5) without the factor center and a sensitivity analysis, conducted by means of a multiple imputation analysis. Since no change was found, a conservative analysis using LOCF was not conducted. We also found no significant differences in change over time in HbA1c levels between the experimental group and the control group ($F_{3,101}=1.49$, $P=.84$).

### Baseline Parenting Stress Levels and Portal Usage

The analysis revealed that parenting stress at baseline was significantly correlation with the frequency of logging in ($p=.282$, $P=.03$ Table 6) and the number of pages viewed ($p=.304$, $P=.02$). It seems that the greater stress parents experienced, the more parents logged in and the more pages they viewed.
Table 3. Sugarsquare usage during the first phase (6 months) of the study period.

<table>
<thead>
<tr>
<th>User statistics</th>
<th>Parents (experimental group)</th>
<th>Professionals</th>
<th>Parents and professionals</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>54</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>Unique visitors, n (%)</td>
<td>32 (59)</td>
<td>34 (77)</td>
<td></td>
</tr>
<tr>
<td><strong>Log-ins</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High frequent users, n (%)</td>
<td>12 (38)</td>
<td>12 (35)</td>
<td></td>
</tr>
<tr>
<td>Moderate users, n (%)</td>
<td>9 (28)</td>
<td>20 (59)</td>
<td></td>
</tr>
<tr>
<td>Low frequent users, n (%)</td>
<td>11 (34)</td>
<td>2 (6)</td>
<td></td>
</tr>
<tr>
<td>#logins (n)</td>
<td>419</td>
<td>505</td>
<td></td>
</tr>
<tr>
<td>#logins, mean (SD)</td>
<td>7.8 (13)</td>
<td>11.5 (16)</td>
<td></td>
</tr>
<tr>
<td><strong>Page views</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#page views (n)</td>
<td>5690</td>
<td>8006</td>
<td></td>
</tr>
<tr>
<td>#mean page views, mean (SD)</td>
<td>105.4 (175)</td>
<td>182 (253)</td>
<td></td>
</tr>
<tr>
<td><strong>Information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#Documents visits (n)</td>
<td></td>
<td>415</td>
<td></td>
</tr>
<tr>
<td>#Web links visits (n)</td>
<td></td>
<td>213</td>
<td></td>
</tr>
<tr>
<td><strong>Patient-professional contact</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#Questions visits (n)</td>
<td></td>
<td>2795</td>
<td></td>
</tr>
<tr>
<td>#Questions input (n)</td>
<td></td>
<td>344</td>
<td></td>
</tr>
<tr>
<td>#Treatment visits (n)</td>
<td></td>
<td>674</td>
<td></td>
</tr>
<tr>
<td>#Treatment input (n)</td>
<td></td>
<td>29</td>
<td></td>
</tr>
<tr>
<td><strong>Peer support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#Forum visits (n)</td>
<td></td>
<td>2838</td>
<td></td>
</tr>
<tr>
<td>#Forum input (n)</td>
<td></td>
<td>147</td>
<td></td>
</tr>
<tr>
<td>#Chat visits (n)</td>
<td></td>
<td>683</td>
<td></td>
</tr>
<tr>
<td>#Chat input (n)</td>
<td></td>
<td>1653</td>
<td></td>
</tr>
</tbody>
</table>

aSD: standard deviation.

Table 4. Distribution of parenting stress index (PSI) scores for the total group.

<table>
<thead>
<tr>
<th>PSIa-scores</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal stress scores</td>
<td>82 (78)</td>
</tr>
<tr>
<td>Elevated stress scores</td>
<td>19 (18)</td>
</tr>
<tr>
<td>High stress scores</td>
<td>4 (4)</td>
</tr>
</tbody>
</table>

aPSI: parenting stress index.

Table 5. Results of the analysis of covariance (ANCOVA) in parenting stress and HbA1c.

<table>
<thead>
<tr>
<th>Efficacy variables</th>
<th>Experimental group</th>
<th>Control group</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T0 Mean (SD)</td>
<td>T1 Mean (SD)</td>
<td>T0 Mean (SD)</td>
</tr>
<tr>
<td>PSIb</td>
<td>48.13 (19.46)</td>
<td>51.35 (22.32)</td>
<td>44.61 (17.60)</td>
</tr>
<tr>
<td>HbA1c</td>
<td>63.74 (12.77)</td>
<td>63.06 (8.98)</td>
<td>62.41 (7.77)</td>
</tr>
</tbody>
</table>

aSD: standard deviation.
bPSI: parenting stress index.
Discussion

Principal Findings

This study investigated the feasibility of conducting a trial and implementing an Internet intervention in a population of parents of children with T1D, in daily clinical practice. It revealed that eHealth has the potential to create a platform for shared, daily disease management between professionals and parents. Sugarsquare seems to attract parents with relatively high stress levels. The participation rate and dropout rate in the RCT were average, compared with other trial studies and results indicated that conducting a trial concerning Sugarsquare was feasible. The implementation of Sugarsquare in clinical practice was partly feasible, given the high practicability in all users, moderate acceptability and demand in parent users, high acceptability and demand in professional users, high level of integration and lack of potential efficacy.

It is interesting to note that parents reporting higher levels of parenting stress were more likely to use Sugarsquare compared with parents reporting lower levels. This is consistent with a recent study by Balkhi and colleagues [26], who reported that parents with higher stress levels more frequently visited diabetes-related online forums than did parents with lower stress levels. As no association between HbA1c and usage was found, it is assumed that general parenting stress is associated with usage and not stress related to medical condition of the child. However, it is quite possible that the parents who did not use Sugarsquare might do so if they have a temporary need for additional support or information, for instance if their child becomes ill, at onset of puberty or if they are planning a trip abroad.

Our enrollment refusal rate (57.5%) and baseline attrition rate (25%) fell within the ranges described in the review by Karlson and Rapoff [29,56], who found the refusal rates in eHealth studies to be ranging from 0% to 75% (mean 37%) and baseline attrition rates ranging from 0% to 35% (mean 4%) [53]. From this perspective, the rates in this study are reasonable. Still, we expected a lower enrollment refusal rate, since the intervention was requested by parents and fitted to their preferences by means of focus group interviews. It could be that the questionnaires, which had to be filled in by the parents on several occasions, discouraged potential participants [54]. It is also possible that, due to the research context, parents perceived this study as an externally driven project, which conflicted with their preference for a center-driven intervention [8] and might have negatively influenced their willingness to cooperate [55]. Our study was further confronted with an average postrandomization attrition rate during follow-up (26% vs 0-54%, mean 20% in Karlson and Rapoff) [34,53]. The eHealth studies are subject to low enrollment and high dropout rates. In order to resolve the issue of low enrollment, Lemmark and colleagues [56] suggested that clarity should be provided about what participants are expected to invest and about the potential added value of the study results for the individual participant, their clinic or care in general. Baxter and colleagues [57] suggested that interaction between researchers and participants is vital for keeping participants committed after they decide to participate.

During the study, possibilities to improve the trial and implementation were identified. First of all, customized instructions for when and how to use Sugarsquare, would have helped them fit Sugarsquare into their daily workflow and encourage parents to use Sugarsquare [58-60]. Also, Sugarsquare was used in a research context and randomization took place on an individual level. As such, only a part of the population in each center participated in this study. This meant that health care professionals had to work using two procedures simultaneously, making their work very complex and intensive and complicating the integration of Sugarsquare in their workflow of everyday [61,62]. The research context also had a negative effect on the amount of interaction on Sugarsquare, since only a relatively small population of parents had access to the platform. Implementation would have been more successful if randomization was conducted on center level, which would have meant that a center would have used Sugarsquare for its entire population or not at all.

Factors that might have contributed to the success of the trial and the implementation were also identified. The teams all appointed a team member dedicated to Sugarsquare, who coordinated local recruitment and implementation, and monitored Sugarsquare usage. This might have supported the teams in integrating the intervention in usual care, since studies in the past reported that this lead to increased awareness in the team for usage of innovative interventions [44,59,62]. Also, the multidisciplinary approach of the Diabetes teams in our study might have contributed to the implementation of Sugarsquare, since literature shows that members of multidisciplinary teams are used to working toward shared, organizational goals, which makes it easier to implement changes into their workflow [58,59].

Sugarsquare has a broad focus and consists of multiple, general, potentially feasible applications. These characteristics fit to the needs of the parents, as expressed in the focus groups [8]. However, because of this broad focus, it is difficult to establish which applications (information, peer contact, contact with staff) contributed to usage and to potential effect. As such, mechanisms of change could not be identified. Future studies could apply multiple study arms to adequately assess the value of single applications, which would increase the number of participants required. [63,64]. Another way of identifying potential working mechanisms and the value of single applications would be to collect qualitative data. This is expected to provide more insight into both and future researchers should consider collecting qualitative data in their study. In this study, we used a generic questionnaire to assess parenting stress, considering its broad use in pediatrics and the lack of a diabetes-specific one. Although generic parenting stress

Table 6. Correlations of parenting stress at baseline and frequency of log-ins and page views.

<table>
<thead>
<tr>
<th>Efficacy variables</th>
<th>#log-ins</th>
<th>#page views</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parenting stress (baseline)</td>
<td>$\rho=.282, P=.03$</td>
<td>$\rho=.304, P=.02$</td>
</tr>
</tbody>
</table>
measures can be helpful for assessing stressors and distress, they might not be sensitive to issues specific to the parents of children with an illness or specific disease-related issues and, as such, failed to properly assess potential change in those domains [65]. Future studies could consider using an instrument designed for parents of a child with T1D or, in case this is lacking, an instrument for parents of pediatric patients, such as the Pediatric Inventory for Parents (PIP) or the recently validated pediatric parenting stress index (PPSI). The direct effect of the small sample size in this study is expected to be limited, since the sensitivity analyses did not show different outcomes compared with the completer analysis. However, indirectly, the limited number of participants in the local centers may have decreased the interaction on the local Sugarsquares and, with that, generalizability of the results. Future studies can avoid this by using randomization on center level.

Sugarsquare can be considered as a promising tool for diabetes teams, virtually extending their diabetes center. It contributes to usual care, because it offers parents and professionals a secured, Web-based platform for parent-health care professional communication, moderated peer support, and tailored disease information. In addition, it especially attracts parents who experience higher parenting stress levels. Given the complications that arose when Sugarsquare was used together with conventional communication tools, it is recommended that Sugarsquare be used as the sole medium for regular communication between parents and diabetes team. Appointing a dedicated Sugarsquare manager and using accurate instructions for the involved professionals are also hypothesized to contribute to the integration of Sugarsquare in care as usual. In order to increase usage by parent users and to improve their acceptance of Sugarsquare in daily care, diabetes teams could continuously add new content to Sugarsquare. This is expected to keep Sugarsquare interesting and to invite parent users to post information as well. It is also important that all team members post information, which shows parent users that Sugarsquare is accepted by the whole team. This might lower the threshold for parent users to use and accept Sugarsquare. This has been found to be workable in 9 centers for diabetes care in the Netherlands, which have implemented Sugarsquare in usual care.

In a recent study on the implementation of an eHealth intervention regarding online assessment of quality of life, it was noticed that successful implementation is affected by many factors acting on different aspects of implementing an intervention [66]. In general, they distinguish between factors on the level of the existing IT-structures (eg, usability, compatibility), organization (eg, support, expectations of management for usage), and the intervention itself (eg, easy to use, technical problems). As attrition rates as well as limited implementation are general challenges in eHealth, future studies should pay more attention to these factors. Another issue in the field of eHealth is that the financial costs of maintenance of interventions have yet to be included in systems for health care costs. The main problem that arises from this issue is the high number of interventions that are not implemented after a trial.

When starting an intervention study, we advise researchers to start with a single center trial for exploration of feasibility and potential efficacy. When feasibility and potential efficacy are demonstrated, a multicenter implementation could be conducted, potentially combined with assessment of efficacy using a historic design.

Conclusions
This study concerned a generic intervention, based on parents’ preferences and needs, serving different aims, especially regarding shared disease management between parents and professionals. Our next step is to further develop the potential of Sugarsquare to serve as a platform for provision of more mechanism-focused interventions, targeted to reduce parenting stress, for instance, by providing online information or online cognitive behavior therapy. More generally, eHealth has possibilities to support monitoring of physical and psychosocial well-being, facilitate peer contact, interaction between patients and health care professionals and exchange of data. Sugarsquare can serve as central portal through which these applications or interventions can be accessed.
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Abstract

Background: Physical activity (PA) is beneficial in improving negative physical and psychological effects of cancer. The rapidly increasing number of cancer survivors, resulting from aging and improved cancer care, emphasizes the importance to develop and provide low cost, easy accessible PA programs. Such programs could be provided through the Internet, but that could result in the exclusion of cancer survivors not familiar with the Internet. Therefore, we developed a computer-tailored PA intervention for prostate and colorectal cancer survivors in which both Web-based and print materials are provided, and participants can choose their own preferred delivery mode.

Objective: The aim of this study was to assess participants’ characteristics related to delivery mode and use of intervention materials.

Methods: We studied characteristics of participants using Web-based and printed intervention materials in a randomized controlled trial (RCT). Prostate and colorectal cancer survivors recruited from hospitals were randomized to OncoActive (computer-tailored PA intervention) or a usual-care control group. OncoActive participants received both Web-based and printed materials. Participants were classified into initial print- or Web-based participants based on their preferred mode of completion of the first questionnaire, which was needed for the computer-tailored PA advice. Intervention material use during the remainder of the intervention was compared for initial print- or Web-based participants. Additionally, participants were classified into those using only print materials and those using Web-based materials. Differences in participant characteristics and intervention material use were studied through analysis of variance (ANOVAs), chi-square tests, and logistic regressions.

Results: The majority of the participants in the intervention group were classified as initial Web-based participants (170/249, 68.3%), and 84.9% (191/249) used Web-based intervention materials. Dropout was low (15/249, 6.0%) and differed between initial Web-based (4/170, 2.4%) and print-based (11/79, 14%) participants. Participants were less likely to start Web-based with higher age (odds ratio [OR]=0.93), longer time since last treatment (OR=0.87), and higher fatigue (OR=0.96), and more likely with higher education (OR=4.08) and having completed treatments (OR=5.58). Those who were older (OR=0.93) and post treatment for a longer time (OR=0.86) were less likely to use Web-based intervention materials. Initial print-based participants predominantly used print-based materials, whereas initial Web-based participants used both print- and Web-based materials.

Conclusions: To our knowledge, this is one of the first studies that assessed participant characteristics related to delivery mode in an intervention in which participants had a free choice of delivery modes. Use of print-based materials among the initial Web-based participants was substantial, indicating the importance of print-based materials. According to our findings, it may be important to offer Web- and print-based materials alongside each other. Providing Web-based materials only may exclude older, less educated, more fatigued, or currently treated participants; these groups are especially more vulnerable and could benefit most from PA interventions.
Cancer and cancer treatment coincide with short- and long-term effects on both physical and mental health, eventually decreasing quality of life of cancer patients and survivors (CPS) [1-6]. A healthy lifestyle, and especially physical activity (PA), is known to be beneficial for cancer survivors in improving treatment-related side effects and thereby health-related quality of life (HRQoL) [7-10]. Additionally, PA is a preventive factor for the development of other chronic diseases and comorbidities for which cancer survivors are at risk (eg, obesity, coronary heart disease, and diabetes), as well as for secondary or new cancer or cancer recurrence [10-15]. Therefore, effective PA programs for CPS are of major importance, especially since studies regarding supportive care needs have shown that CPS themselves express a substantial need for healthy lifestyle information and programs including PA [16-18].

In light of the rapidly growing population living with or after cancer, because of advances in early detection and treatment [19,20], there is a clear need for easily accessible and affordable programs aimed at self-management. Web-based interventions may be a cost-effective method since they have a large potential reach for low cost and have proven to be effective in increasing PA in both healthy and diseased populations [21-24]. A frequently used and proven effective method for Web-based interventions is computer-tailoring [23-26] where participants receive personalized feedback generated automatically using computer-based data-driven decision rules and data collected from questionnaires (eg, individual characteristics, beliefs, and behavior) [27].

With rapid increases in Internet access in recent years, preconditions for the use of Web-based interventions have improved substantially. In 2016, 94% of the Dutch population had Internet access and electronic health (eHealth) applications were increasingly used, especially by adults aged over 65 years and adults with a chronic disease [28,29]. Therefore, with a median age of 65 years at diagnosis [30], the use of eHealth for CPS seems promising. However, Internet access decreases substantially from the age of 75 years (60% compared with 90% among those aged 65-75 years in 2016), and frequency of Internet use is also substantially lower with increasing age [29]. eHealth literacy, that is, the ability to seek, find, understand, and appraise health information from electronic resources and apply that knowledge to solving a health problem or making a health-related decision [31], is important for eHealth interventions to be successful. Studies showed that older age and lower socioeconomic status (SES) are related to lower eHealth literacy [32] and that older adults may lack skills and knowledge for the use of eHealth interventions [33]. Interventions that are only provided through the Internet may therefore be less useful in a population of CPS (who are generally older aged) and may even exclude the elderly or those of lower SES from its benefits.

Alternatively, computer-tailored interventions can be delivered both through the Internet and in print. A Web-based version and a print-based version were offered alongside each other in the OncoActive intervention, a computer-tailored PA program to stimulate and maintain PA in prostate and colorectal CPS. As a result, CPS could choose their preferred delivery mode: every participant received log-in details for the OncoActive website to fill out the assessment questionnaire, as well as an additional (identical) paper-and-pencil version. After completion of the questionnaire of their own choice, participants received their tailored advice both Web-based and by normal mail, enabling them to use either one or both. Providing the ability to use the preferred method for accessing intervention materials can increase intervention reach and adherence and may eventually result in larger behavior change effects in the target population. Therefore, it is important to determine which participant characteristics (eg, demographics, disease related-factors, and health-related factors) are associated with the preference for a certain delivery mode and with the use of intervention materials. As providing the printed delivery mode alongside the Web-based intervention is associated with higher costs, it is also important to gain insight into the actual use of these materials.

Research relating participant characteristics to delivery mode preference is scarce. To our knowledge, there is only one study in which participants from a general adult population could freely choose between print-based and Web-based intervention materials. Factors associated with choosing printed materials were being older, less educated, and of poorer health status [34]. Another study examining participant characteristics of adults aged over 50 years cluster-randomized to either a print- or Web-based PA intervention found that there was a higher percentage of males in the Web-based intervention and that participants in the Web-based intervention were younger, had a higher body mass index (BMI), and a lower intention to be physically active [35]. A study from Short et al [36] regarding PA intervention preferences of the general adult population (comparing face-to-face, group-, print-, and Web-based delivery mode) revealed that factors positively associated with preference for a Web-based intervention were being middle aged, living in a rural area, and high Internet use. Web-based preference was negatively associated with female gender, obesity, and high PA participation. Preference for a print-based intervention was positively associated with older age and negatively associated with female gender and obesity [36]. A positive attitude toward eHealth interventions in a population of cancer survivors was associated with lower age, higher income, higher quality of life, having completed cancer treatment, and having prostate cancer [16].
The aim of this study was to provide insight into the characteristics of participants who initially chose to participate Web-based versus those who initially chose to participate in the print-delivered intervention. As participants could use both Web-based and printed materials or a combination after the initial choice, we also examined intervention material use and participant characteristics related to this. On the basis of findings in previous studies, we expected that age and education would be important predictors of initial Web-based participation and using Web-based intervention materials. Analyses with regard to PA and disease-related factors were exploratory.

Information regarding participant characteristics related to the initial choice for a delivery mode and the delivery mode and material use during the complete intervention would aid further implementation, as it could provide insight into the feasibility of using Web-based interventions in a population of CPS, which often is elderly. This information could also help future researchers to choose the appropriate delivery mode for their audience and provide insight in which persons may be hard to reach when providing only a Web-based intervention.

Methods

Study Design

This study is part of a randomized controlled trial (RCT) in which participants were randomized to either the OncoActive intervention group or a usual-care waiting-list control group to assess the effectiveness. Since this study only examines the intervention delivery mode, control group participants were excluded from the analyses. The RCT was approved by the Medical Ethics Committee of the Zuyderland hospital (NL47678.096.14) and is registered in the Dutch Trial Register (NTR4296). All participants provided written informed consent.

Participants

CPS (≥18 years) diagnosed with colorectal or prostate cancer could participate in the trial if they were undergoing treatment with a curative intent or if they successfully completed primary treatment (surgery, chemotherapy, or radiation) up to 1 year ago. There was no restriction for patients currently undergoing hormonal therapy. By selecting only two cancer types, we could better fine-tune the intervention to the specific needs and capabilities in relation to cancer type. Prostate cancer and colorectal cancer were selected because they are among the most common cancer types in the Netherlands. Furthermore, survival rates are good, indicating a large population possibly benefiting from a PA intervention [30,37].

Participants should have had surgery at least 6 weeks before the start of the study. Those suffering from severe medical, psychiatric, or cognitive illnesses (eg, Alzheimer disease and mobility limitations) that could interfere with participation in a PA program were not invited to participate. Proficient Dutch reading and speaking skills were required for completing questionnaires and reading the tailored advice. Lack of Internet access and Internet skills were not a reason for exclusion.

Procedure

Prostate and colorectal CPS were recruited from the urology or oncology departments of 17 hospitals in 2015 and 2016. Eligible CPS were identified by hospital staff, verbally informed (either in person or by telephone) about the study, and invited to participate. Written information was handed over or sent by mail if the patient agreed to receive an information package. Additionally, CPS were recruited via other channels (eg, calls in local newspapers, on relevant websites, discussion groups, and flyers in hospitals). Participants responding to these messages were informed by the researchers and were also sent an information package by mail.

The information package included a letter with information, a time schedule, an informed consent form, and a prepaid return envelope. If there was no response to the initial information package, 3 weeks later one postal reminder was sent. CPS who agreed to participate were randomized into either the intervention group or the control group. Subsequently, all participants wore an accelerometer (ActiGraph GT3X-BT, ActiGraph, Pensacola, FL) to objectively assess PA. Immediately after wearing the accelerometer for 7 days, every participant received an email with log-in details for the OncoActive website together with an invitation to fill out the Web-based questionnaire and an identical paper-and-pencil version of the questionnaire by normal mail, enabling them to fill out the version of their preference. After completing this baseline questionnaire (T0), the intervention group received the OncoActive intervention that is outlined below. Both groups had to fill out follow-up questionnaires at three time points: 3 (T1), 6 (T2), and 12 (T3) months after baseline. At each time point, participants could choose whether to fill out the Web-based questionnaire or the paper-based questionnaire. The T1 questionnaire was used to provide ipsative feedback in the form of tailored advice (see below). The questionnaires at 6 and 12 months were administered for efficacy and process evaluation purposes and were thus not considered part of the intervention. The T3 questionnaire is not part of this study.

The OncoActive Intervention

The OncoActive intervention is a computer-tailored intervention aimed at awareness, initiation, and maintenance of PA behavior in prostate and colorectal CPS. The intervention was based on a proven effective evidence-based intervention to stimulate PA in adults over 50 years [38,39] and adapted for prostate and colorectal CPS using the intervention mapping protocol [40].

Participants in the intervention group received tailored PA advice at three time points. The content of the first and second tailored advice was based on information gathered with the baseline questionnaire. Both the baseline questionnaire (T0) and the second questionnaire (T1) provided input for the third tailored advice and allowed for the provision of ipsative feedback. The content of the advice is based on behavior change theories and targets premotivational constructs (eg, awareness and knowledge), motivational constructs (eg, self-efficacy, attitude, and intrinsic motivation), and postmotivational constructs (eg, goal setting, action and coping planning, and self-regulation) [40-42]. In addition to the tailored advice, every participant received a pedometer and access to interactive content on the website (eg,
role model videos, home exercise instruction videos, a module for goal setting using a pedometer, the option to consult a physical therapist, and additional information). A more detailed description of the intervention content can be found elsewhere [40], and some screenshots can be found in Multimedia Appendix 1.

As previously mentioned, every participant received the first questionnaire Web-based and on paper. After completion of the questionnaire of their own choice, participants received their tailored advice. If the questionnaire was completed on the website, advice was immediately available on the website, and participants were made aware that they would receive a printed version of their advice within 3 days. If participants completed the paper-and-pencil questionnaire, the advice text was available (Web-based and print-based) within 2 weeks after receiving the questionnaire, after uploading participant data by research staff. Participants were emailed (if they provided their email address) that their advice was available on the website and that they would receive a printed version of the advice within 3 days. The tailored text was exactly the same for both modalities, but the Web-based version contained more interactive content (eg, videos). All participants were made aware that they could find additional interactive content on the website. The tailored advice was displayed on a distinct section of the website.

For the second provision of advice (2 months after the start), participants received an email to notify them that their advice was available on the website and that they would receive a printed version within a few days. For the third provision of advice (within 2 weeks of completing the T1 questionnaire), participants again received 2 versions (Web and print) of a questionnaire, with a procedure similar to the first advice.

**Measurements**

Several demographic variables, cancer-related characteristics, PA behavior, PA determinants, and health-related outcomes were measured in the baseline questionnaire of the RCT [40]. For this study, we used the following demographic variables: age, gender, height, weight, highest educational level, and household income. Educational level was categorized into low (ie, primary, basic vocational, or lower general school), moderate (ie, medium vocational school, higher general secondary education, and preparatory academic education), or high (ie, higher vocational school or university level) according to the Dutch educational system. Height and weight were used to calculate BMI (ie, weight in kilograms divided by height in meters squared). Participants were classified as being overweight (BMI >24.9 kg/m²) or not. Cancer-related characteristics included type of cancer, which was either prostate or colorectal cancer (ie, medium vocational school, higher general secondary education, and preparatory academic education), or high (ie, higher vocational school or university level) according to the Dutch educational system. Height and weight were used to calculate BMI (ie, weight in kilograms divided by height in meters squared). Participants were classified as being overweight (BMI >24.9 kg/m²) or not. Cancer-related characteristics included type of cancer, which was either prostate or colorectal cancer.

**Statistical Analysis**

**Dropout Analysis**

Multiple logistic regression was performed to determine whether participants’ characteristics were predictors of dropout during the intervention (ie, at the 3-month follow-up questionnaire). Choice for the initial delivery mode was added as a variable to identify if one of the groups was more likely to drop out of the intervention. All predictors were forced into the model simultaneously (method Enter in Statistical Package for the Social Sciences [SPSS]).

**Initial Choice Intervention Delivery Mode**

For the analysis regarding the choice of the initial intervention delivery mode, we analyzed data from all participants who completed the baseline questionnaire. Classification into groups for the initial preferred intervention delivery mode was based on the way participants chose to complete the baseline and vigorous PA. The SQUASH questionnaire has shown to have reasonable reliability (ρ=.58) and validity against an accelerometer (ρ=.45) [43].

Additionally, objective PA was measured using the ActiGraph GT3X-BT. Participants wore the accelerometer on an elastic belt on their right hip for 7 days. Data were downloaded and analyzed using ActiLife software (ActiGraph, Pensacola, FL). Measurements were considered valid if there were at least 3 days with at least 10 hours of wear time [45-47]. Nonwear periods were excluded from the analyses and were identified according to Choi et al [48]: intervals of at least 90 consecutive minutes of zero counts with allowance of a maximum of 2 min of nonzero counts during a nonwear interval. MVPA was calculated using Freedson-VM cut-off points based on 60 s epochs [49].

Intention to be sufficiently physically active was assessed using a scale of three items (alpha=.91) on a 10-point scale (eg, “To what extent do you intend to be sufficiently physically active?”) [35,39]. The score of the three items was averaged, resulting in a total score ranging from 1 to 10, with a high score indicating a high intention to be physically active.

HRQoL was measured using the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire-C30 (EORTC QLC-C30) [50]. The questionnaire comprises several scales, with the global health status scale providing an overview of general quality of life. Global health status was measured with two items (alpha=.85) on a 7-point scale. Scores were converted to scores ranging from 0 to 100, with a high score indicating a high HRQoL.

Fatigue was assessed using the Checklist Individual Strength (CIS) [51]. The subjective fatigue subscale assesses the experience of fatigue of participants. The eight items (alpha=.89) of the subscale are scored on a scale from 1 to 7, resulting in a total score in the range of 8 to 56.

Intervention material use was assessed with two questions per advice specifically aimed at the tailored advice: “Did you read your advice on paper?” and “Did you read your advice on the website?”; participants could identify whether they read the advice “completely,” “partly,” or “not.”
questionnaire. In the accompanying information letter, participants were informed that they would immediately receive their first PA advice on the website if they completed the baseline questionnaire (used for the tailored advice) through the Internet. Participants completing the first questionnaire on the website were therefore classified as “initial Web-based participants,” and participants completing the first questionnaire on paper were classified as “initial print-based participants.”

Descriptive statistics on demographic factors (ie, age, sex, educational level, and household income), cancer-related factors (ie, type of cancer, treatment phase, and time since last treatment), PA-related factors (ie, self-reported and objective PA behavior and intention to be physically active), and health-related factors (ie, BMI, HRQoL, and fatigue) were calculated for the complete intervention group and split for “initial Web-based participants” and “initial print-based participants.”

Univariate one-way analysis of variance (ANOVA) and chi-square tests were used to determine significant differences between both groups. Multiple logistic regression (Enter method) was performed to determine differences in participant characteristics for initial intervention delivery mode choice.

Both educational level and household income are regarded as indicators of SES. We decided to include only educational level in the logistic regression as a previous study showed that compared with household income, education was more consistently predictive of eHealth use [52].

Linking Delivery Preference to Intervention Use

Use of the different tailored advice texts was assessed with self-report questions. Chi-square tests were performed to determine differences between the “initial Web-based participants” and the “initial print-based participants” with regard to the use of tailored advice. Additionally, differences regarding mode of completion of the second questionnaire (T1), which was part of the intervention, were assessed.

Continued Intervention Use Delivery Mode

On the basis of self-report regarding the use of the three sets of advice, participants were classified as “exclusively print-based participants,” “participants who used both Web-based and print-based materials,” and “exclusively Web-based participants.” As there were only 2 participants classified as “exclusively Web-based participants,” we chose to dichotomize this classification into “exclusively print-based participants” and “participants using Web-based materials.”

Multiple logistic regression (Enter method) was performed to determine differences in participant characteristics between both groups.

All analyses were performed using SPSS version 22 (IBM Corp., Armonk, NY). To check for the influence of uneven groups in the multivariate logistic regression analyses, nonparametric bootstrapping with 5000 replications was applied.

Results

Dropout Analysis

Within the intervention group, 232 participants out of the 249 enrolled at baseline completed the second questionnaire and received their final advice. Two participants who did not complete the second questionnaire missed just one questionnaire, whereas 15 participants opted out of the study, resulting in a dropout rate of 6.0%. Although dropout was limited, logistic regression analyses revealed that initial print-based participants were more likely to drop out (odds ratio [OR] 4.32, 95% CI 1.15–16.25). Among the initial Web-based participants, the dropout rate was 2.4% (4/170), and among the initial print-based participants, the dropout rate was 14% (11/79).

Participant Characteristics and Initial Choice Intervention Delivery Mode

In total, 510 prostate and colorectal CPS provided informed consent and were randomized into the intervention or the control group. For this study, we only used the data from the intervention condition, as this study aims to identify individual predictors of intervention delivery mode. In total, 249 participants were randomized into the intervention condition (Figure 1). Baseline characteristics for the complete intervention group are shown in Table 1.

The majority of the participants in the intervention group (n=249) were classified as initial Web-based participants (170/249, 68.3%). Significant differences between the initial Web-based participants and the initial print-based participants were found. Initial Web-based participants were significantly younger (P<.001) and higher educated (P=.002). Furthermore, initial Web-based participants had a higher income (P=.003), were more often post cancer treatment (P=.046), and were less fatigued (P=.04) (see Table 1).
Figure 1. Flow diagram of the study. Note: the control condition was not included in this study.
Table 1. Baseline participant characteristics of the total intervention group and split for the initial Web-based participants and the initial print-based participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total intervention (n=249)</th>
<th>Initial Web-based participants (n=170)</th>
<th>Initial print-based participants (n=79)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>66.38 (8.22)</td>
<td>65.08 (7.84)</td>
<td>69.18 (8.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>Male</td>
<td>212 (85.1)</td>
<td>147 (86.5)</td>
<td>65 (82)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>37 (14.9)</td>
<td>23 (13.5)</td>
<td>14 (18)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>Low</td>
<td>109 (44.0)</td>
<td>64 (37.6)</td>
<td>45 (58)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>70 (28.2)</td>
<td>49 (28.8)</td>
<td>21 (27)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>69 (27.8)</td>
<td>57 (33.5)</td>
<td>12 (15)</td>
<td></td>
</tr>
<tr>
<td>Household income, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Low</td>
<td>25 (12.8)</td>
<td>12 (8.1)</td>
<td>13 (23)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>79 (38.5)</td>
<td>56 (37.6)</td>
<td>23 (41)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>101 (49.3)</td>
<td>81 (54.4)</td>
<td>20 (36)</td>
<td></td>
</tr>
<tr>
<td>Cancer-related factors</td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Type of cancer, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prostate</td>
<td>149 (59.8)</td>
<td>108 (63.5)</td>
<td>41 (52)</td>
<td></td>
</tr>
<tr>
<td>Colorectal</td>
<td>100 (40.2)</td>
<td>62 (36.5)</td>
<td>38 (48)</td>
<td></td>
</tr>
<tr>
<td>Treatment phase, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.046</td>
</tr>
<tr>
<td>During treatment</td>
<td>19 (7.6)</td>
<td>9 (5.3)</td>
<td>10 (13)</td>
<td></td>
</tr>
<tr>
<td>After treatment</td>
<td>230 (92.4)</td>
<td>161 (94.7)</td>
<td>69 (87)</td>
<td></td>
</tr>
<tr>
<td>Time since last treatment in months, mean (SD)</td>
<td>5.64 (3.84)</td>
<td>5.42 (3.65)</td>
<td>6.13 (4.22)</td>
<td>.18</td>
</tr>
<tr>
<td>PA-related factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MVPA$^{c}$-SQUASH$^{d}$, mean (SD)</td>
<td>798 (721)</td>
<td>831 (765)</td>
<td>727 (617)</td>
<td>.29</td>
</tr>
<tr>
<td>MVPA ActiGraph, mean (SD)</td>
<td>270 (211)</td>
<td>280 (199)</td>
<td>249 (233)</td>
<td>.30</td>
</tr>
<tr>
<td>PA intention, mean (SD)</td>
<td>7.61 (1.35)</td>
<td>7.71 (1.26)</td>
<td>7.38 (1.52)</td>
<td>.07</td>
</tr>
<tr>
<td>Health-related factors</td>
<td></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>BMI$^{e}$ category, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight</td>
<td>89 (36.2)</td>
<td>59 (34.7)</td>
<td>30 (40)</td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td>157 (63.8)</td>
<td>111 (65.3)</td>
<td>46 (60)</td>
<td></td>
</tr>
<tr>
<td>General HRQoL$^{f}$, mean (SD)</td>
<td>80.01 (16.81)</td>
<td>80.34 (16.53)</td>
<td>79.28 (17.51)</td>
<td>.65</td>
</tr>
<tr>
<td>Fatigue, mean (SD)</td>
<td>24.01 (11.58)</td>
<td>23.04 (11.22)</td>
<td>26.48 (12.18)</td>
<td>.04</td>
</tr>
</tbody>
</table>

$^{a}$SD: standard deviation.

$^{b}$PA: physical activity.

$^{c}$MVPA: moderate to vigorous physical activity.

$^{d}$SQUASH: Short Questionnaire to Assess Health Enhancing Physical Activity.

$^{e}$BMI: body mass index.

$^{f}$HRQoL: health-related quality of life.
Table 2. Logistic regression to study relation between participant characteristics and the initial choice to participate Web-based (Nagelkerke $R^2=.25$). Initial Web-based participation coded as 1. Additional nonparametric bootstrap analysis led to similar results.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.93 (0.89-0.98)</td>
<td>.005</td>
</tr>
<tr>
<td>Gender (male=Ref)</td>
<td>1.62 (0.52-5.03)</td>
<td>.40</td>
</tr>
<tr>
<td><strong>Education (low=Ref)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.95 (0.42-2.15)</td>
<td>.90</td>
</tr>
<tr>
<td>High</td>
<td>4.08 (1.58-10.56)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Cancer-related factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of cancer (prostate=Ref)</td>
<td>0.55 (0.26-1.18)</td>
<td>.13</td>
</tr>
<tr>
<td>Treatment phase (during treatment=Ref)</td>
<td>5.58 (1.36-22.82)</td>
<td>.02</td>
</tr>
<tr>
<td>Time since last treatment (months)</td>
<td>0.87 (0.79-0.96)</td>
<td>.007</td>
</tr>
<tr>
<td><strong>PA</strong>a-related factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA intention</td>
<td>1.08 (0.80-1.44)</td>
<td>.62</td>
</tr>
<tr>
<td>MVPAb ActiGraph</td>
<td>0.99 (1.0-1.0)</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Health-related factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMIc (normal weight=Ref)</td>
<td>1.48 (0.73-3.03)</td>
<td>.28</td>
</tr>
<tr>
<td>General HRQoL.<strong>d</strong></td>
<td>1.00 (0.97-1.03)</td>
<td>.99</td>
</tr>
<tr>
<td>Fatigue</td>
<td>0.96 (0.93-1.00)</td>
<td>.04</td>
</tr>
</tbody>
</table>

aPA: physical activity.
bMVPA: moderate to vigorous physical activity.
cBMI: body mass index.
dHRQoL: health-related quality of life.

Multiple logistic regression (see Table 2) revealed that participants were less likely to initially start Web-based with higher age (OR=0.93, 95% CI 0.89-0.98), longer time since last treatment (OR=0.87, 95% CI 0.79-0.96), and higher levels of fatigue (OR=0.96, 95% CI 0.93-1.0). Although time since last treatment is negatively associated with initially participating Web-based, participants who had completed cancer treatment were more likely to participate Web-based than those who were still under active treatment (OR=5.58, 95% CI 1.36-22.82). Furthermore, those with a high level of education were more likely to initially participate Web-based compared with those with a low level of education (OR=4.08, 95% CI 1.58-10.56).

**Linking Delivery Preference to Intervention Use**

When examining intervention material use in relation to the initial choice for delivery mode (see Table 3), it can be noticed that a significantly higher percentage of initial print-based participants did not read (all three) Web-based advice (advice 1 and 2: $P<.001$; advice 3: $P=.005$). Furthermore, initial print-based participants were very consistent in their intervention material use throughout the intervention: 95% to 98% (partly) read the print-based advice and 56% to 62% did not read the Web-based advice (see Table 3). Web-based participants were more variable in the way they read their advice: completeness per advice decreases from the first advice to the final advice, with the final print-based advice being read significantly less completely ($P<.001$) by initial Web-based participants compared with initial print-based participants. Additional analyses showed that intervention completeness considering both versions of the advice was not lower for the initial Web-based participants. Percentages of participants reporting not having read any advice completely ranged from 0.9% (2/223) to 5.8% (13/225) per advice with no statistical differences between both groups.

With regard to completion of the second questionnaire (T1), it was noticed that the majority chose the same delivery mode for this questionnaire: 89.0% (146/164) of the initial Web-based participants completed the questionnaire on the website, and 86.8% (59/68) of the initial print-based participants completed the questionnaire on paper.
Table 3. Intervention material use and completeness compared for initial Web-based (n=170) and print-based (n=79) participants.

<table>
<thead>
<tr>
<th>Reading of computer-tailored advice</th>
<th>Initial Web-based participants</th>
<th>Initial print-based participants</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td><strong>Advice 1 Print-based</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely</td>
<td>118</td>
<td>72.0</td>
<td>51</td>
</tr>
<tr>
<td>Partly</td>
<td>38</td>
<td>23.2</td>
<td>12</td>
</tr>
<tr>
<td>Not</td>
<td>8</td>
<td>4.9</td>
<td>1</td>
</tr>
<tr>
<td><strong>Advice 1 Web-based</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely</td>
<td>96</td>
<td>58.9</td>
<td>12</td>
</tr>
<tr>
<td>Partly</td>
<td>44</td>
<td>27.0</td>
<td>10</td>
</tr>
<tr>
<td>Not</td>
<td>23</td>
<td>14.1</td>
<td>31</td>
</tr>
<tr>
<td><strong>Advice 2 Print-based</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely</td>
<td>102</td>
<td>62.2</td>
<td>50</td>
</tr>
<tr>
<td>Partly</td>
<td>39</td>
<td>23.8</td>
<td>12</td>
</tr>
<tr>
<td>Not</td>
<td>23</td>
<td>14.0</td>
<td>3</td>
</tr>
<tr>
<td><strong>Advice 2 Web-based</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely</td>
<td>83</td>
<td>51.2</td>
<td>11</td>
</tr>
<tr>
<td>Partly</td>
<td>40</td>
<td>24.7</td>
<td>9</td>
</tr>
<tr>
<td>Not</td>
<td>39</td>
<td>24.1</td>
<td>32</td>
</tr>
<tr>
<td><strong>Advice 3 Print-based</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely</td>
<td>74</td>
<td>48.1</td>
<td>47</td>
</tr>
<tr>
<td>Partly</td>
<td>58</td>
<td>37.7</td>
<td>10</td>
</tr>
<tr>
<td>Not</td>
<td>22</td>
<td>14.3</td>
<td>3</td>
</tr>
<tr>
<td><strong>Advice 3 Web-based</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely</td>
<td>65</td>
<td>42.2</td>
<td>12</td>
</tr>
<tr>
<td>Partly</td>
<td>42</td>
<td>27.3</td>
<td>10</td>
</tr>
<tr>
<td>Not</td>
<td>47</td>
<td>30.5</td>
<td>28</td>
</tr>
</tbody>
</table>
Table 4. Logistic regression to study relation between participant characteristics and the continued use of Web-based intervention materials (Nagelkerke $R^2 = .21$). Use of Web-based materials coded as 1. Additional nonparametric bootstrap analysis led to similar results.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.93 (0.86-1.0)</td>
<td>.04</td>
</tr>
<tr>
<td>Gender (male=Ref)</td>
<td>0.82 (0.18-3.63)</td>
<td>.79</td>
</tr>
<tr>
<td><strong>Education (low=Ref)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>1.22 (0.39-3.79)</td>
<td>.73</td>
</tr>
<tr>
<td>High</td>
<td>3.52 (0.98-12.61)</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Cancer-related factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of cancer (prostate = Ref)</td>
<td>0.98 (0.33-2.87)</td>
<td>.96</td>
</tr>
<tr>
<td>Treatment phase (during treatment = Ref)</td>
<td>0.99 (0.08-12.77)</td>
<td>.99</td>
</tr>
<tr>
<td>Time since last treatment (months)</td>
<td>0.86 (0.75-0.98)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>PA$^a$-related factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA intention</td>
<td>1.13 (0.78-1.65)</td>
<td>.51</td>
</tr>
<tr>
<td>MVPA$^b$ ActiGraph</td>
<td>1.00 (1.0-1.0)</td>
<td>.53</td>
</tr>
<tr>
<td><strong>Health-related factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI$^c$ (normal weight=Ref)</td>
<td>2.34 (0.92-5.95)</td>
<td>.08</td>
</tr>
<tr>
<td>General HRQoL$^d$</td>
<td>1.00 (0.97-1.04)</td>
<td>.76</td>
</tr>
<tr>
<td>Fatigue</td>
<td>0.98 (0.93-1.03)</td>
<td>.43</td>
</tr>
</tbody>
</table>

$^a$PA: physical activity.
$^b$MVPA: moderate to vigorous physical activity.
$^c$BMI: body mass index.
$^d$HRQoL: health-related quality of life.

### Continued Intervention Use Delivery Mode

With regard to the selected delivery mode for using the intervention materials, we noticed that the majority (191/225; 84.9%) used Web-based most often in combination with print-based materials (see Figure 1). Results of the logistic regression identifying participant characteristics concerning the delivery mode for the use of intervention materials (print-only vs using Web-based materials; see Table 4) were similar to the results for initial choice of delivery mode for age (OR=0.93, 95% CI 0.86-1.00) and time since last treatment (OR=0.86, 95% CI 0.75-0.98). Highly educated participants were not significantly more likely to use Web-based intervention materials than less educated participants, but the OR (3.52) and its 95% CI (0.98-12.61) indicate that educational level may still be an important predictor. Fatigue and treatment phase were not identified as predictors for using Web-based materials (or a combination) instead of using only print-based materials.

### Discussion

This study was aimed at investigating participant characteristics in relation to initial choice of intervention delivery mode in a population of prostate and colorectal CPS. Additionally, intervention material use and participant characteristics in relation to intervention delivery mode were examined. Analyses provide insight into the feasibility of Web-based interventions in an older population of cancer patients and thereby aid further implementation of the intervention.

### Participant Characteristics and Delivery Mode

Age and education level were two participant characteristics which were consistently related to intervention delivery mode both for initial choice and follow-up delivery mode (ie, Web-based vs print-based). Higher age was associated with a lower likelihood of using Web-based intervention materials. A lower educational level, although not significant in all analyses, was also associated with lower Web-based participation. This corresponds with our expectations. Previous studies also revealed that eHealth literacy is lower for older adults and those with lower education [33,53]. Kontos et al [52] found younger age and higher education to be predictors for searching health information through the Internet and using websites for diet, weight, and PA. In addition, participants in an adult population selecting print-based materials were older and had a lower level of education than those selecting Web-based materials [34]. This finding may imply that when implementing Web-based interventions in a population of prostate and colorectal CPS, but probably also in a general older population (ie, 61% of colorectal and 64% of prostate cancer patients is aged over 70 years at the time of diagnosis [30]), those who are older and those with a lower level of education may not be reached. Statistics in the Netherlands showed that Internet access and...
frequency of Internet use decrease substantially from the age of 75 years and are also lower among those with a lower educational level [29]. Thus, besides lower Internet access, older and less educated participants may also have lower Internet experience and self-efficacy. As a result, they may choose to use the print-based materials, requiring less effort in comparison with the Web-based materials. This is acknowledged through the unified theory of acceptance and use of technology (UTAUT) by Venkatesh. This theory states that use of technology is influenced by (among others) facilitating conditions and performance and effort expectancy, which are moderated by age and experience [54]. Additionally, a study among colorectal CPS revealed that older patients do perceive Web-based health information tools as highly useful and indicate a willingness to use such tools but are not always able to use them optimally [55]. It may be recommended to provide both Web-based and print-based materials, especially among those aged over 75 years, to prevent exclusion of a vulnerable group of older or less educated participants and to have the most optimal use of the intervention.

Besides age and education, time since treatment was also consistently related to participating in the Web-based intervention. CPS who finished their treatment longer ago were less likely to participate through the Internet. CPS who received their most recent treatment longer ago are probably already further in their recovery process, may perceive less need for PA advice and may be less committed to becoming physically active. As a result, they probably chose the delivery mode for which they needed the least effort. Using print-based materials may be perceived as easier, as all materials are delivered at home and can be completed at any time. Although accessing Web-based materials was made as easy as possible (eg, emails linked participants to the website without log-in), for Web-based participation, it is still necessary to start up a computer or tablet and go on the Web before being able to complete questionnaires [56]. Our results suggest that it may be important to provide print-based materials to also include those who completed their treatment longer ago. However, no other studies considered time since treatment, and therefore, additional research is necessary to explore the role of time since treatment.

Having finished treatment and lower levels of fatigue predicted the initial choice to participate Web-based but did not predict the use of Web-based intervention materials. Possibly, participants’ Internet frequency decreases during treatments and while feeling fatigued. Going on the Web to start the intervention may be perceived as more effortful and may explain the initial choice to participate in the print-based intervention. During the course of the intervention, treatments may be finished and fatigue may decrease. As a result, CPS may decide to visit the Web-based content of the intervention during continued use. It may be important to provide both delivery modes at invitation for those who are still undergoing treatment or suffering from fatigue, a group that may benefit most from the intervention. Future research needs to confirm these findings.

In this study, gender was not predictive for intervention delivery mode. The precise role of gender differences regarding Internet access, eHealth use, and delivery mode has been ambiguous: whereas some studies found a link with gender [35,36,52], others did not find differences between males and females [32,34,57,58]. Additionally, it should be noted that there was only a small portion of women in this study, as a result of part of the intended target population being prostate CPS, which may have influenced the power to detect differences. Future research should provide more insight regarding the influence of gender on delivery mode.

It is also interesting that PA behavior and intention to be physically active are not related to intervention delivery mode preference. PA behavior has proven to be a predictor of delivery mode preference according to studies examining self-reported intervention modality preference. Studies in the general population and in a cancer population found that those with lower PA levels may have a preference for Web-based or computer-based interventions [36,57]. Others argued that those with a risk behavior (eg, low PA behavior) may prefer the instant availability and interactivity of Web-based materials [34]. However, both in this study as well as in the study of Greaney et al [34], the actual choice of delivery mode was not predicted by PA behavior. Possibly, reporting a certain preference is different from the actual choice. Therefore, additional research is necessary to examine the role of health behavior in intervention delivery mode.

**Intervention Material Use**

It is promising that in an older population (ie, mean age of 66 years), approximately two-thirds of the participants initially chose to participate through the Internet and that even a larger proportion (ie, almost 85%, 191/225) used the Web-based intervention content. This indicates that for a large part of our population, going on the Web was not a barrier.

Since the Web-based content of the OncoActive intervention could be accessed using a computer or tablet, participants were able to visit the website in the manner they were most familiar with (eg, computer or tablet). Providing OncoActive through different platforms may have increased the usage of the Web-based intervention materials [59].

We also examined whether intervention material use differed between initial print-based participants and initial Web-based participants. The majority of initial print-based participants predominantly used the print-based tailored advice. Significantly less participants in this group used the Web-based advice (ie, 38%-44%, Table 3), compared with the initial Web-based participants (ie, 69.5%-85.9%, Table 3). Additionally, the majority (ie, 87%, 59/68) of the initial print-based participants also completed the second questionnaire (which was part of the intervention) on paper. These findings indicate that it may be important to provide print-based intervention materials for participants who start the intervention print-based. However, since Web-based materials can be provided without additional costs, it is recommended to provide both.

The majority of the initial Web-based participants also completed the second questionnaire on the website (ie, 89.0%, 146/164) and used both Web-based (ie, 69.5%-85.9%, Table 3) and print-based (ie, 85.8%-95.2%, Table 3) intervention materials, indicating that initial Web-based participants used a mixture of both advice texts and that providing print-based
tailored advice in addition to the Web-based advice may be advantageous. Studies among elderly found similar results, indicating that even among those using the Internet, a preference for print-based or nondigital information persists [33,60]. Although this may be a temporary phenomenon (eg, rapid technology development and aging of adults more familiar with the Internet), Vandelanotte et al [24] also suggested that having access to Web-based material might not be sufficient in itself. Therefore, future research should also focus on reasons for not using Web-based materials or why there is a preference for print-based materials.

As mentioned, information regarding use of print-based materials is important, as offering Web-based and print-based materials alongside each other is associated with higher costs. A version that is only Web-based would be less costly. With regard to the questionnaires, it was noticed that a majority started the intervention with a Web-based questionnaire and also continued to complete additional questionnaires on the website. Consequently, it may be feasible to initially invite participants to complete the questionnaires on the website, while explicitly explaining that it is also possible to participate in the intervention if they do not have Internet access or are not able or willing to participate through the Internet. Print-based questionnaires can then be provided on request or with a reminder. Nevertheless, it may be advisable to offer both delivery modes with the invitation for those who are older or for those still undergoing treatment, as these participant characteristics are easy to administer at intake, and results of this study showed that they are predictors of initial print-based participation.

With regard to the computer-tailored advice, the majority used a combination of both Web-based and printed materials. Although providing print-based materials complementary to the Web-based advice is associated with higher costs (eg, printing and postage costs), it may be best to provide both, as print materials are used by all participants. Providing both delivery modes alongside each other may be more costly than providing the intervention in a singular delivery mode. Additionally, intervention efficacy in relation to delivery mode should also be considered, as information processing may depend on the delivery mode [61]. Therefore, future research should also focus on the relation between delivery mode and (cost) effectiveness.

Strengths and Limitations of This Study

Providing participants with the ability to select their own preferred intervention delivery mode is regarded as a strength of this study. As indicated by previous studies, this may enlarge intervention engagement and thereby the impact of the intervention [34]. Additionally, this study had a very low dropout rate. Only 6.0% (15/249) of the participants opted out of the study during the intervention period. This is a remarkable finding, as high dropout rates are common in Web-based interventions [62,63]. Providing a combination of Web-based and print-based materials might have prevented participants from dropping out of the study. If a specific delivery mode did not meet participants’ expectations, they were able to use only the materials that were most appealing to them.

As described in the methods, the preferred initial delivery mode was based on completion of the first questionnaire, as it contained the questions to build the tailored advice. However, it should be acknowledged that because of the evaluation of the intervention in an RCT, the questionnaire was longer than the actual questionnaire needed for tailoring. As a result, the current findings may reflect the preference for completing a research survey rather than the actual intervention delivery mode. Future implementation without the research component would be necessary to confirm the current findings.

In this study, we did not collect any information regarding Internet access and previous experience with the Internet. This information might have been valuable, as other studies found those factors to be predictors of using Web-based intervention materials [33,34,52].

Participants in this study were offered both Web-based and print-based materials complementary to each other. Therefore, we were not able to discriminate whether offering only one delivery mode would yield the same results. This could be studied in future research.

In our study, recall bias was possible. The use of tailored advice was self-reported, and evaluation took place up to 3 months after participants received advice. For future studies, it is recommended to incorporate some evaluation regarding the use of Web-based material immediately after providing the materials and preferably objective usage data. Objective usage data is not available in a print-based version and incorporating an additional questionnaire immediately after provision is more complicated and burdensome for the print-based material. However, objective usage data for Web-based material can be used to validate self-report items to assess the probability of recall bias in future studies.

Conclusions

Intervention reach may be better, and interventions may possibly even be more effective if participants are able to use their own preferred delivery mode [34]. Information regarding participant characteristics related to intervention delivery mode can provide important cues for implementing computer-tailored interventions. To our knowledge, this is one of the first studies that assessed the relationship between participant characteristics and choice of delivery mode in an intervention in which both delivery modes were offered alongside each other, thereby providing participants a free choice of delivery mode.

Use of print-based materials among the initial Web-based participants was substantial, indicating that print-based materials are also important for those using Web-based materials. In contrast, by using only print-based materials, the intervention may be less attractive and useful for younger CPS, as it is known that younger CPS frequently use the Internet with regard to finding health-related information [64]. This study provides indications that Web-based and print-based materials could best be offered alongside each other. Providing Web-based materials only would exclude some of those who are older, less educated, more fatigued, or are currently undergoing treatment. Especially these participants are often more vulnerable and could benefit most from PA interventions.
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Abstract

Background: Despite high-quality evidence demonstrating that screening reduces mortality from breast, cervical, colorectal, and lung cancers, a substantial portion of the population remains inadequately screened. There is a critical need to identify interventions that increase the uptake and adoption of evidence-based screening guidelines for preventable cancers at the community practice level. Text messaging (short message service, SMS) has been effective in promoting behavioral change in various clinical settings, but the overall impact and reach of text messaging interventions on cancer screening are unknown.

Objective: The objective of this systematic review was to assess the effect of text messaging interventions on screening for breast, cervical, colorectal, and lung cancers.

Methods: We searched multiple databases for studies published between the years 2000 and 2017, including PubMed, EMBASE, and the Cochrane Library, to identify controlled trials that measured the effect of text messaging on screening for breast, cervical, colorectal, or lung cancers. Study quality was evaluated using the Cochrane risk of bias tool.

Results: Our search yielded 2238 citations, of which 31 underwent full review and 9 met inclusion criteria. Five studies examined screening for breast cancer, one for cervical cancer, and three for colorectal cancer. No studies were found for lung cancer screening. Absolute screening rates for individuals who received text message interventions were 0.6% to 15.0% higher than for controls. Unadjusted relative screening rates for text message recipients were 4% to 63% higher compared with controls.

Conclusions: Text messaging interventions appear to moderately increase screening rates for breast and cervical cancer and may have a small effect on colorectal cancer screening. Benefit was observed in various countries, including resource-poor and non-English-speaking populations. Given the paucity of data, additional research is needed to better quantify the effectiveness of this promising intervention.

(J Med Internet Res 2017;19(8):e296) doi:10.2196/jmir.7893
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**Introduction**

Cancer is a leading cause of death worldwide. The global burden of cancer is increasing in both developed and developing nations as the world population ages and established risk factors associated with economic development and urbanization become more prevalent, including smoking, obesity, sedentary lifestyle, and lower parity [1,2]. Worldwide, the most common malignancies are lung, colorectal, and prostate cancers for men and lung, colorectal, and breast cancers for women [3]. These cancers account for the vast majority of the cancer-related deaths and were responsible for more than 8 million deaths in 2012 [4].

In the United States alone, an estimated 1.7 million new cancer cases were diagnosed in 2016, resulting in nearly 600,000 deaths [5]. The cancer mortality rate in the United States has dropped by 23% since 1991. This trend is, in part, because of population-level screening tests, which detect early cancers and facilitate treatment before the disease becomes clinically apparent [6]. To date, screening tests for only four cancers have been shown to reduce mortality and the US Preventive Services Task Force (USPSTF) gives either an A or B grade recommendation for each. A grade A recommendation indicates a high certainty of substantial net benefit, and a grade B recommendation indicates a moderate to high certainty of at least moderate net benefit. Mammography reduces breast cancer mortality, and the USPSTF gives a B recommendation for biennial testing in average-risk women between 50 and 74 years of age [7]. Papanicolaou (Pap) testing and combined Pap and human papillomavirus (HPV) testing reduce the risk of death from cervical cancer in women aged between 21 and 65 years, which carries an A recommendation [8]. Colonoscopy, sigmoidoscopy, and fecal occult blood testing (FOBT) are the three tests that reduce colorectal cancer mortality, and the USPSTF gives an A recommendation to screen average-risk individuals in the age group of 50 to 75 years [9]. Finally, low-dose computed tomography (CT) has been shown to reduce lung cancer deaths in heavy smokers, and screening for these individuals aged 55 to 80 years carries a B recommendation [10]. Despite evidence-based guidelines for breast, cervical, colorectal, and lung cancers, there are challenges to increasing screening rates, particularly among segments of the population vulnerable to health disparities such as racial minorities and individuals from lower socioeconomic status. Tailored and targeted interventions to improve adoption and uptake of these guidelines are important to reducing overall mortality and disparities in outcome for these cancers.

As global economies and technology advance, more individuals have access to mobile phones. Text messaging, also known as short message service (SMS), is already being integrated into health care practices to improve adherence to contraception, smoking cessation, and weight loss programs, and it has been shown to increase attendance at primary care visits [11,12]. Several studies have demonstrated both patient interest in SMS reminders for cancer screening appointments and a positive impact on screening rates [13,14]. However, a cumulative analysis of the overall effect of text messaging on cancer screening rates has not been performed. The purpose of this systematic review was to assess the effect of text messaging interventions on increasing patient adherence to screening recommendations for breast, cervical, colorectal, and lung cancers.

**Methods**

**Eligibility Criteria**

We searched for clinical trials published from January 2000 to January 2017 that studied the effect of text messaging on screening for the four cancers of interest. We included all languages of publication. Types of screening methods were limited to mammography for breast cancer; Pap test and HPV test for cervical cancer; colonoscopy, FOBT, and sigmoidoscopy for colorectal cancer; and low-dose CT for lung cancer. Research subjects of all ages were considered. The outcome measures were absolute screening rates or relative screening rates in the text message group compared with a control group.

**Search Strategy**

Studies were identified by searching several electronic databases and additionally searching references of relevant papers. Papers published in a language other than English were translated for review. The search was performed in PubMed, EMBASE, the Cochrane Library, ClinicalTrials.gov, Inspec, HSRProj (Health Services Research Projects in Progress), and NIH Reporter (Textbox 1). Attempts to identify gray literature were made by searching the BIOSIS Citation Index and Proquest Dissertations & Theses Global database, as well as by a manual search.
Selection and Quality Assessment of Studies

Citations were independently assessed by 2 investigators (CU and JL). Discrepancies were resolved by consensus and, when needed, with input from a third investigator (PSL). For studies requiring further clarification, the corresponding authors were contacted. The quality of the studies was evaluated using the Cochrane risk of bias tool. Extracted information included the following: (1) characteristics of the participants (including age and sex); (2) type of intervention (including test, duration of follow-up, and number of text messages sent); (3) outcome measure (including screening rates, odds ratio [OR], hazard ratio [HR], and confidence interval [CI] for unadjusted and adjusted results); (4) secondary endpoints; and (5) study limitations.

Results

Study Selection

Our search yielded 2238 citations. After removing duplicates and screening abstracts, 31 papers underwent full review, 22 of which did not meet our prespecified criteria. A total of nine papers were included in the systematic review (Figure 1). These studies were based in England, Spain, Malaysia, Israel, and the United States. Five studies analyzed rates of breast cancer screening by mammography, one analyzed rates of cervical cancer screening by Pap test, and three studies measured rates of colorectal cancer screening (two by FOBT alone and one by a combination of colonoscopy, flexible sigmoidoscopy, or FOBT). No studies were found for lung cancer screening. Together, the included studies enrolled 77,099 participants, most of whom were women aged between 20 and 75 years (Tables 1 and 2). The length of follow-up from intervention delivery to outcome measurement ranged from 2 days to 6 months. Seven studies used a single or set of text messages delivered in 1 day [15-21]. The remaining trials delivered text messages over differing periods: one delivered several text messages over 7 days, and the other delivered individual texts at 1-month intervals until screening occurred (up to three texts maximum; [22,23]). Absolute screening rates were reported in all studies, and we compared the rates in intervention and control groups using the chi-square test (Table 3). Six studies also reported relative risk estimates using OR or HR (Table 4; [17-21,23]).

Figure 1. Flowchart of study selection process.
Table 1. Characteristics of studies included in the review of effect of text messaging interventions on cancer screening.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Cancer type</th>
<th>Screening test</th>
<th>Country</th>
<th>Study design</th>
<th>Publication type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee [22]</td>
<td>2016</td>
<td>Breast</td>
<td>Mammogram</td>
<td>United States (Minnesota)</td>
<td>Randomized</td>
<td>Conference abstract</td>
</tr>
<tr>
<td>Vidal [18]</td>
<td>2014</td>
<td>Breast</td>
<td>Mammogram</td>
<td>Spain</td>
<td>Nonrandomized</td>
<td>Journal article</td>
</tr>
<tr>
<td>Abdul Rashid [19]</td>
<td>2013</td>
<td>Cervical</td>
<td>Pap test</td>
<td>Malaysia</td>
<td>Randomized</td>
<td>Journal article</td>
</tr>
<tr>
<td>Hagoel [20]</td>
<td>2016</td>
<td>Colorectal</td>
<td>FOBT</td>
<td>Israel</td>
<td>Randomized</td>
<td>Journal article</td>
</tr>
<tr>
<td>Hirst [21]</td>
<td>2016</td>
<td>Colorectal</td>
<td>FOBT</td>
<td>England</td>
<td>Randomized</td>
<td>Conference abstract</td>
</tr>
<tr>
<td>Muller [23]</td>
<td>2016</td>
<td>Colorectal</td>
<td>FOBT, flexible sigmoidoscopy, colonoscopy</td>
<td>United States (Alaska)</td>
<td>Randomized</td>
<td>Journal article</td>
</tr>
</tbody>
</table>

Table 2. Additional characteristics of studies included in the review of effect of text messaging interventions on cancer screening.

<table>
<thead>
<tr>
<th>Author</th>
<th>Screening test</th>
<th>N (text/control)</th>
<th>Age range</th>
<th>Intervention vs control groups</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcas [15]</td>
<td>Mammogram</td>
<td>703 (470/233)</td>
<td>50-69</td>
<td>1 text message plus letter vs letter only</td>
<td>2 mo</td>
</tr>
<tr>
<td>Icheku [16]</td>
<td>Mammogram</td>
<td>2004 (552/1452)</td>
<td>50-70</td>
<td>1 text message plus letter vs letter only</td>
<td>1 wk</td>
</tr>
<tr>
<td>Kerrison [17]</td>
<td>Mammogram</td>
<td>2240 (1122/1118)</td>
<td>47-53</td>
<td>1 text message vs no reminder</td>
<td>2 d</td>
</tr>
<tr>
<td>Lee [22]</td>
<td>Mammogram</td>
<td>120 (60/60)</td>
<td>&gt;40</td>
<td>Individualized text messages sent over 7 days vs informational brochure</td>
<td>6 mo</td>
</tr>
<tr>
<td>Vidal [18]</td>
<td>Mammogram</td>
<td>12,786 (3719/9067)</td>
<td>50-69</td>
<td>1 text message plus letter vs letter only</td>
<td>4.5 mo</td>
</tr>
<tr>
<td>Abdul Rashid [19]</td>
<td>Pap test</td>
<td>500 (250/250)</td>
<td>20-65</td>
<td>1 text message vs letter (two nonpertinent interventions were excluded from this review)</td>
<td>2 mo</td>
</tr>
<tr>
<td>Hagoel [20]</td>
<td>FOBT</td>
<td>48,091 (38,489/9602)</td>
<td>50-74</td>
<td>1 of 4 types of text message (I\textsuperscript{a}, I+SC\textsuperscript{b}, NI\textsuperscript{c}, NI+SC) plus letter vs letter only</td>
<td>6 mo</td>
</tr>
<tr>
<td>Hirst [21]</td>
<td>FOBT</td>
<td>8269 (4134/4135)</td>
<td>60-74</td>
<td>1 text message if no screening occurred at 8 weeks vs usual care</td>
<td>4.5 mo</td>
</tr>
<tr>
<td>Muller [23]</td>
<td>FOBT, flexible sigmoidoscopy, colonoscopy</td>
<td>2386 (1193/1193)</td>
<td>40-75</td>
<td>Individual texts sent 1 month apart until screening occurred (3 texts maximum) vs usual care</td>
<td>6 mo</td>
</tr>
</tbody>
</table>

\textsuperscript{a}I: interrogative.
\textsuperscript{b}SC: social context.
\textsuperscript{c}NI: noninterrogative.
Table 3. Absolute screening rates in text messaging versus control groups.

<table>
<thead>
<tr>
<th>Author</th>
<th>Screening test</th>
<th>N (text/control)</th>
<th>Screening rate in text group, %</th>
<th>Screening rate in control group, %</th>
<th>Absolute increase in screening with text intervention, % (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcas [15]</td>
<td>Mammogram</td>
<td>703 (470/233)</td>
<td>81.3 (353/434)</td>
<td>76.8 (159/207)</td>
<td>+4.5 (P = .18)</td>
</tr>
<tr>
<td>Icheku [16]</td>
<td>Mammogram</td>
<td>2004 (552/1452)</td>
<td>68.1 (376/552)</td>
<td>60.47 (878/1452)</td>
<td>+7.6 (P = .002)</td>
</tr>
<tr>
<td>Kerrison [17]</td>
<td>Mammogram</td>
<td>2240 (1122/1118)</td>
<td>64.35 (722/1122)</td>
<td>59.12 (661/1118)</td>
<td>+5.3 (P = .01)</td>
</tr>
<tr>
<td>Lee [22]</td>
<td>Mammogram</td>
<td>120 (60/60)</td>
<td>40 (24/60)</td>
<td>25 (15/60)</td>
<td>+15.0 (P = .08)</td>
</tr>
<tr>
<td>Vidal [18]</td>
<td>Mammogram</td>
<td>12,786 (3719/9067)</td>
<td>74.91 (2786/3719)</td>
<td>65.00 (5894/9067)</td>
<td>+9.9 (P &lt; .001)</td>
</tr>
<tr>
<td>Abdul Rashid [19]</td>
<td>Pap test</td>
<td>500 (250/250)</td>
<td>32.9 (54/164)</td>
<td>23.9 (47/197)</td>
<td>+9.1 (P = .05)</td>
</tr>
<tr>
<td>Hagoel [20]</td>
<td>FOBT</td>
<td>48,091 (38,489/9602)</td>
<td>9.78 (942/9631)</td>
<td>8.44 (817/9602)</td>
<td>+1.2 (P &lt; .001)</td>
</tr>
<tr>
<td>Hirst [21]</td>
<td>FOBT</td>
<td>8269 (4134/4135)</td>
<td>40.49 (1674/4134)</td>
<td>39.85 (1648/4135)</td>
<td>+0.6 (P = .55)</td>
</tr>
<tr>
<td>Muller [23]</td>
<td>FOBT, flexible sigmoidoscopy, colonoscopy</td>
<td>2386 (1193/1193)</td>
<td>15.17 (181/1193)</td>
<td>11.90 (142/1193)</td>
<td>+3.3 (P = .02)</td>
</tr>
</tbody>
</table>

aTwo-tailed P values based on chi-square test calculations using raw data from each study. Differences between reported (shown in text) and calculated (shown in table) P values are explained by differences in testing assumptions.

Table 4. Relative screening rates in text messaging versus control groups.

<table>
<thead>
<tr>
<th>Author</th>
<th>Screening test</th>
<th>N (text/control)</th>
<th>Unadjusted OR/HR (95% CI)</th>
<th>Adjusted OR/HR (95% CI)</th>
<th>Adjusted variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kerrison [17]</td>
<td>Mammogram</td>
<td>2240 (1122/1118)</td>
<td>1.26 (1.05-1.48)</td>
<td>1.25 (1.05-1.48)</td>
<td>Age, socioeconomic status</td>
</tr>
<tr>
<td>Vidal [18]</td>
<td>Mammogram</td>
<td>12,786 (3719/9067)</td>
<td>1.63 (1.49-1.78)</td>
<td>1.56 (1.43-1.70)</td>
<td>Age</td>
</tr>
<tr>
<td>Abdul Rashid [19]</td>
<td>Pap test</td>
<td>500 (250/250)</td>
<td>1.20 (0.76-1.87)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hagoel [20]</td>
<td>FOBT</td>
<td>48,091 (38,489/9602)</td>
<td>-</td>
<td>-</td>
<td>Type of text message, age, gender, socioeconomic status</td>
</tr>
<tr>
<td>Hirst [21]</td>
<td>FOBT</td>
<td>8269 (4134/4135)</td>
<td>1.04 (0.95-1.13)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Muller [23]</td>
<td>FOBT, flexible sigmoidoscopy, colonoscopy</td>
<td>2386 (1193/1193)</td>
<td>1.30 (1.04-1.62)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bHR: hazards ratio.
cI: interrogative.
dSC: social context
eNI: noninterrogative.

Results and Quality of Individual Studies

Breast Cancer Studies

Arcas et al [15] assessed the impact of a single text message reminder on mammogram uptake in a single-blinded randomized control trial (RCT) over a 2-month period. The study found that women who received the SMS intervention were 4.5% more likely to undergo breast cancer screening (81.3%, 353/434, vs 76.8%, 159/207; P = .21). In subgroup analyses, those in the low secondary education level who received text messaging reported significantly higher screening, whereas results by age group were inconsistent. Women who were enrolled in the study were 3 times more likely to have participated in previous screening than women who were not enrolled (75.1%, 528/703, vs 24.55%, 488/1988), which may limit the generalizability of the findings. The high baseline screening rate may have also reduced the ability to detect a significant effect from the intervention.

Icheku and Arowobusoye [16] assessed how a single SMS sent 1 week before screening affected mammogram uptake. This non-RCT found that women who received text message reminders underwent mammograms 7.6% more than controls (68.1%, 376/552, vs 60.47%, 878/1452). The study determined the intervention and control groups based on whether individuals had a valid mobile number. Additionally, baseline
socioeconomic characteristics of the two groups were not reported. The definition of screening was stringent and excluded any mammograms that occurred earlier or later than the scheduled appointment. Although the authors only reported descriptive statistics, we show the results of formal statistical testing in Table 3.

Kerrison et al. [17] studied the effect of a single text message sent 2 days before a scheduled breast cancer screening appointment and measured the outcome using an electronic system. This single-blinded RCT found that women in the SMS group had a 5.3% absolute increase in mammogram uptake compared with controls (64.35%, 722/1122, vs 59.12%, 661/1118) in the intention-to-treat (ITT) analysis, corresponding to a 26% increase in the relative screening rate (OR 1.26, 95% CI 1.05-1.48). Of note, only about 40.64% (456/1122) of the participants in either group had a valid mobile phone number, and the per-protocol analysis of individuals with valid mobile numbers showed an 11.9% difference in screening uptake (71.7%, 327/456, vs 59.8%, 260/435). In multivariable logistic regression analysis, individuals residing in the most socioeconomic deprived areas were half as likely to attend screening as those from the least deprived areas (OR 0.53, 95% CI 0.35-0.80). This study was conducted at a single site and was limited to women who were screening-naïve, and therefore, it may not be generalizable to all women.

Lee et al. [22] tested the impact of a 7-day course of individualized text messages on breast cancer screening rates. This single-blinded RCT found that after 6 months, there was a 15% higher absolute screening rate in participants who received the SMS intervention compared with those who received an informational brochure on breast cancer screening (40%, 24/60, vs 25%, 15/60). This difference had a reported P < .05 using a one-tailed test, whereas our two-tailed test showed P = .08 (Table 3). This trial had the smallest sample size of all studies included in this review. Additionally, text messages were individualized and culturally tailored for Korean-American women, which may limit the generalizability of the findings.

Vidal et al. [18] assessed the effect of a single SMS on mammography rates after a follow-up of 4.5 months. Outcome was determined using a program database. Similar to the study by Icheku and Arowobusoye, this was also a non-RCT that allocated women to the intervention versus control group based on availability of mobile phone numbers. The authors found that text message recipients had a 9.9% higher absolute screening rate compared with controls (74.91%, 2786/3719, vs 65.00%, 5894/9067), corresponding to a 63% higher relative screening in the intervention group (OR 1.63, 95% CI 1.49-1.78). The odds were 56% higher after adjusting for age (OR 1.56, 95% CI 1.43-1.70). In a stratified analysis based on previous screening behavior and geography, the effect of SMS reminders was greatest among women who had not undergone previous screening and were living in sparsely populated areas where postal service is unreliable. A limitation of the nonrandomized study design is that women with and without registered mobile numbers may have baseline differences in health care access and health literacy.

Cervical Cancer Studies

Abdul Rashid et al. [19] assessed the effect of a text message intervention on Pap testing after a 2-month follow-up in a single-blinded RCT. In the per-protocol analysis, those who received SMS had a 9.1% increase in absolute screening rate compared with those who received a letter containing the same information (32.9%, 54/164, vs 23.9%, 47/197; P = .05). In the ITT analysis, there was a 20% higher relative screening rate (OR 1.20, 95% CI 0.76-1.87). The study only included women who had a previously normal Pap and therefore may not be generalizable to women who are screening-naïve.

Colorectal Cancer Studies

Hagoel et al. [20] assessed how the language and content of SMS reminders affected FOBT completion. Participants were randomized to one of five groups. The four intervention groups received one of four types of text reminders: messages were either framed as a question (interrogative) or a statement (noninterrogative) and additionally either included or excluded a reference to peer screening behavior (social context). Controls did not receive a text intervention. Outcomes were assessed after 6 months using a national database. The authors found that 9.78% (942/9631) of patients who received any text intervention completed FOBT, compared with 8.44% (817/9602) of those who did not receive a text message. This corresponded to a 9% to 24% higher odds of screening in the intervention groups, which were statistically significant for all groups except the one that received noninterrogative messages without social context. In multivariable logistic regression analysis, participants who were older than 60 years (OR 1.13, 95% CI 1.06-1.20), female (OR 1.21, 95% CI 1.13-1.28), and of low socioeconomic status (OR 1.19, 95% CI 1.10-1.30) were more likely to undergo screening. This study excluded patients who were screening-naïve, which limits its generalizability. In addition, participants received an invitation to order or pick up a FOBT kit rather than the kit itself, which may present an additional barrier to screening.

Hirst et al. [21] also assessed colorectal cancer screening using mailed FOBT kits. The intervention group received a single SMS reminder if the FOBT kit was not returned after 8 weeks from the initial invitation. The ITT analysis at 18 weeks showed that text messaging reminders did not significantly increase the number of individuals screened, with FOBT kit return rates of 40.49% (1674/4134) in the intervention group and 39.85% (1648/4135) in the control group (OR 1.04, 95% CI 0.95-1.13). However, mobile phone numbers were available for only 49.44% (4089/8269) of the study participants in either group, even though all participants were included in the analysis. Of those who actually received the SMS reminder, 18.42% (189/1026) participated in screening. Additionally, a subgroup analysis of the first-time screening group found a 5.6% higher absolute screening rate in the intervention group compared with controls (34.9%, 282/809, vs 40.5%, 297/733; OR 1.31, 95% CI 1.00-1.71). No difference in uptake was observed by sex, index of deprivation, or age.

Finally, Muller et al. [23] examined text messaging and colorectal cancer screening in Alaskan Natives. This single-blinded RCT sent individuals up to three text messages at 1-month intervals.
and assessed the outcome from electronic health records after 6 months of follow-up. The study found a 3.3% absolute increase in colorectal cancer screening, using colonoscopy, sigmoidoscopy, or FOBT. This corresponded to a 30% increase in the relative screening rate (HR 1.30; 95% CI 1.04-1.62). Notably, higher screening rates were only observed in women who received the intervention, and no statistically significant change was observed in men. The single site and specific population of this study may limit its generalizability.

A common limitation of the included studies was a relatively short duration of follow-up, which may have resulted in an underestimation of the text messaging effect, especially if there were substantial delays in the scheduling of screening tests. Overall, potential biases in study design and the focus on specific and often homogeneous populations for many of the studies may limit the generalizability of the results. Two studies were published as abstracts and may not have undergone a similar peer review process as the full manuscripts [21,22]. Two other studies were nonrandomized trials that assigned individuals to intervention or control groups based on the availability of a mobile phone number, which raises the concern that the groups may be different in other characteristics relevant to screening [16,18]. None of the studies formally assessed health literacy. Finally, with the exception of the Hagoel et al study [20], none of the included trials used a theoretical framework in the text messaging interventions.

Discussion

Principal Findings

In this systematic review of text messaging interventions and evidence-based cancer screening, we found that SMS can moderately increase screening rates for breast and cervical cancers and may improve colorectal cancer screening to a lesser degree. Across all studies, text messaging interventions led to increases in absolute screening rates of 0.6% to 15% and relative screening rates of 4% to 63%. Given the small number of studies and heterogeneity in design, we did not attempt to quantify the overall effect of SMS on cancer screening using meta-analysis.

Of the six studies that examined text messaging in breast and cervical cancer screening, increases in absolute screening rates ranged from 4.5% to 15%, and the three studies that reported relative screening rates found improvements of 20% to 63%. Although the smallest reported change in absolute screening rate was not statistically significant (Arcas et al, 4.5%), both the overall direction and the magnitude of absolute effect for SMS seem consistent for breast and cervical cancers. However, as only one cervical cancer screening study met our inclusion criteria, confirmatory investigations are clearly needed.

For colorectal cancer screening, the three included studies found much smaller effects on absolute screening rates, with increases ranging from 0.6% to 3.3%. Hirst et al [21] found a 0.6% difference in absolute screening and a nonsignificant 4% increase in relative screening with FOBT, but this almost certainly underestimates the true impact of SMS because only 24.81% (1026/4134) of the intervention group actually received a text message reminder. Hagoel et al [20] conducted the largest study included in this review, and the results suggest that how the message is phrased has important implications for how it is received: messages posed as a question were more effective than those phrased as a statement, and the most effective messages were questions accompanied by social context. Although the 1.2% increase in absolute screening rate is small, it should be noted that participants in the study had to first order and then complete the FOBT kit, and it has been shown that directly mailing kits to patients significantly improves screening rates [24]. The study of Alaskan Natives by Muller et al [23] was the only colorectal cancer screening study to include colonoscopy and flexible sigmoidoscopy as well as FOBT, and the 3.3% increase in absolute screening rate is more impressive after factoring in that every member of the health care system already receives telephone and letter reminders as well as in-office physician referrals for screening. Whether SMS interventions are more or less effective for colonoscopy than FOBT is an important question, because colonoscopy has become the predominant screening test in the United States and remains the requisite follow-up test for all abnormal FOBTs.

There are at least two reasons why the effectiveness of SMS may differ for colorectal cancer screening and breast or cervical cancer screening. The first may be a difference in the complexity or acceptability of the screening test. Although mammography and the Pap test simply require patients to attend a clinic appointment, patients must be willing to collect one or more stool specimens to complete a FOBT. Colonoscopy is even more complicated, as it requires patients to restrict their diet for several days, drink a large volume of fluids for bowel preparation, and finally undergo an invasive examination. A few trials have studied the impact of text messaging on the quality of bowel preparation, but none has measured the effect of bowel preparation instructions via SMS on screening rates themselves [25,26]. If the problem lies with a higher barrier to overcome for colorectal versus breast and cervical cancer screening, then the strategies used in some included studies may help to maximize the effect of SMS. Providing culturally tailored messages, as both Lee et al and Muller et al did, may be more impactful than generic messages. Similarly, Hagoel et al demonstrated the additional value of using interrogative and contextualized messages. The language of text messaging will continue to be an important area of research, especially for complex screening procedures such as colonoscopy that may require instructions as well as reminders.

A second reason may be the gender difference in the study populations, as the cervical and breast cancer study participants were all women. Indeed, perhaps the most striking finding from the Muller et al study was that only women benefited from the intervention. Hagoel et al also found that women who received the text messages had a statistically significant 21% greater odds of FOBT uptake than men (OR 1.21; 95% CI 1.13-1.28 [20]). However, Hirst et al found no significant difference in FOBT uptake between men and women. It is unclear whether true gender differences exist in how text messages are received or how it motivates behavioral change. Additional studies on the influence of SMS on colorectal cancer screening will help to better quantify its effect for each of the various screening
There are many clear advantages to using text messaging to increase cancer screening. According to the United Nations, in 2013, nearly 6 billion of the world’s 7 billion people possessed mobile phones, compared with the 4.5 billion who had access to toilets or latrines [27]. These statistics have clear implications for the potential of using mobile technology to reach underserved communities, including those living in rural and underdeveloped areas [28,29]. A 2016 survey by the National Center for Health Statistics found that 49% (18,074/36,885) of all US adults live in households with only wireless telephones, and those living in poverty (54%, 19,918/36,885) were more likely to live in wireless-only households than those with higher income (48.2%, 17,779/36,885) [30]. In addition, all minority racial groups were more likely to live in wireless-only households, with the greatest difference being between whites and those of Hispanic or Latino descent (45.0%, 16,598/36,885 vs 63.7%, 23,496/36,885). For populations with low health literacy, the short and simple format of text messages may also improve comprehension and reduce a formidable barrier to access. Although the studies included in this review did not specifically report results in participants with low health literacy, text messaging has been shown to improve medication adherence in this population [31].

Beyond the prevalence of mobile phone usage and its reach in low-income settings, another benefit of utilizing text messages for patient outreach is the ability to directly send discreet information in real time, which can then be accessed at the patient’s convenience. This delivery method does not require patients to be available at a particular time or place to receive information, as a telephone call would. Texting also does not rely on an updated or even stable address, as a letter would. However, SMS does require a stable phone number and also may raise concerns about confidentiality if multiple family members share a mobile phone. The ability of SMS to connect with remote and socioeconomically disadvantaged populations is supported by several of the included studies. The mammography study by Vidal et al [18] showed that women who lived in areas with less reliable postal service benefited more from the SMS intervention. Hagoel et al found higher rates of FOBT uptake in patients of low versus high socioeconomic status (OR 1.19; 95% CI 1.10-1.30 [20]). Finally, Kerrison et al [17] found that text messaging was particularly effective at increasing screening rates for patients from the lowest socioeconomic category, who saw a 13.6% absolute increase in screening from the control to intervention group. Vidal et al also demonstrated that adding text messages to an invitation letter was cost-effective for breast cancer screening, and similar conclusions have been reached about the cost-effectiveness of text messaging to improve other health care outcomes [32,33].

Text messaging has been found to be effective for promoting a variety of beneficial health behaviors. Whittaker et al [34] conducted a meta-analysis of text messaging interventions for smoking cessation and found a 67% higher likelihood of successful cessation at 6 months compared with controls. Arambepola et al [35] analyzed 13 trials of diabetic patients and found a statistically significant 0.53% decrease in hemoglobin A1c as well as a nonsignificant 0.25 kg/m² reduction in body mass index in patients who received an SMS intervention. Two meta-analyses have shown that text messaging also improves attendance at primary care and hospital outpatient clinic appointments by 14% to 48% compared with controls [36,37]. Together, these studies consistently convey text messaging’s efficacy as an intervention for health behavioral change, which is further supported by our analysis of cancer screening.

Some studies did not meet our inclusion and exclusion criteria but merit mentioning. Oakley-Girvan et al [38] found that text messaging decreases time to follow-up after abnormal mammograms in a Spanish-speaking Latina population, suggesting that text messaging may be useful to increase rates of both regular screening and follow-up for management of abnormal results. This study also suggests the utility of text messaging for communicating in patients’ preferred language, potentially overcoming communication barriers between physicians and patients. For colorectal cancer, a multifaceted intervention that included text messaging in addition to a mailed letter, instructions on using the stool test, paid return envelopes, and phone messages increased rates of FOBT screening for colorectal cancer from 37% (84/225) to 82% (185/225) [39]. However, we excluded this study because the effect of text messaging could not be isolated.
Notably, our search did not find any studies that assessed the effect of text messaging on screening for lung cancer, a leading cause of cancer death in the United States that affects both men and women. This is not entirely surprising, given the relatively new guidelines that support screening for the subset of the population with a substantial smoking history. However, it highlights a knowledge gap in the relationship between an effective behavioral intervention and a screening test that has been proven to save lives in heavy smokers, and further studies on the subject are warranted.

Several trials are currently under way that may further quantify the relationship between text messaging and cancer screening (Table 5). In addition, as seven of the nine studies we found were conducted in Europe and Asia, more domestic research is needed to ensure that the results are applicable to the US population.

**Limitations**

Although we developed a comprehensive search strategy to query the relevant literature, it is possible that some studies were not identified. There was a paucity of data that met our inclusion criteria, and we found only one study on cervical cancer and three on colorectal cancer. In addition, there was substantial heterogeneity in study design, content of the text message intervention, as well as time to follow-up in the included studies. For these reasons, we did not perform a meta-analysis.

**Conclusions**

A systematic review of the literature suggests that text messaging interventions can increase screening rates for breast and cervical cancers to a moderate degree and for colorectal cancer to a smaller degree. Implementation of text messaging for cancer screening may be an effective method to increase screening rates and thereby decrease cancer-related mortality, even in resource-poor and non-English-speaking populations. However, additional research is needed to determine whether these results apply to all cancer screening tests at the population level.
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Abstract

Background: Mindfulness-based interventions (MBIs) are becoming increasingly popular for helping people with physical health conditions. Expanding from traditional face-to-face program delivery, there is growing interest in Web-based application of MBIs, though Web-based MBIs for people with physical health conditions specifically have not been thoroughly reviewed to date.

Objective: The objective of this paper was to review Web-based MBIs for people with physical health conditions and to examine all outcomes reported (eg, efficacy or effectiveness for physical changes or psychological changes; feasibility).

Methods: Databases PubMed, PsycINFO, Science Direct, CINAHL Plus, and Web of Science were searched. Full-text English papers that described any Web-based MBI, examining any outcome, for people with chronic physical health conditions were included. Randomized, nonrandomized, controlled, and uncontrolled trials were all included. Extracted data included intervention characteristics, population characteristics, outcomes, and quality indicators. Intervention characteristics (eg, synchronicity and guidance) were examined as potential factors related to study outcomes.

Results: Of 435 publications screened, 19 published papers describing 16 studies were included. They examined Web-based MBIs for people with cancer, chronic pain or fibromyalgia, irritable bowel syndrome (IBS), epilepsy, heart disease, tinnitus, and acquired brain injury. Overall, most studies reported positive effects of Web-based MBIs compared with usual care on a variety of outcomes including pain acceptance, coping measures, and depressive symptoms. There were mixed results regarding the effectiveness of Web-based MBIs compared with active control treatment conditions such as cognitive behavioral therapy. Condition-specific symptoms (eg, cancer-related fatigue and IBS symptoms) targeted by treatment had the largest effect size improvements following MBIs. Results are inconclusive regarding physical variables.

Conclusions: Preliminary evidence suggests that Web-based MBIs may be helpful in alleviating symptom burden that those with physical health conditions can experience, particularly when interventions are tailored for specific symptoms. There was no evidence of differences between synchronous versus asynchronous or facilitated versus self-directed Web-based MBIs. Future investigations of Web-based MBIs should evaluate the effects of program adherence, effects on mindfulness levels, and whether synchronous or asynchronous, or facilitated or self-directed interventions elicit greater improvements.

(J Med Internet Res 2017;19(8):e303) doi:10.2196/jmir.7487
Introduction

Mindfulness-Based Interventions

Given the increased public interest and research in both mindfulness-based interventions (MBIs) [1] and Internet-delivered therapies [2], this paper summarizes the research on Web-based MBIs for people with physical health conditions. Mindfulness practice involves moment-to-moment nonjudgmental awareness, applied by purposely attending to one’s own thoughts and bodily sensations with attitudes of openness and acceptance [3,4]. Although meditation practice originates from centuries of Buddhist tradition, it is often incorporated into structured, secular MBIs that are applied to a variety of clinical populations [1]. Several systematic reviews and meta-analyses have examined the effects of face-to-face group MBIs in heterogeneous clinical populations [5-8] as well as specific medical populations, including patients with chronic pain [9], fibromyalgia [10], multiple sclerosis [11], vascular disease [12], human immunodeficiency virus (HIV) and acquired immunodeficiency syndrome (AIDS) [13], and cancer [14-18]. These reviews have consistently described reduced anxiety, depressive symptoms, and distress; improved mood; and improved quality of life [5-7,11,12,14,16-18]. Theoretically, improvements in psychological well-being are driven by improved emotion regulation abilities, which in turn result in decreased rumination about the past, worry about the future, and experiential avoidance of difficult feelings (L Labelle, unpublished data, 2012). Ultimately, mindfulness practice can allow people to view their illness from a new perspective and result in the improvements that have been observed across a broad range of psychological and physical outcomes [8].

Web-Based Interventions

There has been a surge in Web-based delivery of therapeutic interventions because of factors such as increased acceptability of the Internet as a social tool and continuous improvement in computer hardware and software (particularly concerning ease of use, privacy protection, and facilitating communication) [19]. Web-based therapies delivered through real time such as instant messaging platforms, telephone, or videoconferencing are categorized as synchronous, whereas delayed delivery methods such as email or message boards are categorized as asynchronous. Several reasons underlie the appeal of both types of Web-based therapies, including (1) ease and speed of accessibility by reducing wait-list times, (2) convenience of 24-hour availability for individual schedules (particularly with asynchronous therapies), (3) the ability for participants to work at their own pace in the comfort of their own homes, (4) allowing anonymity, and (5) reduced cost [20,21]. For those with physical health conditions in particular, home delivery can make participation in an intervention possible when it otherwise would not have been. For example, on-site attendance can be a barrier for those who experience limitations in mobility and energy levels or those who may have lower immunity to contagious diseases because of treatments such as chemotherapy and are avoiding groups of people. Additionally, the flexibility of Web-based delivery can be appealing for people who are busy managing appointments and treatment.

Whereas there is theoretical rationale for the utility of Web-based delivery of various therapies, and there have been hundreds of randomized controlled trials (RCTs) evaluating Internet-delivered health interventions [2], it remains unclear as to what extent people with physical health conditions currently use Web-based interventions, or Web-based MBIs specifically. Further complicating the question of use are the numerous mindfulness-based mobile apps that are widely available but have not been studied [22]. Although the actual uptake of Web-based therapies in this population is unknown, results from a recent Web-based survey suggest that people may prefer Internet interventions to in-person therapy. Wahbeh and colleagues [23] surveyed 500 people with a high prevalence of posttraumatic (70.6%, 353/500) and depressive (76.2%, 381/500) symptoms from the United States regarding their preferred delivery format of a mindfulness meditation intervention. Most (71.2%, 356/500) expressed interest in a Web-based format, and Internet delivery was the first choice of format for the greatest proportion of participants (42.7%, 212/496), followed by individual (37.8%, 187/496) and group (19.6%, 97/496). As participants were members of the general public and not people suffering from any specific medical or psychiatric conditions, the generalizability of findings to these groups is likely to be high but not certain. Despite the appeal of Web-based therapies, some potential drawbacks necessitate consideration. First, Web-based delivery may offer less interpersonal interaction and social support than in-person delivery. Second, compliance may be more difficult to determine if those delivering the intervention cannot directly observe those receiving it. Third, particularly with asynchronous interventions, it could take longer for participants to receive feedback and have questions answered. Fourth, monitoring of participants for adverse reactions may be more difficult in the Web-based environment, when personal contact may be absent. Referrals to appropriate mental health or medical services for any identified adverse reactions or need for further individualized treatment may also be more difficult in the Web-based environment where providers may be very geographically distant from patients. Finally, ethical issues around responsibility for care may also arise [24]. Thus, the benefits and drawbacks of Web-based therapies as well as treatment preferences should be considered when devising treatment plans. Ultimately, if effective, Web-based MBIs can be a more practical option for many people with physical health conditions and may remove barriers that would have otherwise precluded participation in face-to-face interventions.

Prior Reviews of Web-Based MBIs

Given the popularity of Internet interventions and their potential for widespread application, it is important to evaluate their effectiveness as they are being developed and disseminated. A 2016 review and meta-analysis by Spijkerma et al [25] examined 15 RCTs of Web-based MBIs for improving mental health in a heterogeneous sample, including studies of healthy
adults, students, and employees ($n=7$); people with psychiatric disorders or symptoms ($n=3$); and people with chronic pain or other physical illnesses ($n=5$). Of the 15 interventions, nine were guided (including real-time group or individual sessions or individual email correspondence) and six were unguided. Only three interventions were delivered as a virtual classroom, whereas 12 were delivered through websites or mobile phone apps. Most studies ($n=10$) compared treatment groups with wait-list controls. Five studies compared a treatment group with an online discussion forum, psychoeducation, or behavioral activation. Interventions typically comprised weekly sessions and were 2 to 12 weeks in duration. Web-based MBIs resulted in small effect size improvements in depression ($Hedge g=0.29$), anxiety ($g=0.22$), well-being ($g=0.23$), and mindfulness ($g=0.32$), as well as moderate effect size decreases in stress ($g=0.51$). Exploratory subgroup analyses showed that Web-based MBIs with therapist guidance resulted in greater effect size improvements in stress and mindfulness than those without guidance. The authors concluded that Web-based MBIs could be beneficial for mental health outcomes, particularly stress [25].

This review expands upon the review by Spijkerman et al, focusing on chronic physical health conditions alone and looking at both mental and physical health outcomes. Populations with primary psychological disorders were excluded from this review to prevent redundancy with Spijkerman et al [25], which focused on mental health. Furthermore, a narrower focus on populations presenting primarily with physical health conditions was selected because examination of a relatively homogeneous population may lead to more cohesive results specific to these groups.

Methods

This review was conducted in accordance with the 2009 Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines for systematic reviews [26]. The literature search, paper screening (title and abstract, and full-text), and data extraction were undertaken by KT.

Eligibility Criteria

Inclusion criteria were studies examining individuals with chronic physical conditions that received a Web-based MBI. All types of physical health conditions were included. Studies of acceptance and commitment therapy (ACT) and dialectical behavior therapy were included as MBIs because they contain elements of mindfulness practice (eg, sustaining attention in the present and nonjudgmental observation of emotion), though they involve less formal mindfulness meditation training than other structured MBIs [27]. RCTs, non-RCTs, and uncontrolled trials were included; and all outcomes reported by studies were described. Studies that described qualitative research or program evaluation, described populations with psychiatric disorders, did not have full-text in English available, or described interventions that included a small component of mindfulness but did not emphasize it (eg, multiweek programs where mindfulness practice is addressed only in one or two sessions) were excluded.

Search Strategy

A literature search was conducted in PubMed, PsycINFO, Science Direct, CINAHL Plus with Full Text, and Web of Science in the fields all fields, all fields, keywords, abstract, and topic, respectively. All searches used the terms “online OR Internet AND mindfulness AND intervention” (see Multimedia Appendix 1 for an example of the search strategy for PubMed). All papers published before and during November 2016 were included. Reference lists of included studies were searched to identify additional studies. Titles and abstracts and full-texts were screened simultaneously, such that when a paper may have met inclusion criteria based on the title and abstract screen, the full-text was immediately screened. See Figure 1 for a flowchart of study selection and inclusion.

Figure 1. Study selection and inclusion flowchart.

https://www.jmir.org/2017/8/e303/
Data Extraction

For each study, the following data were extracted: first author, year of publication, country, population characteristic (physical health condition, age, and sex), number of participants per group, study design (eg, randomized and nonrandomized), intervention characteristics (type of intervention, synchronous or asynchronous, delivery mode [eg, Web-based and videoconference], guided or unguided [where any correspondence with a therapist, including email, was considered guided], number of sessions, and duration), assessment times (pre, post, follow-up), all outcomes (see Table 1), and adherence and dropout (see Table 2). Note that reporting of adherence and dropout was inconsistent across studies—it is described in this review as it was reported in the original studies. Data were extracted by KT according to a predetermined form.

Methodological quality was assessed based on potential sources of bias outlined in the Cochrane Handbook for Systematic Reviews of Interventions [28]. Sources of bias that were assessed at the study level included random sequence generation (ie, whether participants were randomly assigned to groups), allocation concealment (ie, whether group assignment was unknown when participants were recruited), blinding of participants and personnel (ie, whether participants and people involved in the study were unaware of participant group assignment), and blinding of outcome assessment (ie, whether the individual rating the outcome measure was aware of group assignment). Sources of bias assessed at the outcome level were complete outcome data or intention-to-treat (ITT) analysis used (where outcome data were considered complete if ≥90% of those randomized were included), and whether all the outcomes that were described in the Methods section were reported. Note that studies were coded as yes when they met the criteria and no when they either did not meet criteria or when it was ambiguous as to whether they met the criteria.

Results

Overall, 19 published papers describing 16 studies of Web-based MBIs for physical health conditions were identified through the literature search and are subsequently described [29-47]. Three of the included papers describe long-term, follow-up results or secondary analyses that were separately published [32,37,46]. Thus, whereas all 19 papers are described in text where relevant, only the original 16 are presented in Tables 1-3 and described subsequently. Interventions with the greatest emphasis on mindfulness included Mindfulness-Based Stress Reduction (MBSR; n=1) [44], Mindfulness-Based Cancer Recovery (MBCR; n=1) [45], Mindfulness-Based Cognitive Therapy (MBCT; n=4) [30,41,42,47], Mindful Socioemotional Regulation (MSER; n=1) [33], Mindfulness-Based Chronic Pain Management (MBCPM; n=1) [34], or general mindfulness training (n=1) [35]. Interventions that included mindfulness as a component of a multimodal intervention were ACT (n=3) [29,31,43] and cognitive behavioral therapy (CBT) plus mindfulness (n=4) [36,38-40]. Most studies employed a randomized controlled design (n=13) and nearly all (n=15) had at least one comparison group. Seven studies had an active comparison: the same MBI delivered in person (n=2) [34,44], a control group receiving another Web-based therapy (n=4) [31,38,40,43], or a walking control group (n=1) [44]. The remaining studies had a psychoeducation control (n=2) [30,33], an online discussion forum control (n=4) [29,36,39,43], or wait-list or treatment as usual (n=6) [31,34,35,41,42,45]. Note that four studies had two comparison groups [31,34,43,44]. Most interventions included a form of guidance: either self-facilitated interventions including email correspondence with a therapist (n=8) [29,31,36,38-40,43,47] or therapist-facilitated sessions (n=5) [34,41,42,44,45]. Five studies were conducted with populations with chronic pain [29,31,34] or fibromyalgia [33] (which has been grouped with chronic pain in this review, as it is characterized by widespread chronic pain). Other populations examined included people with heart disease (n=1) [35], irritable bowel syndrome (IBS; n=4) [36,38-40], epilepsy (n=2) [41,42], tinnitus (n=1) [43], acquired brain injury (n=1) [44], and cancer (n=2) [45,47]. The largest number of studies were conducted in Sweden (n=7) [29,36,38-40,43,44], followed by the United States (n=3) [33,41,42], the Netherlands (n=3) [31,35,47], Canada (n=2) [34,45], and Ireland (n=1) [30]. See Table 1 for study characteristics.

Regarding primary outcomes, five studies assessed pain or related constructs (eg, pain acceptance and pain interference) [29-31,33,34], four studies assessed IBS symptoms or symptom severity [36,38-40], two assessed depressive symptoms [41,42], two assessed fatigue [44,47], one assessed exercise capacity [35], one assessed tinnitus distress severity [43], and one assessed feasibility [45]. Four studies [30,33,34,36] assessed more than one primary outcome, including outcomes such as affect, social measures, and health-related quality of life (HRQoL). Table 1 outlines a complete list of primary and secondary outcomes assessed per study. More than half (n=9) of the studies included follow-up assessments [29-31,36,38-40,42,43] that ranged from 3 months [36] to 12 months post intervention [39,43]. See Table 2 for summary of primary outcomes, including the mean number of sessions completed, whether primary outcomes improved over time and relative to control, and whether improvements were maintained at follow-up, where applicable. Note that if a study had both an active and wait-list control, Table 2 presents improvement over the wait-list control.
<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Population, country</th>
<th>Mean age in years (% F)</th>
<th>Intervention type</th>
<th>Number of sessions, duration</th>
<th>Control condition</th>
<th>Outcomes(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gardner-Nix (2008)</td>
<td>Chronic pain, Canada</td>
<td>51-54 (75-88)</td>
<td>Synchronous videoconference MBCPM(^e), guided (n=57)</td>
<td>10 sessions, 10 weeks</td>
<td>On-site program (n=59), wait-list (n=59)</td>
<td>Health-related quality of life (physical and mental), pain catastrophizing, pain</td>
</tr>
<tr>
<td>Buhrman (2013)</td>
<td>Chronic pain, Sweden</td>
<td>49 (59)</td>
<td>Asynchronous Web-based ACT(^d), guided (n=38)</td>
<td>7 sessions, 7 weeks</td>
<td>Online discussion forum (n=38)</td>
<td>Pain acceptance, anxiety and depressive symptoms, coping, pain consequences, relationship with pain, quality of life</td>
</tr>
<tr>
<td>Davis (2013)</td>
<td>Fibromyalgia, United States</td>
<td>46 (98)</td>
<td>Asynchronous Web-based MSER(^e), unguided (n=39)</td>
<td>12 sessions, 6 weeks</td>
<td>Web-based health behavior information (n=40)</td>
<td>Pain, pain coping efficacy, positive affect, negative affect, social engagement, loneliness, family stress, family enjoyment, stress coping efficacy</td>
</tr>
<tr>
<td>Dowd (2015)</td>
<td>Chronic pain, Ireland</td>
<td>45 (90)</td>
<td>Asynchronous Web-based MBCT(^f), unguided (n=62)</td>
<td>12 sessions, 6 weeks</td>
<td>Web-based psychoeducation (n=62)</td>
<td>Pain interference, psychological distress, pain intensity, catastrophizing, pain acceptance, mindfulness, life satisfaction, impression of change</td>
</tr>
<tr>
<td>Trompetter (2015)</td>
<td>Chronic pain, the Netherlands</td>
<td>52-53 (75-77)</td>
<td>Asynchronous Web-based ACT(^d), guided (n=82)</td>
<td>9 modules, 9-12 weeks</td>
<td>Web-based expressive writing (n=79), wait-list (n=77)</td>
<td>Pain interference, anxiety and depressive symptoms, pain intensity, pain disability, positive mental health, psychological inflexibility, mindfulness, engaged living, pain catastrophizing</td>
</tr>
<tr>
<td>Younge (2015)</td>
<td>Heart disease, the Netherlands</td>
<td>43 (44-51)</td>
<td>Asynchronous Web-based mindfulness training, unguided (n=215)</td>
<td>4 parts, 12 weeks</td>
<td>TAU(^g) (n=109)</td>
<td>Exercise capacity, heart rate, blood pressure, respiration rate, NT-proBNP(^h), health status, perceived stress, psychological distress, social support, and composite “end-point” score</td>
</tr>
<tr>
<td>Ljötsson (2010)</td>
<td>IBS(^i), Sweden</td>
<td>35 (85)</td>
<td>Asynchronous Web-based mindfulness and exposure CBT(^j), guided (n=42)</td>
<td>5 steps, 10 weeks</td>
<td>Online discussion forum (n=43)</td>
<td>IBS(^i) symptoms and symptom severity, quality of life, gastrointestinal-specific anxiety, depression, disability, treatment credibility</td>
</tr>
<tr>
<td>Ljötsson (2011)</td>
<td>IBS(^i), Sweden</td>
<td>38 (79)</td>
<td>Asynchronous Web-based mindfulness and exposure CBT(^j), guided (n=98)</td>
<td>5 steps, 10 weeks</td>
<td>Web-based stress management program (n=97)</td>
<td>IBS(^i) symptom severity, quality of life, cognitive symptoms for bowel disorders, perceived stress, anxiety and depression, symptom relief</td>
</tr>
<tr>
<td>Ljötsson (2011)</td>
<td>IBS(^i), Sweden</td>
<td>35 (74)</td>
<td>Asynchronous Web-based mindfulness and exposure CBT(^j), guided (n=30)</td>
<td>5 steps, 10 weeks</td>
<td>Online discussion forum (n=31)</td>
<td>IBS(^i) symptom severity, health economic data, quality of life, gastrointestinal-specific anxiety, disability</td>
</tr>
<tr>
<td>Ljötsson (2014)</td>
<td>IBS(^i), Sweden</td>
<td>42 (80)</td>
<td>Asynchronous Web-based mindfulness and exposure CBT(^j), guided (n=153)</td>
<td>5 steps, 10 weeks</td>
<td>Same mindfulness CBT(^j) without exposure (n=156)</td>
<td>IBS(^i) symptom severity, quality of life, gastrointestinal-specific anxiety, disability</td>
</tr>
<tr>
<td>Thompson (2010)</td>
<td>Epilepsy, United States</td>
<td>36 (81)</td>
<td>Synchronous MBCT(^f), phone-based or Web-based, guided (n=26)</td>
<td>8 sessions, 8 weeks</td>
<td>TAU(^g) wait-list (n=27)</td>
<td>Depressive symptoms, knowledge and skills, self-efficacy, satisfaction with life, quality of life, self-compassion</td>
</tr>
</tbody>
</table>

\(^a\) MBCPM: Mindfulness-Based Cognitive Therapy Program for Management of Pain; ACT: Acceptance and Commitment Therapy; MSER: Mindfulness and Stress Education for Rehabilitation; MBCT: Mindfulness-Based Cognitive Therapy; TAU: Treatment as usual; CBT: Cognitive Behavioral Therapy; IBS\(^i\): Irritable Bowel Syndrome; EMA: Ecological Momentary Assessment.
<table>
<thead>
<tr>
<th>First author</th>
<th>Population, country</th>
<th>Mean age in years (% F)</th>
<th>Intervention type</th>
<th>Number of sessions, duration</th>
<th>Control condition</th>
<th>Outcomes &lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thompson (2015)</td>
<td>Epilepsy, United States</td>
<td>41 (65)</td>
<td>Synchronous MBCT&lt;sup&gt;f&lt;/sup&gt;, phone-based or Web-based, guided (n=64)</td>
<td>8 sessions, 8 weeks</td>
<td>TAU&lt;sup&gt;g&lt;/sup&gt; wait-list (n=64)</td>
<td>Depressive symptoms, knowledge and skills, self-efficacy, satisfaction with life, quality of life</td>
</tr>
<tr>
<td>Hesser (2012)</td>
<td>Tinnitus, Sweden</td>
<td>49 (43)</td>
<td>Asynchronous Web-based ACT&lt;sup&gt;d&lt;/sup&gt;, guided (n=35)</td>
<td>8 sessions, 8 weeks</td>
<td>CBT&lt;sup&gt;j&lt;/sup&gt; (n=32), online discussion forum (n=32)</td>
<td>Tinnitus distress severity, anxiety and depressive symptoms, insomnia severity symptoms, perceived stress, quality of life</td>
</tr>
<tr>
<td>Johansson (2015)</td>
<td>Acquired brain injury, Sweden</td>
<td>46-51 (82)</td>
<td>Synchronous Web-based MBSR&lt;sup&gt;k&lt;/sup&gt;, guided (n=13)</td>
<td>8 sessions plus 7-hr retreat, 8 weeks</td>
<td>On-site MBSR&lt;sup&gt;k&lt;/sup&gt; (n=12), group walking control (n=9)</td>
<td>Mental fatigue, anxiety and depressive symptoms, self-compassion, measures of attention and processing speed</td>
</tr>
<tr>
<td>Zernicke (2014)</td>
<td>Cancer, Canada</td>
<td>58 (73)</td>
<td>Synchronous Web-based MBCR&lt;sup&gt;l&lt;/sup&gt;, guided (n=30)</td>
<td>8 sessions plus 6-hr online retreat, 8 weeks</td>
<td>TAU&lt;sup&gt;g&lt;/sup&gt; wait-list (n=32)</td>
<td>Feasibility, mood, stress, posttraumatic growth, spirituality and well-being, mindfulness</td>
</tr>
<tr>
<td>Bruggeman-Everts (2015)</td>
<td>Cancer, the Netherlands</td>
<td>50 (76)</td>
<td>Asynchronous Web-based MBCT&lt;sup&gt;f&lt;/sup&gt;, guided (n=257)</td>
<td>9 sessions, 9 weeks</td>
<td>None</td>
<td>Fatigue severity, psychological distress</td>
</tr>
</tbody>
</table>

<sup>a</sup>Mean age in years and % F (% female) are presented as ranges when original studies reported this information per group rather than for the whole sample.

<sup>b</sup>Primary outcomes italicized.

<sup>c</sup>MBCPM: Mindfulness-Based Chronic Pain Management.

<sup>d</sup>ACT: acceptance and commitment therapy.

<sup>e</sup>MSER: Mindful Socioemotional Regulation.

<sup>f</sup>MBCT: Mindfulness-Based Cognitive Therapy.

<sup>g</sup>TAU: treatment as usual.

<sup>h</sup>NT-proBNP: N-terminal probrain natriuretic peptide.

<sup>i</sup>IBS: irritable bowel syndrome.

<sup>j</sup>CBT: cognitive behavioral therapy.

<sup>k</sup>MBSR: Mindfulness-Based Stress Reduction.

<sup>l</sup>MBCR: Mindfulness-Based Cancer Recovery.
Table 2. Summary of outcomes.

<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Sample diagnosis</th>
<th>Mean sessions completed, %&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Primary outcome</th>
<th>Improvement&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Over time</th>
<th>Greater than comparison</th>
<th>Maintained at follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gardner-Nix (2008) [34]</td>
<td>Chronic pain</td>
<td>Unclear</td>
<td>Quality of life—physical health</td>
<td>No</td>
<td>No</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Quality of life—mental health</td>
<td>Yes</td>
<td>Yes&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Pain catastrophizing</td>
<td>Yes</td>
<td>Yes&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Usual pain</td>
<td>Yes</td>
<td>Yes&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Buhrman (2013) [29]</td>
<td>Chronic pain</td>
<td>60</td>
<td>Pain acceptance</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (6 mo&lt;sup&gt;e&lt;/sup&gt;)</td>
<td></td>
</tr>
<tr>
<td>Davis (2013) [33]</td>
<td>Fibromyalgia</td>
<td>69</td>
<td>Pain</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Pain coping efficacy</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Positive affect</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Negative affect</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Social engagement</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Loneliness</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Family stress</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Family enjoyment</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Stress coping efficacy</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Dowd (2015) [30]</td>
<td>Chronic pain</td>
<td>94&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Pain interference</td>
<td>Yes</td>
<td>No</td>
<td>Yes (6 mo)</td>
<td></td>
</tr>
<tr>
<td>Trompetter (2015) [31]</td>
<td>Chronic pain</td>
<td>Unclear</td>
<td>Psychological distress</td>
<td>No</td>
<td>No</td>
<td>No (6 mo)</td>
<td></td>
</tr>
<tr>
<td>Younge (2015) [35]</td>
<td>Heart disease</td>
<td>Unclear</td>
<td>Pain interference</td>
<td>Yes</td>
<td>No&lt;sup&gt;g&lt;/sup&gt;</td>
<td>No&lt;sup&gt;g&lt;/sup&gt; (6 mo)</td>
<td></td>
</tr>
<tr>
<td>Ljótsson (2010) [36]</td>
<td>IBS&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Unclear</td>
<td>IBS symptoms</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IBS symptom severity</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (3 mo)</td>
<td></td>
</tr>
<tr>
<td>Ljótsson (2011) [38]</td>
<td>IBS</td>
<td>Unclear</td>
<td>IBS symptom severity</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (6 mo)</td>
<td></td>
</tr>
<tr>
<td>Ljótsson (2011) [39]</td>
<td>IBS</td>
<td>Unclear</td>
<td>IBS symptom severity</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (12 mo)</td>
<td></td>
</tr>
<tr>
<td>Ljótsson (2014) [40]</td>
<td>IBS</td>
<td>Unclear</td>
<td>IBS symptom severity</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (6 mo)</td>
<td></td>
</tr>
<tr>
<td>Thompson (2010) [41]</td>
<td>Epilepsy</td>
<td>75&lt;sup&gt;i&lt;/sup&gt;</td>
<td>Depressive symptoms</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Thompson (2015) [42]</td>
<td>Epilepsy</td>
<td>83</td>
<td>Depressive symptoms</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (4.5-5 mo)</td>
<td></td>
</tr>
<tr>
<td>Hesser (2012) [43]</td>
<td>Tinnitus</td>
<td>Unclear</td>
<td>Tinnitus distress severity</td>
<td>Yes</td>
<td>Yes&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Yes (12 mo)</td>
<td></td>
</tr>
<tr>
<td>Johansson (2015) [44]</td>
<td>Acquired brain injury</td>
<td>Unclear</td>
<td>Mental fatigue</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Zernicke (2014) [45]</td>
<td>Cancer</td>
<td>67</td>
<td>Feasibility</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Bruggeman-Everts (2015) [47]</td>
<td>Cancer</td>
<td>70</td>
<td>Fatigue severity</td>
<td>Yes</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Mean intervention completion refers to the mean % of modules the participants participated in.

<sup>b</sup>Improvement—Over time and Improvement—Greater than comparison refer to postintervention assessments.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>Greater than wait-list control but not greater than on-site comparison group.

<sup>e</sup>mo: months.

<sup>f</sup>Of those who completed follow-up.

<sup>g</sup>Greater than active comparison group but not wait-list control.

<sup>h</sup>IBS: irritable bowel syndrome.

<sup>i</sup>Median reported.
Chronic Pain and Fibromyalgia

Five of the identified studies examined a Web-based MBI for populations with chronic pain or fibromyalgia, an illness characterized by chronic pain. Of these, four studies were RCTs [29-31,33], whereas one study was not randomized [34]. Gardner-Nix and colleagues [34] compared MBCPM delivered via videoconference or on-site to wait-list control in chronic pain patients. Most participants (70%, 40/57) remained in the videoconference group. Physical HRQoL improved more in the on-site group, and distance delivery was no better than control, whereas mental HRQoL improved in both on-site and distance groups relative to control. Pain catastrophizing improved in both on-site and distance groups relative to control groups, and actual pain improved more in the distance group than the control group but more in the on-site group than the distance group.

Burhman and colleagues [29] compared an asynchronous Web-based ACT program with a wait-list control with an online discussion group for 76 patients with chronic pain. Less than half (40%, 15/38) of the treatment group completed all seven sections. The primary outcome, chronic pain acceptance, was higher in the treatment group than control (d=0.41) and did not change at a 6-month follow-up. Of secondary outcomes, anxiety and depressive symptoms improved more in the treatment group than the control (d=0.44 and d=0.18, respectively) and did not change at a 6-month follow-up. Two of eight subscales on a measure of coping (d=0.28-0.51) and two of eight subscales on a measure of pain symptoms (d=0.30-0.56) improved more in the treatment group and were maintained at follow-up. There were no effects on quality of life, pain impairment, or relationship with pain.

Davis and Zautra [33] compared Web-based MSER with a Web-based health education attention control group in an RCT of 79 fibromyalgia patients. Approximately half (49%, 19/39) completed all 12 MSER modules. Those who participated in MSER experienced greater improvement in pain coping efficacy, positive affect, social activity engagement, loneliness, family enjoyment, and stress coping relative to control (effect sizes, representing within-group variance accounted for by group assignment, ranged from .01 to .06). Both groups resulted in decreased negative affect, and neither group experienced decreased pain symptoms.

Dowd and colleagues [30] compared Web-based MBCT with Web-based pain management psychoeducation for adults (n=124) with chronic pain. Whereas 45% (28/62) and 37% (23/62) participants were retained at post and follow-up assessments, respectively, most of those who completed the follow-up assessment (74%, 17/23) viewed all sessions. Additionally, 6-month follow-up measures were included in the primary analyses. Of the primary outcomes, pain interference improved across both groups (d=0.76), but psychological distress did not improve for either group. Of secondary outcomes measured, satisfaction with life improved more in the mindfulness group than psychoeducation (d=0.59); pain acceptance, mindfulness, and catastrophizing all improved in both groups over time (d=0.42-0.58). No significant improvements were observed in average pain experienced, and a trend toward less “pain right now” across both groups was observed. Impression of change was measured with three subscales (ability to manage emotions, dealing with stressful situations, ability to enjoy pleasant events)—all of which improved more in the treatment group (d=0.41-0.62) and were maintained at 6 months, except for ability to enjoy pleasant events, which improved post intervention but was not maintained.

Trompetter and colleagues [31] compared Web-based ACT with an expressive writing control or wait-list control group for 238 people with chronic pain. Nearly half (48%, 39/82) adhered to ACT according to the author’s definition of participating for ≥3 hours per week. The primary outcome, pain interference, was more improved in the ACT group than the expressive writing group at the 3-month (post intervention; d=0.33) and 6-month follow-ups (d=0.47), but not the wait-list group. Regarding secondary outcomes, at post treatment, ACT outperformed expressive writing for improving pain intensity, outperformed wait-list for improving pain catastrophizing, and outperformed both groups for improving psychological inflexibility (d=0.23-0.60). At the 6-month follow-up, ACT outperformed expressive writing for improving pain disability, outperformed wait-list for improving mindfulness, and outperformed both groups for improving depressive symptoms, pain intensity, psychological inflexibility, and catastrophizing (d=0.28-0.54). No differences were observed between groups on anxiety, positive mental health, or engaged living outcomes. In follow-up analyses of their results, Trompetter and colleagues concluded that changes in psychological flexibility mediated the observed changes in pain interference, psychological distress, and pain intensity and suggested that pain catastrophizing served as an indirect mechanism of change through its effect on psychological flexibility [32].

Taken together, results support improvements in psychological outcomes and pain coping efficacy following Web-based MBIs for populations experiencing chronic pain but are mixed regarding the effectiveness of MBIs for decreasing actual symptoms of pain. Specifically, two studies reported improved pain over control groups, one study reported a trend toward pain improvement across treatment and control groups, and two reported no improvement in pain symptoms. As only one of the studies examining pain was synchronous [34], no conclusions can be drawn regarding the relative effectiveness of synchronous or asynchronous interventions for people with chronic pain. There appeared to be no difference between guided or unguided interventions. Only one study [34] compared a Web-based MBI to the same intervention delivered in person. Although its results suggest that the Web-based MBI may be just as effective as an on-site MBI for outcomes such as pain catastrophizing and mental HRQoL, the study included methodological issues such as lack of randomization or allocation concealment (see Table 3).
Table 3. Risk of bias assessment. Outcome data are considered complete if ≥90% of those randomized were included in outcome data.

<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Random sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessment</th>
<th>Complete outcome data or intention-to-treat analysis used</th>
<th>All outcomes reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gardner-Nix (2008) [34]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Buhrman (2013) [29]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Davis (2013) [33]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Dowd (2015) [30]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Trompetter (2015) [31]</td>
<td>Yes</td>
<td>Unclear</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Younge (2015) [35]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Ljótsson (2010) [36]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ljótsson (2011) [38]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ljótsson (2011) [39]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ljótsson (2014) [40]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Thompson (2010) [41]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Thompson (2015) [42]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hesser (2012) [43]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Johansson (2015) [44]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No&lt;sup&gt;a&lt;/sup&gt;</td>
<td>No&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Zernicke (2014) [45]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bruggeman-Everts (2015)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>a</sup>Intention-to-treat analysis conducted with a subset of participants but not all.

Heart Disease

One large RCT, conducted by Younge and colleagues [35], compared unguided, Web-based mindfulness training with usual care in 324 patients with heart disease. The completion rate (defined by the authors as completing at least 50% of the intervention) was 53.5% (115/215) of those who were randomized to intervention. On the primary outcome, a measure of exercise tolerance (the 6-min walk test), the mindfulness group performed better than control at a difference bordering significance, and the mindfulness group showed lower resting heart rate ($d=0.20$). There were no differences between the groups on blood pressure, blood levels of N-terminal probrain natriuretic peptide (NT-proBNP), mental or physical HRQoL, subjective health status, anxiety and depressive symptoms, perceived stress, perceived social support, and adverse events (all-cause mortality, heart failure, symptomatic arrhythmia, cardiac surgery, or percutaneous cardiac intervention). An as-treated analysis showed small effect size improvements in exercise tolerance, heart rate, systolic blood pressure, and stress ($d=0.19-0.21$). Changes in weight or blood levels of creatinine were not reported. On the basis of this one large trial the intervention appears only marginally better than usual care.

Irritable Bowel Syndrome

Ljótsson and colleagues conducted a series of RCTs examining Web-based mindfulness plus exposure-based CBT for people with IBS. Described in Ljótsson et al [36], the intervention was tested in 85 people with IBS randomized to the intervention or an online discussion forum control group. Most participants (69%, 29/42) in the intervention group completed all modules. The intervention group experienced large effect size reductions in primary outcome measures, a composite score of IBS symptoms ($d=1.19$) and IBS symptom severity ($d=1.21$) relative to the control group. All secondary outcome measures, IBS-related quality of life, gastrointestinal-specific anxiety, depressive symptoms, and perceived disability, improved more in the intervention group than control ($d=0.43-0.93$). IBS quality of life continued to improve at a 3-month follow-up for the intervention group, and IBS symptom severity and gastrointestinal-specific anxiety did not change. Long-term, follow-up results 15 to 18 months following treatment, after the wait-list group also received the treatment, showed that the improvements in IBS symptom severity, IBS quality of life and gastrointestinal-related anxiety were maintained [37]. Ljótsson et al [38] then tested the same Web-based mindfulness plus CBT treatment in an RCT against an active control—a Web-based stress management group [38]. The primary outcome, IBS symptom severity, was more improved in the intervention group than the active control ($d=0.38$). Primary analyses included pre, post, and 6-month follow-up assessments. Improvements in the intervention group relative to control were observed for secondary outcomes IBS quality of life, gastrointestinal-related anxiety, and an IBS-related cognitions scale (including negative thoughts about bowel function and personality characteristics thought to be linked to IBS; $d=0.33-0.52$). Perceived stress and anxiety and depressive symptoms improved over time for both conditions. At post, those in the intervention group did not feel significantly more symptom relief than control (69%, 68/98, vs 58%, 56/97) but...
Ljótsson et al [39] conducted another study comparing Web-based mindfulness plus CBT with a wait-list online discussion forum for IBS patients recruited from a gastrointestinal clinic. The primary outcome, IBS symptom severity, had greater reductions in the intervention group relative to control ($d=0.77$). All secondary outcomes—IBS-related quality of life, gastrointestinal-specific anxiety, and perceived disability—improved more in the intervention group relative to the control group ($d=0.19-0.79$). Scores for IBS quality of life further improved and all other outcomes were maintained at a 12-month follow-up in the intervention group.

Most recently, Ljótsson et al [40] investigated whether the systematic exposure component had incremental effects over the other components of the mindfulness plus CBT therapy in a randomized controlled dismantling design. Participants with IBS ($n=309$) received the usual intervention or a version of it without the systematic exposure component. The primary outcome, IBS symptom severity, improved more in the intervention group with exposure post treatment ($d=0.47$) and was maintained at a 6-month follow-up. Other secondary outcomes (gastrointestinal-specific anxiety, IBS-related quality of life, and anxiety and depressive symptoms) improved more in the group with exposure ($d=0.18-0.36$). There was no difference regarding cognitions related to IBS between the two groups. The authors concluded that systematic exposure had incremental benefits over the other components of the intervention. In sum, this line of research has consistently demonstrated the beneficial effects of a Web-based mindfulness plus CBT treatment for IBS symptoms, quality of life, and psychological distress among people with IBS. Although it remains unclear as to what extent therapist guidance contributed to the positive results, results suggest that the active exposure component is an important implicated process.

### Epilepsy

Thompson and colleagues conducted two RCTs to examine the effectiveness of a distance delivery version of MBCT for depressive symptoms in people with epilepsy. First, in 2010, they randomly assigned 53 people with epilepsy to receive distance MBCT (via the Internet or telephone) or a wait-list control in a stratified cross-over design [41]. The primary outcome, depressive symptoms, improved more in the intervention group than control. Whereas results were slightly better for the phone group, there was no significant difference between telephone or Internet delivery. Regarding secondary outcomes, knowledge and skills (about epilepsy and depression) improved more in the MBCT group compared with control, but no significant differences between groups were observed for the outcomes self-efficacy, satisfaction with life, or quality of life. Once all individuals received the intervention, only 30% (13/44) participated in every session. Effect sizes were not reported.

Most recently, Thompson et al [42] examined distance-delivered MBCT for the prevention of depressive symptoms in people with epilepsy. Participants ($n=128$) were randomized to the same MBCT intervention or a wait-list condition. The primary outcome, depressive symptoms, improved more in the treatment group than control and remained lower than baseline at an 18 to 20 week follow-up. There was reduced incidence of depressive episodes in the treatment group relative to control. Regarding the secondary outcomes, knowledge and skills and satisfaction with life both improved more in the treatment group than control. Effect sizes were not reported. There were no significant changes in the treatment group over control in the outcomes depression coping self-efficacy, self-compassion, or quality of life.

Considered together, results suggest that Web-based MBCT is effective for reducing depressive symptoms among patients with epilepsy as well as for educating them about depression in the context of their illness but does not improve self-efficacy or quality of life. As the Web-based MBCT delivered in both studies was guided, synchronous and compared with treatment as usual, it is difficult to determine to what extent the intervention accounted for the observed changes in depressive symptoms, or which other factors (eg, receipt of treatment in general and social support) may have contributed.

### Tinnitus

Hesser and colleagues [43] conducted an RCT comparing ACT with CBT and an online discussion forum control condition for people with tinnitus experiencing significant distress ($n=99$). The primary outcome, tinnitus distress severity, improved more in the ACT condition than control ($d=0.68$). This improvement did not differ between ACT and CBT conditions and was maintained at a 1-year follow-up. Regarding secondary outcomes, depressive symptoms, anxiety, and perceived stress all improved more in the ACT group than the control group ($d=0.59-0.69$). There were no differences between ACT and control on outcomes insomnia symptom severity and quality of life. Authors concluded that for coping with tinnitus, ACT may be as effective as CBT, which they noted was currently the most supported psychological intervention for tinnitus management. Data describing rates of module completion among those who started the study were not reported.

### Acquired Brain Injury

A small nonrandomized trial compared Web-based MBSR with a control condition that comprised weekly walking sessions for those with acquired brain injuries (either from traumatic brain injury or stroke) experiencing mental fatigue ($n=34$) [44]. Of the outcomes examined, only mental fatigue reduced significantly more in the Web-based MBSR condition than both the face-to-face and walking control conditions. Depression, anxiety, and attention and processing speed measures improved within the Web-based MBSR group, whereas self-compassion did not change. Mental fatigue also significantly decreased for the walking control group when they were subsequently given Web-based MBSR. The mean attendance rates were 81% in the initial Web-based MBSR group, 82% when the walking control was subsequently given Web-based MBSR, and 94% in the face-to-face MBSR group. Authors concluded that Web-based MBSR can be helpful in improving mental fatigue, though this study included several methodological issues such as lack of randomization or allocation concealment (see Table 3).
Cancer

Two published studies have examined Web-based MBIs for cancer survivors. Zernicke and colleagues [45] compared a Web-based synchronous MBCR program with wait-list control for cancer survivors (n=62) in an RCT. The program was considered feasible (the primary outcome) because of exceeded target numbers for interest and recruitment. Regarding secondary outcomes, participants in the MBCR group reported greater improvements in mood, stress symptoms, spirituality, and acting with awareness relative to the control group (d=0.37-0.50). Both groups reported improvements in posttraumatic growth, and in four subscales of a mindfulness measure (mindfulness observing, describing, nonreacting, and nonjudging). After the wait-list control group subsequently received the Web-based MBCR intervention, Zernicke et al [46] published exploratory analyses of outcomes and associations between outcomes and age, sex, and cancer stage. Mood and mindfulness subscales, awareness, observing, describing, and nonjudging, improved overall following the intervention. Stress symptoms, spirituality, and the mindfulness subscale nonreacting improved more among younger than older participants. Posttraumatic growth improved more for men than women, though men had significantly worse posttraumatic growth scores at baseline. There were no differential effects based on cancer stage.

In a large trial using a one-group pre-post design, Bruggeman-Everts and colleagues [47] examined the effectiveness of Web-based MBCT for improving cancer-related fatigue in 257 patients. The primary outcome, fatigue severity, significantly decreased following participation in the intervention (d=1.45). Regarding secondary outcomes, psychological distress decreased (d=0.71), clinically significant improvement in fatigue severity occurred in 35% (89/257) of patients, and most endorsed satisfaction with the intervention.

Taken together, these results suggest that Web-based MBIs for cancer survivors are effective for improving fatigue symptoms, mood, and psychological distress. It is unclear whether guidance is related to improved outcomes as both interventions included some form of guidance. It is also unclear whether synchronous or asynchronous interventions may be more effective for cancer survivors. As Zernicke et al [45] compared MBSR with a wait-list control group and Bruggeman-Everts et al [47] had no comparison group, it is also unclear whether Web-based MBIs would be effective for fatigue, mood, and distress outcomes beyond an active control condition.

Overall, of 28 primary outcomes (excluding feasibility) from the 16 studies, 25 of the primary outcomes improved over time, and 20 of 27 improved more in intervention groups than in control groups (one primary outcome was from a study that did not have a control group). Of the 10 primary outcomes assessed at follow-up, eight showed maintained improvements (see Table 2).

Risk of Bias

Table 3 summarized the risk of bias assessment based on potential sources of bias outlined in the Cochrane Handbook for Systematic Reviews of Interventions [28]. Of the 16 studies, 15 reported all outcomes [29-31,33,34,36,38-45,47], 13 used random sequence generation [29-31,33,35,36,38-43,45], 11 had allocation concealment [29,30,33,35,36,38,40-43,47], and 12 had complete outcome data or used ITT analysis [29-31,33,36,38-40,42,43,45,47]. Only one study had blinded outcome assessments [35] and none blinded participants or personnel.

Discussion

Principal Findings

Nineteen published papers describing 16 studies examining Web-based MBIs for people with chronic physical health conditions were reviewed. Overall, most primary outcomes improved over time, but results were mixed as to whether they improved more in the intervention group relative to the control group. Specifically, outcomes including pain acceptance, stress coping efficacy, family enjoyment, social engagement, depressive symptoms, and fatigue all improved more after mindfulness interventions than control conditions, whereas other outcomes such as psychological distress, pain interference, and negative affect did not. Furthermore, among the studies including both active and wait-list control groups, some symptoms improved more in the Web-based MBI group than the wait-list control but not the active comparison group [34,43], and one study reported greater improvement in the Web-based MBI group than the active comparison but not the waitlist control [31]. Among all studies, anxiety and depressive symptoms were most frequently included as outcome variables and typically improved to a greater degree in mindfulness groups than control groups. This is consistent with reviews describing improvements in anxiety and depressive symptoms following participation in face-to-face MBIs for people with physical health conditions [5-7]. Evidence was mixed regarding the effectiveness of Web-based MBIs for improving the quality of life, but improvements in quality of life following interventions relative to control were reported more often than no improvements were reported. Although few studies examined mood, positive affect, stress, and social outcomes, improvements in these areas following intervention relative to control were reported. Among the few studies that examined distress, there was no evidence suggesting that MBIs caused improvement over a control condition. The mixed results for improvements and distress and quality of life are consistent with review by Goyal et al [5].

Whereas none of the studies included blinding of participants and personnel, this is not always possible in an RCT where a mindfulness intervention is being delivered. However, this criterion was not removed from the bias assessment in recognition that expectations surrounding the effectiveness of MBIs from participants and those who deliver interventions may represent sources of positive bias. Furthermore, lack of blinding of participants precluded blinded outcome assessment for many of these studies, as most outcomes were assessed with self-report measures. Beyond these inherent limitations, just over half (9/16) of the studies in Table 3 met all other quality indicators of randomization, allocation concealment, complete data or ITT analyses, and reporting all outcomes.
Some research groups showed great success implementing Web-based MBIs for specific populations. Ljótsson and colleagues investigated mindfulness plus CBT for IBS in a series of studies [36-40], showing consistent improvements in IBS symptom severity and quality of life in treatment groups relative to control groups. Thompson and colleagues [41,42] consistently demonstrated the effectiveness of Web-based MBIs for reducing depressive symptoms among those with epilepsy, and the effectiveness of MBCT for improving cancer-related fatigue reported by Bruggeman-Everts et al [47] is promising. It may follow that Web-based MBIs could be most effective when tailored and targeted for specific symptoms in specific populations. Indeed, the largest effect size of all studies reviewed were those reported for reduction of IBS symptom severity ($d=1.21$) [36] and cancer-related fatigue severity ($d=1.45$) [47], though the latter effect size represents the pre-post change for the intervention group only, not relative to a control, so it would not likely be as large in a controlled study. Both of these studies were tailored to address specific symptoms, included therapist guidance through correspondence, and included both mindfulness and CBT components. As the evidence for MBCT for cancer-related fatigue though would be more compelling if improvement was found to be greater relative to an active control group, this research group plans to investigate MBCT for cancer-related fatigue in a 3-armed RCT [48].

Younge et al [35] examined a variety of physical outcomes (eg, exercise tolerance, heart rate, blood pressure, and NT-proBNP), reporting only significant improvements in heart rate and marginally significant improvement in exercise tolerance. Although there is strong evidence to support reductions in blood pressure in cardiovascular disease populations following in-person MBIs [8], this was not replicated in the 2015 study by Younge and colleagues [35]. However, as there were a considerable number of dropouts from this study, further studies examining physical outcomes should be conducted before conclusions regarding the effectiveness of Web-based MBIs for objective physical outcomes such as blood pressure can be drawn. Whereas pain is not an objective physical outcome as it can only be ascertained by self-report, it can arguably be considered, at least in part, a physical outcome. In this review, there were mixed results regarding the effectiveness of Web-based MBIs for reducing pain specifically, but improvements occurred among outcomes reflecting abilities to regulate and deal with pain such as pain acceptance, catastrophizing, coping, and perceived pain-related disability. This is consistent with early work from Jon Kabat-Zinn et al [49] showing that people with chronic pain learned through MBSR to relate to their pain in a different and less distressing way, although the pain itself did not diminish significantly. Thus, whereas reductions in actual pain may not follow participation in Web-based MBIs per se, participants develop skills to regulate pain symptoms that may ultimately lead to less pain-related distress. Overall, the stronger evidence for impact on psychological than physical outcomes observed in this review is consistent with prior reviews of MBIs, which describe higher effect sizes for psychological outcomes than for physical outcomes [6].

The review of Web-based MBIs for improving mental health outcomes by Spijkerman et al [25] reports small effect size improvements for depression, anxiety, well-being, and mindfulness and moderate effect size for stress (though the authors cautioned that one outlier may inflate the effectiveness of MBIs for stress in their review). The authors concluded that the effect sizes they observed for psychological outcomes following Web-based MBIs were generally lower than the medium to large effect sizes found for the same outcomes in studies of face-to-face MBIs. They considered that the inclusion of healthy populations may have contributed to a floor effect, wherein smaller improvements were noted because there was less room to improve. This review did not include healthy participants, and although a meta-analytic synthesis of effect sizes was not conducted, small to moderate effect sizes were still reported most often. Spijkerman et al [25] also considered that poorer adherence to Web-based MBIs may contribute to lower effect sizes than face-to-face interventions, as Web-based interventions provide more anonymity and result in less accountability. They described adherence rates varying from 35% to 92% (which also varied somewhat because of differing definitions of adherence among different studies). Likewise, this study reported the average number of intervention sessions completed to range from 60% to 94%, and the proportion of those who participated in every session ranged from 30% to 69%. Given that regular practice is considered a necessity for development of mindfulness skills, and dose-response relationships have been found between amount of time practicing and degree of improvement [30], poor adherence can hamper the effectiveness of Web-based MBIs. It could also be that the relative absence of social support typical of Web-based interventions may partially account for the smaller effect sizes observed in outcomes related to psychological well-being such as anxiety and depressive symptoms.

Among the interventions that included mindfulness training as the core of the program [30,33-35,41-43,45,47], most primary outcomes improved over time and approximately half improved more in the intervention than control group. Among the interventions that included mindfulness as one component of a multimodal intervention [29,31,36,38,40,43], all primary outcomes improved over time and most improved more in the intervention than control group. However, the studies of interventions with mindfulness as a component of a multimodal intervention had over twice as many primary outcomes, were all asynchronous, and were all guided (whereas approximately half of the studies with mindfulness as the core of the intervention were synchronous or guided). Furthermore, primary outcomes were highly variable. Thus, it is difficult to determine to what extent the emphasis on mindfulness training alone in an intervention may have influenced observed improvements.

The results of this review give no clear indication of whether synchronous versus asynchronous Web-based MBIs or facilitated versus self-directed Web-based MBIs are more effective. Theoretically, synchronous and facilitated group interventions include more potentially therapeutic components such as social support and most closely align with traditional face-to-face program delivery. Furthermore, the presence of a facilitator could improve treatment adherence by ensuring that...
the participants actually understand and engage in the therapeutic processes, and they may feel more accountable to attend and practice at home. However, because of the small number of studies included in this review and relative heterogeneity of the specific interventions and outcomes investigated, any conclusion regarding the effectiveness of synchronous versus asynchronous or facilitated versus self-directed therapies would be premature.

Limitations
There are some limitations that necessitate consideration. First, only published studies were included; thus, it is possible that results may be biased in favor of positive trial results. Second, only a small number of studies were included. Although patterns of results emerged, more cumulative findings need to be analyzed before definitive conclusions can be drawn, particularly among physical outcomes. Furthermore, although a population of those with a chronic physical condition is more homogeneous than mixed samples that have been reported in prior studies [25,51], there is still variability between people with physical health conditions, and thus different groups may be differently affected by MBIs. Analyses of results varying by condition are not possible with a small number of studies (especially when a specific population may only be represented in one study); thus, it is difficult to determine for which populations MBIs may be more or less effective. Third, as noted by Spijkerman et al [25], although all therapies included were unified by an emphasis on mindfulness, subtle differences exist between the therapies that may differentially affect outcomes. For example, there was differing relative emphasis on meditation practice, and some therapies included goal setting whereas others emphasized on nonstriving [25]. Finally, relevant studies may be missing from this review as studies not available in full-text or English language were excluded, and screening and data extraction were conducted by only 1 author.

Future Work
As the delivery of Web-based MBIs for people with physical health conditions represents a new area of research, more high-quality studies are needed to establish the effectiveness of Web-based MBIs and to consider for whom they are most effective, for what outcomes, and using which specific MBIs. Whereas this review did not include studies where mindfulness was not the primary emphasis of the program, there are interventions with mindfulness components that appear to similarly benefit people with physical health conditions [52,53]. Studies comparing Web-based MBIs to active controls, as well as noninferiority studies directly comparing Web versions of MBIs with the face-to-face interventions on which they are based will be helpful in determining the utility of Web-based MBIs and whether they represent an equally effective delivery method. Adherence should also be consistently measured and described (eg, studies should report both the mean number of sessions completed and the proportion of participants who completed all sessions), and methods to improve adherence to Web-based MBIs should be investigated. Although all studies employed treatments in which mindfulness was a central component, fewer of the reviewed studies actually assessed changes in mindfulness levels from pre- to posttreatment. Future studies may consider including measures of mindfulness to investigate whether actual changes in dispositional mindfulness or mindfulness skills drive the observed improvements in symptoms. Finally, further research should examine whether synchronous interventions and the inclusion of therapist guidance (or the amount of guidance) result in greater improvement in outcomes.

Conclusions
Web-based MBIs may be helpful for improving depressive symptoms, pain acceptance, fatigue, stress coping efficacy, family enjoyment, and social engagement. Furthermore, Web-based MBIs may be particularly effective when they are tailored for specific symptoms. Future studies should continue to compare Web-based MBIs to traditional delivery methods, and examine which features of Web-based MBIs are more or less effective for reduction of symptom burden.
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Abstract

Background: The initial introduction of the World Wide Web in 1990 brought around the biggest change in information acquisition. Due to the abundance of devices and ease of access they subsequently allow, the utility of mobile health (mHealth) has never been more endemic. A substantial amount of interactive and psychoeducational apps are readily available to download concerning a wide range of health issues. mHealth has the potential to reduce waiting times for appointments; eradicate the need to meet in person with a clinician, successively diminishing the workload of mental health professionals; be more cost effective to practices; and encourage self-care tactics. Previous research has given valid evidence with empirical studies proving the effectiveness of physical and mental health interventions using mobile apps. Alongside apps, there is evidence to show that receiving short message service (SMS) messages, which entail psychoeducation, medication reminders, and links to useful informative Web pages can also be advantageous to a patient’s mental and physical well-being. Available mHealth apps and SMS services and their ever improving quality necessitates a systematic review in the area in reference to reduction of symptomology, adherence to intervention, and usability.

Objective: The aim of this review was to study the efficacy, usability, and feasibility of mobile apps and SMS messages as mHealth interventions for self-guided care.

Methods: A systematic literature search was carried out in JMIR, PubMed, PsychINFO, PsychARTICLES, Google Scholar, MEDLINE, and SAGE. The search spanned from January 2008 to January 2017. The primary outcome measures consisted of weight management, (pregnancy) smoking cessation, medication adherence, depression, anxiety and stress. Where possible, adherence, feasibility, and usability outcomes of the apps or SMS services were evaluated. Between-group and within-group effect sizes (Cohen $d$) for the mHealth intervention method group were determined.

Results: A total of 27 studies, inclusive of 4658 participants were reviewed. The papers included randomized controlled trials (RCTs) (n=19), within-group studies (n=7), and 1 within-group study with qualitative aspect. Studies show improvement in physical health and significant reductions of anxiety, stress, and depression. Within-group and between-group effect sizes ranged from 0.05-3.37 (immediately posttest), 0.05-3.25 (1-month follow-up), 0.08-3.08 (2-month follow-up), 0.00-3.10 (3-month follow-up), and 0.02-0.27 (6-month follow-up). Usability and feasibility of mHealth interventions, where reported, also gave promising, significant results.

Conclusions: The review shows the promising and emerging efficacy of using mobile apps and SMS text messaging as mHealth interventions.
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Introduction

The initial introduction of the World Wide Web in 1990 brought around the biggest change in information acquisition that the modern world has ever seen [1]. Less than three decades later, statistics show that 3.2 billion people, over half of the population, can access the Internet with ease [2]. During any given second, there are estimated to be over 8 billion devices simultaneously connected to the World Wide Web, using mobile phones as a medium [3]. In modern day society, the ubiquity of mobile phones has become the norm. In 2012, it was estimated that 91% of the population were in possession of a mobile phone [4]. Due to the abundance of devices and ease of access they subsequently allow, the utility of mobile health (mHealth) has never been more endemic.

mHealth is the practice in, and support of, public health interests, which is reinforced and sustained by mobile devices [5,6]. It has become an extensive platform for the promotion and patient-led continuity of self-care [7], improving patient-centered care (PCC) [8] and prompting the progression of health literacy to positively skew societal view of diagnoses [9,10].

As of June 2016, Android users and those with access to Google Play had access to the download of 2.2 million apps, and Apple’s app store offered 2 million apps [11]. However, it is salient to take into consideration that this is not a precise quantifier of relevant apps due to duplicate, nonfunctional, and alternatively topical apps. Studies have found that 31% of mobile phone owners use them to access health information; 19% have also installed a mobile app that relates to a current medical condition or to manage their health and well-being [12]. Another study has also found that over 56% of health care proviso settings inclusively use mHealth to aid clinical practice [13].

A substantial amount of interactive and psychoeducational apps are readily available to download concerning a wide range of health issues. There are informative fitness apps to tackle obesity; journal type apps that can help when managing a chronic illness such as diabetes; tracking apps for menstruation, ovulation, and fertility; and even apps that have introduced touch sensitive methods, which when used, provide detailed analytics of an individual’s pulse and heart rate [14-16].

The physical outcomes for the mHealth apps largely focus on weight management and physical activity, smoking cessation, and medication adherence. Although it is apparent that each of these issues causes pejorative symptoms, the apps aim to reduce or avoid these via the medium of behavior modification. Psychoeducation within these apps, such as the disadvantages of obesity, monetary loss due to smoking, and the side effects of missed medication convey presumed consequences to amplify desirable behaviors. Behavior modification apps have proven effective in reducing the risk of obesity [17], treating eating disorders [18], and reducing anxiety [19].

An emergent number of these available apps focus on supporting individuals with mental health issues. This is inclusive of, but not exclusive to, disorders such as stress, anxiety, depression, post-traumatic stress disorder (PTSD), and obsessive-compulsive disorder (OCD). In 2014 alone, surveys suggested that 1 in 10 individuals in the United Kingdom waited longer than 12 months for a mental health assessment [20], and it is projected that by 2030, the United Kingdom will see an additional surplus of over 2 million people experiencing mental health issues [21]. mHealth has the potential to reduce waiting times for appointments and eradicate the need to meet in person with a clinician. Consequently, mHealth interventions have the potential to diminish the workload of mental health professionals, be more cost effective to practices, and encourage self-care tactics [22].

One previous study was carried out by Bakker et al [23]. This was a review that focused upon the development and validation of mental health apps (MHapps). It aimed to review current MHapps to guide future development and provide recommendations to MHapp developers for optimization of features. The study aided the authors to formulate sixteen recommendations for development, such as the inclusion of cognitive behavioral therapy (CBT), automated tailoring of the app, and coping skills training.

Donker et al [24] have meticulously reviewed the efficacy of mobile phone apps for the management of mental health. This comprehensive review performed qualitative synthesis on 8 trials that studied the effects of mHealth apps. Each study had a pre- and posttest design, or the app was administered alongside a control group. The results of this review showed the efficacy of the apps in reducing symptoms of stress, depression, and substance abuse. Within-group and between-group intention-to-treat effect sizes oscillated from 0.29-2.28 and 0.01-0.48 at the posttest and follow-ups. This was a stringent and precise review that excluded any other mHealth methods to allow for a rigorous review of apps. This literature review builds upon and varies from previous research by being inclusive of SMS text messaging (short message service, SMS) as a mHealth intervention.

Previous research and empirical studies has given valid evidence of the effectiveness of mental health interventions using mobile apps [25-27]. Alongside apps, there is evidence to show that receiving SMS messages that entail psychoeducation, medication reminders, and links to useful informative Web pages can also be advantageous to a patient’s mental and physical well-being. As SMS messages can be sent directly to a patient’s mobile phone, they are deemed just as convenient and as easy to use as an app [28-32].

SMS services have shown positive results, when used as mHealth interventions, for both physical and mental health issues. Studies have shown that SMS services, when used as reminders, are highly effective in increasing adherence to prescription medication [33-36]. This is also true for SMS services that prompt patients to attend their health care appointments by acting as a reminder, consisting of time and location [37]. Interactive SMS services have been found to reduce the likelihood of binge drinking in young adults and also had sustainable reductions up to 6 months after the interaction with the intervention [38,39]. One of the most salient applications for SMS as an intervention is the dispersion of psychoeducation for mental health ailments. There are services that provide information on mental illnesses such as schizophrenia [40], bipolar [41], psychosis [42], and other
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common mental health disorders such as depression, anxiety, and stress [43,44]. SMS are sent to primary, private inboxes of the participant and can easily be received and disposed of; this could be one such reason for their efficacy as mHealth interventions. SMS mHealth interventions are also deemed to be more anonymous and therefore, break down certain barriers to accessing healthcare and eradicate stigma [45].

The inclusion of such an expansive assemblage of health issues can appear complicated due to their incongruent symptomology and treatment. However, this review aims to focus upon the general efficacy, usability, and feasibility of an mHealth intervention, as opposed to focusing upon specific health issues.

With the ever increasing use and pervasiveness of mobile phones comes an even larger market place for apps and SMS services. To our knowledge, there is no monitoring of, or stringent guidelines, which these mHealth interventions must adhere to, so effectiveness is yet to be confirmed by repeated replicability of studies. However, this area is still deemed to be in its early stages. Available mHealth apps and SMS services and their ever improving quality necessitate a systematic review in the area in reference to reduction of symptomology, adherence to intervention, and usability. The aim of this paper was to systematically review the existing empirical studies and mHealth literature, focusing on the efficacy, feasibility, and usability of apps as mHealth tools for physical and mental health.

Methods

Search Strategy and Selection of Studies

A comprehensive literature search in relevant bibliographic, Web-based databases was carried out (JMIR, PubMed, PsychINFO, PsychARTICLES, Google Scholar, MEDLINE, and SAGE). The search terms used were not restricted to the title only. They were found within the title, abstract, full paper text, or keywords. Words searched were ones such as “mHealth,” “physical,” “mental,” “mobile,” “application,” “SMS,” “internet,” “smartphone,” and “technology.” The conjunction “AND” and the disjunction “OR” logical operators were also used in the search terms (eg, mHealth AND technology, smartphone AND health, and physical OR mental health technology). The term mHealth was coupled with the words application and SMS as frequently as possible so as to avoid other mHealth interventions, such as those that were Web based (Multimedia Appendix 1).

The search terms used for physical mHealth interventions were quite specific and largely based around diet, physical inactivity, and obesity [46,47], as these health issues account for some of the most salient expenditures within the public health sector. So too does the issue of medication adherence, as missed or incorrectly taken medication can lead to increased hospital admissions and further medical issues.

The search terms used for mental mHealth interventions were broader and less specific. This was as to be careful that no mental health illness was ruled out of the search.

Of the papers the search produced, the abstracts were reviewed for eligibility. If the paper was deemed irrelevant from the abstract alone, the paper was retracted from further analyses. Successively, the remaining full text articles were further screened for relevance to the review. If they met the exclusion criterion they were also discarded. Additionally, the references of full text articles that met the inclusion criterion were also screened in an attempt to find other relevant papers. No gray literature was searched or included in the review, neither were dissertations or unpublished studies.

The first author carried out the study search, excluded searches, and elected which studies were included. The second author then considered and concurred with the final included studies. The first author carried out the risk of bias assessment.

Inclusion Criteria

The inclusion criterion for the review was the study has to be documented in English; included studies ranged from January 2008 to January 2017. The reason for this was that a more expansive date range may have seemingly diluted the prevalence of mobile apps in mHealth as they were only released in 2008 [48,49]. It was deemed necessary that the study reflect the high volume of mobile apps used in mHealth currently. All studies needed to include a mHealth intervention, which was app or SMS based. There were no demographic restrictions on the inclusive studies. There were no restrictions on the field of the studies, but due to the nature of the review most could be classified as mHealth, eHealth, and telemedicine.

Exclusion Criteria

Studies were excluded if they did not include an actual intervention. For example, a large amount of the search studies that appeared relevant were actual proposals or theoretical interventions with no technological development. Studies that used quasi-experimental designs were excluded, as were reviews. Conference papers and case studies met the exclusion criteria. Studies that did not report outcomes on physical and mental health and adherence to intervention and usability were also excluded. All studies that focused on the perceived detrimental effects of mobile phones or the Internet itself, such as radiation or addiction were excluded from the study.

Primary Outcome Measures

This review looked at the primary outcome measure of mHealth interventions that targeted physical health and well-being, such as weight loss and management, (pregnancy) smoking cessation, and medication adherence. It also reviewed mHealth interventions that aimed to improve mental health and well-being, such as depression, anxiety, stress, major depressive disorder (MDD), schizophrenia, and other common mental health disorders, as evaluated by validated mental health measures.

Analyses of Effect Sizes

Within included studies where data was attainable, between-group and within-group effect sizes (Cohen d) for the mHealth intervention method group were determined by extracting the variance between the pre- and posttest results (within-group effect size) or the variance between the control and intervention group posttest results (between-group effect size) and dividing by the pooled standard deviation (SD). Effect
sizes of 0.2 are relatively small, effect sizes of 0.5 are deemed to be moderate, and those of 0.8 or higher can assume to be associated with large effect sizes [50,51].

**Quality Assessment**

The qualities of all the studies included in this review were assessed by using the six basic criteria of the Cochrane Risk of Bias Assessment Tool [52]. This consists of screening for biases such as random sequence generation, allocation concealment, incomplete outcome data, selective reporting, and other biases (Multimedia Appendix 2). Blinding criteria was excluded from scrutiny as the criteria is nigh on impossible to adhere to in mental health interventions [24].

**Results**

**Included Papers**

An amassed total of 1672 records were considered upon their title alone. After non-English articles and duplicates were extracted, abstracts were then reviewed for applicability (n=910). Studies in which the abstract specified the use of meta-analyses, case studies, or theory-based content analysis were removed. The remaining articles (n=676) were deemed eligible for full text review. Upon review, a further 648 articles were excluded for being pilot protocols or proposals for prototype apps, having no participant, theoretical content, no provided outcome data, failure to meet the inclusion criterion, or they met the criterion for exclusion. There were 27 studies eligible for inclusion as presented in Figure 1.

**Study and Intervention Characteristics**

Across all studies there were an overall total of 4658 participants. Of all studies, 5 focused on the use of SMS text messaging as an mHealth intervention [53-58], 21 addressed mobile app interventions [27,59-78], and 1 study combined the two [79].

Some mHealth interventions have remained unnamed within the studies (n=5), whereas others have been coined (n=22).

There are more interventions than studies due to the fact that 1 study accounts for 3 different eHealth interventions [67].

There were many physical and psychological primary outcome measures for the study, such as smoking cessation (n=4), physical activity (n=3), medication adherence (n=3), weight management (n=3), depression (n=6), anxiety (n=2), stress (n=2), schizophrenia (n=1), MDD (n=2), and other common mental health disorders (n=1). Some studies measured more than one primary outcome measure.
Within the sample used, there were within-group studies (n=7), within-group with qualitative aspects study (n=1), and randomized controlled trials (RCT) (n=19). Although a lot of the studies were of RCT design, overall, they were deemed to be of low to moderate quality when assessed against Cochrane Risk of Bias Assessment Tool [50]. Some studies were within-group types and therefore had more margin for bias as they had no control group or differing intervention to be used as a comparison [53,55,68,69,71,73,74]. One study was an unblended RCT [76]. Another study recruited their participants from a sample who had engaged in a similar, previous study [53]. Two studies failed to report their study’s random sequence generation, so it was unclear whether adequate procedures had been carried out [57,61]. The risk of bias assessment aided to identify other biases in the inclusive studies. It was found that 2 of the studies proffered monetary rewards, which increased with adherence [54,62], and 1 study offered a different form of rewards [69]. In 2 studies, there was a significant unequal gender split in participants [61,67]. Some studies were found to contain elements of selective reporting. One study did not report the limitations of their study [78], and 1 produced a positive generalization of results from a relatively small sample size [68]. A large amount of the inclusive studies (n=7) had low response rates and low engagement [27,53,57,61,66,68,76].

Data from all of the included studies were amassed into a concise table (Multimedia Appendix 3), which presents the characteristics of both the studies and their intervention.

**Effects of mHealth as an Intervention and Feasibility as Treatment**

In the review, there were 5 RCTs that used mobile apps as mHealth interventions [59-61,65,66] and 1 RCT that used an app combined with SMS text messaging [78]. One within-group study [53] and 3 RCTs [54,58,62] were carried out using interventions for smoking cessation. Three RCTs evaluated the efficacy of two mobile apps (FORA device [63], 2013; ALICE [64]) and 1 unnamed SMS text messaging intervention [56] for the improvement of medication adherence. There were 2 within-group design studies that used apps to target depression. Five RCTs that aimed to intervene with depression used apps [27,67,70,72,76], and 1 study used SMS text messaging [55]. Overall, across all inclusive studies, the range of the within-group and between-groups effect sizes were 0.05-3.37 immediately posttest, 0.05-3.25 at the 1-month follow-up, 0.08-3.08 at the 2-month follow-up, 0.00-3.10 at the 3-month follow-up, and 0.02-0.27 at the 6-month follow-up.

**Mobile Application Intervention**

**Weight Management and Physical Activity**

When studying the issue of inactivity in pregnant women, Choi et al [59] found that their unnamed supportive app, which was used alongside the FitBit hardware, had a significant small effect on increased steps taken per day at the 2-month follow-up (d=0.16). This progressed to a moderate to large effect after 3-month use (d=0.48, P<.05). The intervention also reduced the prevalence of depression symptomology at the 3-month follow-up (Center for Epidemiologic Studies Depression Scale [CES-D]; d=0.44). The control group, which was the use of the FitBit hardware without the supportive app, provided a lesser effect size with no significance (CES-D: d=0.2).

Harries et al [61] found that bActive instigated a significant increase in step count. Laing et al [62] evaluated MyFitnessPal and found a significant increase in a participants self-monitoring of calorie intake; however, neither study provided sufficient data to calculate an effect size.

**Smoking Cessation**

Buller et al [58] found that using a mobile app (REQ-Mobile) as an intervention was more effective than a control group of SMS text messaging for point prevalence abstinence (d=0.45, P<.05).

**Medication Adherence**

The FORA device [63], when used as an intervention within standard care as a control, had a moderate to large between-group effect on medication adherence 1 month posttest (d=0.77), 2 month posttest (d=0.88), and continued to stay just as effective, if not become even more so, at the 3-month follow-up (d=1.02).

Mira et al [64] also used a mobile app (ALICE) as an intervention as opposed to the control group consisting of treatment as usual. There was a small significant effect on medication adherence (Morisky Medication Adherence Scale [MMAS]-4: d=0.12, P<.001). Immediately posttest, ALICE had also been effective in increasing a participants self-perceived health status (d=0.30).

**Depression**

Torous et al [74] reported that the app Mindful Moods was an effective tool for assessing the symptoms of depression. Results show that the app significantly increased rates of disclosure on Patient Health Questionnaire-9 (PHQ-9) symptomology.

Kinderman et al [68] created and evaluated the effectiveness of an app they named “Catch It,” which used the basic principles of CBT. They found that the app had small to moderate effect on positive moods (d=0.17) but had a moderate to large effect on negative moods (d=0.69).

Arean et al [67] found that cognitive control and problem solving therapy had a greater effect on depression than information control did immediately posttest (d=012), 1 month posttest (d=0.20), and at the 3-month follow-up (d=0.32). The results show that the effect size was becoming consistently larger over an extended period of time.

Proudfoot et al [70] used an app named myCompass and compared it to a control group that used an attention control method. There was large within-group effect immediately posttest on depression (Depression Anxiety Stress Scale [DASS] depression: d=0.50), which dropped to moderate at the 1-month follow-up (d=0.34). The control group that used attention control gave a small effect immediately posttest (d=0.13) but continued to rise at the 1-month follow-up (d=0.27). There was also a moderate to large between-group effect (d=0.46).
The app, MEMO [57], had a large, significant between-group effect on increased positivity when using CBT as an SMS text messaging intervention ($d=1.19$, $P<.001$).

Watts et al [27] used the Get Happy app and found a significant within-group reduction in MDD from posttest to the 1-month follow-up (PHQ-9: $d=1.56$, $P<.001$; Beck Depression Inventory-II [BDI-II]: $d=1.90$, $P<.001$). At the 3-month follow-up, there were no differences between the control and the intervention group for depression. The results shown low effect sizes and insignificance (PHQ-9: $d=-0.14$, $P=.34$; BDI-II: $d=-0.11$, $P=.52$).

### Anxiety and Stress

Three apps found a significant decrease in anxiety and stress [70,71,77]. Proudfoot et al [70] used myCompass for anxiety and stress as well as depression. The app had a significant small effect, immediately posttest, on anxiety (DASS anxiety: $d=0.25$) and a significant moderate effect on stress (DASS stress: $d=0.41$). A follow-up test was carried out 1 month later and, after extended use of the app, the effects became larger (DASS anxiety: $d=0.52$, DASS stress: $d=0.47$). Ly et al [77] carried out an RCT using an unnamed app that produced moderate within-group effects on stress (Perceived Stress Scale [PSS]: $d=0.50$) and a moderate to large effect between groups (PSS: $d=0.62$).

### SMS Intervention

#### Weight Management and Physical Activity

At the 2-month follow-up, SMART MOVE [60] provided a moderate to large significant effect on increased step count when using the app ($d=0.42$, $P<.05$). The control group who were told to walk 30 min per day had no effect ($d=0.08$). However, it is worth noting that both the control group and the intervention group had small to moderate effects on their perceived state of health (EuroQol-Visual Analogue Scale [EQ-VAS]: $d=0.26$, $P<.05$).

Partridge et al [78] found a small to moderate significant between-group effect on participants weight ($d=0.26$, $P<0.1$) and body mass index (BMI; $d=0.19$, $P<.05$) when using both the TXT2BFiT mobile app alongside SMS text messaging. Within-group effects of SMS text messaging and psychoeducation had an insignificant effect on weight but a significant small to moderate sized effect on BMI (weight: $d=0.02$, BMI: $d=0.12$, $P<.05$). These results were taken 3 months post study.

#### Smoking Cessation

Abroms et al [53] used SMS text messaging as an intervention and found a small within-group effect on smoking cessation immediately posttest ($d=0.12$).

Abroms et al [54] used SMS text messaging as an intervention and found that over 6 months, biochemically confirmed abstinence favored this intervention over the control group. This study did not give enough statistically significant data to report the effect size of the intervention. Hertzig et al [60] found that their mobile Contingency Management (mCM) app gave results of being a useful adjunctive smoking cessation treatment. However, there was no statistical significance between the intervention and control group.

As may be apparent, the papers that evaluated the efficacy of particular mHealth interventions on physical health affected by life style changes (ie, weight management, smoking cessation, and regular medication adherence) could also be inclusive of the succeeding mental health issues. All three above topics could be attributed to addiction, behavioral and cognitive distortion; however they were reviewed separately due to the analysis of somatic consequences of nonadherence to intervention.

### Efficacy, Usability, and Feasibility

Of the 27 papers reviewed, 5 did not report the usability and the feasibility of the mHealth intervention they used [58,62,65,71,73].

Five of the inclusive studies evaluated the effectiveness of SMS text messaging as a mHealth intervention. Park et al [56] found that both of their experimental groups reported high satisfaction with the texting intervention. The majority of participants stated that they "strongly believed" that the texts assisted with medication adherence. Around 88.6% agreed that SMS text messaging was a convenient and easy to use method. Partridge et al [78] found that over half of their participants (53.7%) replied to at least half of their SMS text messages. From the 110 participants, 100 (90.9%) self-reported that the SMS method, alongside the use of the app, was effective, and they utilized the texts to improve their physical health. The feedback from participants who used the Quit4baby app [53] suggested that 88% of participants were satisfied with the amount of SMS messages they received. In the study carried out by Abroms et al [54], when intervention engagement was assessed, it was found that 85.1% of participants communicated at least once. Those who messaged at least once had an average of 28.47 (SD=25.81) interactions.

Approximately 17 of the papers used mobile apps as their preferred method of mHealth intervention. In reference to feasibility of the mHealth intervention as treatment, the majority of the papers gave positive results and received satisfactory feedback. Pham et al [76] received response from 100% of their sample, stating that the app Flowy was a useful intervention for anxiety attacks. The FORA device [63] was evaluated by participants using the Likert scale (1=strongly disagree to 5=strongly agree). Results show that participants found the app easy to use from home (4.8/5), and it was useful for medication and health management (4.3/5). This same study provided such relevant data that physicians were able to use the information it provided and make medication alterations and remain assured that medication adherence had improved. Seven changes in the medication of 5 patients were made for participants in the control group. ALICE [64] improved the medication adherence of over half the participants in the intervention group (59%). In 1 study [57], female participants deemed the app to be more useful than their male counterparts.

One study focused solely on the benefits mobile phone apps can have on psychoeducation [55]. Their study provided results showing that their app, which aimed to provide women with...
higher levels of information regarding cervical cancer screening, yielded a significant effect on psychoeducation \( (d=1.4, P<.001) \).

McGillicuddy et al \[63\] reported a high overall satisfaction rate with the app, providing an average score of 4.8/5 points on the Likert scale. Only 1 participant of Hidalgo-Mazzei et al’s \[75\] study disagreed with the utility of their app intervention; 82% agreed it would be pertinent for the self-management of their conditions.

Most of the articles had a high retention rate. For example, Glynn et al \[60\] had an 86% completion rate from participants.

Engagement varied across the studies. Kinderman et al \[68\] had a sample of 285 participants. They found that 65% of their sample used the app once (n=186), 17% used it twice (n=49), and only 7% completed three entries into their CBT, self-guided journal (n=21). Harries et al \[61\] found that participants opened and utilized the app (on average) 3.9 times per day (median=3.5, SD=2.6). Of the 36 participants that Ly et al \[77\] included in their study, only 16 adhered to the intervention for the full time span of 6 weeks. Hidalgo-Mazzei et al \[75\] gained and retained a high level of engagement from participants from the very start. After the first month of use, 46 participants (94%) continued to use the app, 40 did so at 2 months (82%), and 36 continued at 3 months (74%).

**Discussion**

**Principal Findings and Comparison With Prior Work**

Overall, the app and SMS based interventions included in this systematic literature review have provided promising indication of their efficacy to improve a patient’s physical and mental health state. Previous reviews of mHealth literature have gleaned similar results \[24,79,80\]. The usability and feasibility as mHealth interventions were also proven effectual, as previous research has shown \[81\].

The three apps that aimed to increase medication adherence did so with large effect sizes \[61,63,64\]. Although there are only three apps, the results are promising. Medication nonadherence is a common health care problem and has the ability to impact a patient’s health, the doctor patient relationship, and become an increasing burden on health care settings such as general practitioners (GPs) and hospitals due to increase in attendance \[82\]. A previous review, with a more extensive sample size, found that medication adherence apps are inexpensive, scalable, and easily accessible and have a significant effect on adherence \[83\].

However, it needs to be noted that 8 of the studies did not allocate control groups due to being within-group designs. Due to this, the results yielded have no comparable counterparts. For example, Lee et al \[55\] used SMS text messaging to provide psychoeducation to women in regards to cervical cancer screening. This method produced a large effect size, yet was not paralleled by an alternative manner of psychoeducation deliverance. The outcome data of these studies only reinforces the theory that RCT trials are more reliable due to the ability to compare and contrast effect sizes of an intervention.

Although the inclusion and exclusion criterion for this review were stringent, studies that provided support to participants through the medium of health care professionals or other mHealth methods, such as those which are Web-based, were not excluded. Whereas Hertzberg et al \[62\] found an increase in smoking cessation among participants when using their app, during the study they were also provided with cessation counseling sessions. Therefore, there is no way to differentiate between the intervention and the support, to indicate which caused the cessation. Similarly, Pramana et al \[71\] provided participants with once weekly meeting with a CBT counselor, while simultaneously using SmartCAT.

SMS text messaging appeared to have a more significant effect when it was used for conveying psychoeducation \[54,56,57\]. Overall, apps proved to be more effective when used as an intervention for stress, anxiety, and depression, showing significant large main effect sizes.

**Usability and Efficacy**

Where assessed, the majority of all participants ranked the usability and feasibility of, and satisfaction with, their allocated mHealth intervention as satisfactory to high. These results emulate those of previous studies that present the positive aspects of such interventions \[80,81\]. Patients not only perceive mHealth to be effective when used as a treatment method, but they are also showing significant, positive improvements on health and well-being in empirical studies. However, regardless of the ease of use and access to mobile phone devices, there remain to be common drawbacks and obstacles to using the devices for treatment and maintaining continuity (eg, lack of Internet connection due to socioeconomic status, app conflicting operating systems, and battery failure due to high data usage). The only study that failed to yield any effect on the dependent variable (weight loss) via the use of a mobile app was the Mobile POD \[65\]. This could be due to the fact that whereas the intervention consisted of an app, both the intervention group and the control group were required to listen to and interact with a pod cast. Although podcasts are relatively modern and have become a popular method of gaining health information \[84\], it can be argued that they are not interactive enough forms of information for participants to engage with.

**Limitations**

This review has two notable limitations. Initially, although the literature search was extensive, the final amount of studies used in the review was low due to the strict inclusion or exclusion criteria. Therefore, any interpretations made from the review itself cannot be generalized to a larger sample size to confirm the efficacy of the mHealth interventions in question. None of the included studies collected and collated data past a time span of 6 months. Another limitation is that only studies reported in the English language were included in the review, therefore, cross cultural variations cannot be reported or even considered. The risk of bias assessment was only carried out by one author. The outcomes of the review as a whole are also incommensurable due to the heterogeneous nature. To give just one example, the proffered treatment for addiction (smoking cessation) is completely different to that of mental health issues such as depression, stress, anxiety, PTSD, and schizophrenia.
Future Research
In regards to mental health, there is an ever present stigma that shrouds the issue. Although said stigma is steadily being eradicated in the face of improved health literacy and a wider understanding in general, it still remains. Torous et al [72] evaluated a mobile phone app that successfully incited participants to be more open when disclosing symptoms of depression. This shows significant efficacy of the app itself as it is pertinent that a patient can be open about their mental health so they can access the most suitable medical help.

mHealth interventions such as apps and SMS text messaging are still new and emerging in the field of self-care. There is call for more extensive research in the area using stringent RCT designs, and clinical trials where possible, to ensure a high quality of data and to minimize the risk of bias. Future research would also benefit from longitudinal studies with mHealth interventions to study relapse rates, sustainability, and effectiveness. Conversely, one such barrier remains ever present in this topic; apps are more commercially driven than they are scientifically derived and evaluated [85]. It can take years to design, develop, and evaluate the effectiveness of mHealth apps using rigorous scientific measures, but the time needed desparingly contrasts with how rapid pioneering technology is actually developing. Due to this, scientifically validated mHealth interventions are always going to be one step behind unregulated commercially driven apps unless the field is granted more substantial funds for larger scale studies and more sophisticated software. mHealth has the potential to provide considerable cost-effectiveness for health care settings and professionals if regulated and utilized in the correct manner.

Conclusions
In summation, this systematic review provides a distinctive awareness of the feasibility of mobile apps and SMS text messaging as physical and mental health interventions, alongside the usability. The review draws attention to the fact that such mHealth interventions have the potential to positively address physical and mental health issues. Exceeding all results, it appears that apps have a more significant effect on medication adherence, and psychoeducational information is understood more when read in SMS form. Although there is not enough provided information to extract a firm deduction, this review shows promising evidence that apps and SMS text messaging, when used as a method of self-care, have the potential to reduce the symptoms of stress, depression, and anxiety; can encourage a healthier lifestyle; and encourage participants to adhere to their prescribed medication, thus improving patient compliance and reducing visits to health care settings and professionals [86,87]. These mHealth interventions also allow a patient to become active participants within their own health care proviso while in a setting in which they feel safe. Considering the prevalence of the mobile phone across the world, these interventions could benefit participants globally. More research needs to be directed into the testing and validation of apps and SMS text messaging interventions to find evidence-based proof of efficacy as a mHealth intervention rather than a stand-alone psychoeducational tool.
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Abstract

Background: Use of mobile health (mHealth) apps is growing at an exponential rate in the United States and around the world. Mild cognitive impairment (MCI), Alzheimer disease, and related dementias are a global health problem. Numerous mHealth interventions exist for this population, yet the effect of these interventions on health has not been systematically described.

Objective: The aim of this study is to catalog the types of health outcomes used to measure effectiveness of mHealth interventions and assess which mHealth interventions have been shown to improve the health of persons with MCI, Alzheimer disease, and dementia.

Methods: We searched 13 databases, including Ovid MEDLINE, PubMed, EMBASE, the full Cochrane Library, CINAHL, PsycINFO, Ei Compendex, IEEE Xplore, Applied Science & Technology Source, Scopus, Web of Science, ClinicalTrials.gov, and Google Scholar from inception through May 2017 for mHealth studies involving persons with cognitive impairment that were evaluated using at least one quantitative health outcome. Proceedings of the Annual ACM Conferences on Human Factors in Computing Systems, the ACM User Interface Software and Technology Symposium, and the IEEE International Symposium on Wearable Computers were searched in the ACM Digital Library from 2012 to 2016. A hand search of JMIR Publications journals was also completed in July 2017.

Results: After removal of duplicates, our initial search returned 3955 records. Of these articles, 24 met final inclusion criteria as studies involving mHealth interventions that measured at least one quantitative health outcome for persons with MCI, Alzheimer disease, and dementia. Common quantitative health outcomes included cognition, function, mood, and quality of life. We found that 21.2% (101/476) of the fully reviewed articles were excluded because of a lack of health outcomes. The health outcomes selected were observed to be inconsistent between studies. For those studies with quantitative health outcomes, more than half (58%) reported postintervention improvements in outcomes.

Conclusions: Results showed that many mHealth app interventions targeting those with cognitive impairment lack quantitative health outcomes as a part of their evaluation process and that there is a lack of consensus as to which outcomes to use. The majority of mHealth app interventions that incorporated health outcomes into their evaluation noted improvements in the health of persons with MCI, Alzheimer disease, and dementia. However, these studies were of low quality, leading to a grade C level of evidence. Clarification of the benefits of mHealth interventions for people with cognitive impairment requires more randomized controlled trials, larger numbers of participants, and trial designs that minimize bias.
Introduction

Industry analysts expect worldwide mobile app users to increase from 2.6 billion in 2015 to 6.1 billion users by 2020 [1,2]. Similarly, analysts forecast worldwide mobile device app downloads and usage to grow from 111.2 billion in 2015 to 284.3 billion by 2020 [3]. From a financial scope, global mobile app gross revenue for 2016 surpassed US $51 billion and by 2020 is expected to exceed US $101 billion [3]. The National Institutes of Health (NIH) Consensus Group on mHealth defines mobile health (mHealth) as “the use of mobile and wireless devices to improve health outcomes, health care services, and health research” [4,5]. The NIH Strategic Plan for 2016-2020 incorporates the study of mHealth technologies and their ability to help prevent and treat illness as a research priority [6]. Following the aforementioned NIH definition of mHealth, a mHealth app operates on either a mobile or wireless device, with an objective of improving health outcomes, health care services, or health research [4].

The mHealth technologies and apps that help persons with mild cognitive impairment (MCI), Alzheimer disease, and dementia offer a unique opportunity for intervention because there are no disease-modifying agents for Alzheimer disease and related dementias [7]. More than 5.4 million people in the United States live with Alzheimer disease, the most common type of dementia [8]. Scientists predict the number of people with Alzheimer disease in the United States to reach 8.4 million by year 2030 [8]. Until disease-modifying agents are found, innovative psychosocial interventions, including mHealth interventions, offer the greatest potential for improving quality of life for persons with dementia and their caregivers [9].

Much remains unknown about the health outcomes used in mHealth apps and the effectiveness of these apps in improving the health of persons with MCI, Alzheimer disease, and dementia. There are literally hundreds of mobile apps that persons with MCI or dementia can use. Those mHealth apps are being marketed to help persons with cognitive impairment with unclear validity to their claims. Persons with cognitive impairment are already using mHealth apps, and will continue to do so in greater numbers, yet often the risks and benefits are not fully understood [3]. Similarly, the effects of these apps on persons with MCI, Alzheimer disease, and dementia have not been adequately reviewed and summarized in a systematic fashion. Therefore, the primary aim of this systematic review seeks to catalog the types of quantitative health outcomes utilized in these mHealth app studies. The secondary aim of this review strives to evaluate the effectiveness of mHealth apps in improving the health outcomes of persons with MCI, Alzheimer disease, and dementia through a review of the current scientific literature.

Background on the types of mHealth interventions included in this review are listed subsequently. These interventions can be grouped into a number of different categories, including cognitive training and serious games, wandering and wayfinding, reminiscence therapy, prompts and multicomponent interventions, engagement interventions, and exercise interventions.

Types of Interventions

Cognitive Training and Serious Games

There exists a great deal of interest in using computerized cognitive training as an intervention to prevent and treat neurodegenerative disorders. Rebok et al [10] showed that independent older adults who underwent computerized cognitive training retained cognitive and functional benefits 10 years out from the intervention. However, the potential benefits for persons with MCI, Alzheimer disease, or persons with dementia is much less clear. A recent systematic review found that persons with MCI who received cognitive training had improvements in cognition, whereas persons with dementia had limited evidence for efficacy [11].

Serious games are games with a primary purpose other than entertainment, enjoyment, and fun [12]. They often include cognitive training or exercise training in the form of games. An example of this could be seen with a patient recovering from a stroke playing a serious game involving the activity of swinging a baseball bat in a virtual game rather than doing traditional exercises.

Wandering and Wayfinding

Wandering is a very common problem in older adults with mild-to-moderate stages of dementia. Such behavior usually occurs as a result of memory deficits and spatial disorientation, which makes persons with dementia less likely to recognize the route [13]. Navigation systems, such as satellite navigation (Global Positioning System), three-dimensional maps, and electronic maps, could provide assistance in locating the patient irrespective of the closed or outdoor environment, and could also support the person with dementia in finding their way back home [13,14]. This practice of finding one’s way back home or to a preselected destination is known as “wayfinding.”

Reminiscence Therapy

Reminiscence therapy works under the assumption that remote memory remains intact until later in the course of dementia and that recalling and discussing past events and life experiences can help the psychological wellness and cognition of people with dementia [15]. Often reminiscence therapy therapists will utilize music, pictures, art, and other aids in sessions. A therapist or a staff member trained in reminiscence therapy leads the session, which can take either a group or an individual therapy session, which can take either a group or an individual therapy...
format. Reminiscence therapy has been shown to improve well-being, patient-caregiver relations, global cognition, and decrease social withdrawal [16-19].

**Prompts and Multicomponent Interventions**

With the progression of disease, persons with dementia lose their ability to perform activities of daily living (ADL) and often require frequent support and assistance from a family member or caregiver [20]. Prompts incorporate a unique approach to support and provide assistance to persons with cognitive impairment. Studies have shown that prompts can help persons with dementia to be less dependent on caregivers [21]. The function of prompts can range from reminders to take medications, to notifications of a scheduled activity, to a verbal or visual cue to get dressed or shower. We combined the prompt category and multicomponent intervention category because there was significant overlap between these two. Multicomponent interventions typically included prompts and some notification system for the caregiver. Other examples of components involve patient location, a communication system with health care professionals, and engagement activities.

**Engagement Interventions**

Past studies demonstrated that recreational activities and engagement can lead to persons with dementia having more positive affect, decreased agitation, and decreased passivity [22,23].

**Exercise Intervention**

Exercise training has been shown to reduce behavioral and psychological symptoms of dementia [24], to slow progression of cognitive decline in MCI [25], and to lead to increased hippocampus size [26], a region of the brain responsible for short-term memory. A recent review examining the evidence for physical and cognitive interventions to improve brain health found sufficient evidence that both physical and cognitive interventions lead to enhanced neuroplasticity and prevention of pathological aging (MCI, Alzheimer disease, and dementia) [27]. Evidence also suggests that the combination of physical and cognitive interventions may amplify these positive effects on neuroplasticity [27].

**Methods**

Using the Preferred Reporting Items for Systematic Review and Meta-Analyses (PRISMA) checklist, we systematically reviewed the scientific literature to find mHealth apps that sought to improve health outcomes of persons with MCI, Alzheimer disease, and dementia. The PRISMA guidelines provide a standardized structure for the design, iterative process, extraction, and synthesis that take place during the development of a systematic review [28]. Aim 1 of this systematic review attempts to catalog quantitative health outcomes used to evaluate mHealth apps, whereas aim 2 seeks to assess the effectiveness of mHealth apps for persons with cognitive impairment that incorporate at least one quantitative health outcome. The systematic review protocol was registered with PROSPERO, the international prospective register of systematic reviews, at inception to avoid duplication [29].

**Data Sources and Searches**

A comprehensive search of the literature was performed by a medical librarian (TWE) in Ovid, MEDLINE, PubMed, EMBASE, the full Cochrane Library, Cumulative Index to Nursing and Allied Health Literature (CINAHL), PsycINFO, EI Compendex, IEEE Xplore, Applied Science & Technology Source, Scopus, Web of Science, ClinicalTrials.gov, and Google Scholar. All databases were searched from inception. Proceedings of the Annual Association for Computing Machinery (ACM) Conferences on Human Factors in Computing Systems, the ACM User Interface Software and Technology Symposium, and the IEEE International Symposium on Wearable Computers were searched in the ACM Digital Library from 2012 to 2016. Initial searches were conducted in February 2016 and updates were performed in May 2017. Bibliographies of relevant studies were also reviewed for additional references. A hand search of JMIR Publications journals was completed in July 2017. It should be noted that in the biomedical literature this type of separate search would be classified as a search of the “grey literature”; however, in the fields of computer science, engineering, and human computer interaction, conference proceedings are considered the primary source of scientific literature [30].

The complete search strategies for each database are reported in Multimedia Appendix 1. Database-specific subject headings and keyword variants for each of the two main concepts—dementia/cognitive impairment and mobile technology—were identified and combined. Results were limited to the English language, and animal studies were excluded.

**Study Eligibility**

Only empirical studies were included in this systematic review. Inclusion criteria required the study to use a mHealth app on a tablet, a mobile phone, a personal digital assistant, another handheld mHealth device, or a mHealth app accessed from a computer as an intervention for persons with MCI, Alzheimer disease, or dementia. Studies using computers were only included if they accessed a program that was also a mHealth app.

Inclusion criteria required there be at least one quantitative health outcome in the study. Persons aged 18 years or younger were not included because the focus of this study was on cognitive impairment that develops during adulthood. Case series of more than two subjects, case-control studies, cross-sectional studies, and cohort studies were included. Studies were excluded if (1) the study focused primarily on participant populations outside of those with MCI, Alzheimer disease, and dementia. This included populations with diagnoses of traumatic brain injury, human immunodeficiency virus, multiple sclerosis, serious mental illness, intellectual disabilities, or active status as a caregiver, or (2) the primary purpose of the mHealth app was to screen for illness, make an assessment, or determine diagnosis. These studies were excluded because the focus of this study was on active mHealth interventions. Caregivers were not a target of this review. However, some studies included both persons with cognitive impairment and their caregivers. Studies were ruled out if caregivers were the population focus of the study.
Study Selection and Data Extraction

Screening of records by title and abstract were completed independently by two authors (DB and BS). An adjudication process was used by the two authors, where they met face-to-face to review screened records. When the authors did not agree on a record, they came to a consensus together through discussion and re-review of the record. The same process was used when evaluating full articles for inclusion and when categorizing the final included articles with the Oxford Centre for Evidence-based Medicine (OCEBM) Levels of Evidence system. Both reviewers independently reviewed full articles and completed data extraction. Using a standard approach, they extracted study design, intervention type, technology type, population diagnoses, mean age of population, mean Mini-Mental Status Examination (MMSE) or comparable cognitive exam, health outcomes, and information on the effectiveness of the mHealth app. Study quality was assessed and categorized using the OCEBM Levels of Evidence System, where studies are categorized into one of five levels of evidence, with one being the strongest level [31]. Levels of evidence using the OCEBM system are (1) level 1: systematic reviews of randomized controlled trials (RCTs), individual RCTs, and all-or-none case series; (2) level 2: systematic reviews of cohort studies, individual cohort studies, and “outcomes” research; (3) level 3: systematic review of case-control studies and individual case-control studies; (4) level 4: case-series and poor quality cohort studies; and (5) level 5: expert opinion. Recommendation grades are listed as consistent level 1 studies (“A”), consistent level 2 or 3 studies or extrapolations from level 1 studies (“B”), level 4 studies or extrapolations from level 2 or 3 studies (“C”), and level 5 evidence or troubling inconsistent or inconclusive studies of any level (“D”) [31].

Results

A total of 4752 records were identified through database searches. After removing duplicates, 3955 unique titles and abstracts were screened, and 476 full articles were reviewed (Figure 1) [32]. Division of these records according to database can be found in Table 1. A total of 24 separate articles met study inclusion criteria.

Figure 1. PRISMA flow diagram.
Table 1. Search results with and without duplicates.

<table>
<thead>
<tr>
<th>Database</th>
<th>Duplicates included, n</th>
<th>Duplicates removed, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM Digital Library</td>
<td>292</td>
<td>289</td>
</tr>
<tr>
<td>Applied Science &amp; Technology Source</td>
<td>37</td>
<td>23</td>
</tr>
<tr>
<td>CINAHL</td>
<td>360</td>
<td>291</td>
</tr>
<tr>
<td>ClinicalTrials.gov</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Cochrane Library</td>
<td>224</td>
<td>105</td>
</tr>
<tr>
<td>Ei Compendex</td>
<td>120</td>
<td>106</td>
</tr>
<tr>
<td>EMBASE</td>
<td>736</td>
<td>640</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>67</td>
<td>37</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>453</td>
<td>344</td>
</tr>
<tr>
<td>Ovid MEDLINE</td>
<td>1277</td>
<td>1276</td>
</tr>
<tr>
<td>PsycINFO</td>
<td>250</td>
<td>134</td>
</tr>
<tr>
<td>PubMed</td>
<td>507</td>
<td>507</td>
</tr>
<tr>
<td>Scopus</td>
<td>207</td>
<td>106</td>
</tr>
<tr>
<td>Web of Science</td>
<td>175</td>
<td>50</td>
</tr>
<tr>
<td>Total</td>
<td>4752</td>
<td>3955</td>
</tr>
</tbody>
</table>

Health outcomes were extracted and grouped by intervention type (Table 2). Of the 24 individual studies included, 14 studies lacked controls. The majority of studies were small in size. Using the Modified OCEBM Levels of Evidence rating system, four studies met criteria for level 2 evidence [33-36] and none met criteria for either level 1 or level 3 evidence. The remaining 83% (20/24) studies were identified as meeting criteria for level 4 evidence (Tables 3-6). All studies were found in biomedical journals or were from biomedical conferences. None of the included studies came from the engineering literature. Two of the four level 2 studies showed some evidence of efficacy [33,39]. When looking at all 24 studies regardless of quality, 58% (14/24) showed some degree of efficacy.

Table 2. Health outcomes and efficacy by mHealth intervention type (N=24).

<table>
<thead>
<tr>
<th>Intervention type</th>
<th>Studies, n</th>
<th>Health outcomes</th>
<th>Studies with efficacy, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive training with no games</td>
<td>6</td>
<td>Cognition [33-35,37-39]; function [35]; mood [33]</td>
<td>5 (83)</td>
</tr>
<tr>
<td>Wandering and wayfinding</td>
<td>1</td>
<td>Cognition [43]; unsafe walking behavior [43]</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Reminiscence therapy</td>
<td>2</td>
<td>Cognition [19]; communication ability [19]; mood [19]; social interest [19]; psychological stability [44]</td>
<td>2 (100)</td>
</tr>
<tr>
<td>Prompts and multicomponent interventions</td>
<td>4</td>
<td>Cognition [20,45]; subjective report of cognition [45]; mood [45]; psychological stability [44]; perceived autonomy [20,46]; feeling of competence [20]; number of caregiver and patient unmet needs [20]; quality of life for caregiver or patient [20,45,46]; caregiver burden [45]</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Engagement interventions</td>
<td>7</td>
<td>Cognition [47]; well-being and mood [47-49]; behavioral and psychological symptoms of dementia [50-52]; engagement in activities [47,48]; quality of life of patient [48]; helpfulness to caregiver [53]</td>
<td>5 (71)</td>
</tr>
<tr>
<td>Exercise intervention</td>
<td>1</td>
<td>Quality of life, self-efficacy, change in weekly steps taken, 6-min walk, Mini-Physical Performance Test [54]</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td></td>
<td>14 (58)</td>
</tr>
</tbody>
</table>

*aCategories are not mutually exclusive; one article was counted twice.*
Table 3. Cognitive training interventions (n=6).

<table>
<thead>
<tr>
<th>Author, year</th>
<th>Study type</th>
<th>Intervention type</th>
<th>Technology type</th>
<th>Population&lt;br&gt;</th>
<th>Outcomes</th>
<th>OCEBM level&lt;br&gt;b</th>
<th>Effective/Results&lt;br&gt;c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barnes et al, 2006 [33]</td>
<td>RCT</td>
<td>Cognitive training</td>
<td>Computer</td>
<td>36 pts w/ MCI; age: mean 74 years; RBANS total: mean 86.6</td>
<td>Cognition, mood</td>
<td>2</td>
<td>No improvement in cognition (RBANS total)</td>
</tr>
<tr>
<td>Chan et al, 2017 [34]</td>
<td>RCT-single blind</td>
<td>Cognitive training</td>
<td>Tablet</td>
<td>99 pts w/ MCI; age: mean 68.7 years; MOCA: mean 24.4</td>
<td>Cognition</td>
<td>2</td>
<td>Yes, treatment group had improvements in working memory; both treatment and control groups had improvements in immediate and delayed recall</td>
</tr>
<tr>
<td>Gooding et al, 2015 [37]</td>
<td>RCT</td>
<td>Cognitive training</td>
<td>Computer</td>
<td>74 pts w/ subclinical cognitive decline; age: mean 75.6 years; mMMSE: mean 50.6</td>
<td>Cognition</td>
<td>4</td>
<td>Yes, improvement in cognition (mMMSE, BSRT, and LMS)</td>
</tr>
<tr>
<td>Han et al, 2014 [38]</td>
<td>Pilot</td>
<td>Cognitive training</td>
<td>Tablet</td>
<td>10 pts w/ MCI; age: mean: 69.7 years; MMSE: mean 26.7; CDR: mean 0.5</td>
<td>Cognition</td>
<td>4</td>
<td>Yes, significant improvement in cognition (word list memory test)</td>
</tr>
<tr>
<td>Mansbach et al, 2017 [39]</td>
<td>Controlled trial</td>
<td>Cognitive training</td>
<td>Mobile app from computer</td>
<td>38 pts w/ normal cognition, MCI, and mild dementia; age: mean 78.1 years; BCAT: mean 37.3</td>
<td>Cognition, subjective report of cognition</td>
<td>4</td>
<td>Yes, treatment group had greater improvements in cognition</td>
</tr>
<tr>
<td>Tarraga et al, 2006 [35]</td>
<td>RCT</td>
<td>Cognitive training</td>
<td>Computer</td>
<td>43 pts w/ MCI; age: mean 76.7 years; MMSE: mean 21.9</td>
<td>Cognition, function</td>
<td>2</td>
<td>Yes, improvement in cognition (ADAS-Cog, MMSE); no functional improvements</td>
</tr>
</tbody>
</table>

aBCAT: Brief Cognitive Assessment Tool; CDR: Clinical Dementia Rating scale; MCI: mild cognitive impairment; MMSE: Mini-Mental State Examination; mMMSE: Modified Mini-Mental State Examination; MOCA: Montreal Cognitive Assessment.
bOxford Centre for Evidence-based Medicine’s Levels of Evidence and Grades of Recommendation (1=highest quality; 5=lowest quality).
cADAS-Cog: Alzheimer’s disease Assessment Scale cognitive subscale; BSRT: Buschke Selective Reminding Test; LMS: Logical Memory Subtest; RBANS: Repeatable Battery for the Assessment of Neuropsychological Status.
Table 4. Serious games with cognitive training (n=4).

<table>
<thead>
<tr>
<th>Author, year</th>
<th>Study type</th>
<th>Populationa</th>
<th>Outcomes</th>
<th>OCEBM levelb</th>
<th>Effective/Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finn and McDonald, 2011 [36]</td>
<td>RCT</td>
<td>25 pts w/ MCI; age: mean 74.2 years; MMSE: mean 27.8</td>
<td>Cognition, Mood, Anxiety, Stress</td>
<td>2</td>
<td>No, only improvement was in visual sustained attention; no improvement in cognition, depression, or anxiety</td>
</tr>
<tr>
<td>Hsiung et al, 2009 [40]</td>
<td>Pilot</td>
<td>17 pts total 12 w/ MCI, 2 healthy, 3 w/ subjective memory complaints; age: mean 72 years; MMSE: mean NR</td>
<td>Cognition</td>
<td>4</td>
<td>No improvement in cognition</td>
</tr>
<tr>
<td>Manera et al, 2015 [41]</td>
<td>Pilot</td>
<td>9 pts w/ MCI, 12 pts w/ Alzheimer disease; age mean 78.4 years; MMSE MCI: mean 27.2, MMSE Alzheimer disease: mean 18.4</td>
<td>Cognition</td>
<td>4</td>
<td>Yes, improvement in praxis &amp; executive function</td>
</tr>
<tr>
<td>Merilampi et al, 2014 [42]</td>
<td>Pilot</td>
<td>16 pts w/ mild-to-moderate cognitive impairment; age: mean 90 years; MMSE: mean 21.6</td>
<td>Cognition</td>
<td>4</td>
<td>No improvement in cognition</td>
</tr>
</tbody>
</table>

---

aMCI: mild cognitive impairment; MMSE: Mini-Mental State Examination; NR: not reported.  
bOxford Centre for Evidence-based Medicine’s Levels of Evidence and Grades of Recommendation (1=highest quality; 5=lowest quality).
<table>
<thead>
<tr>
<th>Author, year</th>
<th>Study type</th>
<th>Intervention type</th>
<th>Technology type</th>
<th>Population&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Outcomes&lt;sup&gt;b&lt;/sup&gt;</th>
<th>OCEBM level&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Effective/Results&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hettinga et al, 2009 [43]</td>
<td>Pilot</td>
<td>Wandering and wayfinding</td>
<td>PDA</td>
<td>4 pts w/ mild dementia; age: ≥55 years; MMSE: range 17-25</td>
<td>Unsafe walking behaviors, working memory</td>
<td>4</td>
<td>No unsafe walking behaviors</td>
</tr>
<tr>
<td>Hattink et al, 2016 [20]</td>
<td>RCT</td>
<td>Multicomponent intervention</td>
<td>Early detection system-touchscreen or mobile device</td>
<td>42 pts w/ MCI and dementia; age: mean 78.7 y; MMSE: mean 18.1</td>
<td>Cognition, QOL-AD for CG or patient, perceived autonomy, feeling of competence, number of CG and patient unmet needs</td>
<td>4</td>
<td>No differences in QOL-AD for CG or patient, perceived autonomy, grade for QOL, feeling of competence, MMSE, number of caregiver and patient unmet needs</td>
</tr>
<tr>
<td>Imbeault et al, 2016 [45]</td>
<td>Case series</td>
<td>Prompts</td>
<td>Mobile phone app</td>
<td>3 pts w/ Alzheimer disease; age: mean 69 y; MMSE: mean 28</td>
<td>Cognition, subjective report of cognition, depression, CG burden</td>
<td>4</td>
<td>No, almost all cognitive tests remained the same or decreased. Unclear results for depression and caregiver burden.</td>
</tr>
<tr>
<td>Meiland et al, 2012 [46]</td>
<td>Pilot</td>
<td>Prompts</td>
<td>Mobile device, sensors, touchscreen, &amp; actuators</td>
<td>12 pts w/ MCI, dementia, or Alzheimer disease; age: range 57-84 y; MMSE: range 17-25 (mean age and MMSE NR)</td>
<td>Quality of life, perceived autonomy</td>
<td>4</td>
<td>No effect on QOL of Patient or CG, or perceived autonomy.</td>
</tr>
<tr>
<td>Yasuda et al, 2013 [44]</td>
<td>Pilot</td>
<td>Prompts and reminiscence therapy</td>
<td>Computer</td>
<td>4 pts w/ Alzheimer disease; age: mean 78.7 y; MMSE: mean 19.5</td>
<td>Psychological stability, communication ability, IADL completion</td>
<td>4</td>
<td>Yes, 3 of 4 participants had benefit in psychological stability. Improvements were also noted in communication ability and in IADL competition.</td>
</tr>
<tr>
<td>O’Rourke et al, 2011&lt;sup&gt;d&lt;/sup&gt; [19]</td>
<td>Pilot</td>
<td>Reminiscence therapy</td>
<td>Mobile app from computer</td>
<td>6 pts w/ dementia; age: mean 72 y; MMSE: mean 17.8</td>
<td>Cognition, communication ability (FLCI), depression, social interest questionnaire</td>
<td>4</td>
<td>Yes, MMSE scores improved in half of pts FLCI scores improved or remained stable in all but one participant.</td>
</tr>
</tbody>
</table>

<sup>a</sup>MCI: mild cognitive impairment; MMSE: Mini-Mental State Examination; NR: not reported.

<sup>b</sup>CG: caregiver; FLCI: Functional Linguistic Communication Inventory; IADL: Instrumental Activities of Daily Living; QOL-AD: Quality of Life Scale in Alzheimer's Disease.

<sup>c</sup>Oxford Centre for Evidence-based Medicine’s Levels of Evidence and Grades of Recommendation (1=highest quality; 5=lowest quality).

<sup>d</sup>Categories are not mutually exclusive; one article was counted in both the reminiscence therapy and prompts section.
### Table 6. Engagement (n=7) and exercise (n=1) interventions.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>Study type</th>
<th>Intervention type</th>
<th>Technology type</th>
<th>Population&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Outcomes&lt;sup&gt;b&lt;/sup&gt;</th>
<th>OCEBM level&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Effective/Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Astell et al, 2016 [49]</td>
<td>Controlled trial</td>
<td>Engagement</td>
<td>Tablet</td>
<td>30 pts w/ dementia; age: mean 87.3 years; MOCA: mean 13.4</td>
<td>Enjoyment</td>
<td>4</td>
<td>Yes, 88% of patients reportedly enjoyed the games</td>
</tr>
<tr>
<td>Hsu et al, 2016 [50]</td>
<td>Case series</td>
<td>Engagement</td>
<td>Tablet</td>
<td>3 pts w/ dementia; age: mean 78 years; MOCA: mean 23.5 (1 pt refused MOCA)</td>
<td>Behavioral and psychological symptoms of dementia</td>
<td>4</td>
<td>Yes, decreased use of “as-needed” medications for behavioral problems</td>
</tr>
<tr>
<td>Leng et al, 2014 [47]</td>
<td>Pilot</td>
<td>Engagement</td>
<td>Tablet</td>
<td>6 pts w/ dementia; age: mean 77 years; MMSE: mean 21</td>
<td>Cognition, mood, engagement, well-being</td>
<td>4</td>
<td>Yes, tablet activities at least an equal positive effect on mood, engagement, and well-being vs traditional group activities</td>
</tr>
<tr>
<td>Lim et al, 2013 [53]</td>
<td>Pilot</td>
<td>Engagement</td>
<td>Tablet</td>
<td>21 dyads of people with early dementia and CGs; PWD age: mean 73.5 years; MMSE: NR</td>
<td>Helpfulness to caregiver</td>
<td>4</td>
<td>Yes, 47.6% of CG found tablet somewhat, moderately, or extremely helpful</td>
</tr>
<tr>
<td>Tyack et al, 2015 [48]</td>
<td>Pilot</td>
<td>Engagement</td>
<td>Tablet</td>
<td>12 dyads-PWD and CGs; age: mean 75 years; MMSE: NR</td>
<td>QOL-AD; Visual Analogue Scale for Happiness, Wellness, and interestedsness</td>
<td>4</td>
<td>No improvement in happiness, wellness, interestedsness</td>
</tr>
<tr>
<td>Vahia et al, 2016 [51]</td>
<td>Open-label study</td>
<td>Engagement</td>
<td>Tablet</td>
<td>36 pts w/ dementia; age: mean 79.9 years; MMSE: NR</td>
<td>Behavioral and psychological symptoms of dementia, agitation</td>
<td>4</td>
<td>Yes, agitation decreased post intervention</td>
</tr>
<tr>
<td>Van Der Ploeg et al, 2015 [52]</td>
<td>RCT</td>
<td>Engagement</td>
<td>Mobile app from computer</td>
<td>17 pts w/ dementia; age: mean 86.7 years; MMSE: mean 7.3</td>
<td>Behavioral and psychological symptoms of dementia, agitation</td>
<td>4</td>
<td>No significant reduction in agitation</td>
</tr>
<tr>
<td>Vidoni et al, 2016 [54]</td>
<td>Pilot</td>
<td>Exercise</td>
<td>Accelerometer, mobile app from computer</td>
<td>21 pts as normal control, 9 pt w/ Alzheimer disease; control age: mean 72.3 years, Alzheimer disease age: mean 69.6 years, MMSE: NR</td>
<td>QOL, self-efficacy, change in weekly steps taken, 6-min walk, Mini-Physical Performance Test</td>
<td>4</td>
<td>No improvement in outcomes</td>
</tr>
</tbody>
</table>

<sup>a</sup>CG: caregiver; MMSE: Mini-Mental State Examination; MOCA: Montreal Cognitive Assessment; NR: not reported; PWD: people with dementia.

<sup>b</sup>QOL: Quality of Life; QOL-AD: Quality of Life Scale in Alzheimer’s Disease.

<sup>c</sup>Oxford Centre for Evidence-based Medicine’s Levels of Evidence and Grades of Recommendation (1=highest quality; 5=lowest quality).
Cognitive Training and Serious Games

Study Characteristics
Cognitive training with and without serious games made up a large number of the studies in this review (n=10). Intervention design and duration varied significantly among studies. All studies in the two groups incorporated cognition as an outcomes measure, another included function [35] and still others used mood, stress, and anxiety [33,36] as outcomes. When examining the two groups in combination 60% (6/10) of the studies showed some degree of efficacy [34,35,37-39,41] (see Tables 3 and 4). All four studies in this review that met criteria for level 2 quality of evidence fell into one of these two categories [33-36].

Description of Apps and Technology
A number of studies in this group used commercially available cognitive training programs, such as those by the company Lumos Laboratory, marketed as Lumosity, and by the company Posit Science marketed as BrainHQ. Other studies reported on mHealth apps that had been developed through research. Many of these studies were conducted on computers; however, studies were only included if the apps were able to be accessed by mobile devices. One study that demonstrated efficacy used a tablet-based Chinese calligraphy program as a form of cognitive training [34].

Wayfinding and Wandering

Study Characteristics
Although a number of pilot studies reported on experiments involving navigation systems for persons with dementia, only one met criteria for inclusion [43]. Health outcomes for the study consisted of working memory and unsafe walking behaviors [43]. The study proved to be effective in that no unsafe walking behaviors were found for those who used the navigation system.

Description of Apps and Technology
In the study by Hettinga et al [43], software called TomTom was used for navigation support. They studied the safety of TomTom use by people with dementia and the effectiveness of familiar versus unfamiliar voice prompts. The use of navigation software was found to be safe based on observations of street-crossing behavior, response to navigation instructions, and number of occurrences of stopping at device prompts. Additionally, they observed that familiar voice prompts were more effective compared to unfamiliar ones. This was determined by measuring walking time, number of errors (route deviations and repeated instructions), and number of times assistance was requested. Warning sounds seemed to have a negative effect on wayfinding [43]. Participants were captured on video. These videos were coded for unsafe walking behaviors [43].

Reminiscence Therapy

Study Characteristics
Two studies incorporated a reminiscence therapy intervention [19,44]. Health outcomes included cognition, communication ability, mood, social interest, and psychological stability. Both studies showed some degree of efficacy [19].

Description of Apps and Technology
O’Rourke et al [19] used the Web-based video website YouTube to help facilitate reminiscence therapy in persons with dementia. Five of six participants showed improvement or stability in their communication ability over the 6-week pilot study. They concluded that the website YouTube is a suitable tool for delivering personalized computer-based reminiscence therapy [19]. YouTube also functions as a mobile app.

In their pilot study, Yasuda et al [44] used a videophone as both a remote reminiscence conversation system and as a schedule prompter system. The remote reminiscence conversation system shared reminiscence photos through a videophone triggered by the conversation partner on the other end of the phone. The study results showed following conversations with the system patients had improved psychological stability, verbal communication, and rates of instrumental ADL completion. The schedule prompter system used more than 10 different video reminders, such as prompts to take medications or to prepare meals. Individual experiments were conducted to evaluate each system using four patients with dementia. The first experiment evaluated the effectiveness of the remote reminiscence conversation system by performing two tasks: watching TV and remote video chatting. Results were measured using the Gottfries-Brane-Steen (GBS) scale that measures psychological variables such as confusion, irritability, anxiety, restlessness, reduced mood, and agony. The GBS scale is scored on a scale from zero (most stable) to six (least stable). Results showed that three of four patients obtained psychological stability as defined by the authors. The second experiment determined the effectiveness of a schedule prompter system in completing the scheduled task. Participants received three different types of video prompts: navigational prompts to move toward the computer, motivational prompts to inspire completion of tasks, and scheduled prompts to remind participants of tasks scheduled for completion. The results described the mean completion of tasks for the four patients to as 83% while using the prompter system [44].

Prompts and Multicomponent Interventions

Study Characteristics
We found four studies in these combined categories [20,44-46]. Health outcomes for this group included cognition, subjective report of cognition, mood, psychological stability, perceived autonomy, feeling of competence, the number of caregiver and patient unmet needs, caregiver burden, and the quality of life for the caregiver and patient. Of the four studies in this category, only the study by Yasuda et al [44] showed improvement in health outcomes [44].

Description of Apps and Technology
Yasuda et al [44] was previously described in the reminiscence therapy section because the study contained both reminiscence therapy and prompt components. Overall, in these studies, prompts were delivered in either an auditory or visual manner. The use of mobile devices in this group varied. Imbeault et al
In 2009, Meiland et al [46] evaluated the use of a digital prosthetic, “COGNOW Day Navigator,” by 12 persons with dementia and their caregivers. The digital prosthetic was designed to help with memory, social contacts, daily activities, and safety. Participants rated the study as useful and user-friendly. Effectiveness of the system could not be determined because of the short study duration and instability of the digital prosthetic prototype.

Lastly, one multicomponent intervention study by Hattink et al [20] met criteria for inclusion. This intervention, “Rosetta,” targeted four domains of required support for persons with dementia: (1) prompts and reminders, (2) leisure, (3) communication, and (4) safety. The Rosetta intervention was tested with 42 patients with either MCI or Alzheimer disease. Contained in their measured health outcomes were cognition, perceived autonomy, feelings of competence, the number of unmet caregiver and patient needs, and quality of life of the caregiver and patient. No improvements in outcomes occurred following the intervention [20].

**Engagement Interventions**

**Study Characteristics**

Past studies demonstrated that recreational activities and engagement can lead to persons with dementia having more positive affect, decreased agitation, and decreased passivity [22,23]. Health outcomes varied by study. They consisted of mood, engagement, well-being, behavioral and psychological symptoms of dementia, agitation, and quality of life of the caregiver and patient. Five of the seven (71%) studies using a mHealth app intervention to engage people with dementia in activities had evidence of efficacy [47-53].

**Description of Apps and Technology**

Tablets were the technology of choice for these studies. In an adult day program, Leng et al [47] studied how iPad group activity sessions compared to traditional group engagement activities of cooking and arts and crafts for persons with dementia. The study found that for the persons with dementia who participated, iPad activities had at least an equal positive effect on mood, engagement, and well-being as compared to traditional group activities [47].

Another group, Lim et al [53], studied the usability of iPads by persons with dementia and their caregivers. In all, 95% of persons with dementia participating in the study had not previously used an iPad. Apps in the categories of art, music, simple interactive games, and relaxation were loaded onto each iPad. The patient-caregiver dyad was given the iPad to take home and use for 7 days with the recommendation that the caregiver provide 30 minutes of daily supervision and interaction while the person with dementia used the iPad. Nearly half of the caregivers indicated the iPad was somewhat, moderately, or extremely helpful.

Astell et al [49] studied 30 persons with dementia and measured the impact familiar and nonfamiliar games on a tablet had on the participants’ enjoyment. A total of 90% of participants attempted to use the tablet. Regardless of familiarity, close to 90% of participants displayed enjoyment from playing games on a tablet.

Tyack et al [48] developed and tested an art viewing tablet app for persons with dementia as a well-being intervention. Twelve patient-caregiver dyads participated. Participants were asked to use the tablet and program five times over a 2-week span and were given a list of questions to facilitate conversation while using the app. There were no significant pre-post differences in any of the outcomes measured, including patient happiness, wellness, engagement, and patient and caregiver quality of life [48]. Despite this, there was a trend toward improvement in all outcome categories, indicating that a larger study might demonstrate effect.

Van der Ploeg et al [52] tested Internet video conferencing (Skype) and telephone calls with family members as an intervention to reduce agitation in persons with dementia. Preintervention and postintervention measurements showed no difference in Cohen-Mansfield Agitation Inventory scores [52]. Vahia et al [51] and Hsu et al [51] both used mobile apps on a tablet to treat symptoms of agitation and behavioral and psychological symptoms of dementia. Vahia et al found that their intervention reduced agitation and that all participants including those with severe dementia were able to use apps on the tablet [51]. In the small study by Hsu et al, those who received the tablet intervention had decreased use of “as-needed” medications to treat behavioral and psychological symptoms of dementia [50].

**Exercise Intervention**

**Study Characteristics**

The one exercise intervention that met inclusion criteria selected health outcomes of quality of life, self-efficacy, change in weekly steps taken, the 6-minute walk time, and the Mini-Physical Performance Test. None of these outcomes improved with the exercise intervention [54].

**Description of App and Technology**

Vidoni et al [54] sought to improve the health of persons with dementia by prescribing physical activity in conjunction with using a wearable mHealth device (Fitbit) in a tertiary medical clinic setting. The wearable device was an accelerometer that measured steps taken and communicated with the mHealth app installed on either a mobile device or computer. The randomized trial included participants with normal cognition and Alzheimer disease-related cognitive impairment. The study was designed to last 16 weeks, but only 8 weeks of data was reported. Normal controls improved on their baseline weekly steps taken, whereas those with cognitive impairment did not. Only 62% of those with cognitive impairment completed the intervention [54].
Discussion

Theoretical Implications
To our knowledge, this comprehensive review is the first to examine the efficacy of mHealth app interventions on the health outcomes of persons with MCI, Alzheimer disease, and dementia. We employed state-of-the-art methodology in identifying the relevant literature, rating the quality of studies, and extracting standardized data. Using a broad search strategy, we discovered this literature spread across the research and innovation outlets of multiple disciplines. The level of evidence supporting the use of mHealth app interventions for people with these disorders (MCI, Alzheimer disease, and dementia) was low, as reflected by a grade C level of evidence using the modified OCEBM rating system. Some degree of efficacy was seen in 58% (14/24) of all included studies. However, given the limited quality of these studies it is difficult to draw any firm conclusions. Given the potential size of the market for these interventions and their apparent potential for improving the care of persons with cognitive impairment, we uncovered a need not only for more research in this area, but also for greater agreement in study design and consensus on health outcome measures.

Unexpectedly, none of the 24 studies came from the primary computer science literature. We attribute this lack of computer science study selection to the inclusion criteria requiring at least one quantitative health outcome. In our review, we found a number of innovative studies of mHealth app interventions for people with cognitive impairment. In the computer science literature, however, the vast majority of these studies lacked any measure of patient health. This significant finding highlights the potential opportunity and need for collaboration between technology researchers and health care professionals to develop mHealth app interventions that improve the health of individuals with cognitive impairment.

Outcomes
Aim 1 was to examine and catalog the types of quantitative health outcomes used by mHealth app interventions for persons with MCI, Alzheimer disease, and dementia. We found that 101 of 476 (21.2%) articles fully reviewed were excluded because of a lack of health outcomes. There were also inconsistencies in the health outcomes selected by study investigators. There appears to be a lack of consensus on which health care outcomes should be used to evaluate mHealth app interventions targeting those with cognitive impairment. The most commonly used health outcomes were cognition, function, quality of life, mood and well-being, and behavioral and psychological symptoms of dementia. There exists a greater need for consistency in the health outcomes for persons with cognitive impairment in these studies.

Efficacy
Aim 2 of this study sought to determine the efficacy of mHealth app interventions focused on persons with cognitive impairment that included at least one quantitative health outcome in the study evaluation. This systematic review found that currently there is little evidence to support the efficacy of most mHealth app interventions improving the health of persons with cognitive impairment. The number of mHealth apps continues to grow [3]. However, there is limited oversight and rigor in the development and testing of these apps and their claims of benefit. Lumos Laboratory, doing business as Lumosity, served as the most recent well-publicized example of a company charged with unproven medical claims about the benefits received from their cognitive training mHealth app. The Federal Trade Commission alleged that the company misled consumers in claiming that their product “delays age-related mental decline and protects against dementia and Alzheimer’s disease” [55]. Without rigorous RCTs to prove efficacy of individual mHealth app interventions, mHealth apps run the risk of being the newest “snake oil” to treat dementias and associated disorders. More work needs to be done to determine which apps are effective at improving patient outcomes.

Limitations
Our review has several limitations. The review topic was broad, which creates challenges in terms of in-depth data synthesis. An adjudication process between two authors (DB and BS) was used to find consensus on article screening, full article review, and categorization with the OCEBM Levels of Evidence System. Interrater reliability or kappa was not calculated and is therefore a limitation. This review’s original search strategy did not focus explicitly on cognitive training; therefore, there may have been studies in this area that were not captured in this review. In the field of mHealth and in our review the majority of the studies are of small size and lacked sufficient quality in study design.

Future Directions
Greater need for clinical trials to test mHealth interventions necessitates involvement with the Food and Drug Administration (FDA), the government agency with the widest jurisdiction over the regulation of mobile health technologies [56]. The FDA issued its most recent nonbinding industry and staff guidance document on “mobile medical applications,” in 2013 and updated the document in 2015 [57]. In these reports, The FDA defines mobile medical apps as “a mobile app that meets the definition of device in section 201(h) of the Federal Food, Drug and Cosmetic Act (FD&C Act); and is either intended (1) to be used as an accessory to a regulated medical device; or (2) to transform a mobile platform into a regulated medical device” [57]. Section 201 (h) describes a medical device as one “...intended for use in the diagnosis of disease or other conditions, or in the cure, mitigation, treatment, or prevention of disease, in man...” or “...intended to affect the structure or any function of the body of man...” This definition includes software or apps on computers, websites, and handheld devices.

The FDA has made clear their intention to apply regulatory oversight to the subset of mobile medical apps that transform a mobile platform into a medical device [56,57]. They indicate that they reserve the right to enforce the guidelines at their discretion and will focus on mobile medical apps that have the potential to cause harm to patients [57].

Outside of efficacy and safety, other concerns exist with mHealth technologies, including privacy risks. In their 2016 JAMA letter, Blenner et al [58] showed that 81% of available
Android diabetes apps did not have privacy policies and that 48.4% of diabetes apps with privacy policies shared user information. In downloading and installing an app, health consumers often inadvertently give apps permission to collect personal information [58]. As noted by Blenner et al, there are currently no federal laws to prevent app companies from selling medical app data to third parties [58,59]. One could imagine the potentially damaging effect that could be incurred if sensitive medical information were to be shared with health or life insurance companies or with a prospective employer.

Although not the focus of this review, we found a large number of studies did not take end users’ (persons with dementia or caregivers) input into consideration during the development of mHealth interventions, creating potential mismatch between the proposed solution and the participant needs. This suggests an opportunity for greater emphasis on user-centered design. User-centered design is a philosophy and methodology for designing and evaluating systems based on end-user involvement and a strong understanding of end-user characteristics, goals, tasks, needs, capabilities, and contexts [60]. This approach has the ultimate goal of optimal functioning of the human-machine system [61].

Despite these different concerns and drawbacks, mHealth apps possess great potential to improve the health and outcomes of people with cognitive impairment and offer advantages over traditional psychosocial interventions. With the growing numbers of persons with dementia, limitations of family caregivers, and work force shortage, there is an extraordinary need for engagement and social support of persons with dementia. One could imagine mHealth apps that could engage persons with dementia and help improve their mood through serious games or through a mHealth peer-support program. The aim of these apps would not be to replace caregivers or humans, but rather to allow for engagement when caregivers or others are busy or not immediately available.

The use of mHealth apps offer an opportunity to help persons with MCI, Alzheimer disease, and dementia maintain their independence longer than would be otherwise possible. Apps designed to prompt persons with dementia with necessary tasks such as taking medication, taking out the garbage, or cooking meals, could help persons with dementia complete these essential tasks rather than having to hire a caregiver or move into an assisted living to receive support. Similarly, wayfinding apps could improve persons with dementia’s ability to travel safely in their community. And remote monitoring apps could allow caregivers and health care providers to supervise or receive notifications of changes in the health status of the person with dementia.

In addition, mHealth apps could improve measurement accuracy of variables pertaining to the health status of persons with dementia. Through ecological momentary assessment, the repeated sampling of a participant’s experience or behaviors in real time, an app could provide up-to-date information on a person’s mood status or neuropsychiatric symptoms of dementia [62], thus avoiding the pitfalls of recall bias seen with more traditional office-based questionnaires. Monitoring or prompting apps could help measure real-time decline in a person with dementia’s cognition or function, offering providers a more accurate depiction of disease progression.

Virtual coaches hold promise as the next generation of mHealth apps and have the potential to help persons with cognitive impairment. Siewiorek et al [63] from Carnegie Mellon University and the National Science Foundation-funded Quality of Life Technology Center have pioneered the theory and design of virtual coaches [63,64]. A virtual coach moves beyond the rote and static reminders of a prompt system. Rather, a virtual coach adequately adapts to the needs of the user. The ideal qualities of a virtual coach as a cognitive aid, as outlined by Siewiorek et al [63], include the virtual coach reducing the number of cues as the user learns, matching the level of support to changes in the user’s ability, allowing for caregivers to upload new capabilities to the virtual coach and providing consistent monitoring of adherence to a caregiver’s instructions.

Conclusion

We found that many mHealth app interventions targeting those with cognitive impairment lack health outcomes as a part of their evaluation process and that there is a lack of consensus as to which health outcomes should be used. Of note, the most common health outcomes in this review were cognition, function, quality of life, mood and well-being, and behavioral and psychological symptoms of dementia. These align with outcomes for clinical trials for Alzheimer disease as described in previous systematic reviews [65-67]. From their comprehensive review of the scientific literature in 2017, Bentvelzen et al [67] distilled a list of best practice outcomes for dementia, called the Dementia Outcome Measurement Suite. Our results suggest that a best practice or at least greater consensus is needed around selection of appropriate health outcomes for mHealth app interventions targeting persons with cognitive impairment. The Dementia Outcome Measurement Suite is one best practice guideline that could be considered. The suite has six outcome domains: (1) cognition, (2) staging, (3) function, (4) behavior, (5) delirium, and (6) quality of life [67]. More in-depth discussion of these domains lies outside the scope of this review.

The evidence that use of mHealth app interventions improves the health of people with MCI, Alzheimer disease, and dementia is of limited quality. Evidence met criteria for grade C level of quality as per the OCEBM Levels of Evidence System. Study reports of efficacy were mixed with more than half of the studies (58%) showing some degree of effectiveness. More RCTs, a larger number of participants, and a design that minimizes bias are needed to better clarify the benefits of these types of interventions.
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Abstract

Background: The use of mobile devices for data collection in developing world settings is becoming increasingly common and may offer advantages in data collection quality and efficiency relative to paper-based methods. However, mobile data collection systems can hamper many standard quality assurance techniques due to the lack of a hardcopy backup of data. Consequently, mobile health data collection platforms have the potential to generate datasets that appear valid, but are susceptible to unidentified database design flaws, areas of miscomprehension by enumerators, and data recording errors.

Objective: We describe the design and evaluation of a strategy for estimating data error rates and assessing enumerator performance during electronic data collection, which we term “validation relaxation.” Validation relaxation involves the intentional omission of data validation features for select questions to allow for data recording errors to be committed, detected, and monitored.

Methods: We analyzed data collected during a cluster sample population survey in rural Liberia using an electronic data collection system (Open Data Kit). We first developed a classification scheme for types of detectable errors and validation alterations required to detect them. We then implemented the following validation relaxation techniques to enable data error conduct and detection: intentional redundancy, removal of “required” constraint, and illogical response combinations. This allowed for up to 11 identifiable errors to be made per survey. The error rate was defined as the total number of errors committed divided by the number of potential errors. We summarized crude error rates and estimated changes in error rates over time for both individuals and the entire program using logistic regression.

Results: The aggregate error rate was 1.60% (125/7817). Error rates did not differ significantly between enumerators (P=.51), but decreased for the cohort with increasing days of application use, from 2.3% at survey start (95% CI 1.8%-2.8%) to 0.6% at day 45 (95% CI 0.3%-0.9%; OR=0.969; P<.001). The highest error rate (84/618, 13.6%) occurred for an intentional redundancy question for a birthdate field, which was repeated in separate sections of the survey. We found low error rates (0.0% to 3.1%) for all other possible errors.

Conclusions: A strategy of removing validation rules on electronic data capture platforms can be used to create a set of detectable data errors, which can subsequently be used to assess group and individual enumerator error rates, their trends over time, and categories of data collection that require further training or additional quality control measures. This strategy may be particularly useful for identifying individual enumerators or systematic data errors that are responsive to enumerator training and is best applied to questions for which errors cannot be prevented through training or software design alone. Validation relaxation should be considered as a component of a holistic data quality assurance strategy.

(J Med Internet Res 2017;19(8):e297) doi:10.2196/jmir.7813
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**Introduction**

A cornerstone of research conduct is the assurance of high-quality data collection. Data quality has been defined as “data that are fit for use by data consumer” [1]. Agmon and Ahituv [2] refer to data quality in terms of “reliability,” distinguishing between internal reliability (reliability whose assessment is based on commonly accepted criteria about the characteristics of the data items), relative reliability (reliability of the data in view of the user requirements), and absolute reliability (comparisons between the dataset and reality). Wand and Wang [3] take an ontological approach to identify 4 generic observable data quality issues—loss of information, insufficient (ambiguous) information, meaningless data, and incorrect data. If evidence is generated from underlying data that are of poor quality, incorrect conclusions may be drawn [4,5], leading to both direct and hidden costs [6,7].

The use of mobile phones and tablets for data collection may yield improvements over paper-based methods across a number of data quality dimensions and has been increasingly used in low-income settings [8-14]. Potential advantages of electronic methods over paper-based methods include lower error rates [10,13], reduced likelihood of data loss [8], higher data completeness [9,10,13], reduced time needed for data collection [9,10,13,15], automatic collection of timestamps and geolocation data, and in some cases decreased costs [9,13,16]. Additionally, electronic data collection has been shown to be feasible among users with little to no prior experience with data collection or cell phone use in a number of different settings, provided that they are given some basic training [8,9,12], and has been largely seen as acceptable by managers, users, and data collection subjects [9,12,13,16,17]. Thus, it represents an attractive option for researchers, nongovernmental organizations, governments, and others.

Claims of reduced error rates with mobile data platforms over paper alternatives can be logically attributed to several factors. Programmed skip logic (also called “branching”) allows for a question or data element to be displayed or not displayed depending on the user’s entry for 1 or more previous data elements, allowing for complex conditional pathways to be automated. This ensures that the proper sequence of questions or data elements are answered, ameliorating the problem of missing data. Real-time validation, notably the use of field constraints, is a restriction of the range or type of possible entries for a data element, limiting entries based on logical rules or previously entered data. This is widely viewed as a strong and appropriate tactic for reducing errors [18] in survey work, as it prevents the entry of logically invalid data. Furthermore, with electronic data collection, there is no manual data entry of paper forms needed, and thus the layer of errors associated with the manual data entry of paper data [19] is completely eliminated.

It has been recognized that data loss is still possible [12] and reductions in data quality have not been seen universally [15]. However, a challenge specific to electronic data collection that has not been explicitly addressed in the data quality literature is “masking” of data recording errors. Masking occurs when an end-user intentionally or unintentionally enters incorrect data that is forced or allowed by the data validation constraints. For example, an insufficiently trained user of a data collection application without hard-coded validation rules is likely to enter data that is illogical or internally inconsistent. However, if validation rules are applied, the data entered by such a user might still be susceptible to errors, but it will conform to the validation constraints, and thus such errors would not be detectable in the resulting dataset. When such errors could be mitigated by identification, supervision, and retraining, enabling errors to be rapidly identified and addressed is valuable.

In terms of Agmon and Ahituv’s dimensions of reliability, electronic data collection has great potential to increase internal reliability, as data constraints can be enforced; however, given the issue of masking, this will not always translate to increased absolute reliability. Similarly, in terms of Wand and Wang’s observable data quality issues, the problems of loss of information and meaningless data will be mitigated or eliminated, but this will only partially address the problem of incorrect data. As such, there is an important need to consider alternative methods of data quality oversight for mobile health data collection platforms.

In this paper, we articulate a strategy for assessing the data quality of electronic data collection initiatives by identifying incorrect data, thereby allowing for judgments on absolute reliability. This strategy, which we term validation relaxation, involves the intentional omission of validation features for a selection of data elements on which validation would typically be applied in order to allow for the possibility of detectable human errors, along with the creation of a mechanism for monitoring error rates and their trends in real time. Benefits of this approach include identification of instrument comprehension issues, detection of survey or database design errors, and targeted quality improvement efforts for individuals or teams with the highest error rates. We illustrate and evaluate an application of this strategy by describing its use within a cluster sample population survey in rural Liberia.

**Methods**

**Development of the Validation Relaxation Strategy**

The validation relaxation strategy was conceived to augment quality assurance of digital survey data collection operations at Last Mile Health, a nongovernmental health care organization operating in rural Liberia. The prior quality assurance approach contained 3 primary components: First, thorough training for survey enumerators, including observed survey practice with frequent instructor feedback and a field-based pilot test. Second, direct observation of a sample of surveys during the data collection period by a field supervisor, along with daily debriefings of field teams to review commonly committed errors. Third, the use of real-time validation and automated skip logic to prevent missing data and avoid illogical or impossible responses.

This approach was based on the Total Data Quality Management methodology, which emphasizes quality checks at multiple time points throughout the data life cycle [20]. The first quality component is a ubiquitous best practice in survey research [21].
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The second is straightforward and has been employed in a variety of settings [22]. The third is seen as a major advantage of electronic data collection and has been leveraged extensively, often through the native capabilities of common data collection software packages [23-25] and sometimes through complex software customization that allows for the enforcement of idiosyncratic workflows [9]. However, as mentioned above, this third component can also mask underlying errors and lead to the production data that deceivingly appears clean.

To account for this issue, we created the “validation relaxation” strategy to detect intentional or accidental misuse of electronic data collection applications and avoid collecting poor-quality data. Specifically, we identified select scenarios in which human error can cause data to be collected that is logically valid but factually incorrect with electronic data collection. For example, if enumerators do not comprehend or administer an application correctly, they may intentionally falsify data to conform to data validation structures, an issue that has been previously considered in the context of survey-based research [26]. The validation relaxation strategy was intended to identify such instances by selectively removing form validation to allow for the possibility of unconstrained data entry, therefore making potential misunderstanding or misuse of the application quantitatively detectable, and subsequently monitoring error types and rates. Since only a sample of questions have validation rules removed, the overall detectable error rate for a given user may be thought of as a proxy measurement for the overall undetectable error rate, although the extent to which these rates correlate within a given set of users may vary between applications. Subsequently, focusing supervision and coaching efforts on the enumerators with the highest error rates may lead to decreases in overall error rates over time. Additionally, if the same survey instrument is used more than once (eg, in a repeated survey series), aggregate error rates can be used as an indicator of overall data quality differences between surveys.

To implement this strategy, we first created the data collection questionnaire and planned a set of validation rules including skip logic and field constraints to be applied, such that logically invalid responses and response patterns were prohibited by the application. We subsequently chose a purposive selection of 11 questions, out of a total of 122 survey questions, for which we removed (or “relaxed”) validation rules; this resulted in 11 different possible errors per survey. Questions were selected based on several factors; we were more likely to select questions for which we suspected or found data quality issues in the past (eg, dates), as well as questions that were relatively less important in the context of our ongoing research (to avoid compromising critical data during this evaluation). We also searched opportunistically for questions or sets of questions that allow for a logical rule to be easily validated (eg, the question “Have you ever given birth?” was already asked twice in the questionnaire to facilitate skip logic flow).

Table 1. Classification of detectable errors.

<table>
<thead>
<tr>
<th>#</th>
<th>Class</th>
<th>Description</th>
<th>Example of error detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Removal of “required” constraint</td>
<td>Removal of a “required question” constraint</td>
<td>User accidentally skips a question on postnatal care that he or she was supposed to complete</td>
</tr>
<tr>
<td>2</td>
<td>Illogical response combinations: multiple questions</td>
<td>Inclusion of 2 or more questions for which a certain combination of answers is logically impossible</td>
<td>The first question is “What is your gender?”; user answers “male.” The second question is “Have you ever given birth?”; user answers “yes.”</td>
</tr>
<tr>
<td>3</td>
<td>Illogical response combinations: single question</td>
<td>Inclusion of an individual, multiple-response, multiple-choice question for which certain combinations of responses is logically impossible</td>
<td>The question is “Who checked on you during your last pregnancy?” User selects 2 options: “family members” and “I don’t know.”</td>
</tr>
<tr>
<td>4</td>
<td>Intentional redundancy</td>
<td>Repetition of the same question (possibly with slightly different wording or within a different question sequence) more than once in different sections of the questionnaire</td>
<td>At the start of the survey, user answers the question “How many times have you given birth?” with “6.” Later in the survey, the user answers a repeated instance of the same question (“How many times have you given birth?”) with “5.”</td>
</tr>
<tr>
<td>5</td>
<td>Manual skip logic</td>
<td>Forcing the user to select the next branch of questions to ask, based on responses to previous questions (instead of automating skip logic)</td>
<td>User answers the question “Have you ever been to a health clinic?” with a “No”. User is then prompted with 2 possible options and has to choose one: “Complete clinical questionnaire” or “Skip clinical questionnaire and proceed to child health questionnaire.” User selects “Complete clinical questionnaire.”</td>
</tr>
<tr>
<td>6</td>
<td>Removing minimum or maximum constraints</td>
<td>Removing constraints on the minimum or maximum value that can be entered for a question</td>
<td>User answers “657” to the question “How old are you, in years?”</td>
</tr>
<tr>
<td>7</td>
<td>Manual calculation</td>
<td>Prompt the user to enter a value that could be mathematically calculated from previous responses</td>
<td>Survey date is “June 3, 2016.” User answers the question “What is your birthday?” with “June 4, 1996.” The next question is “What is your age, in years?”; respondent answers “24.”</td>
</tr>
<tr>
<td>8</td>
<td>Allowing invalid data type</td>
<td>User is allowed to enter a value of an incorrect data type</td>
<td>The question is “How many times have you seen a doctor in the past month?” User answers “sometimes.”</td>
</tr>
</tbody>
</table>
We built and thoroughly tested the application, first in the office using a simulated dataset, and then through a field-based pilot test conducted in conditions that approximated the actual conditions in which the application was to be deployed. We created a reporting system to enable active monitoring of errors, disaggregated by the survey date and the enumerator’s ID number, which took the form of an automated report within a custom-built Web application written in the PHP (PHP: Hypertext Preprocessor) programming language.

After the implementation of the survey, we created a classification scheme of detectable errors to help facilitate the future selection of questions on which to relax validation. Detectable errors can be categorized based on the types of data elements under examination and the nature of the error that is permitted. This classification is detailed in Table 1.

**Data Collection**

We assessed the validation relaxation strategy during the implementation of a 2-stage, cross-sectional, cluster sample survey in Rivercess County, Liberia. This was the second survey in a repeated cross-sectional study. Full description of the methods and results from the baseline survey has been described elsewhere [27]. The purpose of the survey was to assess a number of indicators of demographics, maternal health, neonatal health, and child health, as part of ongoing research and evaluation activities of Last Mile Health. The questionnaire was composed of questions adapted from the 2013 Liberia Demographic and Health Survey. Survey data were collected weekly from enumerators in the field by a supervisor and transferred to a secure, cloud-hosted MySQL database.

A total of 7 enumerators were hired to conduct the survey; each received a 5-day training covering the use of the data collection hardware and software, the purpose and meaning of each survey question, field translation in Bassa (the local dialect), and methods to reduce biases. An enumerator served as an alternate and only surveyed 10 women; data from this enumerator were excluded from this analysis.

The platform used was a modified version of Open Data Kit (ODK), an open-source set of tools designed to allow implementers to create information systems in the developing world [23]. Modifications to ODK allowed for data to be transferred wirelessly from one Bluetooth device to another, which was advantageous for prevention of data loss, given that Liberia’s poor cellular network coverage meant that users would be out of coverage for many consecutive days. Our modified ODK application was installed on 10 BLU Advance 4.0 Android phones, which were distributed to enumerators and field supervisors. Data collected on the Android devices were stored in XML format, transferred periodically from enumerator phones to supervisor phones via Bluetooth, and ultimately transferred via Bluetooth to a central laptop, where records were uploaded to a custom-built Web application. This application parses the data into JSON (JavaScript Object Notation) format, checks for file integrity, adds several metadata attributes, and sends the resulting dataset into a MySQL database cloud-hosted on a virtual private server.

Enumerators were not informed of the validation relaxation strategy. During the implementation of the survey, we ran the automated error report on a weekly basis, which was used to identify enumerators who were underperforming, as evidenced by high error rates relative to the other enumerators. Each week, the lead field supervisor of the survey examined error rates and focused monitoring and coaching efforts on underperforming enumerators.

**Data Analysis**

Error rates were summarized using basic descriptive statistics. We then used logistic regression to estimate the association between time (survey day) and the odds of committing an error. No covariates were included in the model. Variance estimation was corrected for the effects of clustering using the clustered sandwich estimator. Next, we collapsed the dataset such that 1 observation represented a single survey day and estimated the daily standard deviation of error rates, and used linear regression to estimate the association between time (survey day) and the standard deviation of error rates between enumerators. Statistical analyses were conducted using Stata Version 14.1 (Statacorp).

**Ethics**

Ethics approval for the survey was obtained from the institutional review boards of Partners Healthcare, Georgetown University, and the Liberian Institute for Biomedical Research. All respondents gave verbal informed consent.

**Results**

The survey was conducted between April 12, 2016 and June 7, 2016, and included a sample of 972 women across 1150 households within 86 different communities. Table 2 details the specific errors that were possible within our survey, along with error rates for each. For the calculation of rates, the denominator is equal to the number of times that the requisite question(s) were reached within the application by the enumerator. In other words, the rate is equal to the number of errors divided by the number of opportunities for the error to be made.

The overall error rate was 1.60% (125/7817). This is comparable to error rates in similar settings [28,29]. The most commonly made error was an “intentional redundancy” question in which the respondent was asked twice for the date of birth of her most recently birthed child, with an error rate of 13.6% (84/618). Data for this question were entered through an ODK “date widget” [30], where the enumerator scrolls through month, days, and years to select the correct date. An examination of incorrect dates suggests that the high rate for this particular error may have partially been due to the enumerator accidentally scrolling 1 or 2 ticks past the correct date, month, or year, 30% (25/84) of these errors were 1 tick off and an additional 17% (14/84) were 2 ticks off. However, it is also possible that the respondent’s recall is inexact. Four other possible errors had rates between 0.2% and 3.1%, with all other possible errors having rates equal to zero. There was a strong association between the class of the error and the rate at which the error was committed. Specifically, the 4 intentional redundancy errors had the 4 highest error rates.
Table 2. Specific detectable errors implemented in cluster sample survey.

<table>
<thead>
<tr>
<th>#</th>
<th>Class</th>
<th>Error definition</th>
<th>Number of errors</th>
<th>Error rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Intentional redundancy</td>
<td>Gave different answers for the question (“Was your most recent birth in a health facility?”) in different sections of the questionnaire</td>
<td>19/618</td>
<td>3.1</td>
</tr>
<tr>
<td>2</td>
<td>Intentional redundancy</td>
<td>Gave different answers for the question (“Have you ever given birth?”) in different sections of the questionnaire</td>
<td>10/961</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>Intentional redundancy</td>
<td>Gave different answers for the question (“What was the date of birth of your most recently birthed child?”) in different sections of the questionnaire</td>
<td>84/618</td>
<td>13.6</td>
</tr>
<tr>
<td>4</td>
<td>Intentional redundancy</td>
<td>Gave different answers for the question (“Is your most recently birthed child still alive?”) in different sections of the questionnaire</td>
<td>10/618</td>
<td>1.6</td>
</tr>
<tr>
<td>5</td>
<td>Illogical response combinations: single question</td>
<td>Question is “Where you go to get medical advice or treatment?”; answer options included (“refused to respond” OR “unknown”) AND (“clinic” OR “drugstore” OR “community health worker” OR “traditional healer” OR “other”)</td>
<td>2/895</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>Illogical response combinations: single question</td>
<td>Question is “What are the signs of someone who can have ebola?”; answer options included (“refused to respond” OR “unknown”) AND (“fever” OR “muscle pains” OR “vomiting” OR “sore throat” OR “diarrhea” OR “bleeding” OR “other”)</td>
<td>0/895</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>Removal of “required” constraint</td>
<td>A required question (“Can people get Ebola from touching an Ebola patient?”) was skipped</td>
<td>0/895</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>Removal of “required” constraint</td>
<td>A required question (“Can people get Ebola from the air?”) was skipped</td>
<td>0/895</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>Removal of “required” constraint</td>
<td>A required question (“Can people get Ebola by touching or washing a dead body?”) was skipped</td>
<td>0/895</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>Illogical response combinations: multiple questions</td>
<td>Answers for a multiple-response question (“From whom did the child get treatment [for fever or cough]?”) were given; an answer was given to the following question (“From whom did the child get treatment FIRST?”) that was not selected in the previous list of responses</td>
<td>0/325</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>Illogical response combinations: multiple questions</td>
<td>Answers for a multiple-response question (“From whom did the child get treatment [for diarrhea]?”) were given; an answer was given to the following question (“From whom did the child get treatment FIRST?”) that was not selected in the previous list of responses</td>
<td>0/202</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Total 125/7817 1.60

Roughly twice per week during the survey implementation, the lead field supervisor reviewed an error report that summarized errors committed so far, disaggregated by the survey date and the enumerator ID number. During the survey data collection period, this report was accessed on 18 different days by the supervisor (with a roughly uniform distribution), based on database usage tracking statistics. The supervisor would then communicate with the 2 other field supervisors, and give the names of the enumerators with high error rates, along with information on which errors were being commonly made. Total enumerator-specific error rates are summarized in Table 3.

Differences between enumerators were not statistically significant for any of the time periods evaluated. An analysis of variance of the data in each of the 4 columns in Table 3 gives the $P$ values given in the bottom row of the table.

Table 3. Enumerator-specific error rates.

<table>
<thead>
<tr>
<th>Enumerator ID#</th>
<th>Error rate, % (day 0-14)</th>
<th>Error rate, % (day 15-29)</th>
<th>Error rate, % (day 30-45)</th>
<th>Overall error rate, % (day 0-45)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.1 (14/458)</td>
<td>0.4 (2/465)</td>
<td>1.2 (5/415)</td>
<td>1.57 (21/1338)</td>
</tr>
<tr>
<td>3</td>
<td>2.9 (13/452)</td>
<td>0.8 (3/382)</td>
<td>1.8 (6/334)</td>
<td>1.88 (22/1168)</td>
</tr>
<tr>
<td>4</td>
<td>2.8 (17/605)</td>
<td>1.8 (9/506)</td>
<td>1.3 (5/393)</td>
<td>2.06 (31/1504)</td>
</tr>
<tr>
<td>5</td>
<td>1.8 (7/386)</td>
<td>1.6 (6/364)</td>
<td>1.0 (3/286)</td>
<td>1.54 (16/1036)</td>
</tr>
<tr>
<td>6</td>
<td>2.5 (14/552)</td>
<td>0.9 (5/528)</td>
<td>0.2 (1/436)</td>
<td>1.32 (20/1516)</td>
</tr>
<tr>
<td>7</td>
<td>1.4 (7/512)</td>
<td>1.6 (6/380)</td>
<td>0.6 (2/363)</td>
<td>1.20 (15/1255)</td>
</tr>
</tbody>
</table>

$P=0.45$  $P=0.45$  $P=0.42$  $P=0.51$
Data quality improved over time. A logistic regression of time on the error variable (a binary variable representing whether an error was committed) was significant ($P<.001$), with an odds ratio of 0.969 (95% CI 0.955-0.983), representing the change in odds given a 1-day change in time. Thus, the predicted total change in average error rate from the start of the survey (day=0) to the end (day=45) is −1.7%, representing a fourfold decrease in error rate, from 2.3% (95% CI 1.8%-2.8%) to 0.6% (95% CI 0.3%-0.9%) over the observation period. Data are summarized in Table 4.

Data for sensitivity analysis #4 (similar to primary analysis #1, except leveraging aggregated data) are visualized in Figure 1.

### Table 4. Change in error rates over time (primary and sensitivity analyses).

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Type</th>
<th>Number of observations</th>
<th>Odds ratio (OR) or coefficient (beta)</th>
<th>$P$ value</th>
<th>Predicted error rate at day=0 (95% CI)</th>
<th>Predicted error rate at day=45 (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary (#1); all errors included</td>
<td>Logistic regression</td>
<td>9527</td>
<td>OR=0.969 (95% CI 0.955-0.983)</td>
<td>&lt;.001</td>
<td>0.0230</td>
<td>0.0056</td>
</tr>
<tr>
<td>Sensitivity (#2); excludes most common error</td>
<td>Logistic regression</td>
<td>8566</td>
<td>OR = 0.985 (95% CI 1.007)</td>
<td>.18</td>
<td>0.0064</td>
<td>0.0032</td>
</tr>
<tr>
<td>Sensitivity (#3); includes only 3 most common errors</td>
<td>Logistic regression</td>
<td>2883</td>
<td>OR = 0.965 (95% CI 0.949-0.982)</td>
<td>&lt;.001</td>
<td>0.0710</td>
<td>0.0153</td>
</tr>
<tr>
<td>Sensitivity (#4); includes only 5 most common errors; aggregated data</td>
<td>Logistic regression</td>
<td>4739</td>
<td>OR = 0.968 (95% CI 0.954-0.982)</td>
<td>&lt;.001</td>
<td>0.0461</td>
<td>0.0112</td>
</tr>
<tr>
<td>Sensitivity (#5); all errors included; aggregated data</td>
<td>Linear regression</td>
<td>218</td>
<td>beta = −.000444 (−.000607 to −.000280)</td>
<td>&lt;.001</td>
<td>0.0252</td>
<td>0.0052</td>
</tr>
<tr>
<td>Sensitivity (#6); excludes most common error; aggregated data</td>
<td>Linear regression</td>
<td>218</td>
<td>beta = −.000051 (−.000171 to −.000070)</td>
<td>.33</td>
<td>0.0069</td>
<td>0.0047</td>
</tr>
<tr>
<td>Sensitivity (#7); includes only 3 most common errors; aggregated data</td>
<td>Linear regression</td>
<td>218</td>
<td>beta = −.002235 (−.003353 to −.001118)</td>
<td>.004</td>
<td>0.1094</td>
<td>0.0088</td>
</tr>
<tr>
<td>Sensitivity (#8); includes only 5 most common errors</td>
<td>Linear regression</td>
<td>218</td>
<td>beta = −.000903 (−.001256 to −.000549)</td>
<td>.001</td>
<td>0.0530</td>
<td>0.0124</td>
</tr>
</tbody>
</table>

Figure 1. Daily enumerator-specific error rates over time, with fitted regression line (jittered for clarity).
Discussion

Principal Findings
We describe the development and evaluation of validation relaxation, a novel strategy that involves the intentional omission of electronic data collection validation features for a selection of data elements to allow for the possibility of detectable human errors, which enables data error rate monitoring and identification of database design and survey comprehension issues. We evaluated this strategy in the field during a population survey in rural Liberia, and found that date question formats were the most problematic, and that error rates were largely consistent between enumerators, and that error rates decreased significantly over time.

This strategy enabled us to learn what types of errors were most commonly occurring and implement training measures to ensure optimal use and comprehension of the data collection platform and survey instrument, respectively. The overall error rate was low at 1.60%, and although error rates did not differ significantly between enumerators, they varied considerably between error types. The highest error rates were found for the “intentional redundancy” errors. There are several possible reasons for this trend. First, 3 of the 4 intentional redundancy questions were grouped in one of the most complicated survey sections in terms of the underlying skip logic. Second, there may have been higher error on the part of the respondents, as they were asked about events that often occurred many years ago. Third, the highest error rate was detected for a date question, and as discussed, the date selector widget was prone to accidental error if the user scrolled too far, resulting in a higher probability that the incorrect value was entered.

Applications
We assessed the validation relaxation strategy during a survey in a low-income setting, but the strategy may also have value across other data collection scenarios including research studies, electronic medical record systems, and mHealth/eHealth initiatives in both developing and high-income settings. It should be considered in addition to other emerging electronic data quality improvement techniques, such as automatic filling of forms [31,32] and dynamic reordering and repeating questions [33], as an additional method to optimize data quality for electronic data collection. Similarly, although we employed validation relaxation to compare error rates between multiple users, it can also be a useful means of assessing trends in data quality. It can also be potentially useful in comparing enumerator or field teams who are individually and simultaneously implementing a data collection instrument. Automated or semiautomated feedback loops can be employed with this strategy to enable real-time detection of errors, which can be used to intervene on faulty survey instruments or to improve enumerator data collection quality [8,34].

Validation relaxation might also allow data managers to detect fraud in data collection applications. Existing approaches to fraud detection focus on conducting repeat interviews for a sample of respondents [35], identifying “at-risk” enumerators [36], examining digit preference (Benford’s Law) [37,38], analyzing the statistical qualities of specific variables within the dataset [37,39], leveraging machine learning algorithms to detect anomalies in response distribution [40], and searching for patterns in survey timestamps [8]. The inclusion of intentionally redundant questions, preferably spaced apart within a questionnaire, could lead to patterns of inconsistent response for a single user, which would signal a possible case of falsification.

Finally, although its initial intent was to identify end-user data entry errors, validation relaxation might also help detect errors in application/database design. Often, designers will make assumptions about the potential set of logical response options (e.g., an enumerator trying to enter the value “14” on a question that asks for the age of a pregnant woman, where the input range is restricted to 15-49 years). By relaxing validation rules, designers can remove such assumptions regarding valid data ranges, empirically test whether the actual range of collected values falls within the expected range, and subsequently investigate records where values fall outside the expected range.

Limitations
This work was limited to quantitative assessment of the strategy. Future work should include qualitative input from database designers and end-users to further explore the nature of committed errors and enumerator perceptions of the strategy. More data are also needed to better specify the large-scale feasibility and cost of this strategy if applied to large health programs. Moreover, our hypothesis that the detectable error rate is a good proxy measurement for the undetectable error rate is an assumption that warrants further investigation. Our list of error types and validation domains were self-selected based on our own experience and hypothesis and future iterations of this technique can and should expand upon these to target a more thorough and case-specific error types and validation schemes. Other possible alterations to the strategy to consider for future use include prespecification of a maximum acceptable error rate, use of control charts [41], and use of a formal statistical test to determine whether or not error rates between enumerators or surveys significantly differ.

Conclusions
The validation relaxation strategy can help detect comprehension and platform usability issues for electronic data collection applications, detect end-user and program error rates, and elucidate trends in error rates over time or between user groups. The strategy should be implemented as one component of a holistic data quality approach in the increasingly widespread use of electronic data collection platforms.
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Abstract

Background: Assessing the satisfaction of patients about the health care they have received is relatively common nowadays. In France, the satisfaction questionnaire, I-Satis, is deployed in each institution admitting inpatients. Internet self-completion and telephone interview are the two modes of administration for collecting inpatient satisfaction that have never been compared in a multicenter randomized experiment involving a substantial number of patients.

Objective: The objective of this study was to compare two modes of survey administration for collecting inpatient satisfaction: Internet self-completion and telephone interview.

Methods: In the multicenter SENTIPAT (acronym for the concept of sentinel patients, ie, patients who would voluntarily report their health evolution on a dedicated website) randomized controlled trial, patients who were discharged from the hospital to home and had an Internet connection at home were enrolled between February 2013 and September 2014. They were randomized to either self-complete a set of questionnaires using a dedicated website or to provide answers to the same questionnaires administered during a telephone interview. As recommended by French authorities, the analysis of I-Satis satisfaction questionnaire involved all inpatients with a length of stay (LOS), including at least two nights. Participation rates, questionnaire consistency (measured using Cronbach alpha coefficient), and satisfaction scores were compared in the two groups.
Results: A total of 1680 eligible patients were randomized to the Internet group (n=840) or the telephone group (n=840). The analysis of I-Satis concerned 392 and 389 patients fulfilling the minimum LOS required in the Internet and telephone group, respectively. There were 39.3% (154/392) and 88.4% (344/389) responders in the Internet and telephone group, respectively (P<.001), with similar baseline variables. Internal consistency of the global satisfaction score was higher (P=.03) in the Internet group (Cronbach alpha estimate=0.89; 95% CI 0.86-0.91) than in the telephone group (Cronbach alpha estimate=0.84; 95% CI 0.79-0.87). The mean global satisfaction score was lower (P=.03) in the Internet group (68.9; 95% CI 66.4-71.4) than in the telephone group (72.1; 95% CI 70.4-74.6), with a corresponding effect size of the difference at −0.253.

Conclusions: The lower response rate issued from Internet administration should be balanced with a likely improved quality in satisfaction estimates, when compared with telephone administration, for which an interviewer effect cannot be excluded.

Trial Registration: Clinicaltrials.gov NCT01769261; http://clinicaltrials.gov/ct2/show/NCT01769261 (Archived by WebCite at http://www.webcitation.org/6ZDF5IA41)

(J Med Internet Res 2017;19(8):e293) doi:10.2196/jmir.7061

KEYWORDS
hospital information systems; Internet; patient satisfaction; quality of health care; questionnaires and surveys; patient reported outcome measures; telephone

Introduction
Numerous questionnaires have been developed since the 70s for assessing patient satisfaction with regard to hospital health care delivery. These include the Patient Satisfaction Questionnaire [1], the Client Satisfaction Questionnaire [2], the Service Quality instrument [3-5], the Hospital Consumer Assessment of Health Providers and Systems (HCAHPS) Survey [6,7], the Short Form HK Inpatient Experience Questionnaire [8,9], and the NHS National Adult Inpatient Survey [10]. In France, inpatient hospital satisfaction has been systematically measured since 2015 with the I-Satis questionnaire [11]. These numerous questionnaires attest a worldwide concern for enhancing the central role of the patient in the health care organization. Patient satisfaction assessment is also related to the technical performance and safety of hospital care [12] and is considered as a tool contributing to hospital care evaluation, although controversial [13]. Inpatient hospital satisfaction surveys are usually either self-administered by pen and paper or conducted by telephone, with telephone interview being a common mode of questionnaire administration. However, the development of Internet has resulted in a widespread use of Web-based questionnaires, with corresponding survey costs lower than those of telephone surveys [14-17]. Moreover, the use of Internet has increased over time, with 78% of people with Internet access at home in France in 2013 [18], thereby suggesting that this mode of administration might result in a satisfactory response rate. Nevertheless, several studies have reported a lower response rate of Internet-based surveys, as compared with other modes of administration [19-21]. On the other hand, Internet self-completion has intrinsic favorable qualities such as the avoidance of any potential bias of responses related to an interviewer effect [22], and patients are more likely to freely express their opinions [23] on websites covering anonymity than through telephone. The way in which the modes of administration of patient satisfaction survey influence response rates and the issued scores remains an important issue. Several teams studied differences between pen-and-paper and Web-based questionnaires in the field of inpatient satisfaction and quality of life [21,24,25]; however, only a few investigated

Methods
This research was an ancillary study of the multicenter, randomized SENTIPAT trial [29]. We took advantage of the trial to analyze patients’ satisfaction with their hospital stay.

General Description of the SENTIPAT Trial
The SENTIPAT multicenter (five adult acute care units in a Parisian teaching hospital participated voluntarily: departments of digestive and general surgery; gastroenterology; hepatology; infectious diseases and tropical medicine; and internal medicine) randomized trial focused on the evolution of patients’ health on returning home post hospitalization (follow-up duration of 6 weeks). The general objective was to determine whether the information on patient’s health evolution shared by volunteer patients after returning home directly via a dedicated website was comparable with that obtained via telephone interviews. The randomization of 2050 patients (410 from each unit, 205 randomized in the Internet group and 205 randomized in the telephone group) was initially planned. The study was conducted in accordance with French regulation on ethics requirements in biomedical research.

Consecutive inpatients with Internet access at home were eligible for inclusion. Inclusion criteria also required inpatients who were not cognitively impaired and did not have a behavioral disorder, who spoke and wrote French, and were returning home after an acute care hospitalization, regardless of the type of stay—standard hospitalization (scheduled or not) on weekdays only (maximum Monday to Friday or any combination thereof)
or outpatient hospitalization (1 day). Inpatients were enrolled on the day of hospital discharge by a clinical research technician of the trial. At that time, patients were informed about the study. Eligible patients not opposed to participate in the study were randomized into two parallel groups: Internet or telephone follow-up (inherently resulting in an open-label trial) at a ratio of 1:1. On the basis of a centralized randomization that allocated the eligible patient either to the Internet or to the telephone group through a website and using an underlying permutation block randomization stratified by service, the computer-generated list of permutation was established by a statistician independent from the study. At the time of patient inclusion, the technician also collected baseline variables (length of stay [LOS], sex, age, relationship status, level of education, activity, and type of insurance). Patient was then informed and discharged with documents explaining corresponding questionnaire administration.

Characteristics of the Study

Patients
The French authorities have made available the instructions for analyzing I-Satis questionnaire [30], and according to these recommendations, the study was restricted to patients whose LOS included at least two consecutive nights.

Questionnaire Structure
The detailed I-Satis questionnaire used in this study (all questions and corresponding proposed answers) is directly accessible via the Internet [11]. The I-Satis questionnaire comprises 32 items exploring six dimensions: global care (Q1, Q2, Q4, Q13, Q14, and Q15), information to patient (Q16, Q18, Q27, Q28, Q29, and Q30), communication with health care providers (Q3, Q5, Q6, Q17, and Q20), behavior of health care providers (Q7, Q8, Q9, Q10, and Q11), hospital room convenience (Q21, Q22, Q23, and Q24), and hospital catering (Q25 and Q26). The recommendations of the French authorities for I-Satis analysis [30] indicate that 4 questions (Q12, Q19, Q31, and Q32) are not involved in score calculations.

Questionnaire Administration
All patients were informed that their opinions were kept anonymous. For the patients who had been randomized in the telephone group, the I-Satis questionnaire was administered during a telephone interview with a clinical research technician 7 days after discharge (the appointment was scheduled on the day of discharge), with a maximum of three attempts to contact them. For the patients who had been randomized in the Internet group, the same questionnaire was available on the dedicated website on the day of discharge (D0) and was completed directly online by the patient, who had been given oral and written instructions (information sheet) to connect for the first time 7 days post discharge. “Reminders” were sent by email once weekly for 6 weeks after discharge to potential responders of the Internet group, who had not completed the discharge questionnaire yet.

Score Construction
The questionnaires were analyzed according to the French national recommendations of the Direction Générale de l’Offre de Soins [30].

Each item was rated from 0 to 10. Rates 1 to 5 corresponded to increasing ordinal rankings of satisfaction; rates 0, 6, 7, and 8 corresponded to answers of nonrelevancy of the item for the patient (depending on the item: never felt discomfort, no drugs were prescribed, no surgery, etc), and spontaneous answers “I don’t know” and “I don’t wish to answer the question” were rated 9 and 10. Rates 1, 2, 3, 4, and 5 were valued 0, 25, 50, 75, and 100, respectively, in the analysis. Rates 0, 6, 7, 8, 9, and 10 were handled into the analyses as a missing value.

The scores of the dimensions “global care,” “information to patient,” “communication with health care providers,” “behavior of health care providers,” “hospital room convenience,” and “hospital catering” were calculated if at least three, three, three, two, and two items comprising the dimension were answered, respectively. The global score was calculated whenever every dimension score was calculated.

Statistical Analysis
The participation rates observed in the Internet and telephone groups were compared using the Fisher exact test, as well as the proportions of nonrelevancy answers observed in these two groups. The delays of questionnaire completion observed in the Internet and telephone groups were compared using Wilcoxon-Mann-Whitney test. Internal consistency of questionnaires was measured by calculating Cronbach alpha [31], taking into account every score that could be calculated according to the abovementioned rules. An alpha coefficient value of greater than .7 was considered as satisfactory. Dimensions’ scores were calculated for each patient as the mean of the corresponding dimensions’ items, and global score was the mean of all answered items of the questionnaire. CIs were obtained by bootstrap. Standardized Cohen d-type effect size was measured between the scores of the two groups [32].

Comparisons between the Internet and telephone groups in terms of Cronbach alpha coefficients and in terms of satisfaction scores (including dimensions’ scores) were made using a permutation test [33], with the null hypothesis distribution (distribution of the difference between the two groups under the hypothesis of no difference) generated through 1,000,000 shuffled datasets. A $P$ value of $\leq.05$ defined the significance of comparisons.

Missing data were handled as follows: First, nonresponding patients were excluded from score analyses. Patients for whom less than 16 items were completed were also excluded from score analyses (ie, handled as nonresponders in the analyses). Second, the scores issued from the remaining partially completed questionnaires were calculated as mentioned above (see subsection on Score Construction).

All analyses were made with the R statistical computing freeware version 3.3.0 [34].
Ethic and Legal Approvals

The SENTIPAT study was approved by the Comité de Protection des Personnes Ile de France IX (decision CPP-IDF IX 12-014, June 12, 2012); the Comité Consultatif sur le Traitement de l’Information en matière de Recherche dans le domaine de la Santé (Decision 12.365, June 20, 2012); and the Commission Nationale de l’Informatique et des Libertés (Decision DR-2012-582, December 12, 2012).

Results

Between February 25, 2013 and September 8, 2014, we managed to enroll in the SENTIPAT study 1680 eligible patients (840 randomized in the Internet group and telephone group each) and not opposed to participating in the trial. Among these, the baseline population of patients fulfilling the minimum LOS of 2 nights required for I-Satis investigation comprised 781 patients, with 392 and 389 patients in the Internet and telephone groups, respectively (Figure 1). Table 1 provides the details of baseline values of the patients who constituted the population investigated in this study. There were no missing data relating to baseline values. Considering all 781 patients, the median LOS was 5 days (interquartile range [IQR]: 2-9); there were as many men as women, participants were aged 19 to 97 years, and median age was 53 years (IQR: 37-64), and 711 patients (91.0%) had a complementary private health insurance in addition to the compulsory health insurance.

There were 154 responders out of the 392 patients in the Internet group (response rate of 39.3%) and 344 responders out of the 389 patients in the telephone group (response rate of 88.4%; \( P < .001 \)), and the corresponding median delays between hospital discharge and questionnaire completion were 6 days (IQR: 3-15.75) and 7 days (IQR: 7-9), respectively (\( P = .002 \)). Missing data in responders concerned 10 patients of the Internet group: answer to question 13 (satisfaction about pain management) was missing in 2 responders, answer to question 20 (satisfaction about the answers of the surgeon about patient’s questions on surgery) was missing in 3 responders, and answer to both questions was missing in 5 responders. In addition, there were 13 (8.4%), 95 (61.7%), 43 (27.9%), and 3 (1.9%) responders in the Internet group with 0, 1 to 5, 6 to 10, and more than 10 answers, for which the answer code corresponded to nonrelevancy or refusal (further handled as a missing value in the analyses, see the section on Methods), respectively, whereas the corresponding responders observed in the telephone group were 3 (0.8%), 124 (36.0%), 200 (58.1%), and 15 (4.4%), respectively. Internet responders provided an answer code corresponding to nonrelevancy and refusal less frequently than telephone responders (\( P < .001 \)).
Table 1. Characteristics of study patients.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, N=781</th>
<th>Responders Internet, n=154</th>
<th>Nonresponders Internet, n=238</th>
<th>Responders telephone, n=344</th>
<th>Nonresponders telephone, n=45</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOS(^a), in days, median (IQR(^b))</td>
<td>5 (2-9)</td>
<td>5 (3-8)</td>
<td>5.5 (3-8)</td>
<td>5 (2-9)</td>
<td>7 (3-10)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>385 (49.4)</td>
<td>71 (46.1)</td>
<td>115 (48.3)</td>
<td>176 (51.2)</td>
<td>23 (51)</td>
</tr>
<tr>
<td>Age in years, median (IQR)</td>
<td>53 (37-64)</td>
<td>55 (38-64)</td>
<td>50 (36-64)</td>
<td>53 (38-65)</td>
<td>51 (33-67)</td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living alone(^c)</td>
<td>342 (43.8)</td>
<td>59 (38.3)</td>
<td>112 (47.1)</td>
<td>146 (42.4)</td>
<td>25 (56)</td>
</tr>
<tr>
<td>Living as a couple(^d)</td>
<td>439 (56.2)</td>
<td>95 (61.7)</td>
<td>126 (52.9)</td>
<td>198 (57.6)</td>
<td>20 (44)</td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower secondary education</td>
<td>88 (11.3)</td>
<td>17 (11.0)</td>
<td>28 (11.8)</td>
<td>35 (10.2)</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Upper secondary education</td>
<td>249 (32.0)</td>
<td>46 (29.9)</td>
<td>80 (33.8)</td>
<td>110 (32.0)</td>
<td>13 (30)</td>
</tr>
<tr>
<td>Postsecondary nontertiary education or short-cycle tertiary</td>
<td>113 (14.5)</td>
<td>23 (14.9)</td>
<td>32 (13.5)</td>
<td>53 (15.4)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Bachelor’s degree or above</td>
<td>329 (42.2)</td>
<td>68 (44.2)</td>
<td>97 (40.9)</td>
<td>146 (42.4)</td>
<td>18 (41)</td>
</tr>
<tr>
<td>Activity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonworking</td>
<td>321 (41.2)</td>
<td>64 (42.1)</td>
<td>101 (42.4)</td>
<td>139 (40.4)</td>
<td>17 (38)</td>
</tr>
<tr>
<td>Employed or student</td>
<td>458 (58.8)</td>
<td>88 (57.9)</td>
<td>137 (57.6)</td>
<td>205 (59.6)</td>
<td>28 (62)</td>
</tr>
<tr>
<td>Insurance, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precarious(^e)</td>
<td>30 (03.8)</td>
<td>3 (02.0)</td>
<td>13 (05.5)</td>
<td>11 (03.2)</td>
<td>3 (07)</td>
</tr>
<tr>
<td>Compulsory health insurance</td>
<td>40 (05.1)</td>
<td>7 (04.6)</td>
<td>15 (06.3)</td>
<td>14 (04.1)</td>
<td>4 (09)</td>
</tr>
<tr>
<td>Compulsory health insurance plus complementary private health insurance</td>
<td>711 (91.0)</td>
<td>144 (93.5)</td>
<td>210 (88.2)</td>
<td>319 (92.7)</td>
<td>38 (84)</td>
</tr>
<tr>
<td>Delay between hospital discharge and questionnaire completion, in days, median (IQR)</td>
<td>N/A(^f)</td>
<td>6 (3-15.75)</td>
<td>N/A</td>
<td>7 (7-9)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) LOS: length of hospital stay.
\(^b\) IQR: interquartile range.
\(^c\) Single, widowed, divorced, separated.
\(^d\) Married, living together under a civil solidarity pact, simply living together without legal ties.
\(^e\) Benefit from state medical help or universal health insurance.
\(^f\) N/A: not applicable.

Table 2 shows the values of Cronbach alpha in the Internet and telephone responders. All estimates, with the exception of those corresponding to room convenience, were >.7. The alpha estimates observed in the Internet group were always greater than those observed in the telephone group, the difference being statistically significant for the two dimensions, global care and room convenience (\(P=.003\) and \(P=.03\), respectively), and for the global satisfaction (\(P=.03\)).

Table 3 summarizes the satisfaction scores observed in the Internet and telephone groups. The mean global satisfaction score was 68.89 (95% CI 66.36-71.36) in the Internet group and 72.01 (95% CI 70.36-73.58) in the telephone group. In both groups, the dimension that received the lowest score was hospital catering, with means of 45.77 (95% CI 42.18-49.39) and 45.70 (95% CI 43.32-48.06) in the Internet and telephone group, respectively. Conversely, in both groups, the theme that received the highest score was behavior of health care providers, with means of 87.49 (95% CI 85.05-89.73) and 92.14 (95% CI 90.81-93.39) in the Internet and telephone group, respectively. There were three dimension scores significantly smaller in the Internet group than in the telephone group: information to patients with a mean difference of \(-5.38\) (\(P=.008\)), communication with health care providers with a mean difference of \(-7.16\) (\(P=.003\)), and behavior of health care providers with a mean of \(-4.66\) (\(P<.001\)). The global satisfaction score was significantly smaller in the Internet group with a mean difference of \(-7.16\) (\(P=.003\)) and behavior of health care providers with a mean of \(-4.66\) (\(P<.001\)). The global satisfaction score was significantly smaller in the Internet group, with a mean difference of \(-3.12\) (\(P=.03\)). The absolute values of the effect sizes ranged from 0.003 to 0.352. The satisfaction scores observed in the group of Internet responders according to the delay of questionnaire completion are summarized in Multimedia Appendix 1, and whatever the type of score
considered, the score difference between the two subgroups of Internet responders (questionnaire completed at day 7 after discharge or later versus questionnaire completed earlier) was not significant.

**Table 2.** Cronbach alpha coefficients.

<table>
<thead>
<tr>
<th>Dimension of the score (number of items involved)</th>
<th>Internet responders: Cronbach alpha (95% CI); n</th>
<th>Telephone responders: Cronbach alpha (95% CI); n</th>
<th>Comparison between the two groups: P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global care (6)</td>
<td>.92 (0.87-0.96); 154</td>
<td>.79 (0.73-0.85); 344</td>
<td>.003</td>
</tr>
<tr>
<td>Information to patients (6)</td>
<td>.89 (0.81-0.94); 131</td>
<td>.83 (0.76-0.88); 235</td>
<td>.27</td>
</tr>
<tr>
<td>Communication with health care providers (5)</td>
<td>.74 (0.65-0.82); 152</td>
<td>.71 (0.64-0.77); 334</td>
<td>.56</td>
</tr>
<tr>
<td>Behavior of health care providers (5)</td>
<td>.82 (0.71-0.92); 153</td>
<td>.73 (0.61-0.84); 344</td>
<td>.33</td>
</tr>
<tr>
<td>Hospital room convenience (4)</td>
<td>.66 (0.53-0.75); 154</td>
<td>.48 (0.37-0.56); 344</td>
<td>.03</td>
</tr>
<tr>
<td>Hospital catering (2)</td>
<td>.86 (0.79-0.91); 136</td>
<td>.76 (0.69-0.82); 285</td>
<td>.07</td>
</tr>
<tr>
<td>Global satisfaction score (28)</td>
<td>.89 (0.86-0.91); 116</td>
<td>.84 (0.79-0.87); 189</td>
<td>.03</td>
</tr>
</tbody>
</table>

**Table 3.** Satisfaction scores.

<table>
<thead>
<tr>
<th>Dimension of the score</th>
<th>Internet responders: mean score (95% CI); n</th>
<th>Telephone responders: mean score (95% CI); n</th>
<th>Internet-telephone: mean score difference (95% CI); P value</th>
<th>Effect size (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global care</td>
<td>70.67 (68.01-73.34); 154</td>
<td>72.15 (70.56-73.75); 344</td>
<td>−1.48 (−4.59 to 1.64), .33</td>
<td>−0.094 (−0.290 to 0.105)</td>
</tr>
<tr>
<td>Information to patients</td>
<td>59.62 (56.07-63.23); 131</td>
<td>65.01 (62.75-67.25); 235</td>
<td>−5.38 (−9.53 to −1.19), .009</td>
<td>−0.286 (−0.501 to −0.062)</td>
</tr>
<tr>
<td>Communication with health care providers</td>
<td>67.42 (63.28-71.42); 152</td>
<td>74.58 (71.90-77.15); 334</td>
<td>−7.16 (−12.01 to −2.36), .003</td>
<td>−0.287 (−0.477 to −0.096)</td>
</tr>
<tr>
<td>Behavior of health care providers</td>
<td>87.49 (85.05-89.73); 153</td>
<td>92.14 (90.81-93.39); 344</td>
<td>−4.66 (−7.40 to −2.02), &lt;.001</td>
<td>−0.352 (−0.554 to −0.154)</td>
</tr>
<tr>
<td>Hospital room convenience</td>
<td>61.03 (58.07-63.95); 154</td>
<td>60.97 (59.07-62.88); 344</td>
<td>0.05 (−3.46 to 3.50), .98</td>
<td>0.003 (−0.189 to 0.195)</td>
</tr>
<tr>
<td>Hospital catering</td>
<td>45.77 (42.18-49.39); 136</td>
<td>45.70 (43.32-48.06); 285</td>
<td>0.07 (−4.24 to 4.44), .98</td>
<td>0.003 (−0.206 to 0.214)</td>
</tr>
<tr>
<td>Global satisfaction score</td>
<td>68.89 (66.36-71.36); 116</td>
<td>72.01 (70.36-73.58); 189</td>
<td>−3.12 (−6.13 to −0.15), .03</td>
<td>−0.253 (−0.490 to −0.014)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The investigation of patient satisfaction after a hospital stay resulted in several differences when comparing the two modes of questionnaire administration: self-reported Internet completion or telephone interview. The comparison between these modes of administration may be discussed according to three topics: response rate, questionnaire reliability, and satisfaction scores. The response rate observed in the group of patients randomized in the Internet group (39.3%) was much lower than that observed in the group of patients randomized in the telephone group (88.4%). Such a difference might have resulted in unbalancing the initial comparability of responders in the two groups even if Table 1 indicates that baseline variables are similar in the responders of the two groups. Unsurprisingly, the observed difference between the two groups in terms of participation rate is in accordance with the previous results issued from the same cohort focusing on patient satisfaction with regard to the hospital discharge process [26]. The difference between the participation rates observed with the two administration modes of the survey might be, at least in part, owing to the fact that it is easier to ignore an email than a phone call scheduled at a date chosen by the patient. The participation rates observed in our study are also similar to those reported by Harewood et al [20] who investigated patient satisfaction with endoscopy and observed a response rate of 34% and 78% in the Internet group and telephone group, respectively. However, comparing the response rates observed in our study with other rates previously reported is probably of limited interest as the study design widely varies from one study to another, as response rates are likely to be highly sensitive to the detailed underlying procedures for selecting participants (eg, face-to-face enrollment vs random selection in an administrative database, issues related to the initial comparability of the participants allocated in the Internet and telephone arms), reaching/soliciting responders (including reminding procedures for soliciting Web participants to complete the survey or procedure for scheduling the phone calls), and collecting...
answers (eg, attractiveness of the website and ease in accessing/completing the questionnaire form).

With the exception of the values for the hospital room convenience dimension, which raise concerns, the values of Cronbach alpha were satisfactory for all dimensions investigated and for the global satisfaction score, favoring the conduction of surveys with this questionnaire using either administration mode. Besides, interestingly, considering all six dimensions of the questionnaire, the values of Cronbach alpha were always higher in the Internet group than in the telephone group, with a statistical significance observed for two dimensions (global care and hospital room convenience) and for the global satisfaction score. Here, the adjunction of an interviewer in the telephone group (as compared with self-completion in the Internet group) might be considered as an undesired burden disturbing initial signal.

The observed score differences between the Internet and telephone groups (see Table 3) are contrasted, depending on the dimension investigated. On the one hand, considering hospital room convenience and hospital catering dimensions, both telephone and Internet modes of administration resulted in very similar satisfaction scores, and the difference was only slight when considering global care dimension. On the other hand, in the three dimensions related to interactions with health care providers, that is, information to patients, communication with health care providers, and behavior of health care providers, scores were significantly lower in the Internet group than in the telephone group, although it is worth mentioning that corresponding effect sizes never exceeded 0.35, a value below the medium threshold proposed by Cohen [32]. Such an observation raises a general comment on the surveys conducted in this domain. Those surveys are deployed for investigating patient satisfaction with hospital services, for bringing into light the elements which require improvements and for assessing evolution with time. Additionally, French authorities require the analysis of 120 patients per medical center each year. In such a context, our study’s finding that a mean difference of 7 points based on a sample size of 498 responders is modest in terms of effect size, suggests that potential improvements on patient satisfaction are very difficult to evidence. Dynamic trends within a given center from one year to another should be interpreted with great caution and must take into account the underlying variability of the scores, and a similar caution should be required in the interpretation of differences between centers. A potential explanation for the higher scores observed in the telephone group is that a patient might be more reluctant to provide low scores to an interviewer (moreover potentially identified as a member of the hospital staff) than when completing a strict anonymous form via the Internet. Previous studies [35,36] have also mentioned such a social desirability bias [23] as a potential explanation for the higher patient satisfaction scores issued from a questionnaire administered by a telephone interviewer as compared with a self-completed form administered by mail [35] or via the Internet [36]. In addition, the distribution of the delay between hospital discharge and questionnaire completion was more variable in the Internet group. However, as shown in the Multimedia Appendix 1, the scores of the Internet responders did not significantly vary according to the delay of questionnaire completion, indicating that the wider variability in the delay of questionnaire completion observed in the Internet group had a very limited impact (if any) on the differences of scores that were observed between the telephone and Internet modes of administration.

**Strengths and Limitations**

A strength of the study relies on the fact that it is the first randomized trial reported to date that compared inpatient satisfaction collected either via a telephone interview or via the self-completion of a similar questionnaire on a dedicated website and involved a reasonable sample of inpatients, both in terms of case-mix variability (patients originating from 5 very different hospital wards) and in terms of sample size (498 questionnaires were eventually analyzed). A home access to the Internet and a phone number were two required inclusion criteria for patient eligibility, ensuring the initial comparability of the individuals randomized in the two administration modes of the questionnaire. Moreover, to our knowledge, this study is the first to date that explores, in detail, critical issues relating to the I-Satis questionnaire, which is dedicated to be deployed in all inpatient structures in France; on the one hand, this constitutes an additional strength of the study, while on the other hand, the fact that this questionnaire is yet restricted to France constitutes a limitation of the study.

**Conclusions**

In conclusion, our study shows that the lower response rate observed with the Internet mode of administration than that observed with the telephone mode of administration must be balanced with other positive features associated with the Internet. Using the latter mode of administration has a potential lower cost than telephone [14-17], and the quality of satisfaction estimates is likely improved because the potential veil of a telephone interviewer is discarded, allowing patients to express more freely. They are more likely to rate their satisfaction about hospital stay with lower scores. This study indicates that some of these score decreases are statistically significant but the corresponding effect sizes are small, indicating that the decreases relate to moderate differences. Communication habits are evolving, and the Web form is progressively adopted as a reference mode for administrating surveys as well as a reference mode for completing questionnaires. With the exception of the higher response rate observed with telephone interview in this study, all other study results support the deployment of Web-based questionnaires for exploring inpatient satisfaction.

**Acknowledgments**

The authors would like to thank Fabrice Carrat, Bérengère Couturier, Gilles Hejblum, Morgane Le Bail, and Alain-Jacques Valleron from the Scientific Committee of the SENTIPAT study group and express their gratitude to the physicians within the

http://www.jmir.org/2017/8/e293/
poles and units in which the patients were recruited, including the heads: Marc Beaussier, Jean-Paul Cabane, Olivier Chazouillères, Jacques Cosnes, Jean-Claude Dussaule, Pierre-Marie Girard, Emmanuel Tiret, and Dominique Paterson; additional corresponding physicians: Laurent Beauserie, Laurence Fardet, Laurent Fonquernie, François Paye, and Laure Surger; and nursing supervisors: Françoise Cuiller, Catherine Esnouf, Hélène Haure, Valérie Garnier, Josselin Mehal-Birba, Nelly Sallée, and Sylvie Wagener.

The authors are also indebted to the technical team of the study, including the clinical research technicians Elodie Belladame, Azéline Chevance, Magali Girard, and Laurence Nicole, who included patients, collected baseline data, and interviewed the patients followed up by telephone; and the software staff, especially Pauline Raballand, but also Frédéric Chau and Frédéric Fotré, who created and maintained the trial’s dedicated website.

We thank all the medical and nursing and administrative staff of the general and digestive surgery (including ambulatory surgery), gastroenterology, hepatology, and infectious diseases and internal medicine departments of Hôpital Saint-Antoine; all the patients who participated in the study; and Isabelle Mounier-Emeury for helpful discussions on the calculations of I-Satis scores.

The Assistance Publique–Hôpitaux de Paris (Département de la Recherche Clinique et du Développement) was the trial sponsor. The SENTIPAT study was funded by grant AOM09213 K081204 from Programme Hospitalier de Recherche Clinique 2009 (Ministère de la Santé). The sponsor and the funders had no role in study design, data collection and analysis, decision to publish, or the preparation of the manuscript.

Authors' Contributions
GH had full access to all of the raw data in the study and can take responsibility for the integrity of the data and the accuracy of the data analysis. SFF, FC, and GH contributed to the study conception and design, whereas GH contributed to data acquisition. SFF, NL, and GH contributed to the analysis, and SFF, NL, JaC, PMG, ET, JeC, OC, MB, FC, and GH (ie, all authors) contributed to the interpretation of data. SFF and GH worked on the first draft of the manuscript. All authors approved the final version of the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Satisfaction scores observed in the Internet responder group according to the delay of questionnaire completion.

[PDF File (Adobe PDF File), 64KB - jmir_v19i8e293_app1.pdf]

Multimedia Appendix 2
CONSORT-EHEALTH checklist (v.1.6.1).

[PDF File (Adobe PDF File), 784KB - jmir_v19i8e293_app2.pdf]

References
7. Weidmer BA, Brach C, Slaughter ME, Hays RD. Development of items to assess patients' health literacy experiences at hospitals for the consumer assessment of healthcare providers and systems (CAHPS) hospital survey. Med Care 2012 Sep;50(9 Suppl 2):S12-S21 [FREE Full text] [doi: 10.1097/MLR.0b013e31826525a0] [Medline: 22895225]

10. DeCourcy A, West E, Barron D. The national adult inpatient survey conducted in the English national health service from 2002 to 2009: how have the data been used and what do we know as a result? BMC Health Serv Res 2012 Mar 21;12:71 [FREE Full text] [doi: 10.1186/1472-6963-12-71] [Medline: 22436670]


18. Gombault V. L'internet de plus en plus prisé, l'internaute de plus en plus mobile. INSEE Premiere 2013 Jun;1452:1-4 [FREE Full text]


Abbreviations

HCAHPS: Hospital Consumer Assessment of Health Providers and Systems
IQR: interquartile range
LOS: length of stay

©Sarah F Feldman, Nathanael Lapidus, Jacques Cosnes, Emmanuel Tiret, Laurent Fonquernie, Jean Cabane, Olivier Chazouilleres, Laure Surgers, Marc Beaussier, Alain-Jacques Valleron, Fabrice Carrat, Gilles Hejblum. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 23.08.2017. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
A Peer-Led, Social Media-Delivered, Safer Sex Intervention for Chinese College Students: Randomized Controlled Trial

Wai Han Sun 1, BSocSc, MPhil; Carlos King Ho Wong 1, BSc, MPhil, PhD; William Chi Wai Wong 1, MB, ChB, MD, MPH, FRCPG, FRACGP, honMFPH
Department of Family Medicine and Primary Care, The University of Hong Kong, Ap Lei Chau, Hong Kong, China (Hong Kong)

Corresponding Author:
William Chi Wai Wong, MB, ChB, MD, MPH, FRCPG, FRACGP, honMFPH
Department of Family Medicine and Primary Care
The University of Hong Kong
Ap Lei Chau Clinic
3/F, 161 Main Street
Ap Lei Chau, Hong Kong, China (Hong Kong)
Phone: 852 2518 5657
Fax: 852 2814 7475
Email: wongwcw@hku.hk

Abstract

Background: The peer-led, social media-delivered intervention is an emerging method in sexual health promotion. However, no research has yet investigated its effectiveness as compared with other online channels or in an Asian population.

Objective: The objective of this study is to compare a peer-led, social media-delivered, safer sex intervention with a sexual health website. Both conditions target Chinese college students in Hong Kong.

Methods: A randomized controlled trial was conducted with a peer-led, safer sex Facebook group as the intervention and an existing online sexual health website as the control. The intervention materials were developed with peer input and followed the information-motivation-behavioral skills model; the intervention was moderated by peer educators. The participants filled out the online questionnaires before and after the 6-week intervention period. Outcome evaluations included safer sex attitudes, behavioral skills, and behaviors, while process evaluation focused on online experience, online-visiting frequency, and online engagement. The effect of online-visiting frequency and online engagement on outcome variables was investigated.

Results: Of 196 eligible participants—100 in the control group and 96 in the intervention group—who joined the study, 2 (1.0%) control participants joined the Facebook group and 24 of the remaining 194 participants (12.4%) were lost to follow-up. For the process evaluation, participants in the intervention group reported more satisfying online experiences (P<.001) and a higher level of online-visiting frequency (P<.001). They also had more positive comments when compared with the control group. For outcome evaluation, within-group analysis showed significant improvement in condom use attitude (P<.001) and behavioral skills (P<.001) in the intervention group, but not in the control group. No significant between-group difference was found. After adjusting for demographic data, increased online-visiting frequency was associated with better contraceptive use behavioral intention (P=.05), better behavioral skills (P=.02), and more frequent condom use (P=.04).

Conclusions: A peer-led, social media-delivered, safer sex intervention was found to be feasible and effective in improving attitudes toward condom use and behavioral skills, but was not significantly more effective than a website. Future research may focus on the long-term effectiveness and cost-effectiveness of this popular method, as well as the potential cultural differences of using social media between different countries.
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Introduction

Youth Sexual Health and Education

The sexual and reproductive health of young people constitutes a major health concern, as they are at risk of unwanted pregnancy [1] or of contracting sexually transmitted infections (STIs) [2]. Indeed, unsafe sex and the lack of contraception were the second- and fourth-most common risk factors for cause-specific, disability-adjusted life years for young people globally [3]. In China, the prevalence of condom use among sexually active college students is low at 49.7% [4]; more alarmingly, over 40% of students reported having either impregnated a girlfriend or having an unwanted pregnancy [5]. In Hong Kong, chlamydia prevalence was high in sexually active young women and men, at 5.8% and 4.1%, respectively [6]. A study of Chinese college students also showed poor sexual health knowledge and negative attitudes toward contraception [5]. Similar to their western peers, Chinese young people appear to have less than optimal knowledge, attitudes, and behaviors in relation to safer sex practice. In Hong Kong, no mandatory sex education is required in schools, although it is sometimes provided within extracurricular activities or on an ad hoc basis at the discretion of individual institutions. Instead, most young people learn about sex from their peers, from social workers, or from the Internet [7].

Safer sex promotion via sexual health education has been found to successfully increase sexual health knowledge and change attitudes and behaviors among teens and young adults [8,9]. Among them, a number of trials of the information-motivation-behavioral (IMB) skills model found information on risk reduction, motivation, and behavioral skills to be fundamental determinants in changing HIV risk behaviors [10]. Globally, safer sex interventions targeting college students combined both IMB model and peer-led approaches, with favorable outcomes [11-13]; for instance, the frequency of keeping condoms at hand increased, as did condom use [11,14,15]. Furthermore, peer-led sex education is a popular approach in youth sex education, as it is believed that young people are more easily influenced by their peers [16]. As found in a systematic review and meta-analysis, which examined a whole spectrum of peer-led sex education studies in more-developed countries, peer-led sex education was effective in changing sexual health knowledge and attitudes among young people [17].

Social Media as a New Tool

The Internet provides a unique opportunity for safer sex promotion due to its accessibility, confidentiality, and potential for creating personalized messages [18]. As the Internet has become more popular, the amount of research relating to online youth sex education has increased. While there was research on the effectiveness of sexual health promotion through short message service (SMS) text messaging, websites, and online games targeting young people [19-22], research into the use of social media on sex education is mainly exploratory in nature and focuses on process evaluation [23,24]. As young people nowadays spend a large amount of their time online on social media [25], and sexual health has been reported as the most frequently searched topic by young people [23,26], further research is needed to evaluate the effectiveness of social media in promoting safer sex among young people. Furthermore, a systematic examination of sexual health promotional activities on the Internet identified 178 activities on social networking sites [27] and revealed that social media provided valuable peer and social support due to its interactive features [23]. In addition, trained peer educators’ involvement in the development and implementation processes adds value to the interventions [28].

Youth sexual health promotion via social media has many advantages, namely, its popularity among young people; its nature of interactivity, large potential reach, and instant reaction; as well as its facilitation of the use of multimedia materials. This can increase participants’ online engagement and provide a new way of learning, which could bring about safer sex behaviors effectively. Combined with the peer-led approach, this form of online sex education further allows tailor-made content for a large target population involving the consumers and the empowering of youth. These characteristics may contribute to a more successful intervention as it reaches more young people and makes the content more relevant to young people. As shown in previous research, this approach could improve offline safer sex behaviors [28,29].

To the authors’ knowledge, none of the previous research has compared the effectiveness of sexual health promotion delivered on social media with its effectiveness when delivered via other online channels. An active control group is needed to investigate the relative effectiveness of a social media-delivered intervention and other existing digital interventions targeting youth, such as websites or SMS text messaging. This research compares a social media-delivered intervention with an existing sexual health website, as websites have been shown to be effective in bringing about safer sex behaviors [30]. Apart from the mode of delivery, the content of the website is expert led rather than peer led. Moreover, previous trials were conducted in developed countries, such as the United States or Australia, and none have been conducted in Asia. It is therefore unclear whether the findings could be generalized across cultures.

Study Aims

This study aimed to evaluate the effectiveness of a peer-led, safer sex, social media-delivered intervention among Chinese college students in Hong Kong. Social media has extra benefits for health promotion as compared to traditional websites; for example, it allows peer-to-peer discussion [23]. Among the few evaluative studies on safer sex interventions through social media using the peer-led approach, positive results were evident, such as increasing condom use and increasing STI-testing behaviors [28,29]. Moreover, peer-led approaches were found to be more effective than adult-led approaches in previous literature reviews [17,31]. A sexual health website with expert-led material that did not involve the use of social media was used as the control in this study.

The first hypothesis was that the intervention would have a larger positive effect than would the control on attitudes, behavioral skills, and behaviors in relation to safer sex. The second hypothesis was that the intervention group would have a more positive online experience and higher online-visiting
frequency than the control group. The third hypothesis was that the higher the online usage and engagement, the larger the effect the intervention would have on the outcome measures.

**Methods**

**Design**

A randomized controlled trial with two arms was conducted on college students using a peer-led, safer sex intervention; the trial was developed with active youth input based on the IMB model and conducted via social media in the form of a Facebook group. An existing online sexual health website was used as the control condition.

**Participants and Sample Size**

The participants were recruited from three different colleges in Hong Kong. The three universities include two large-scale universities and one small-scale university in different districts of Hong Kong. This enabled the recruitment from a large student base with a wide range of disciplines and geographic locations. The research was promoted to the students through mass emails, student societies, posters around campus, and social media. The eligibility criteria included being an undergraduate student and aged under 25 years.

A previous study on safer sex motivation, which used the same validated scale, showed that the effect size was medium (ie, 0.5) [32]. With the confidence level set at 95% and power as 0.9, the sample size calculation yielded a sample size of 172 [33]. As previous studies indicated that the dropout rate in online research could be as high as 15% [34,35], the final number estimated was 99 individuals in each group.

**Questionnaire and Procedures**

The participants signed up voluntarily through an open online survey website, SurveyMonkey, and eligibility questions were asked to screen participants. Screened participants were given information about the research online and they gave their informed consent before they filled in the self-administered survey. The information included a brief introduction to the study, a description of the targeted group, and the benefits and risks of joining the study. The participants were reminded that they could always contact the research team through email or phone if they had any questions or if they came to any harm during the study. Multiple identities were prevented by the survey software prohibiting multiple submissions from the same IP address and through email confirmation. Researchers also sent out the postintervention survey through email. Apart from process and outcome evaluations, the survey also collected sociodemographic information, including age, gender, sexual orientation, and the number of romantic relationships. There were 33 items in total on seven screen pages. A completeness check was applied, but participants were not able to review and change their answers. At the end of the survey, the online survey software randomized the participants into one of the two groups. Our online survey software did the random assignment by allowing the researcher to set a certain percentage for each group. In this study, 50% of the participants were randomized into the intervention condition, while the other 50% were randomized into the control condition. The collected data were protected by password and could only be accessed by the researchers through the institute computer. The usability and technical functionality of the online questionnaire was tested before launching. By completing the baseline and postintervention surveys, participants would receive HK $100 (US $1=HK $7.80) as an incentive.

**Intervention**

The intervention material was developed by a group of trained peer educators following the three elements in the IMB model: safe sex knowledge, motivation, and behavioral skills. The details of the peer input are described below. The peer-led intervention was delivered through Facebook, the most popular social media platform among Hong Kong college students. The research team from the host university collaborated with a local community-based organization, Sticky Rice Love, to develop the intervention material with their young educators. This nonprofit organization has been promoting sexual health to Hong Kong youth on social media since 2014, following a peer-led approach. They recruited young people as educators and empowered them to create online sex education material. They have thousands of followers on their Facebook and Instagram profiles.

The peer educators were recruited through Sticky Rice Love in October 2015; they went through training followed by a final assessment in April 2016. The selection criteria included a high attendance in the training sessions, ample time available to be involved in the program, passion toward sex education, accurate sexual health knowledge, and being nonjudgmental when conducting sex education. There were six training sessions covering topics relating to (1) attitude of a sex education provider, (2) sexual violence, (3) female sexual health, (4) male sexual health, (5) safe sex and STIs, and (6) communication skills in a relationship. They were conducted by the Sticky Rice Love staff, a doctor, and a social worker in the specific field. Training activities included direct teaching, interactive games, role play, question sessions, videos, and condom demonstration. There were 19 youth educators with a mean age of 22.5 years (range 19-24) and slightly more female members (11/19, 58%).

The peer educators attended a session about the IMB model in June 2016. They then created the intervention material at their monthly meetings. They had three meetings to finalize the intervention material. The educators were responsible for the selection of the intervention content, presentation, and production. The content included pregnancy, STIs, and safe sex practices (eg, abstinence, condom use, and pills) in the form of text, images, GIFs, and videos. The participants were able to “like” or comment on the Facebook posts. The researchers (WCWW and WHS) examined the information and reminded the peer educators of any missing aspect from the IMB model. One of the investigators (WCWW), who is a physician with over 15 years of sexual health research experience, provided professional input and advice on its development and ensured that the sexual health information was correct and accurate.

The intervention lasted for 6 weeks, from October to November 2016, and the frequency of posts was three to four per week, totaling 21 posts. The intervention was delivered to a “secret” Facebook group created purely for this project. A Facebook
group refers to a page in Facebook where group members can post on the wall and interact through discussion threads. As the privacy setting was set to “secret,” only group members could see the group and know who else was in the group. Only people who were invited could join the group. This was used as it could provide a closed network for research purposes. In addition, a Facebook group lets the researchers record the online usage data of each participant, which could be used as an objective process measure. The participants would receive Facebook notifications for each new post. Peer educators were added to the group to moderate by posting questions and responding to comments.

Control

The participants randomized to the control group would be given the sex education website link of the Hong Kong Family Planning Association [36], the most established, government-funded sex education organization in Hong Kong. The website was set up in 2004 and targets young people in its promotion of sexual health online. A range of information related to safe sex, including contraception and STIs, is included on the website with credible sources, which is similar to the intervention in terms of content. The website is the most well-regarded existing mode of delivery for safe sex information currently available to college students. It serves as an online promotion of sexual health without the peer-led and social media elements and belongs to the Web 1.0 stage of the World Wide Web. Weekly emails were sent to the participants to remind them to visit the website.

Evaluation

Process Measures

The online experience of the participants was assessed according to the important elements of online sexual health promotion found in previous qualitative research [30,37]. These elements are (1) credibility, (2) personal relevance, (3) respect for autonomy, (4) comfort to learn, (5) engaging experience, (6) ease of use, and (7) privacy. Seven items were included on a scale from 1 (Strongly Disagree) to 5 (Strongly Agree). An open-ended question was also included to allow the participants to express their feelings toward the safer sex intervention in their own words.

All participants were asked to self-report the frequency with which they visited their assigned online education platform on a 5-point scale, from 1 (Rarely) to 5 (Always). For the intervention group, online engagement was also recorded when a participant reacted or commented on the Facebook group content.

Outcome Measures

Following the IMB model, the measured outcomes included motivation, behavioral skills, and behavior. Although information is one of the constructs in the model, it was found to be an inconsistent construct in relation to behavior [38]. It was included at the development stage but not at the evaluation stage. Motivation change included condom use, attitude, and contraceptive use behavioral intention [10]. Outcome measures were assessed through scales adopted from an IMB model-based HIV prevention intervention and were on a scale that ranged from 1 (Strongly Disagree) to 4 (Strongly Agree) [32]. The condom use attitudes scale score included four items that assessed participants’ beliefs about condom use with a reported internal consistency, alpha, at .82. The contraceptive use behavioral intention scale had three items with a reported internal consistency, alpha, at .61.

To measure changes in behavioral skills, we applied the perceived difficulty and ease of condom use scale, which was first validated in 1998 [39] and was used in other IMB model-based studies [15,40]. It is a 5-point scale ranging from 1 (Very Difficult) to 7 (Very Easy), with seven items. The reported internal reliability, alpha, was .91 among college students [15]. For behavioral changes, the frequency of condom use was measured on a 5-point scale ranging from 1 (Never) to 5 (Always). The measures are included in Multimedia Appendix 1.

Statistical Methods

Data were analyzed using SPSS version 23 (IBM Corp). Differences in demographic characteristics at baseline between the intervention and control group were assessed using chi-square tests for categorical variables—age group, gender, sexual orientation, and sexually active status. Differences in outcome variables at baseline were assessed using independent t tests.

For process evaluation, the aim was to examine if there were differences in online experience and frequency of online visiting between intervention and control groups. Quantitatively, independent t tests were used to examine the differences between online experience scores and frequency of online visiting. Qualitatively, the opinions of the participants toward the Facebook group and website were summarized to understand any differences between the two conditions.

For outcome evaluation, the aim was to examine whether the kind of promotion had a significant effect on outcome variables between intervention and control groups. Paired t tests were used to examine the within-group changes in outcomes. Repeated measures analysis of variance (ANOVA) was used to compare the effectiveness between the two groups using the Time X Treatment analysis. In addition, linear regressions were performed to assess the effect of frequency of online visiting and online engagement on outcome variables, with adjustment for age, gender, and sexual orientation. Participants in the intervention group were divided into low, medium, and high online engagement according to the number of their Facebook reactions, comments, and posts, but their number of views was not counted. Participants in the control group were regarded as a control for online engagement.

All significance tests were two-tailed and the level of significance was set at a P value of less than .05. For missing data, the missing value was imputed by an average score of the group at the respective time point. We applied the intention-to-treat principle, that is, we assumed that participants would remain in their initially allocated group until the end of trial.
**Ethical Approval**

This research was approved by the Institutional Review Board of the University of Hong Kong, Hospital Authority Hong Kong West Cluster, in August 2016 (No. UW 16-419).

**Results**

**Overview**

A total of 287 people initially signed up, while 196 eligible participants completed the preintervention survey and successfully joined the study (see Figure 1) in October 2016; the recruitment period was in September 2016. Participants were randomized to the intervention group (n=96) and the control group (n=100). There were 2 participants in the control group that decided to join the Facebook group; they were subsequently removed from the study. Follow-up was done immediately after the 6-week intervention; 24 participants were lost to follow-up, giving a dropout rate of 12.4% (24/194).

**Baseline Characteristics**

Demographic information, including age, gender, sexual orientation, and sexual experience, was requested in the preintervention survey (see Table 1). Participants were mostly aged 19-20 years (85/194, 43.8%), female (131/194, 67.5%), heterosexual (156/194, 80.4%), and sexually inactive (144/194, 74.2%), and most participants never had sex (123/194, 63.4%). The baseline level of the participants’ outcome performances is presented in Table 2. No significant difference between the intervention and control groups at baseline was found.

**Figure 1.** Participant flow diagram.
Table 1. Baseline characteristics and outcomes of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Social media intervention group (n=96)</th>
<th>Website control group (n=98)</th>
<th>Total (N=194)</th>
<th>p a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>17-18</td>
<td>23 (24)</td>
<td>24 (24)</td>
<td>47 (24.2)</td>
<td></td>
</tr>
<tr>
<td>19-20</td>
<td>41 (59)</td>
<td>44 (45)</td>
<td>85 (44.3)</td>
<td></td>
</tr>
<tr>
<td>21-22</td>
<td>30 (31)</td>
<td>24 (24)</td>
<td>54 (27.8)</td>
<td></td>
</tr>
<tr>
<td>23-24</td>
<td>2 (2)</td>
<td>6 (6)</td>
<td>8 (4.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Male</td>
<td>27 (28)</td>
<td>36 (37)</td>
<td>63 (32.5)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>69 (72)</td>
<td>62 (63)</td>
<td>131 (67.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual orientation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>79 (82)</td>
<td>77 (78)</td>
<td>156 (80.4)</td>
<td></td>
</tr>
<tr>
<td>Homosexual</td>
<td>9 (9)</td>
<td>7 (7)</td>
<td>16 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>5 (5)</td>
<td>11 (11)</td>
<td>16 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Uncertain</td>
<td>3 (3)</td>
<td>3 (3)</td>
<td>6 (3.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Ever had sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.97</td>
</tr>
<tr>
<td>Yes</td>
<td>35 (37)</td>
<td>36 (37)</td>
<td>71 (36.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>61 (64)</td>
<td>62 (63)</td>
<td>123 (63.4)</td>
<td></td>
</tr>
<tr>
<td>Sexually active</td>
<td>26 (27)</td>
<td>24 (24)</td>
<td>50 (25.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Safe sex attitudes and behavior, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condom use attitude (range 1-4)</td>
<td>3.15 (0.43)</td>
<td>3.24 (0.47)</td>
<td>3.19 (0.46)</td>
<td>.14</td>
</tr>
<tr>
<td>Contraceptive use intention (range 1-4)</td>
<td>3.04 (0.52)</td>
<td>3.09 (0.68)</td>
<td>3.06 (0.61)</td>
<td>.62</td>
</tr>
<tr>
<td>The perceived difficulty and ease of condom use (range 1-5)</td>
<td>3.26 (0.58)</td>
<td>3.32 (0.57)</td>
<td>3.29 (0.58)</td>
<td>.48</td>
</tr>
<tr>
<td>Condom use frequency (n=50) b, (range 1-5)</td>
<td>3.80 (1.38)</td>
<td>3.28 (1.54)</td>
<td>3.54 (1.46)</td>
<td>.22</td>
</tr>
</tbody>
</table>

aChi-square tests or independent t tests between intervention and control groups.
bFor sexually active participants only.

Table 2. Process evaluation.

<table>
<thead>
<tr>
<th>Assessment measure</th>
<th>Social media intervention group, mean (SD)</th>
<th>Website control group, mean (SD)</th>
<th>p a</th>
<th>Mean difference</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online experience score</td>
<td>3.86 (0.49)</td>
<td>3.58 (0.51)</td>
<td>&lt;.001</td>
<td>0.27</td>
<td>0.13-0.41</td>
</tr>
<tr>
<td>Online-visiting frequency</td>
<td>3.53 (0.81)</td>
<td>2.47 (0.90)</td>
<td>&lt;.001</td>
<td>1.06</td>
<td>0.82-1.30</td>
</tr>
</tbody>
</table>

aIndependent t tests between intervention and control groups.

Process Evaluation

As shown in Table 2, the evidence supports the hypothesis that the intervention group would have a significantly better online experience (P<.001) and a significantly higher online-visiting frequency (P<.001) compared to the control group. The second hypothesis, that the intervention group would have a more positive online experience and more online usage than the control group, was also supported.

Qualitatively, comments were received on both intervention and control conditions. For the intervention group, 42% (5/12) of the comments were positive, 16% (2/12) were negative, and 42% (5/12) were neutral. Participants mentioned that the videos were funny, that some practical knowledge was provided, and that the promotion could be extended as a concurrent program to reach other age groups, such as primary school or secondary school students. Participants also pointed out that the information should be presented in bullet point form to improve readability. One participant expressed the view that the content was “inadequate and too superficial.” A total of 2 participants suggested including more information applicable to sexual minorities. A participant said that, since none of his friends were in the group, he felt safe to interact in the group; otherwise, it would be embarrassing. For the control group, 12% (1/8) of the comments were positive, 76% (6/8) were negative, and 12% (1/8) were neutral. A participant expressed the view that it was easy to get information. A total of 4 participants commented on the layout of the sexual health website and said it was “dull,
cluttered, and outdated.” A more user-friendly design and a mobile version were both recommended. Another participant felt that the website targeted older audiences.

**Outcome Evaluation**

Paired t tests of the intervention group showed that the intervention group had a significant change in condom use attitude ($P=.02$) and behavioral skills ($P<.001$), while there was no significant change in the control group (see Table 3). There was no significant change in contraceptive use behavioral intention and contraceptive use frequency in either the intervention or the control group. The intervention group performed better in changing half of the outcome variables, while the control group did not change any outcome variables significantly. Time X Treatment analysis showed that there were insignificant differences between the two groups, although the intervention group showed a larger improvement. All of the $P$ values in the repeated measures ANOVA were larger than .05. The first hypothesis, that the intervention would have a larger positive effect on outcome variables than the control, was thus not supported.

In total, 159 Facebook interactions were recorded among 96 users. During the 6-week intervention period, there were 144 “likes,” 13 comments, and 2 participant-initiated posts. A total of 70% (67/96) of the users were categorized as having low online engagement, 20% (19/96) as having medium online engagement, and 10% (10/96) as having high online engagement. The posts on the Facebook group were viewed, on average, by 77% (74/96) of participants. In addition, the peer educators interacted with the participants through commenting on their blogs. They answered the questions asked by the participants and directed them to further resources or, at times, “liked” some of the posts to show encouragement. After adjusting for age, gender, and sexual orientation, regression analysis showed a significant effect of frequency of online visiting on contraceptive use behavioral intention, behavioral skills, and condom use frequency, but not on condom use attitude (see Table 4). The effect of online engagement on outcome variables was not significant.

**Table 3.** Outcome evaluation.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Social media intervention group</th>
<th></th>
<th>Website control group</th>
<th></th>
<th>Time X Treatment analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, mean (SD)</td>
<td>Postintervention, mean (SD)</td>
<td>$p_\text{a}$</td>
<td>Baseline, mean (SD)</td>
<td>Postintervention, mean (SD)</td>
</tr>
<tr>
<td>Condom use attitude</td>
<td>3.15 (0.43)</td>
<td>3.26 (0.44)</td>
<td>.02</td>
<td>3.24 (0.47)</td>
<td>3.31 (0.39)</td>
</tr>
<tr>
<td>Contraceptive use intention</td>
<td>3.04 (0.52)</td>
<td>3.15 (0.51)</td>
<td>.08</td>
<td>3.09 (0.68)</td>
<td>3.05 (0.52)</td>
</tr>
<tr>
<td>The perceived difficulty and ease of condom use</td>
<td>3.26 (0.58)</td>
<td>3.49 (0.52)</td>
<td>&lt;.001</td>
<td>3.32 (0.57)</td>
<td>3.43 (0.57)</td>
</tr>
<tr>
<td>Condom use frequency (n=40)</td>
<td>3.90 (1.34)</td>
<td>4.10 (0.94)</td>
<td>.51</td>
<td>3.47 (1.58)</td>
<td>3.31 (1.49)</td>
</tr>
</tbody>
</table>

$^a$Paired t test between baseline and postintervention data.

$^b$Repeated measures analysis of variance (ANOVA) between the baseline and postintervention data of intervention and control groups.
Table 4. Regression analysis on the effects of grouping, online-visiting frequency, and online engagement on outcome variables with adjustment for age, gender, and sexual orientation.

<table>
<thead>
<tr>
<th>Outcome variables</th>
<th>Beta (regression coefficient)</th>
<th>95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condom use attitude</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online-visiting frequency</td>
<td>.02</td>
<td>-0.08 to 0.13</td>
<td>.66</td>
</tr>
<tr>
<td>Online engagement (control as reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>.03</td>
<td>-0.13 to 0.19</td>
<td>.73</td>
</tr>
<tr>
<td>Medium</td>
<td>.08</td>
<td>-0.17 to 0.32</td>
<td>.55</td>
</tr>
<tr>
<td>High</td>
<td>.01</td>
<td>-0.31 to 0.33</td>
<td>.96</td>
</tr>
<tr>
<td><strong>Contraceptive use behavioral intention</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online-visiting frequency</td>
<td>.14</td>
<td>0 to 0.28</td>
<td>.05</td>
</tr>
<tr>
<td>Online engagement (control as reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>.01</td>
<td>-0.20 to 0.22</td>
<td>.92</td>
</tr>
<tr>
<td>Medium</td>
<td>.21</td>
<td>-0.11 to 0.54</td>
<td>.19</td>
</tr>
<tr>
<td>High</td>
<td>-.05</td>
<td>-.46 to 0.37</td>
<td>.83</td>
</tr>
<tr>
<td><strong>The perceived difficulty and ease of condom use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online-visiting frequency</td>
<td>.16</td>
<td>0.03 to 0.30</td>
<td>.02</td>
</tr>
<tr>
<td>Online engagement (control as reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>.01</td>
<td>-0.20 to 0.21</td>
<td>.96</td>
</tr>
<tr>
<td>Medium</td>
<td>-.06</td>
<td>-.37 to 0.26</td>
<td>.73</td>
</tr>
<tr>
<td>High</td>
<td>-.09</td>
<td>-.50 to 0.32</td>
<td>.66</td>
</tr>
<tr>
<td><strong>Condom use frequency (n=40)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online-visiting frequency</td>
<td>.65</td>
<td>0.18 to 1.27</td>
<td>.04</td>
</tr>
<tr>
<td>Online engagement (control as reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>-.15</td>
<td>-1.08 to 0.78</td>
<td>.74</td>
</tr>
<tr>
<td>Medium</td>
<td>-.38</td>
<td>-1.58 to 0.82</td>
<td>.52</td>
</tr>
<tr>
<td>High</td>
<td>-.59</td>
<td>-2.32 to 1.14</td>
<td>.50</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This study evaluated a peer-led, social media-delivered, safer sex intervention against a control group, an existing sexual health website, over a 6-week period delivered to a group of Chinese college students. For the process evaluation, participants in the intervention group reported more satisfying online experiences and a higher online-visiting frequency when compared with the control group. Open-ended answers yielded more positive comments from the intervention group than from the control group. For outcome evaluation, the within-group analysis showed significant improvement in condom use attitude and behavioral skills in the intervention group, but not in the control group. Although the intervention group showed more improvement in outcome variables, no significant between-group difference was found. After adjusting for demographic data, only online-visiting frequency was found to have a significant effect on the three outcome variables: contraceptive use behavioral intention, behavioral skills, and condom use frequency.

**Comparison With Previous Research**

Previous peer-led sexual health interventions on social media have reported improved results, including increased condom use [28] and increased STI-testing behaviors [29] compared with control groups. However, each of those two interventions was compared with another Facebook group that was unrelated to sexual health: one focused on news content [28] and the other on general health information [29]. This study compared the intervention with an active control, which was a sexual health website. Furthermore, both of the previous studies targeted high-risk groups, such as men having sex with men [29] and ethnic minorities [28], while this research recruited general college students as participants. Moreover, both of the intervention periods in the previous studies were longer—2 months [28] and 12 weeks [29], respectively—than that of this study. On the other hand, a 1-month safer sex intervention compared with no intervention found a significant increase in knowledge and insignificant results on behaviors [41]. While our study had a longer duration, no statistically significant between-group results as such were found. This may be related to the fact that the other studies had longer-term assessment periods, from 1 to 3 months, while ours only included an
The online experience includes elements that were found to be important to online sexual health promotion, including credibility, personal relevance, respect for autonomy, comfort to learn, engaging experience, ease of use, and privacy. Peer-led approaches and social media delivery are better at addressing young people’s needs and expectations related to sexual health promotion, resulting in a more positive online experience. Furthermore, the content and presentation of the intervention are more up to date; participants reported that the sexual health website was dull and outdated. The intervention materials were developed with a high level of youth input and the result supports the notion that it better suits young people’s needs than expert-led materials.

The importance of anonymity was mentioned by the participants, which was found to be a common concern in some exploratory research on the feasibility of sexual health promotion on social media [24,37,48]. Young people generally care about their image among peers. Although social media has different privacy settings to let users hide certain types of information, young people still have concerns about discussing sexual health on social media. It is also noted that combining peer-led approaches with social media delivery might counterbalance some of the advantages of social media delivery. For instance, training and maintaining the peer educators could increase the cost of the intervention. The sex education material created may not be applicable to other groups in the population, thus decreasing the reach.

**Practical Suggestions**

Firstly, from our experience, the engagement and training of the peer educators is of paramount importance. The promotional materials should be appealing to youth and have the ability to reach out to young people through various channels. Training content should be comprehensive, not only including sexual health knowledge, but also online moderating skills and ethical issues such as cyberbullying. Secondly, continuous supervision and safeguarding of the peer educators cannot be ignored. The nature of online programs is such that peer educators often work alone, so team building is highly recommended to promote bonding and prevent volunteers from dropping out. Regular face-to-face meetings or continuous engagement of peer educators would allow them to share their emotions and any issues encountered during the intervention. Some incentives, whether financial or simply a certificate, can help motivate the peer educators to get more involved and acquire new skills. In our program, the peer educators moderated the online Facebook group by providing positive and constructive feedback with frequent auditing and advice from the investigative team. Last but not least, a balance between exposure and privacy for the participants is stressed for a project delivered on social media. As for Facebook, there are different kinds of privacy settings for groups, pages, and profiles. The peer-led approach has been found to be effective in improving safe sex knowledge and
attitudes [17], while social media sexual health promotion leads to behavioral change [28,29]. This study shows that peer-led, social media sexual health promotion improves condom use attitude and condom use behavioral skills, and performs better on process evaluation than a sexual health website. Therefore, this approach is recommended, especially when there is no sexual health-related website available for young people.

Limitations

This research is subject to several limitations. Firstly, outcome variables rely on self-reported measures. Although validated scales were adopted, there is still potential for bias. Social desirability bias is possible, as the baseline of the outcome variables was high, and some participants even achieved full marks at baseline assessment. Secondly, the intervention time may not be long enough to promote a high level of change. However, a longer intervention duration may lead to a high dropout rate, and previous research did show significant results in a 1-month period [41]. Thirdly, due to constraints on resources, this study lacks follow-up assessments. Behavioral and attitudinal change may need a longer time to be realized. Previous online research targeting young people showed that the dropout rate in a 3-month follow-up measurement was nearly 90% [49]. Due to the limitations on resources, we decided at the time to conduct only the immediate follow-up to assess change from this intervention, acknowledging that some changes might occur sometime after the intervention. Lastly, there was a contamination issue between the control and intervention groups, with some of the students signing up together but then being randomized into different groups. Although the participants were asked to maintain confidentiality on the assignment of groups and the intervention content, 2 of the participants assigned to the control group joined the Facebook group and were removed from the study.

Conclusions

This randomized controlled trial provides important evidence on an emerging online sexual health approach. A peer-led, social media-delivered, safer sex intervention has been found to be effective in improving condom use attitude and behavioral skills in this study. However, when compared with a website, the improvement was not significant. Future research is recommended to further evaluate the long-term effectiveness and cost-effectiveness of a peer-led, social media-delivered approach against current online sexual health promotion for a more systematic comparison. Online-visiting frequency has been found to be significantly related to most of the outcomes: higher online-visiting frequency lead to better improvement on contraceptive use behavioral intention, behavioral skills, and condom use frequency. The intervention group was found to have a higher online-visiting frequency and better online experience. Sexual health promotion on social media is rapidly developing. More programmers and researchers are interested in this delivery method to reach youth. It is recommended that future research investigate which components of social media are important and that researchers be aware of the possible cultural differences between populations using social networking technology.
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Abstract

Background: Social media is a popular online tool that allows users to communicate and exchange information. It allows digital content such as pictures, videos and websites to be shared, discussed, republished and endorsed by its users, their friends and businesses. Adverts can be posted and promoted to specific target audiences by demographics such as region, age or gender. Recruiting for health research is complex with strict requirement criteria imposed on the participants. Traditional research recruitment relies on flyers, newspaper adverts, radio and television broadcasts, letters, emails, website listings, and word of mouth. These methods are potentially poor at recruiting hard to reach demographics, can be slow and expensive. Recruitment via social media, in particular Facebook, may be faster and cheaper.

Objective: The aim of this study was to systematically review the literature regarding the current use and success of Facebook to recruit participants for health research purposes.

Methods: A literature review was completed in March 2017 in the English language using MEDLINE, EMBASE, Web of Science, PubMed, PsycInfo, Google Scholar, and a hand search of article references. Papers from the past 12 years were included and number of participants, recruitment period, number of impressions, cost per click or participant, and conversion rate extracted.

Results: A total of 35 studies were identified from the United States (n=22), Australia (n=9), Canada (n=2), Japan (n=1), and Germany (n=1) and appraised using the Critical Appraisal Skills Programme (CASP) checklist. All focused on the feasibility of recruitment via Facebook, with some (n=10) also testing interventions, such as smoking cessation and depression reduction. Most recruited young age groups (16-24 years), with the remaining targeting specific demographics, for example, military veterans. Information from the 35 studies was analyzed with median values being 264 recruited participants, a 3-month recruitment period, 3.3 million impressions, cost per click of US $0.51, conversion rate of 4% (range 0.06-29.50), eligibility of 61% (range 17-100), and cost per participant of US $14.41. The studies showed success in penetrating hard to reach populations, finding the results representative of their control or comparison demographic, except for an over representation of young white women.

Conclusions: There is growing evidence to suggest that Facebook is a useful recruitment tool and its use, therefore, should be considered when implementing future health research. When compared with traditional recruitment methods (print, radio, television, and email), benefits include reduced costs, shorter recruitment periods, better representation, and improved participant selection in young and hard to reach demographics. It however, remains limited by Internet access and the over representation of young white women. Future studies should recruit across all ages and explore recruitment via other forms of social media.

(J Med Internet Res 2017;19(8):e290) doi:10.2196/jmir.7071
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**Introduction**

Social media is a popular Web-based tool that allows users to communicate and exchange information [1]. It allows digital content such as pictures, videos, and websites to be shared, discussed, republished, and endorsed by its users, their friends, and businesses. Adverts can be posted and promoted to specific target audiences by demographics such as region, age, or gender.

Social media has grown tremendously with Facebook, increasing from 6m to 1bn daily users from 2005 to 2015 [2]. This visibility lead to most social media sites monetizing adverts, with 92% of the private sector currently using social media as one of their employee recruitment strategies [3]. In 2014, 66% of the UK population used social media, with 96% of those users choosing Facebook [4]. It continued to grow in 2016, with 72% of the population using social media and 97% of them choosing Facebook [1].

**Table 1.** Common definitions.

<table>
<thead>
<tr>
<th>Common definitions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impressions</td>
<td>The number of times that the ad is fetched (starts downloading to a computer or device)</td>
</tr>
<tr>
<td>Cost per click</td>
<td>The cost of advertising divided by the number of times the advert is clicked shown in USD ($)</td>
</tr>
<tr>
<td>Conversion rate</td>
<td>The number of people who click on the ad and then proceed to become paying customers, or in the case of research, participants (considered before their eligibility)</td>
</tr>
<tr>
<td>Eligibility</td>
<td>The percentage of participants who respond and are eligible for the trial. This reflects the specificity of ad campaigns targeting</td>
</tr>
<tr>
<td>Cost per participant</td>
<td>The cost of advertising divided by the eligible recruited participants</td>
</tr>
</tbody>
</table>

**Methods**

A search of six databases, namely MEDLINE, EMBASE, Web of Science, PubMed, PsycInfo, Google Scholar, and an additional hand search of reference lists was performed in March 2017. It spanned the past 12 years due to the rise of social media from a negligible entity in 2006. A combination of the following keywords was implemented as a search strategy looking within the title or abstract:

Facebook, social media*, social network* AND internet, online, web* AND recruit*, research*, volunteer*, participant*, respondent*, patient select*, stud*, epidemiology, clinical*, health communication*, survey*

All the papers identified were exported to RefWorks [7], and duplicates were removed. Subsequently, the following exclusion criteria were applied: (1) Non-English language; (2) those not using Facebook as the recruitment tool; (3) those not recruiting for health research purposes; (4) those not constituting original research; (5) conference proceedings, letters to editors, posters, comments, and dissertations (due to difficulty accessing the full text and probable lack of detail); and (6) systematic reviews (although their reference lists were examined for eligible text and probable lack of detail); and (6) systematic reviews. Duplicates were removed (n=1239) and 4579 records were screened against the exclusion criteria (Figure 1).

A total of 5818 records were identified during the initial searches. Duplicates were removed (n=1239) and 4579 records were screened against the exclusion criteria (Figure 1). Additionally, 123 full papers were assessed for quality using the study design specific CASP checklist revealing 35 papers (scoring 7-9/9) to be included in the review (see Multimedia Appendix 1). Quantitative and qualitative data was tabulated (Tables 2 and 3), allowing comparison of cost and demographic recruited.

**Results**

**Summary of Accepted Studies**

Most studies were conducted in the United States (n=22) with some in Australia (n=9) and Canada (n=2) and one in Japan and Germany, respectively. Some studies also tested interventions (n=10); three recruited for smoking cessation [6,9,10], two for human papillomavirus (HPV) vaccination [11,12], two for healthier lifestyle intervention [13,14]; and one each for perinatal studies [15], human immunodeficiency virus (HIV) prevention via soap opera viewing [3], and depression intervention [16]. Ten papers recruited those aged 18 years and over, 7 the age group of 18-25 years, and 16 recruited different ages (See Tables 3 and 4 for more demographic information).
<table>
<thead>
<tr>
<th>Author</th>
<th>Number recruited</th>
<th>Recruitment length (months)</th>
<th>Impressions (millions)</th>
<th>Cost per ad click (US $)</th>
<th>Conversion rate (%), n numbers included where available</th>
<th>Eligibility (%), n numbers included where available</th>
<th>Cost per participant (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adam LM (2016) [15]</td>
<td>45</td>
<td>0.8</td>
<td>0.04</td>
<td>0.21</td>
<td>NR^c</td>
<td>56 (n=45)</td>
<td>15.12^b</td>
</tr>
<tr>
<td>Admon L (2016) [29]</td>
<td>1178</td>
<td>1.0</td>
<td>0.36</td>
<td>0.58</td>
<td>13.2 (n=1592)</td>
<td>74 (n=1178)</td>
<td>14.63</td>
</tr>
<tr>
<td>Akard TF (2015) [17]</td>
<td>106</td>
<td>2.0</td>
<td>3.90</td>
<td>1.08</td>
<td>3.0</td>
<td>61 (n=106)</td>
<td>17</td>
</tr>
<tr>
<td>Arcia, A (2014) [18]</td>
<td>344</td>
<td>4.0</td>
<td>10.50</td>
<td>0.63</td>
<td>6.0</td>
<td>50</td>
<td>11.11</td>
</tr>
<tr>
<td>Batterham PJ (2014) [28]</td>
<td>610</td>
<td>0.1</td>
<td>NR</td>
<td>NR</td>
<td>3.0</td>
<td>NR</td>
<td>9.82^b</td>
</tr>
<tr>
<td>Batterham PJ (2014) [28]</td>
<td>1283</td>
<td>0.1</td>
<td>NR</td>
<td>NR</td>
<td>3.0</td>
<td>NR</td>
<td>1.51^b</td>
</tr>
<tr>
<td>Bauermeister JA (2012) [30]</td>
<td>22</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Bull S (2013) [31]</td>
<td>1578</td>
<td>36.0^d</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Carter-Harris L (2016) [9]</td>
<td>331</td>
<td>0.6</td>
<td>0.06</td>
<td>0.45</td>
<td>29.5</td>
<td>NR</td>
<td>1.51</td>
</tr>
<tr>
<td>Child RJH (2014) [20]</td>
<td>78</td>
<td>0.1</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Chu JL (2013) [21]</td>
<td>88</td>
<td>9.0</td>
<td>17.50</td>
<td>0.39^b</td>
<td>5.0 (n=180)</td>
<td>49</td>
<td>15.35^b</td>
</tr>
<tr>
<td>Close S (2013) [22]</td>
<td>39</td>
<td>0.2</td>
<td>2.50</td>
<td>0.61</td>
<td>18.0</td>
<td>NR</td>
<td>19.44</td>
</tr>
<tr>
<td>Crosier BS (2016) [32]</td>
<td>264</td>
<td>1.0</td>
<td>0.01</td>
<td>0.20</td>
<td>NR</td>
<td>NR</td>
<td>8.14</td>
</tr>
<tr>
<td>Fenner Y (2012) [33]</td>
<td>278</td>
<td>4.0</td>
<td>36.10</td>
<td>0.48^b</td>
<td>4.0</td>
<td>NR</td>
<td>14.50^b</td>
</tr>
<tr>
<td>Frandsen TL (2014) [6]</td>
<td>138</td>
<td>19.0</td>
<td>14.50</td>
<td>0.68^b</td>
<td>NR</td>
<td>NR</td>
<td>30.48^b</td>
</tr>
<tr>
<td>Frandsen M (2016) [10]</td>
<td>92</td>
<td>13.5</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>74.64^b</td>
</tr>
<tr>
<td>Harris ML (2015) [34]</td>
<td>NR</td>
<td>8.0</td>
<td>NR</td>
<td>0.51^b</td>
<td>2.0</td>
<td>93 (n=3795)</td>
<td>8.55^b</td>
</tr>
<tr>
<td>Jones R (2015) [35]</td>
<td>230</td>
<td>1.0</td>
<td>NR</td>
<td>0.36</td>
<td>3.0</td>
<td>39</td>
<td>37.74</td>
</tr>
<tr>
<td>Kappa JM (2013) [36]</td>
<td>0</td>
<td>0.3</td>
<td>0.90</td>
<td>0.98</td>
<td>3.0</td>
<td>78 (n=280)</td>
<td>NR</td>
</tr>
<tr>
<td>Miyagi E (2014) [37]</td>
<td>126</td>
<td>9.0</td>
<td>5.70</td>
<td>NR</td>
<td>95</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Moreno MA (2017) [14]</td>
<td>8</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>40.99</td>
</tr>
<tr>
<td>Morgan AJ (2015) [16]</td>
<td>35</td>
<td>11.0</td>
<td>2.00</td>
<td>0.45^b</td>
<td>NR</td>
<td>NR</td>
<td>14.32^b</td>
</tr>
<tr>
<td>Musiat P (2016) [38]</td>
<td>26</td>
<td>3.0</td>
<td>0.50</td>
<td>1.74^b^d</td>
<td>0.1</td>
<td>90</td>
<td>76.15^b</td>
</tr>
<tr>
<td>Nelson EJ (2014) [24]</td>
<td>1003</td>
<td>2.0</td>
<td>NR</td>
<td>NR</td>
<td>48.0^d (n=1003)</td>
<td>91</td>
<td>1.36</td>
</tr>
<tr>
<td>Parkinson S (2013) [39]</td>
<td>100</td>
<td>0.2</td>
<td>1.30</td>
<td>NR</td>
<td>15.0</td>
<td>83</td>
<td>NR</td>
</tr>
<tr>
<td>Pedersen ER (2014) [25]</td>
<td>1023</td>
<td>1.0</td>
<td>3.30</td>
<td>0.38</td>
<td>5.0</td>
<td>45</td>
<td>7.05</td>
</tr>
<tr>
<td>Ramo DE (2014) [40]</td>
<td>1548</td>
<td>13.0</td>
<td>28.70</td>
<td>0.45</td>
<td>1.0</td>
<td>NR</td>
<td>4.28</td>
</tr>
<tr>
<td>Ramo DE (2012) [41]</td>
<td>230</td>
<td>2.0</td>
<td>3.20</td>
<td>0.34</td>
<td>9.0</td>
<td>51</td>
<td>8.80</td>
</tr>
<tr>
<td>Raviotta JM (2016) [11]</td>
<td>428</td>
<td>6.0</td>
<td>21.00</td>
<td>1.24</td>
<td>NR</td>
<td>NR</td>
<td>110.00^d</td>
</tr>
<tr>
<td>Remschmidt C (2014) [42]</td>
<td>1161</td>
<td>2.0</td>
<td>62.90</td>
<td>NR</td>
<td>9.0</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Schumacher KR (2014) [26]</td>
<td>394</td>
<td>12.0</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>100 (n=394)</td>
<td>NR</td>
</tr>
<tr>
<td>Schwinn T (2017) [43]</td>
<td>797</td>
<td>4.2</td>
<td>187.00^d</td>
<td>0.6</td>
<td>2.8</td>
<td>43 (n=1873)</td>
<td>51.70</td>
</tr>
<tr>
<td>Staffileno BA (2016) [13]</td>
<td>23</td>
<td>18.0</td>
<td>NR</td>
<td>0.73</td>
<td>NR</td>
<td>17</td>
<td>NR</td>
</tr>
<tr>
<td>Subasinghe AK (2016) [12]</td>
<td>919</td>
<td>13.0</td>
<td>55.40</td>
<td>0.67^b</td>
<td>NR</td>
<td>NR</td>
<td>17.29^b</td>
</tr>
<tr>
<td>Author</td>
<td>Number recruited</td>
<td>Recruitment length (months)</td>
<td>Impressions (millions)</td>
<td>Cost per ad click (US $)</td>
<td>Conversion rate (%)</td>
<td>Eligibility (%)</td>
<td>Cost per participant (US $)</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------</td>
<td>-----------------------------</td>
<td>------------------------</td>
<td>--------------------------</td>
<td>---------------------</td>
<td>-----------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Yuan P (2014)</td>
<td>1404</td>
<td>4.0</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>3.56</td>
</tr>
</tbody>
</table>

*a*Calculated as a percentage of a 31-day month.

*b*AUD converted to USD with 0.72 and CD to USD with 0.75 exchange rates where appropriate.

*c*NR: not reported; not reported if data unavailable.

*d*Outliers of over 3 standard deviations excluded from statistical calculation.

Figure 1. Article selection diagram.
<table>
<thead>
<tr>
<th>Author</th>
<th>Country</th>
<th>Target demographic</th>
<th>Comparison to control demographic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harris ML (2015) [34]</td>
<td>Australia</td>
<td>18-23 years</td>
<td>Partly representative; higher proportion of female and tertiary education</td>
</tr>
<tr>
<td>Jones R (2015) [23]</td>
<td>United States</td>
<td>18-29 years, female, in a sexual relationship with at least one man in past 3 months</td>
<td>Partly representative; higher proportion of education</td>
</tr>
<tr>
<td>Kappa JM (2013) [36]</td>
<td>United States</td>
<td>35-49 years, female</td>
<td>No comparison made</td>
</tr>
<tr>
<td>Miyagi E (2014) [37]</td>
<td>Japan</td>
<td>16-35 years, female</td>
<td>Partly representative; higher proportion of 26-35 age group and a low BMI, and lower proportion of 16-21 age group</td>
</tr>
<tr>
<td>Moreno MA (2017) [14]</td>
<td>United States</td>
<td>14-18 years</td>
<td>No comparison made</td>
</tr>
<tr>
<td>Morgan AJ (2015) [16]</td>
<td>Australia</td>
<td>No other criteria</td>
<td>No comparison made</td>
</tr>
<tr>
<td>Musiat P (2016) [38]</td>
<td>Australia</td>
<td>18-25 years</td>
<td>No comparison made</td>
</tr>
<tr>
<td>Nelson EJ (2014) [24]</td>
<td>United States</td>
<td>18-30 years, lives in metropolitan area</td>
<td>Partly representative; higher proportion of HPV vaccination</td>
</tr>
<tr>
<td>Parkinson S (2013) [39]</td>
<td>Australia</td>
<td>18-25 years</td>
<td>Partly representative; higher proportion of females, university education, unemployed and high income rate, and lower proportion of full time employment</td>
</tr>
<tr>
<td>Pedersen ER (2014) [25]</td>
<td>United States</td>
<td>18-34 years, previously served in the US Air Force, Army, Marine Corps, Navy</td>
<td>Partly representative; higher proportion of Hispanic or Latino and lower proportion of black or African American</td>
</tr>
<tr>
<td>Ramo DE (2014) [40]</td>
<td>United States</td>
<td>18-25 years, smoker</td>
<td>Partly representative; higher proportion of white and males</td>
</tr>
<tr>
<td>Ramo DE (2012) [41]</td>
<td>United States</td>
<td>18-25 years</td>
<td>Partly representative; higher proportion of white and males</td>
</tr>
<tr>
<td>Raviotta JM (2016) [11]</td>
<td>United States</td>
<td>18-25, male, student, lives in Pittsburgh</td>
<td>Partly representative; higher proportion of homosexual and social media use</td>
</tr>
<tr>
<td>Remschmidt C (2014) [42]</td>
<td>Germany</td>
<td>18-25 years</td>
<td>Representative</td>
</tr>
<tr>
<td>Schumacher KR (2014) [26]</td>
<td>United States</td>
<td>15-18 years, parents of &lt;15 years, Fontan-associated protein losing enteropathy, plastic bronchitis</td>
<td>Representative</td>
</tr>
<tr>
<td>Schwinn T (2017) [43]</td>
<td>United States</td>
<td>13-14 years, female</td>
<td>Partly representative; higher proportion of African American and less reported parents completing high school. Smoking, drinking, and drugs use was representative</td>
</tr>
<tr>
<td>Staffileno BA (2016) [13]</td>
<td>United States</td>
<td>18-45 years, prehypertension</td>
<td>No comparison made</td>
</tr>
<tr>
<td>Subasinghe AK (2016) [12]</td>
<td>Australia</td>
<td>18-25 years, in Victoria who had not been vaccinated against HPV</td>
<td>Representative</td>
</tr>
<tr>
<td>Yuan P (2014) [27]</td>
<td>United States</td>
<td>HIV&lt;sup&gt;d&lt;/sup&gt;positive</td>
<td>No comparison made</td>
</tr>
</tbody>
</table>

<sup>a</sup>Assume all are over 18 years and English speaking unless otherwise stated.

<sup>b</sup>BMI: body mass index.

<sup>c</sup>HPV: human papillomavirus.

<sup>d</sup>HIV: human immunodeficiency virus.
Table 4. Extracted qualitative data (authors A-F) from the 35 included papers.

<table>
<thead>
<tr>
<th>Author</th>
<th>Country</th>
<th>Target demographic</th>
<th>Comparison with control demographic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adam LM (2016) [15]</td>
<td>Canada</td>
<td>23-40 years, female, &lt;25 miles from center, 8-20 weeks pregnant</td>
<td>No comparison made</td>
</tr>
<tr>
<td>Admon L (2016) [29]</td>
<td>United States</td>
<td>African American or Hispanic interested in pregnancy</td>
<td>Partly representative; higher proportion of African Americans, high income, pregnancy, and reporting fair or poor health</td>
</tr>
<tr>
<td>Akard TF (2015) [17]</td>
<td>United States</td>
<td>Parents of children or teenagers</td>
<td>Partly representative; higher proportion of white and female</td>
</tr>
<tr>
<td>Arcia, A (2014) [18]</td>
<td>United States</td>
<td>18-44 years, nulliparous, &gt;20 weeks gestation</td>
<td>Partly representative; higher proportion of education, females, young adults, and lower levels of young adolescents</td>
</tr>
<tr>
<td>Batterham PJ (2014) [28] stage 1</td>
<td>Australia</td>
<td>No other criteria</td>
<td>Partly representative; higher proportion of white ethnicity and tertiary education and lower proportion of cigarette use</td>
</tr>
<tr>
<td>Batterham PJ (2014) [28] stage 2</td>
<td>Australia</td>
<td>No other criteria</td>
<td>No comparison made</td>
</tr>
<tr>
<td>Bauermeister JA (2012) [30]</td>
<td>United States</td>
<td>18-24 years</td>
<td>Partly representative; higher proportion of white ethnicity and tertiary education and lower proportion of cigarette use</td>
</tr>
<tr>
<td>Bull S (2013) [31]</td>
<td>United States</td>
<td>15-24 years</td>
<td>Representative</td>
</tr>
<tr>
<td>Carter-Harris L (2016) [9]</td>
<td>United States</td>
<td>55-77 years, current or ex-smokers</td>
<td>No comparison made</td>
</tr>
<tr>
<td>Chu JI (2013) [21]</td>
<td>Canada</td>
<td>15-24 years, PTSD</td>
<td>Partly representative; higher proportion of females and younger adults</td>
</tr>
<tr>
<td>Close S (2013) [22]</td>
<td>United States</td>
<td>Any age, Klinefelter syndrome</td>
<td>Representative</td>
</tr>
<tr>
<td>Cossier BS (2016) [32]</td>
<td>United States</td>
<td>Self-reports auditory hallucinations</td>
<td>Partly representative; higher proportion females</td>
</tr>
<tr>
<td>Fenner Y (2012) [33]</td>
<td>Australia</td>
<td>16-25 years, female</td>
<td>Partly representative; higher proportion of in- creased BMI</td>
</tr>
<tr>
<td>Frandsen TL (2014) [6]</td>
<td>Australia</td>
<td>Smoking &gt;10 cigarettes per day for 3+ years, not enrolled in a cessation trial in the last 3 months</td>
<td>Partly representative; higher proportion of young adults</td>
</tr>
<tr>
<td>Frandsen M (2016) [10]</td>
<td>Australia</td>
<td>Smokers 10+ per day, 3 years +, no intention to quit next month, &gt;25km from city center</td>
<td>No comparison made</td>
</tr>
</tbody>
</table>

aAssume all are over 18 years and English speaking unless otherwise stated.

bPTSD post-traumatic stress disorder.

cBMI: body mass index.

Other than basic demographic information including age and sex, most papers recruited participants with specific characteristics (n=18), including parents of children [17], nulliparous women at the beginning of their pregnancy [18], Brazilian and Portuguese speakers [19], emergency nurses [20], those with post-traumatic stress disorder (PTSD) [21], those with Klinefelter syndrome [22], those in sexual relationships [23], those living in a metropolitan area [24], US veterans [25], parents of children with Fontan-associated protein losing enteropathy [26], and those of positive HIV status [27]. Two papers [16,28] had no targeting features except being over 18 years old.

Summary of Quantitative Data

There were several pieces of data that outlay three SDs and so were removed from statistical analysis, namely, a recruitment length of 36 months [31], an impression count of 127 million [43], a cost per click of US $1.74 [38], a conversion rate of 48% [24], and a cost per participant of US $110.00 [11].

Table 5 shows median data: 264 recruited participants, a 3-month recruitment period, 3.3 million impressions, cost per click of US $0.51, conversion rate of 4% (range 0.06-29.50), eligibility of 61% (range 17-100), and cost per participant of US $14.41.
Target Population

Most studies (n=24) compared their recruited participants with either a control group recruited by traditional methods or to national data. This showed the recruited participants to be relatively representative except for some minor differences:

- There was over representation of females in 5 papers [17,21,28,32,39] and of males in 2 papers [40,41].
- Four papers reported an over representation of white ethnicity [17,30,40,41], two of African American representation [29,43], and 1 an over representation of Hispanic or Latino ethnicities [25].
- Four papers suggested over representation of a young adult group [9,18,21,28], including Frandsen M (2014), who found Web-based age to be significant younger than from the control groups recruited by mail, newspaper ads, and flyers.
- Four papers reported a higher degree of education [23,30,34,39] and two a higher rate of income [29,39] than that of the general population.
- Fenner Y (2012) reported an over representation of people with a higher body mass index (BMI) in Australia [33], whereas Miyagi, E (2014) reported an over representation of low BMI in Japan [37].
- Nelson EJ (2014) reported a higher rate of HPV vaccination [24] than predicted in Australia, whereas Remschmidt C (2014) shows it to be representative of the general population in Germany [42].
- Bauermeister JA (2012) showed the participants to be representative of the general population for alcohol consumption, marijuana, ecstasy, and cocaine use [30], with Jones R (2012) showing representation of marijuana use, sexually transmitted infection (STI) rates, and sexual relationship history [35].
- Full time employment [25] and nonsmoker status [30] where each under represented once compared with the general population.

Discussion

This paper summarizes the available evidence regarding the success of Facebook as a recruitment tool for research purposes. Some of the results can only be compared with Web-based advertising, namely, the impressions, cost per click, and conversion rate as traditional recruitment uses different markers. The remaining data on recruitment number, length of study, eligibility, and cost per participant can be compared widely with other forms of traditional recruitment.

Facebook Compared With Web-Based Advertising

Cost per click only varied slightly across studies, especially when targeting similar groups. The median cost per click from this review was US $0.51 compared with US $0.27—the mean cost per click on Facebook as a whole [44]. This shows people are less likely to interact with a health recruitment ad. The conversion rate of 4% can also be compared with the mean value of 2.4% across all Web-based advertising [45]. This suggests that although people are less interested in health research ads overall, those who do interact with them are more likely to convert. This increase in conversion rate however, doesn’t appear large enough to counteract the increased cost per click with health recruitment still costing more than general advertising.

Facebook Compared With Traditional Methods

The cost per participant on Facebook was shown to be less than traditional methods. Our median value of US $14.41 compares favorably with rates suggested by Tate, D (2014) of US $1094.27 per participant for television recruitment, US $811.99 for printed media, US $635.92 for radio, and US $37.77 for email when recruiting for a survey on English language competency [5]. Carlini BH (2015) had similar findings with a mean cost per participant of US $16.22 via Google ads, and between US $13.12 and US $250.00 for other traditional methods when recruiting young adults for weight gain analysis [19].

The cost per participant values contained a major outlier; Raviotta JM (2016) reported a cost of US $110 per recruited participant [11]. The cost per click of the study (US $1.24) fell slightly outside one SD of the median and did not explain the increased cost per participant. On closer inspection, the reason for the expense became clear, “the difference in time and effort required to complete a 7-13 month study with two blood draws and three vaccine injections vs. a 30 minute survey...explains the increased cost” [11].

Facebook Compared With Other Social Media Sites

Three articles simultaneously used other social media sites to recruit participants, namely Twitter and MySpace. Bull S (2013) used MySpace but found it unsuccessful in recruiting any participants [31]. This is unsurprising considering the massive drop in MySpace primary users from 2008 to 2011 [46]. Harris, M. L. (2015) implemented recruitment via Facebook and Twitter but changed to use Facebook alone due to its increased success [34]. Yuan P (2014) also used Twitter alongside Facebook. The study received 10,006 Facebook ad clicks and 161 Twitter interactions. It was found that the number of Facebook ad clicks was moderately correlated to the number recruited ($r=.52$).
Facebook’s Representation of the Population

Sociodemographic characteristics of the recruited participants were compared either with traditionally recruited participants or to available national statistics. Alcohol consumption; marijuana, ecstasy, and cocaine use [30]; STI rates; and sexual relationship history [35] were found to be representative of the total population. Those who use recreational drugs and have at risk sexual behavior tend to be found in hard to reach populations. The fact these studies mirror national statistics highlights the power of social media to target specific populations. Traditional methods tend to under represent these groups [47], meaning Facebook recruitment potentially yields more significant results.

Another point highlighting the success of Facebook recruitment would be the differing BMI results from Miyagi E (2014) and Fenner Y (2012), with the latter Australian paper showing a considerably higher average than the Japanese study. This simply shows the different obesity rates of the two countries. Australia reports 64% of its population to have a BMI above 25kg/m² compared with 24% in Japan [48]. This also seems true for the differences in reported rates of HPV vaccination between Nelson EJ (2014) and Remschmidt C (2014); 39.7% of adolescent females in America [49] are vaccinated compared with 49% of Germans [50].

Other demographic data was found to be representative of the target population and comparable with traditional recruitment with only a few exceptions:

There was an over representation of white ethnicity. Facebook claims to be diverse [51], but papers suggest either these claims are not true, targeted marketing misses certain ethnicities, or that different groups have different response rates. This over representation is also shown in a review of traditional methods by Yancey AK (2005), suggesting the problem is not limited to social media recruitment [52].

Four papers also showed over representation of females. This may be due to the fact that a higher percentage of women use Facebook [1] or because fewer men respond to recruitment in general [53]. Brown WJ (1998) found similar results using traditional methods, again suggesting the problem is not limited to Facebook [54].

Education and income are often confounding factors, and it is perhaps unsurprising to find over representation in both these areas. This is comparable again with traditional recruitment methods, with Gorelick PB (1998) finding that more years in education increased the likelihood of entering and completing a clinical trial with those of lower levels “not wanting to be guinea pigs” [55].

Strengths and Limitations

Strengths of this review include the wide search ensuring all available literature was gathered and the detailed cost analysis. The main limitation is the relatively small number of studies available with numerical data on costings and population comparisons. Several papers had substantial recruitment numbers (n=1578 [30], but many were small (n=26 [13]), reducing the reliability. Most papers focused on ages in the range of 18-30 years. Carter-Harris L (2016) [9] recruited those aged 55-77 years, showing that although older people may be less likely to adopt newer technologies (of those over 65 years, 48% are active Facebook users compared with 64% for 50-64 year olds, 79% for 30-49 year olds, and 82% for 18-29 year olds [56]), recruitment can still be successful, reporting US $1.51 cost per participant. The expected barrier from lack of Internet access or experience in the older population is smaller than most think.

The percentage of people with access to the Internet is steadily increasing [1], and procedural methods can be put into place to prevent this misrepresentation of data [57]. Young, SD (2013) found that even 79% of homeless youths manage to access social media sites once per week [58]. Although Internet access currently remains to be a barrier, it seems to be smaller than barriers facing traditional methods and is set to improve in the future.

Conclusions

There is growing evidence to suggest that Facebook is a successful recruitment tool, and its use, therefore, should be considered when implementing future health research. Benefits include reduced cost, shorter recruitment periods, better representation, and improved participant selection in young and hard to reach demographics. This may spell the end for traditional methods, although currently the minor limitations of Internet access and the over representation of young white women may make its use inappropriate in some settings.
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Multimedia Appendix 1

Cohort study CASP checklist scores – score out of first 9 questions.
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Abstract

Background: Inappropriate use of sedating medication has been reported in nursing homes for several decades. The Reducing Use of Sedatives (RedUSe) project was designed to address this issue through a combination of audit, feedback, staff education, and medication review. The project significantly reduced sedative use in a controlled trial of 25 Tasmanian nursing homes. To expand the project to 150 nursing homes across Australia, an improved and scalable method of data collection was required. This paper describes and evaluates a method for remotely extracting, transforming, and validating electronic resident and medication data from community pharmacies supplying medications to nursing homes.

Objective: The aim of this study was to develop and evaluate an electronic method for extracting and enriching data on psychotropic medication use in nursing homes, on a national scale.

Methods: An application uploaded resident details and medication data from computerized medication packing systems in the pharmacies supplying participating nursing homes. The server converted medication codes used by the packing systems to Australian Medicines Terminology coding and subsequently to Anatomical Therapeutic Chemical (ATC) codes for grouping. Medications of interest, in this case antipsychotics and benzodiazepines, were automatically identified and quantified during the upload. This data was then validated on the Web by project staff and a “champion nurse” at the participating home.

Results: Of participating nursing homes, 94.6% (142/150) had resident and medication records uploaded. Facilitating an upload for one pharmacy took an average of 15 min. A total of 17,722 resident profiles were extracted, representing 95.6% (17,722/18,537) of the homes’ residents. For these, 546,535 medication records were extracted, of which, 28,053 were identified as antipsychotics or benzodiazepines. Of these, 8.17% (2291/28,053) were modified during validation and verification stages, and 4.75% (1398/29,451) were added. The champion nurse required a mean of 33 min website interaction to verify data, compared with 60 min for manual data entry.

Conclusions: The results show that the electronic data collection process is accurate: 95.25% (28,053/29,451) of sedative medications being taken by residents were identified and, of those, 91.83% (25,762/28,053) were correct without any manual intervention. The process worked effectively for nearly all homes. Although the pharmacy packing systems contain some invalid patient records, and data is sometimes incorrectly recorded, validation steps can overcome these problems and provide sufficiently accurate data for the purposes of reporting medication use in individual nursing homes.
Reducing Use of Sedatives: “RedUSe”

It has been shown that residents within nursing homes often receive sedating medications contrary to guidelines [1-6]. A multi-strategic, interdisciplinary intervention called Reducing Use of Sedatives (RedUSe) was developed in Tasmania in 2008 aiming to address inappropriate sedative use in nursing homes [7], where the term “sedative” referred to “psycholeptic” medication or antipsychotic or anxiolytic or hypnotic classes (see Table 1 in the Methods section of this paper for the Anatomical Therapeutic Chemical (ATC) codes for included medications). The project approached the problem of inappropriate sedative use by

1. Performing an audit of sedative use across all residents in the nursing home.
2. Presenting audit feedback to nursing home staff, benchmarked against average nursing home sedative use, during an interactive education session.
3. Developing personalized sedative review plans for each resident taking sedative medication, with input from a “champion nurse” and the home’s pharmacist, for the attention of the prescriber.

All steps were repeated 3 months after the initial audit, and steps 1 and 2 repeated again at 6 months.

The RedUSe program was tested in a controlled trial in 2009 with 25 homes [7]. Most nursing homes obtain their medications from community pharmacies that utilize commercial computerized medication packing systems to record and pack each resident’s medications into separate blister packs or sachets. Audit data was collected by installing software in each supply pharmacy to extract residents’ medications from these dispensing and packing databases. The software was compatible with the two most common dispensing and packing systems in Australia, FRED [8] and Webstercare [9]. Data mappings were created between these two systems’ antipsychotic and benzodiazepine identifiers to ATC codes, allowing automated production of audit reports charting the prevalence of use of each of these drug groups in each nursing home. This process required an in-person visit to the supply pharmacy and the nursing home for verification against resident medication charts [7].

The RedUSe trial significantly reduced rates of both antipsychotic and benzodiazepine use in intervention homes when compared with control homes [7]. This success led to funding from the Australian government to expand the project on a national scale. However, the remoteness of some nursing homes and the scale of data collection necessitated an improved data extraction method.

Extracting Nursing Home Medication Data

A recent systematic review identified 22 interventions that have been developed to address inappropriate antipsychotic use in nursing homes [4]. This review noted that medication audit initiatives typically collect data by visiting the home and copying resident charts [4,10,11] using cohorts already detailed by other studies [12,13] or by accessing electronic pharmacy records [14,15].

Electronic extraction of medication records from the nursing homes themselves was not possible, as at the time of project implementation many nursing homes were not using electronic medication records. Similarly, the relatively new Australian national electronic health record (EHR) system (formerly the Personally Controlled Electronic Health Record, now My Health) still has a low adoption rate, both from health practitioners and patients [16]. Although prescriptions are being increasingly computerized at the point of prescription, they are not universally so, and accessing the computer systems of each prescriber for each resident in a nursing home would be impractical.

Community pharmacy records are an increasingly viable source of data [17]. Many examples of data collection using pharmacy records exist, with outcomes including an influenza monitoring system [18], validating hospital admission drug charts [19], providing decision support to pharmacists [20], quantifying medicine use [21], and identification of patients for intervention [22,23]. Pharmacies are also a condensed source, as it is generally expected that a nursing home is supplied medications by one or two pharmacies. Additionally, pharmacies often supply multiple nearby nursing homes. Literature has noted that, thus far, pharmacy data collection procedures have typically been small scale, performed by one individual, and lacking a procedure for checking accuracy [4], providing sufficiently accurate data for aggregate analysis but not for personalised intervention.

For larger scale studies, the remoteness of some nursing homes makes in-person visits impractical. An alternative is to recruit a person already employed by each nursing home: within this project a “champion nurse” was designated within each home to promote and lead the project, as published literature has consistently noted this as critical to success [24-28]. However, other project requirements left little capacity for the champion nurse to also facilitate data collection; considering it has been reported that the three most stressful factors in aged care nursing are “not having enough staff,” “having too much work to do,” and “interruptions to regular work” [29], performing significant data entry in addition to promoting cultural change is likely too large a burden.

http://www.jmir.org/2017/8/e283/
Using Extracted Medication Data

There are a small number of pharmacy medication packing systems in use in Australia, yet each store their data in very different formats. To be able to identify medications of interest and report on them meaningfully, an extract, transform, and load (ETL) process is required that can translate medicines to a common standard for comparison.

In Australia, the Australian Digital Health Agency (ADHA) has created the Australian Medicines Terminology (AMT), an organized collection of codes and descriptions for uniquely identifying originator and generic medication brands used in Australia. The codes are hierarchically linked (see Figure 1) so that for any given medication it is possible to identify the active ingredients, dosage form, strength, trade name, pack type, and pack size [30]. By providing independent, unique codes, the AMT is intended to allow long-term, reliable communication of medication information between different systems. Uptake of the AMT has been slow, particularly in commercial software, but it is being increasingly used in research and analysis [31-33].

The AMT is a subset of the Systemised Nomenclature of Medicine Clinical Terms (SNOMED CT), an international standard for encoding clinical terms [34]. AMT equivalent systems exist outside of Australia, such as the UK NHS Dictionary of Medicines and Devices (dm+d) [35] or the Singapore Drug Dictionary (SDD) [36]. In the United States, drugs can be encoded using the US edition of SNOMED CT’s Product and Substance concepts or using the terminology set RxNorm, which has been mapped to SNOMED CT [37].

Given that collecting data on sedative use directly from nursing homes is impractical, pharmacy medication packing systems provide both the next-closest data point, plus the least number of data sources. They also provide the most consistently electronic records, including those kept within nursing homes. An ETL approach to retrieving data from pharmacy systems, combined with a validation and verification process from nursing staff at the point of care, was developed to provide accurate data to facilitate audits of sedative medication use, reporting and education, and personalized medication review plans for nursing home residents on a national scale.

Figure 1. The hierarchical concepts used to describe medicines in the Australian Medicines Terminology.
Methods

Data Extraction

To collect medication data from community pharmacies, a website and client program was developed. Extracted data was securely sent to a webserver, which kept detailed transaction logs of every record added, modified, and deleted. The client program was able to extract data from the FRED, Webstercare, MPS [38], and Minfos [39] medication packing systems. Packing systems were prioritized over dispensing as they provide a simpler measure of quantities supplied. As per the requirements of the broader intervention, data was extracted as a “point-in-time” snapshot, and as with the previous RedUSe study, 3 snapshots were taken at 3-month intervals.

The collection of data is a process run by a staff member of the supplying pharmacy. The staff member

1. Creates an account on the website.
2. Logs into the website from a computer in the pharmacy and downloads and runs client.
3. In the RedUSe client software, follows prompts to identify pharmacy and packing software brand
   a. For Fred and Webstercare, the software locates the packing database; if atypical, it asks staff for location or to select from multiple possibilities.
   b. For MPS and Minfos, the staff member generates a medication report and opens it in the RedUSe client.
4. In the RedUSe client software, links the pharmacy system wing or home group names corresponding to the wing or home names of the RedUSe-participating nursing home(s).

Once the data source was identified in step 3, the software established a connection appropriate to the packing system (eg, opening a database connection or opening the file for reading). Resident and medication data for the chosen homes were then retrieved, with resident names encrypted. Medication data included a packing system medication identifier, medication name, instructions for use, quantity supplied, date started, date ceased, and prescriber. All data was compressed and transmitted to the server using transport layer security (TLS) encryption. The uploaded data from one extraction (referred to as “an upload”) contained all residents and medications for all currently participating nursing homes supplied by that pharmacy. The client program was a small (200 kilobyte) download.

Data Enrichment

The medication identifiers used by each of the packing systems were mapped to the appropriate AMT concept. Depending on the software, this was either the Trade Product Unit of Use (TPUU) or the Containered Trade Product Pack (CTPP). Using the AMT, these concepts were then translated to the corresponding Medicinal Product Unit of Use (MPUU). Finally, mappings were created between relevant AMT MPUU concepts and the appropriate ATC codes, providing a link from the medicine identifiers used in each packing program to a consistent naming scheme and drug classification system (see Figure 2 for examples). Where possible, mappings were created automatically based on known codes such as the Australian Register of Therapeutic Goods. Any missing mappings were added by a team of two research pharmacists.

Using the ATC code, medications of interest (for the RedUSe project, sedative medications) were automatically identified and aggregated based on the ATC codes shown in Table 1. Using this data, reports were generated by the server, on request, describing prevalence of antipsychotic and benzodiazepine medication use in each nursing home. Additionally, a measure of sedative load was calculated for each resident: the average daily dose for each medication was determined and compared with the World Health Organization’s Defined Daily Dose (DDD) values [40]; to enable reporting at a nursing home level, daily doses were converted to an equivalent strength of diazepam for benzodiazepines and chlorpromazine for antipsychotics. The calculations did not include sedative medications taken pro re nata (PRN, “as required”), rather than taken regularly, due to difficulty quantifying administered PRN doses.

It is noteworthy that this process was implemented using version 2 of the AMT; version 3 was released while this project was ongoing, but there was no capacity to convert while the project was running. As AMT version 2 did not include some newer medications, there were some medications that could not be automatically linked. The impact of this is discussed later.

Table 1. ATC codes used to identify drugs of interest.

<table>
<thead>
<tr>
<th>ATC Code</th>
<th>Excluding</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>N05A</td>
<td></td>
<td>Antipsychotics</td>
</tr>
<tr>
<td>N05AN</td>
<td></td>
<td>Excluding Lithium</td>
</tr>
<tr>
<td>N05AB04</td>
<td></td>
<td>Excluding Prochlorperazine</td>
</tr>
<tr>
<td>N05BA</td>
<td></td>
<td>Anxiolytics (Benzodiazepine derivatives)</td>
</tr>
<tr>
<td>N05CD</td>
<td></td>
<td>Hypnotics and Sedatives (Benzodiazepine derivatives)</td>
</tr>
<tr>
<td>N05CF</td>
<td></td>
<td>Benzodiazepine-related drugs</td>
</tr>
<tr>
<td>N03AE01</td>
<td></td>
<td>Clonazepam</td>
</tr>
</tbody>
</table>
Data Validation and Verification

Once the medication data was uploaded, there was a series of validation and verification steps performed. First, the names of all medication records that were unable to be automatically linked to the AMT were sent to a research pharmacist. If the pharmacist identified any unlinked sedative medications, those mappings were added; if mappings could not be made (eg, the medication did not exist in the AMT), the medication was instead mapped to a chemically equivalent medication to ensure that all sedative use was captured in the resident’s DDD. The medication name used in the prescription data was still presented to nursing staff to avoid any confusion.

Following this, the uploaded data was checked by project staff for any obvious errors that would require the upload to be reattempted and for any clear mistakes that could be unambiguously corrected.

Next, the champion nurse at the nursing home was asked to log into the website and verify that all residents were present and that all sedative medications were present and correct (including name, dose, and instructions). Nurses were not asked to quantify administered doses of PRN medication. They were also asked to add any missing residents and medications, particularly looking for medication dosage forms that may have been packed separately (eg, drops, wafers, or injections). Separately packed medicines were sometimes not uploaded depending on the type of software used by the pharmacy and how the pharmacist recorded the medications. The champion nurse also removed any residents or medications that were incorrect or no longer current; if a resident was identified as no longer residing in the home, their medications were automatically excluded. For these checks, any missing or suspect data (such as doses falling outside of a typical range) were highlighted on the website. Once all residents had their sedative records verified, the option to generate the audit report and sedative review plans became available, with a review plan generated for every resident prescribed one or more sedative medications (the content and process for these review plans are beyond the scope of this paper).

Final data validation was also performed retrospectively by project staff, primarily to merge duplicate or split resident accounts but also to improve the consistency of the data for final reports issued to nursing homes. This addressed issues introduced by errors in the extraction process and any inconsistencies in the previous validation steps between nursing homes. The full ETL and validation process is shown in Figure 3.

Manual Data Entry

The typical approach to conducting medication audits in nursing homes is to visit the home and inspect the resident charts, recording the data by hand. If automated extraction of medication data was not possible, the champion nurse and regional project pharmacist used this as a fallback solution. In this case, the website functionality for data validation and verification could be used as an entry-assistance tool: forms for entering missing residents and medications already existed including auto-completing fields, instruction translation, and error highlighting. Using the same forms also ensured that entered medicines were in the same enriched format as uploaded medicines. To simplify this process, only sedative medication was required (defined according to Table 1 ATC codes), and any data entry snapshots after the first had the capacity to prepopulate from existing data, requiring only the changes since the last snapshot to be entered.
Recruitment, Privacy, and Consent

Recruitment of nursing homes aimed to provide a range of sizes, locations, ruralities, and organizations. Two national nursing home groups offered all of their facilities to be involved. Two aged care advocacy bodies assisted in the recruitment of smaller organizations and independent nursing homes by featuring “RedUSe” in industry journals, resulting in over 300 expressions of interest. From this cohort, facilities were selected for invitation, with an effort to meet the described criteria. Invitations continued until consent was gained from the target number of 150 RACFs. Facilities with less than 29 residents or from outer rural or remote locations, and those located in the Northern Territory, were excluded for logistical reasons. Supply pharmacies were approached for consent once the nursing home agreed to participate. Pharmacies were provided detail on the project and the software and were offered a small remuneration for facilitating data collection for a nursing home.

During the project, identifiable patient information was encrypted on the server and only decrypted for authorized staff at that nursing home and the project staff member responsible for contact with that nursing home. Nursing home level aggregations were only available to the management of that
Full ethical approval for the study was obtained from the Human Research Ethics Committee (Tasmania) Network (reference, H0013545).

**Results**

**Extracted Data**

Of participating nursing homes, 94.7% (142/150) had resident and medication data successfully uploaded via the automated process, supplied by 81 pharmacies. The eight participating nursing homes that did not have data uploaded were serviced by five pharmacies. One pharmacy owner declined to participate. The other four pharmacies used packing systems not supported by the extraction software: three used a platform that did not allow the software to be run; the other used a new brand of packing software.

Of the 150 nursing homes, 95.3% (143/150) were supplied by a single pharmacy, 4% (6/150) were supplied by two pharmacies, and one home was supplied by three pharmacies. On average, there were 90 residents per nursing home (standard deviation [SD]=37.5).

In total, 311 uploads were completed. Of these, 73.3% (228/311) included one nursing home, 21.9%, (68/311) included two nursing homes, 9 included three nursing homes, 5 included four nursing homes, and 1 included five nursing homes. Facilitating these took the supplying pharmacist a mean of 15 min per upload (standard error=0.67). Data upload size was, on average, 54 kilobytes.

Overall, 17,722 resident profiles were extracted, with 11.07% (1961/17,722) identified as duplicate or secondary records for an existing resident and merged into other records. For homes where data was automatically uploaded, 815 additional residents, or 4.4% of total (815/18,537) were added manually during data validation (shown in Figure 4). For uploaded residents, 546,535 medication records were extracted, of which, 5.13% (28,053/546,535) were identified as antipsychotics or benzodiazepines. There were 2291 antipsychotic and benzodiazepine records (8.16% of 28,053) modified during the validation steps, with a total of 3814 modifications. A further 4.75% (1398/29,451) of total antipsychotic and benzodiazepine medications were added manually (shown in Figure 5). Sedative medications taken PRN were significantly more likely not to be included in packing programs (3.62% [586/16,179] of regular medications were missed, against 6.12% [812/13,272] of PRN medications missed; two-tailed z-score −10.02, \(P<.001\)).
Data Errors and Corrections

Validation and Verification

All manual corrections have been broken down into each validation and verification step in Table 2. In phase one, 9.56% (219/2291) of incorrect medications required a manual mapping. Of these, 82.2% (180/219) were recently introduced medications that would have been automatically linked if AMT version 3 was used; the remainder were due to out-of-date pharmacy vendor databases, unusual prescriptions (e.g., brandy), or customized medications.

During the third phase validation, 48.69% (1870/3841) of all corrections were made by champion nurses and regional project pharmacists. Off-site validation and retrospective data cleaning, performed by project researchers, accounted for the remaining 44.91% (1725/3841) of modifications made.

Known Errors

Of the errors in extracted medicine data, the most frequent problems were missing dosage quantities. These could all be accounted for by three mistakes in the extraction software. One flaw, for one pharmacy software type, resulted in 325 records missing dosage numbers (24.83% [325/1309] of extracted records for that software in that time). A similar problem with another packing system accounted for another 284 records missing dosage numbers, or 8.73% (284/3254). Once corrected, subsequent dosage extractions from those software types required only 15 modifications, or 1.43% (15/1047) of records from that software in that time. The largest single cause of missing dosages was triggered by a pharmacy packing system changing their data structure during the project. This resulted in another 2108 records missing dosage numbers that needed to be entered based on the extracted instructions (representing 42.95% [2108/4908] of records in that time, up from 3.84% [125/3254] before the change). Altogether, these three missing dosage data issues accounted for 75.58% (2717/3595) of the sedative record corrections after mappings had been made. Removing these from consideration (as they are now corrected issues) alters the accuracy and validation requirements substantially, as shown in the second section of Table 2. Besides dosage quantities, all other extracted medicine attributes had approximately equal frequencies of error, with an average of 2% of uploaded records needing modification.
Table 2. Medication corrections made in each data validation and verification phase.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Corrections n (%)</th>
<th>Corrections excluding known errors n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Identifying unmapped medications</td>
<td>219 (5.74)</td>
<td>219 (19.96)</td>
</tr>
<tr>
<td>2: Off-site validation</td>
<td>764 (20.03)</td>
<td>201 (18.32)</td>
</tr>
<tr>
<td>3: In-home verification</td>
<td>1870 (49.02)</td>
<td>384 (35)</td>
</tr>
<tr>
<td>4: Retrospective cleaning</td>
<td>961 (25.2)</td>
<td>293 (26.71)</td>
</tr>
<tr>
<td></td>
<td>3814</td>
<td>1097</td>
</tr>
</tbody>
</table>

**Time Requirements**

Website interaction logs provided more detail of the on-site verification of data. By aggregating continuous blocks of interactions, we estimate that the champion nurse required a mean of 33 min of website interaction to check uploaded data for one nursing home; taking into account the size of the homes, this corresponded to 22 seconds per resident (SD=14.8). For homes where an automated upload was not possible, manually entering residents and their medications through the supplied RedUSe website required a mean of 60 min for the first snapshot, 43 min for the second snapshot, and 35 min for the third (shown in Table 3). This equated to 42 seconds per resident at baseline (SD=26.4) and 30 seconds per resident, subsequently (SD=15.2).

Table 3. The number and mean min required to perform data validation, for uploaded versus manually entered data.

<table>
<thead>
<tr>
<th>Data source</th>
<th>Snapshot</th>
<th>Mean minutes for data entry (Initial validation and on-site verification)</th>
<th>Number of snapshots validated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>60.0</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>43.2</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>6 months</td>
<td>35.2</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>all manual</td>
<td>48.0</td>
<td>46</td>
</tr>
<tr>
<td>Uploaded</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>38.1</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>31.3</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td>6 months</td>
<td>31.3</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td>all uploaded</td>
<td>33.5</td>
<td>404</td>
</tr>
</tbody>
</table>

**Discussion**

These results demonstrate a successful implementation of an ETL method for retrieving and verifying sedative medication prescribing in nursing homes, on a national scale. This section explores the extent of that success and discusses considerations for future applications of the method.

**Upload Coverage**

The data extraction method was generally applicable across pharmacies. Apart from one that declined to participate, there were only four pharmacies (5% of the 86 pharmacies invited) that were unable to have medication data uploaded. These were due to two uncommon packing systems, both of which can be included with further development of the extraction software. Likewise, most residents (95.6%, 17,722/18,537) and most of their sedative medications (95.26%, 28,053/29,451) were included in uploads. The residents that were missed were due to individuals being supplied by an alternate pharmacy or due to new residents entering the home between the time the upload occurred and the time the data validation was performed.

Similarly, medications could be missed due to this time difference but also due to differences in pharmacy packing protocols: for example, 6.12% (812/13,272) of PRN medications were not included in packing, requiring identification and manual addition during data validation. In addition, certain medication forms presented problems for extraction. For one packing system, injections, wafers, and solutions were always missed; for another, their inclusion was heavily dependent on the particular pharmacy’s recording and packing practices, with approximately 1 in 5 pharmacy uploads not including those medications. These highlight the value of the manual validation steps; for example, if timeliness of data is an issue, or if 95% coverage of PRN medications is insufficient, then manual validation is a necessity.

**Data Accuracy**

Nearly 92% (25,762/28,053) of sedative medications were correct as uploaded. This rate improved to 98.32% (27,583/28,053) if the “known” errors in extraction, including the outdated AMT, were excluded. Given that those errors were corrected, it is tempting to expect that any future use of this data
Other medication data errors were due to individualities in pharmacy packing systems. In the initial validation phase, 82.2% (180/219) of the unknown medication errors were due to using an outdated version of the AMT. The other 17.8% were caused by pharmacy-unique entries: packing systems allow pharmacists to add medications, for new products released before the system vendor can update their database or for pharmacy-prepared medications. Errors in recognized medications were caused by inconsistent entry into the packing systems, such as incomplete records, transposed fields, or typing mistakes. Retrospective corrections were primarily to merge multiple resident profiles: residents were often entered into pharmacy systems more than once, either as an oversight or intentionally to split medication packs. Other retrospective medication data changes were made for internal consistency (eg, correcting dosage quantities to match those given in the instructions).

That 25.2% (961/3814) of the corrections were performed retrospectively might seem to cast doubt on the accuracy of the previous validation steps. It is possible that some mistakes were made but unlikely, given the extensive validation process where the champion nurse, pharmacist, and research team all reviewed the data.

The volume of errors corrected highlights the need for data validation and verification. Adaptability of the extraction software is expected to be crucial for any longitudinal use of this approach as packing systems change between pharmacies and over time. Verifying uploaded data is a crucial step in identifying when those changes occur. Given the accuracy achieved within this project, if due consideration is given to validation, verification, and maintenance, it may be reasonable to aim for an accuracy rate above 95% (before corrections).

**Comparison With Manual Entry**

Compared with the automated process, the time recorded for manual data entry does not appear too unfavorable, especially when considering the additional 15 min required for the community pharmacist to facilitate an upload; however, this “manual” process was facilitated by a project-developed website with entry-assistance, so it does not fully describe the time benefit of the automated process. The prepopulation of data explains most of the increase in efficiency between the baseline and 3-month snapshots shown in Table 3; the remainder is due to familiarity with the website. It is also notable that although this application was only interested in sedative medications, the automated upload included all medications supplied by the pharmacy, and manual entry only included sedative medications. This translated to an average of 10 more medications per resident (11.84 per uploaded resident against 1.96 per manually added resident).

**Applicability of Results**

Although this study only validated sedative data, similar accuracy is expected for other medication classes, and the validation cost would be expected to increase proportionally. Maintenance costs should be approximately equivalent; systemic changes typically require the same amount of work regardless of the classes of medication. Managing the burden on nursing staff should be a key consideration, potentially by utilizing more nurses or reducing other project responsibilities.

Although this study included four Australian pharmacy packing systems, the approach is independent of particular systems. The model of community pharmacies supplying medication to nursing homes appears to be the standard in the United States, the United Kingdom, and elsewhere. The complexity of implementing this approach will be dependent on the range of software used by those pharmacies, which will differ by region. Of more significance is the relative uptake of standardized EHRs in the wider health system. If pharmacy software encodes medications to a recognized standard (such as SNOMED CT), then the data transformation cost and maintenance cost of the extraction software is drastically reduced. A standardized, appropriately encoded, widely adopted, and accessible patient EHR would make this data collection approach unnecessary. While many countries are attempting to move toward such a system, the authors are not aware of any that yet meet these criteria.

**Conclusions**

Extracting pharmacy medication packing records and enriching them through mapping to an independent medication data resource, such as the AMT and ATC codes, was used to collect sedative medication usage data in remote nursing homes on a national scale, with success in 94.6% (142/150) of the homes involved. Without data validation and verification, the accuracy rate for sedative medications could be expected to be above 90% and possibly over 95%. At least 20% of these errors would be expected to be unambiguously correctable with only basic validation. Although this unverified data may be unsuitable for individualized clinical applications, it is useful as a data source for more generalized analyses and avoiding the validation step makes it a much faster process.

With data validation and verification steps included, the method compares favorably to in-person visits and manual resident chart reproduction, taking less time and producing more data. It is also highly scalable. However, to produce reliable clinical data, continual monitoring of data accuracy is essential not only to correct mistakes in individual pharmacy data entry but also to identify variations in pharmacy packing systems. These variations also mean that there needs to be capacity for maintenance to the extraction software.
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Abstract

Background: Stringent infection control requirements at Ebola treatment centers (ETCs), which are specialized facilities for isolating and treating Ebola patients, create substantial challenges for recording and reviewing patient information. During the 2014-2016 West African Ebola epidemic, paper-based data collection systems at ETCs compromised the quality, quantity, and confidentiality of patient data. Electronic health record (EHR) systems have the potential to address such problems, with benefits for patient care, surveillance, and research. However, no suitable software was available for deployment when large-scale ETCs opened as the epidemic escalated in 2014.

Objective: We present our work on rapidly developing and deploying OpenMRS-Ebola, an EHR system for the Kerry Town ETC in Sierra Leone. We describe our experience, lessons learned, and recommendations for future health emergencies.

Methods: We used the OpenMRS platform and Agile software development approaches to build OpenMRS-Ebola. Key features of our work included daily communications between the development team and ground-based operations team, iterative processes, and phased development and implementation. We made design decisions based on the restrictions of the ETC environment and regular user feedback. To evaluate the system, we conducted predeployment user questionnaires and compared the EHR records with duplicate paper records.

Results: We successfully built OpenMRS-Ebola, a modular stand-alone EHR system with a tablet-based application for infectious patient wards and a desktop-based application for noninfectious areas. OpenMRS-Ebola supports patient tracking (registration, bed allocation, and discharge); recording of vital signs and symptoms; medication and intravenous fluid ordering and monitoring; laboratory results; clinician notes; and data export. It displays relevant patient information to clinicians in infectious and noninfectious zones. We implemented phase 1 (patient tracking; drug ordering and monitoring) after 2.5 months of full-time development. OpenMRS-Ebola was used for 112 patient registrations, 569 prescription orders, and 971 medication administration...
recordings. We were unable to fully implement phases 2 and 3 as the ETC closed because of a decrease in new Ebola cases. The phase 1 evaluation suggested that OpenMRS-Ebola worked well in the context of the rollout, and the user feedback was positive.

**Conclusions:** To our knowledge, OpenMRS-Ebola is the most comprehensive adaptable clinical EHR built for a low-resource setting health emergency. It is designed to address the main challenges of data collection in highly infectious environments that require robust infection prevention and control measures and it is interoperable with other electronic health systems. Although we built and deployed OpenMRS-Ebola more rapidly than typical software, our work highlights the challenges of having to develop an appropriate system during an emergency rather than being able to rapidly adapt an existing one. Lessons learned from this and previous emergencies should be used to ensure that a set of well-designed, easy-to-use, pretested health software is ready for quick deployment in future.
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**Introduction**

**Background**

The 2014-2016 West African Ebola epidemic, with more than 28,000 infected and 11,000 deaths, overwhelmed health systems in three of the world’s most impoverished countries [1]. Existing health facilities in the affected areas did not have the necessary capacity, staff, and infection control capabilities to adequately cope with this outbreak [2]. Untreated Ebola patients not only have a high mortality rate but also remain a serious infection risk to their communities [3]. In this context, large-scale Ebola treatment centers (ETCs) emerged as emergency health facilities that could be set up quickly to isolate and treat seriously ill patients while providing the rigorous infection control needed to protect staff from the Ebola virus.

ETCs are specialized facilities that must provide efficient care for suspected and confirmed Ebola patients while minimizing the risk of infection to staff and other patients. This presents several challenges [4], including overheating, impaired visibility, and poor dexterity caused by working in highly restrictive personal protective equipment (PPE); limited time for direct patient contact; and the inability to move material—including paper medical records—from highly infectious patient areas (red zone) to low-risk nonpatient areas (green zone).

**Data Challenges in Ebola Treatment Centers**

A key component of ETC patient management is the collection, transmission, use, and analysis of clinical data. Although the simplicity of paper records makes them a practical and appealing option for health information recording during an emergency, they can also be inflexible and difficult to share. This is particularly true when clinical data are used by multiple teams or by public health authorities and researchers in different locations, as well as where physical and contagion boundaries restrict the use of paper. In the case of Ebola, highly restrictive infection controls in ETCs created problems across a range of standard hospital operations when using paper records such as recording sufficient information legibly on patient charts while wearing PPE, accessing bedside charts, and communicating patient information between the zones.

One of the main data challenges during this outbreak when using paper-based data collection systems involved extracting patient data from the red zone. Methods for doing this imposed severe compromises on the quality, quantity, and confidentiality of patient data that were collected and transferred. Communication methods used by organizations have included shouting or radioing of information, such as prescriptions, to the green zone; photographing red zone whiteboards with identifiable patient information; and time-consuming scanning of often illegible or damaged records over a local wireless network [5,6]. Overall, conventional paper-based data collection and review is difficult in large-scale ETCs and limits the ability to gather urgently needed data for care, surveillance, and research. Due to this, it was recognized that electronic health record (EHR) systems could potentially offer substantial benefits over conventional paper-based records in an ETC. Yet EHRs, which are standard in many health care settings, are still rarely used effectively in health emergencies [7]. This is especially true for emergencies in low-resource settings.

**Electronic Patient Records for Ebola**

As ETCs began opening in West Africa in 2014, there was no EHR software that could be rapidly deployed in these settings. Most EHR systems are designed for the needs of high-income health facilities that have reliable power, network infrastructure, and technical support. EHR systems for low-resource settings are increasingly common but to date have had limited use in hospital settings, especially for intensive care [8,9]. A district and national health data management system, Health Information System Programme’s district health information software (DHIS) 2, was available in West Africa at the time of the Ebola outbreak but is designed mainly for aggregate patient data instead of the individual-level records needed for patient care in an ETC [10]. Other systems, including a number of commercial EHR systems used in Africa, lacked the flexibility and rapid adaptability needed for deployment during this outbreak. Additionally, ETCs have substantially different workflows and information requirements from other acute and intensive care environments. Finally, an EHR must be easy to learn, as well as quick and simple to use in the uncomfortable, time-limited, dexterity- and vision-limited, strictly infection-controlled environment of the ETC.
OpenMRS is an open-source, modular EHR platform [11] for building patient medical record applications. First deployed in Kenya, Rwanda, and South Africa in 2006 [12] to support care of patients with human immunodeficiency virus (HIV) and tuberculosis (TB), it is now used to manage primary care and a range of diseases in more than 60 low- and middle-income countries (LMICs) [13,14]. It did not have a suitable user-friendly tablet interface needed for red zone patient data collection; however, the overall adaptability of OpenMRS, alongside an active community of programmers and users, made it a promising choice as an EHR platform for ETCs.

Study Aims
In this paper, we describe our work on rapidly developing OpenMRS-Ebola, an open-source Ebola EHR system that was implemented in 2015 at Save the Children’s Kerry Town ETC in Sierra Leone. We describe our experiences, lessons learned, and recommendations for design and implementation of EHRs in future health emergencies.

Methods
Setting
The 80-bed Kerry Town ETC, based in the Western Area Rural district of Sierra Leone, operated from November 5, 2014 to March 31, 2015. Save the Children International (SCI) ran the site in collaboration with the Sierra Leone and United Kingdom governments. The ETC had wards for suspected and confirmed Ebola patients in the red zone and a range of operational rooms in the green zone, including a pharmacy, clinician station, and offices. The site employed over 100 clinicians, mostly from Sierra Leone and Cuba, with some non-Cuban international staff on rotation. Most patients came from nearby districts. The Kerry Town ETC had reliable power from 2 large generators. For connectivity, the site had a wireless local area network (WLAN) and a Ku-band very small aperture terminal (VSAT) system for Internet. The site also had backup power supply (uninterruptible power supply [UPS]) devices for the server, network routers, and other computing hardware.

EHR Platform
OpenMRS is a highly flexible and configurable EHR platform [11]. It has a core system for managing log-ins, user accounts with security and privileges, data storage, and data retrieval. Plugin software modules extend the basic core system with custom functionality. This provides flexibility for different environments, disease types, and clinical workflows. The OpenMRS data model is built around a concept dictionary that structures and codes nearly all patient data and is mapped to standard medical terminology such as systematized nomenclature of medicine -- clinical terms (SNOMED CT) and International Statistical Classification of Diseases and Related Health Problems, Tenth Revision (ICD-10; [12]). OpenMRS is also compliant with health-level 7 (HL7) version 2.x and fast healthcare interoperability resources (FHIR) standards for data exchange [12,15]. It is interoperable with other electronic health (eHealth) systems such as DHIS 2, HL7-compliant laboratory information management systems, and several mobile health (mHealth) platforms, including ODK, CommCare, and Sana [16]. Recently, two new user interface (UI) and application tool kits have been developed to better support point-of-care use by clinicians and other staff [17]. Previous OpenMRS-related work in Malawi [18] and Rwanda [19] used touch screen computers. However, these were not designed for modern tablet devices or for the latest versions of the OpenMRS platform and would have required extensive adaptation to meet our red zone design needs.

We chose to use the latest available version of OpenMRS (v1.10.3) because it already had most of the functionality needed for an ETC EHR, it was open source and known to function well in challenging environments, and it had a large global community of developers and implementers.

Strategy for Developing OpenMRS-Ebola
Our strategy for building the OpenMRS-Ebola EHR had four main components: (1) using Agile software methodology; (2) recruiting team members with diverse skills and experience; (3) iterative design based on usability, speed, and clinical needs; and (4) regular communication and feedback between the operations and development teams.

First, we used Agile software development approaches, which emphasize verbal communication, delivering working software early, and responding to changing requirements, to build the system. We designed our own Agile approach because none of the existing concrete agile frameworks such as Scrum matched the needs of this project. Specifically, the operations team lead (product owner) was deeply engaged with the development team, and we reprioritized and revised requirements daily; we did not have traditional sprints, and we performed Agile ceremonies such as retrospectives and showcases at the end of each release. We developed user stories, which we documented and tracked using a JIRA issue tracking system [20]. Some user stories were modified based on direct voice or email communications.

Two main teams worked on developing and deploying OpenMRS-Ebola. The operations team, stationed primarily at the ETC, comprised health information and clinical SCI personnel from the United States, the United Kingdom, and Sierra Leone. This team’s main role was to initiate the project, to help guide development based on ground-level needs, and to deploy OpenMRS-Ebola. The operations team lead acted as the product owner for this project. The development team comprised employees from ThoughtWorks (a global technology consultancy and software engineering firm), as well as OpenMRS volunteers and leadership members. The ThoughtWorks team, initially colocated in Uganda, expanded to include 10 staff members around the world. The development team had a range of competencies on developing EHR systems, from programming and project management to medical informatics and UI design.

A core component of this work involved constant communication within and among these teams. We started full-time software development with a 3-day project inception in Uganda with the development team and the lead of the operations team (who dialed in from Sierra Leone). During the project, the operations team lead and the entire development team had a range of competencies on developing EHR systems, from programming and project management to medical informatics and UI design.
team had extensive email discussions and daily calls to share brief status updates, which also functioned as daily meetings for the development team. These were followed by a longer daily conversation between the operations team lead and key members of the development team (business analysts, tech lead, and medical informaticist) to (1) showcase work in progress for feedback, (2) reprioritize the next day’s work, and (3) agree on feature definitions that would satisfy user requirements with the least development time. The operations team regularly shared existing assessment forms, clinical workflow patterns, drug formulary lists, and other critical information with the development team to inform the design of new functionalities and UIs.

**Technical Process of Developing OpenMRS-Ebola**

We initiated this project with requirements gathering on the ground by the operations lead and a volunteer effort for development that included analyzing terminology in the paper forms, adding necessary terminology to a shared concept dictionary, and building a proof-of-concept of the inpatient data collection form. Additionally, volunteers organized a hackathon in Brazil in early November that accelerated design work and developed a prototype tablet UI for use in the red zone [21].

During the project inception with ThoughtWorks, we developed a common understanding of the minimum viable product (MVP), intended end product, and foreseeable challenges. The MVP is the smallest work product that would provide value to end users. We focused on deploying the MVP as quickly as possible before moving on to develop other features. We regularly updated the list of features for the MVP and other phases based on changing needs on the ground. Ultimately, OpenMRS-Ebola had three development phases.

We followed a continuous deployment approach. We configured a continuous integration (CI) server to build and test all our code as soon as it was merged, and we used feature toggles to allow partially completed work to be integrated into the master codebase and tested by CI. We automatically deployed all successful builds to an Internet-hosted server for quality assurance and user acceptance testing. We released software updates over the Internet to training and production servers at the ETC as appropriate and as often as daily.

We built OpenMRS-Ebola on top of the OpenMRS Reference Application (version 2.1), an extensible UI with preconfigured functionality atop the OpenMRS platform [22]. We used Java and Groovy to build screens for desktop usage and AngularJS to build screens for tablet usage. We used an international, multilingual, clinical interface terminology developed for low-resource settings produced by the Columbia International eHealth Laboratory (CIEL; [23]) as the concept dictionary behind our EHR. We requested new terminology on a regular basis and incorporated new CIEL releases as often as daily during early development stages. All OpenMRS-Ebola code we wrote is free and fully open source under Mozilla Public License version 2.0 [24].

To increase development speed, we built the software as a browser-based Web application requiring constant WLAN access to the server. The operations team confirmed the suitability of this approach because of reliable power (through generators and UPS devices) and strong wireless signal (tested by walking through patients wards before the ETC opened).

Initial usability testing by the development team was carried out wearing dishwashing gloves and tinted goggles to simulate the ergonomic challenges of using a tablet in the ETC red zone.

**Design Decisions**

Key design decisions focused on addressing usability, workflow, and communication problems in ETCs. In the green zone, the UI was designed to present detailed information because clinicians can review patient records in the green zone without wearing PPE. We designed the tablet UI for portrait mode because users found it easier to hold the tablet vertical when using one hand. The tablet functions were based on the initial workflows and forms provided by the clinical team. These functions were optimized for usability and speed so that ordering and administration of medication and intravenous (IV) fluids, as well as entry of patient status, vital signs, and symptoms, could be completed during the short bedside rounds. This led to several design decisions, including high-contrast color schemes, large buttons and text fonts, limiting the amount of information on each screen, building layouts for maximum clarity and rapid entry, limiting the use of complex numeric and text entry, and shortcuts for rapid entry of common items. At various points during development, we obtained feedback from users regarding readability and ease of use and adjusted our designs accordingly.

**Hardware Selection**

We chose the Sony Xperia Z2 10.1-inch tablet for our EHR because it was waterproof and could be disinfected with chlorine. We charged the tablet using the Sony magnetic charging dock DK39. Clinicians who preferred a stylus instead of their gloved finger used the Boxwave EverTouch Capacitive Stylus with fiber mesh tip that plugged into the tablet headphone jack.

**Implementation**

OpenMRS-Ebola was deployed in phases at the ETC, with the most essential functions deployed in the MVP (phase 1). Key implementation components involved field testing at the ETC before deployment, training sessions for staff on how to use the hardware and OpenMRS-Ebola software, installing tablets in the red zone patient wards and laptops in the green zone areas, installing OpenMRS-Ebola onto the ETC server, and obtaining user feedback to improve the software.

**Evaluation**

In February 2015, we asked clinicians to complete a predeployment structured questionnaire about their experiences with the existing paper-based records system and thoughts about an EHR. However, a postdeployment questionnaire was not conducted because of staff departures after the ETC closed. We also obtained informal feedback from users during development, field testing, and deployment.

Patient data were entered in both OpenMRS-Ebola and the existing paper-based record system for more than a month after...
the rollout of phase 1 while we made changes based on user feedback. We compared the patient registration and drug-ordering data entered for each patient in both systems to identify differences and to evaluate how the EHR was functioning compared with the standard paper-based system. Although phase 2 was deployed in mid-March, we were unable to do a similar comparison because it was not fully used due to the ETC closing.

Results

Software Product

The final OpenMRS-Ebola EHR includes a browser-based desktop or laptop application for the green zone and a browser-based tablet application for the red zone, each with different UIs but accessing the same data and software infrastructure. Both applications have separate but overlapping modules and functions. The desktop application comprises six key modules for managing patient tracking, entry of some clinical information, and viewing detailed patient summaries (Table 1). The tablet application has five key modules, primarily focused on the following common red zone tasks: drug and IV fluid ordering and administration, entry of patient vital signs and symptoms, and viewing limited patient summaries (Table 1).

A detailed example of a module, tablet-based drug ordering and monitoring, is shown in Figure 1. Additional desktop-based functions for this module include complete drug charting with medication administration time stamps and a list of recently edited prescriptions for pharmacy review (Figure 2). A similar module was designed for IV fluid ordering and monitoring (see Multimedia Appendices 1 and 2).

Table 1. Modules and functionalities of the OpenMRS-Ebola electronic health record (EHR) desktop and tablet applications.

<table>
<thead>
<tr>
<th>Modules and functions</th>
<th>Description</th>
<th>Application type</th>
<th>Rollout phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient tracking</td>
<td>Date, name, demographics, contact information, ID # allocation, quick assessment</td>
<td>Desktop</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Selection of ward and bed #</td>
<td>Desktop</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Date and patient outcome</td>
<td>Desktop</td>
<td>1</td>
</tr>
<tr>
<td>Clinical input</td>
<td>Ordering, medication administration, and discontinuation</td>
<td>Tablet</td>
<td>1</td>
</tr>
<tr>
<td>IV fluids</td>
<td>Ordering and administration (with start, hold, restart, and stop functions)</td>
<td>Tablet</td>
<td>2</td>
</tr>
<tr>
<td>Patient vital signs</td>
<td>Key vitals, including temperature, pulse, blood pressure, and consciousness level</td>
<td>Tablet</td>
<td>2</td>
</tr>
<tr>
<td>Symptoms</td>
<td>Key symptoms, patient status, and observations</td>
<td>Tablet</td>
<td>2</td>
</tr>
<tr>
<td>Laboratory tests</td>
<td>Ebola and malaria results by date</td>
<td>Desktop</td>
<td>3</td>
</tr>
<tr>
<td>Clinician notes</td>
<td>Time-stamped free text note entry</td>
<td>Desktop</td>
<td>3</td>
</tr>
<tr>
<td>Clinical output</td>
<td>Full patient details: patient demographics and bed location, vitals, symptoms, medications, full medication administration chart, IV fluids, labs, and clinician notes</td>
<td>Desktop</td>
<td>2</td>
</tr>
<tr>
<td>Detailed patient summaries</td>
<td>Patient demographics and bed location, recent vitals and symptoms, active prescriptions, and IV fluids (expandable to full history)</td>
<td>Tablet</td>
<td>2</td>
</tr>
<tr>
<td>Abridged patient summaries</td>
<td>Patient demographics and bed location, recent vitals and symptoms, active prescriptions, and IV fluids (expandable to full history)</td>
<td>Tablet</td>
<td>2</td>
</tr>
<tr>
<td>Additional functionalities</td>
<td>List of active patients by ward with bed #s</td>
<td>Desktop</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Ability to retrospectively edit data as needed</td>
<td>Desktop</td>
<td>1, 2</td>
</tr>
<tr>
<td></td>
<td>Export data from modules to CSV files</td>
<td>Desktop</td>
<td>3</td>
</tr>
</tbody>
</table>

aFunctionality designed for the tablet application is responsive to different screen layouts and can also be used on the desktop or laptop.

bRollout phases: Phase 1 (deployed in mid-February), phase 2 (deployed in mid-March), and phase 3 (development completed in late March but not deployed because of Ebola treatment center [ETC] closing).

cType of patient (confirmed or suspect), stage of illness.

dIV: intravenous.

eCSV: comma separated values.
Figure 1. Medication ordering in the tablet application, designed for rapid entry while wearing personal protective equipment (PPE). The patient summary page (a) shows active prescriptions, including buttons to record medication administration and stoppage. Selecting “order medication” from the Actions menu brings up the drug choice page (b), including rapid selection of the 20 most common drugs (accounting for over 90% of orders) and an update-as-you-type search control to access other drugs by name. The next page (c) offers available form and strength options of the selected drug. Dosing instructions are entered (d) based on the Ebola treatment center (ETC) workflow, which had standard rounds per day.

The patient symptom assessment presented particular challenges to make it fast, usable, and meaningful on the tablet. We discussed several tablet application designs with the operations team before reaching a satisfactory single-page button-only form (Figure 3).

An example of the desktop patient summary is shown in Figure 4. This screen includes recent information for all recorded clinical data and options to view the full clinical history during the ETC stay.

Screenshots of the full desktop and tablet Ebola EHR applications, with all modules, are included in Multimedia Appendices 1 and 2.
Figure 2. Desktop-based prescription and medication administration charts.

Figure 3. Symptom assessment module in the tablet application.
Cost

SCI paid approximately US $50,000 for OpenMRS-Ebola, with about US $38,000 to ThoughtWorks for software development and US $12,000 for hardware. However, the true cost of developing and deploying OpenMRS-Ebola was approximately US $260,000, the majority of which was donated by ThoughtWorks through staff time. The full costs (excluding proof-of-concept and predevelopment volunteer work) were estimated to be US $187,000 for ThoughtWorks staff (based on reported hours and social impact project rates); US $6,000 in ThoughtWorks equipment and travel; US $12,000 by SCI for tablets, charging docks, and styluses; US $50,000 in donated time by 3 key volunteers; and about US $5000 for dual-use hardware already at the ETC (ie, server, 2 laptops, wireless routers, and UPS devices). The cost of redeploying the system
with adaptations in a new emergency would be considerably less with reuse of the workflow, UI designs, and code.

**System Deployment and Usage**

Volunteer programmers began work on OpenMRS-Ebola in November 2014. ThoughtWorks began full-time development in early December 2014. Phase 1 was completed and deployed in mid-February 2015, with user testing and feedback starting in January while the modules were being finalized. Phase 2 was completed and released in mid-March, and phase 3 development was completed in late March. Phase 3 was not deployed because the Kerry Town ETC closed on short notice at the end of March 2015 after a dramatic decrease in new Ebola cases. Therefore, the phase 2 and 3 modules saw little to no use on actual ETC patients.

From January to March 2015, nearly 100 clinicians were trained to use the system. In total, 112 of 456 Kerry Town ETC patients were registered in OpenMRS-Ebola. All but 2 of those not entered into OpenMRS-Ebola had completed their ETC stay before the system was deployed. The 2 remaining patients were discharged within hours of being admitted. For drug ordering, 569 prescription orders were placed using the system, and 971 medication administrations were recorded.

**Evaluation**

Sixteen clinicians completed the predeployment questionnaire, including staff from Sierra Leone (n=5), Cuba (n=6), and other countries (n=5). They included the full range of clinical staff, from community health assistants and officers to nurses and doctors. The questionnaires were completed in February 2015, 3 months after the ETC opened. When asked whether they agreed or disagreed that an electronic patient record system could improve patient records at the ETC, 7 strongly agreed, 8 agreed, and 1 was neutral. Some reasons they stated for wanting an EHR over the paper system included likelihood of higher quality data collection in the red zone, not having to rely on memory for transferring data to the green zone, real-time data collection and review, records not being damaged or missing, and legibility. Their concerns about a potential EHR included adoption by users without previous tablet or EHR experience, difficulty if training is inadequate, power outages, equipment breaking, having parallel systems if the EHR could not fully replace the paper system, and cost.

Although we were unable to complete postdeployment user questionnaires, we obtained informal feedback about the EHR during the phase 1 and 2 field testing and deployments. Positive comments included that OpenMRS-Ebola was easy, fast, and intuitive to use; the UI worked well with red zone visibility or dexterity problems; the EHR seemed useful for both red and green zone entry and review; and that the EHR would be favored over the paper system if there was more training and if network connectivity was good. Concerns included needing more training for users unfamiliar with such systems, potential delays in fixing bugs, and having to use both paper and electronic records during the phased rollout.

When comparing the paper and EHR records for the 112 patients registered in OpenMRS-Ebola, ID numbers, age, and sex were incorrectly recorded in the EHR 4, 2, and 2 times, respectively. In comparison, a basic pre-EHR database created for use with the paper records initially had 7, 5, and 3 errors when recording ID numbers, age, and sex, respectively, for these same patients.

For the prescription entry, 97.2% (553/569) of the prescriptions in the EHR system correctly matched the paper records. Of the remaining 16 EHR prescriptions, 4 were missing from the paper drug charts but recorded elsewhere in the paper notes, 6 were missing from the paper charts altogether, and 6 were for a patient with missing paper records. A total of 77 prescriptions were recorded in the paper system but not in the EHR. Of these, 67 had specific identifiable reasons: 30 were prescriptions given as needed (pro re nata or PRN) without pharmacy prescription, 24 were illegible or ambiguous, and 13 were because of drugs not listed in the EHR during the first weeks of deployment. The latter were reported as missing and subsequently fixed in the EHR system.

The time taken to perform this evaluation was also informative. The majority of time spent on analysis for this evaluation was because of the time-consuming nature of working with paper records. The code to analyze the EHR data took minutes to write but going through the paper records took days. Additionally, legibility was a major issue for some of the paper records, and missing or damaged pages were a less common but still important problem.

**Discussion**

**Principal Findings**

We rapidly developed an open-source Ebola EHR system that was deployed at Save the Children’s Kerry Town ETC during the West African Ebola outbreak. OpenMRS-Ebola was designed specifically to address the many challenges in recording patient data within ETCs that arise from severe infection control measures. This EHR supports registration, bed allocation, and discharge of patients; recording of vital signs and symptoms; medication and IV fluid ordering, administration, and monitoring; laboratory results; clinician notes; and data export for analysis. It displays relevant patient information to clinicians in both the infectious and noninfectious zones. To our knowledge, this system is the most comprehensive clinical EHR built for Ebola and is able to function as a stand-alone medical record system in an ETC.

The evaluation suggested that OpenMRS-Ebola worked well in the context of our rollout. There were two main sources of error, with both being ones that would be expected during a rollout. First, some errors were discovered during implementation, such as an initially incomplete drug list that resulted in a few missing prescriptions. Second, during the initial implementation of the EHR, clinicians used it in parallel with the existing paper system. This meant that it was less than fully integrated into the clinical workflow, and some users may have taken the system less seriously than if the parallel paper system was not required. One example of this is the 30 missing PRN drugs (given in the red zone without a pharmacy prescription), for which the medication administration recording workflow differed between the paper and EHR systems. The OpenMRS-Ebola records had fewer age or sex or ID errors than the pre-EHR (ie, single-entered) database for the paper records.
Although those initial database errors were fixed through careful checking of the paper records, this is a time-consuming task. One explanation could be that clinical staff familiar with the patients entered data into the EHR, whereas the database for paper records was completed by data entry clerks who were retrospectively copying from handwritten, possibly illegible, paper charts. This analysis also demonstrates the value of the EHR in terms of how much quicker it is to enter, analyze, report, and evaluate data compared with a paper-based system.

Strengths and Weaknesses of Approach

Although we successfully built the full OpenMRS-Ebola EHR system and implemented its first phase, this system’s usefulness was limited because it was deployed around the time when the number of new Ebola cases began to decline in Sierra Leone. The Kerry Town ETC closed soon afterward, just as we were deploying phase 2. This is a major drawback of developing a system during the outbreak. At the time we began building the system, the number of Ebola cases was increasing exponentially, and many believed that the outbreak would last a long time [25]. We therefore had to plan for a wide range of options, including the likely possibility that the Kerry Town ETC would be open for many months. We also hoped to share our EHR with other ETCs because they were all struggling with the same data communication issues between red and green zones and had similar workflows, triaging, and patient care. We believe that OpenMRS-Ebola would have shown greater value as the epidemic continued and may have had wider adoption. Fortunately, the epidemic forecasts when we were developing OpenMRS-Ebola in autumn 2014 were more pessimistic [25,26] than the reality [1], and the epidemic wound down more quickly than most expected. The design experience, added functionalities, and lessons learned from this project should be applicable to future health emergencies, making earlier deployment of an EHR plausible.

We tried to minimize the inherent problem of software development during a health emergency, namely that software requires planning but rapidly evolving situations mean dynamic needs. We first gathered information on the ground to determine how best an Ebola EHR could be designed to address the challenges encountered with the paper-based records system. We started developing OpenMRS-Ebola as the Kerry Town ETC opened, and we recognized that our ideas and designs needed to continuously evolve with changing needs and processes on the ground. To do this efficiently, we selected highly flexible methods, including a modular software platform, Agile software methodology, daily communication between teams, frequent feedback from users on site, regular reevaluation of priorities, and a phased implementation.

We benefited from working with a diverse group, from clinicians and epidemiologists to programmers and UI designers. Our team was located across six continents, which could have produced collaboration problems but instead was beneficial both for perspective and the ability to effectively work around the clock. Several individuals, including the project leads on the operations and development teams, remained on the project from start to finish. This was essential for developing a usable product during rapidly changing conditions but also unusual because of the typical high staff turnover of field staff (eg, operations lead) during such responses.

A key challenge for this work was the dynamic situation on the ground. The clinical workflow at the ETC shifted based on changing clinical protocols, unfamiliarity with treating large numbers of Ebola patients, and frequent turnover of the clinical director and short-term medical teams. For example, drug ordering and monitoring were done at the patient's bedside in the red zone when the ETC opened. Correctly communicating these orders to the green zone was very difficult, especially given the large distances between the red and green zones at this ETC. Since this could have serious safety implications for patients, drug ordering and monitoring were deemed to be a top priority for the EHR and were included in the MVP. However, about 2 months later, the clinical staff changed their workflow to order drugs from the green zone instead, which was nonideal but safer for patients given the lack of instant and accurate communication between zones. The tablet-based drug-ordering module was time-consuming to build but already largely developed at this point. If the software had been ready earlier, the clinicians likely would not have changed their drug ordering workflow, and prescriptions could have been done more safely from the red zone.

One implementation challenge was the limited time to introduce and train staff on the system. We conducted a large showcase, where the development team dialed in to present the product, for all available users before OpenMRS-Ebola was deployed. However, we found that smaller group launches worked better in our setting and should be the norm in health emergencies. For training, we held sessions where clinical staff were able to use and learn the OpenMRS-Ebola interface. We combined our EHR training with more general training on common programs such as Microsoft Word and Excel. This helped increase staff engagement and computing familiarity for those new to such technology. More consistent training and retraining when necessary are critical for the success of new technologies in such situations. This is particularly difficult during an emergency response where hundreds of clinicians, sometimes rotating every few weeks, may provide patient care. The need to adequately train the user must also be balanced with the need to urgently deploy the system. One important consideration is whether all clinical staff should be trained to use the system or if a select set of superusers can mediate all interactions with it. This decision depends at least, in part, on the clinical workflow and skill levels of team members.

Regular communication between the operations team and system users is an important component of user support and buy-in. We had an operations team member speak at morning clinical meetings and discuss overnight software updates with the clinical lead. We also consulted clinicians on how to redesign the clinician station to fit the EHR system and regularly had an operations team member at the station to answer questions about the system as clinicians entered and exited the red zone. We found this difficult to maintain, especially with staff turnover, but it is essential for a smooth and rapid rollout.

We also faced staffing challenges on the ground, including being able to correctly time the deployment of an experienced team.
member to lead the EHR implementation, given the difficulty in determining when the MVP would be released. An effective champion on the ground is necessary for a successful implementation, especially during a health emergency where there are few chances for a do-over. Having an organized and properly staffed operations team, both in terms of personnel and skill levels, is critical for a successful rollout. This is especially true during an emergency when there are many demands for health information, including daily reporting to external actors. Deploying our EHR required some effort, at minimum, from an operations lead, a health information manager, 3 to 4 additional health information staff, a key clinician, 3 to 4 additional go-to clinicians, and information technology (IT) support (both on the ground and remote). Without knowledgeable IT staff on the operations side, even a complete EHR may not be deployable on the ground. For our deployment, the SCI IT staff needed to urgently solve network access control and security issues and build a virtual Linux machine on a Windows server. Such requests are not typical IT needs for most emergency responses, so it is essential that proper and accessible IT support is secured before deploying an EHR in such situations. Ideally, local staff can be trained to fill several of the operations positions needed for implementation, which is useful both for the project and overall capacity building. Partly because of the experience received with deploying OpenMRS-Ebola, at least one local health information staff member obtained subsequent employment in EHR-related work at a local hospital after the epidemic.

Finally, a common issue for EHRs—especially in low-resource settings and emergency situations—is lack of evaluation data on performance, usage, and potential evidence of benefits to patient care and health facility management [27,28]. During emergencies, making a case for research or carrying out reliable studies is even harder. Yet, without such data, developing and deploying effective systems will remain an uncertain process and may be hard to justify. We were able to do a partial evaluation because we had a predeployment questionnaire and entered data in both the electronic and paper record systems for about a month as we rolled out phase 1 of the EHR. However, we were unable to perform a more complete evaluation because the ETC closed earlier than expected as the epidemic began winding down. Given the volatile nature of emergency responses, preplanning evaluations and having ideas in place on how to complete the evaluation in changing circumstances is important.

Comparison With Other Work

We conducted a literature review in March 2017 for publications regarding eHealth information systems for supporting the management of Ebola. We found 17 papers after searching PubMed for “Ebola” and (“EMR” OR “EHR” OR “Medical Record” OR “mHealth” OR “eHealth” OR “mobile health”). After reviewing titles and abstracts, we assessed 4 as relevant. These were supplemented with 3 papers recommended by colleagues from the gray literature and from an April 2015 meeting of team leaders from several projects hosted by the International Rescue Committee (IRC). To date, there are only a few publications that describe the development and deployment of EHR systems during the Ebola outbreak and only one that describes an EHR for use in ETCs [5].

No EHRs suitable for ETCs existed when we began developing OpenMRS-Ebola. Around the same time as us, a few other ETC EHR projects were initiated. Médecins Sans Frontières (MSF) partnered with Google Inc to develop and deploy Project Buendia, a basic tablet-based EHR [5]. They also developed robust hardware, including a waterproof tablet enclosure with charging capabilities and a miniature server with built-in low-power backup that allowed offline use with later synchronization of data. VecnaCares partnered with IRC to build an EHR with CliniPAK [29], and Project ELEOS was launched by MSF Belgium to deploy a simple data collection protocol on a personal digital assistant (PDA; [30]).

These other EHR systems, however, recorded a subset of the data that OpenMRS-Ebola collects, and not all were implemented during the outbreak. In particular, they lacked several important functions such as drug and IV fluid ordering, administration, and monitoring. Such data are complex to collect accurately, and errors can put patients at serious risk. Drug order entry systems are considered critical parts of successful EHRs but are rare in low-resource settings.

OpenMRS-Ebola and Project Buendia shared important components. Project Buendia was also built using the OpenMRS platform that was linked through OpenMRS application programming interfaces (APIs) to an Android application. Some clinical vocabulary—a subset of the CIEL dictionary focused on Ebola—was shared with Project Buendia to help speed up development. Project Buendia started in September 2014 and deployed in March 2015, at a cost of about US $1.9 million [5]. Although there was some contact between the OpenMRS-Ebola and Project Buendia teams, the projects diverged early on because of different requirements. In particular, unlike MSF sites, the Kerry Town ETC had unusually reliable power and infrastructure as part of the United Kingdom government's Ebola response. Thus, we were able to save time by developing a browser-based application, whereas Project Buendia needed an application that allowed offline use.

Overall, we believe that our system is the most comprehensive adaptable clinical EHR software developed to date for a health emergency in a low-resource setting. The potential for this system is strengthened by the wealth of software designs and code modules already deployed worldwide by projects using OpenMRS and a growing evidence base of the impact of OpenMRS use on care processes [31,32].

Spreading Up Use of Health Software During Emergencies

A key contribution from this project has been to advance our understanding of the process required to develop and deploy EHRs for emergencies in low-resource settings, as well as defining the factors slowing this process and how to address them. Figure 5 shows the stages that we recommend for deploying an EHR in such a setting, using the example of OpenMRS-Ebola, and potential areas for improvement. The biggest delays for deploying an EHR at the Kerry Town ETC occurred for four main reasons. First, the largest delay
occurred because no suitable off-the-shelf EHR existed that could be immediately adapted and put into use at the ETC. Second, the lack of a suitable generic tablet interface for OpenMRS meant that the platform could not be immediately adapted for the most critical need: use in the red zone. Third, although volunteers made major early contributions, it took us a month to realize we needed full-time staff (e.g., programmers, UI designers, and business analysts) to complete the EHR as quickly as possible and to contract that full-time development team. Finally, we faced the standard challenge of doing requirements gathering, field testing, and implementation under emergency conditions. This included a late start to field testing and user training because of a long delay in receiving the Sony tablets and other key hardware.

On the basis of our experience with OpenMRS-Ebola, we have listed a set of recommendations for rapidly building, deploying, and evaluating an EHR during a health emergency in Table 2. Even before the health emergency, however, work should be done to design and develop components that are necessary but lacking based on experiences from prior emergencies and anticipated functional needs.

Figure 5. Stages in development and deployment of an electronic health record (EHR) during a health emergency, using OpenMRS-Ebola as an example (note: phase 3 development is not included).

<table>
<thead>
<tr>
<th>10/2014</th>
<th>11/2014</th>
<th>12/2014</th>
<th>01/2015</th>
<th>02/2015</th>
<th>03/2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volunteers start</td>
<td>ETC opens</td>
<td>ThoughtWorks starts full-time</td>
<td>MVP deployed</td>
<td>Phase 2 deployed</td>
<td>ETC closes</td>
</tr>
</tbody>
</table>

1. Predevelopment
- Define core needs
- Identify potential software solution(s)
- Identify resources (funding, volunteers, pro bono contributions)
- Create team (programmers, business analysts, UI designers, QA/ testing team, training/site support staff)
- Initial proof-of-concept designs/work

2. Development
- Define MVP + other phases
- Redefine MVP and other phases as need
- Design/develop MVP
- Fix MVP bugs + add urgent features
- Design/develop phase 2
- Fix phase 2 bugs + add urgent features

3. Predeployment
- Nonfield pretesting (QA testing, deployment pipeline setup/test)
- Field test MVP + initial user feedback
- Field test phase 2 + initial user feedback

4. Deployment
- Train users (and retrain if needed)
- Deploy/monitor MVP
- Deploy/monitor phase 2

5. Evaluation
- Plan evaluation
- Predeployment user surveys
- Postdeployment user experience surveys
- Analysis

*ECT: Ebola treatment center; *MVP: minimal viable product; *UI: user interface; *QA: quality assurance
Table 2. Recommendations for rapidly building, deploying, and evaluating an electronic health record (EHR) during a health emergency.

<table>
<thead>
<tr>
<th>Process stage</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predevelopment</td>
<td>Hire full-time professional staff to complete the product (i.e., do not rely purely on volunteer efforts)</td>
</tr>
<tr>
<td></td>
<td>Select a product owner who is a key stakeholder, deeply knowledgeable of the ground-level needs, and will remain engaged throughout the project</td>
</tr>
<tr>
<td></td>
<td>Ensure that development team is proficient in Agile software approaches</td>
</tr>
<tr>
<td></td>
<td>Set up mechanisms for regular (daily) communication</td>
</tr>
<tr>
<td></td>
<td>Test and select hardware early to ensure (1) suitability based on needs (e.g., waterproof, low power, and long battery life) and (2) that software designs are compatible with hardware</td>
</tr>
<tr>
<td></td>
<td>Conduct review of working environment, clinical situation, and needed functionality with health workers</td>
</tr>
<tr>
<td>Development</td>
<td>Define the MVP\textsuperscript{a} based on both ground-level priorities and time to develop features</td>
</tr>
<tr>
<td></td>
<td>Communicate with ground-level team at least daily, if possible, including demonstrations and review of work in progress</td>
</tr>
<tr>
<td></td>
<td>Conduct operational assessments of hardware and infrastructure needs</td>
</tr>
<tr>
<td></td>
<td>Reprioritize MVP and other phases regularly based on ground-level feedback</td>
</tr>
<tr>
<td>Predeployment</td>
<td>Create communication mechanisms for user feedback to reach development team regularly and set up test and training servers to support this</td>
</tr>
<tr>
<td></td>
<td>Ensure that operations team has appropriate staffing and skills required for EHR\textsuperscript{b} rollout and troubleshooting</td>
</tr>
<tr>
<td></td>
<td>Prepare training materials in advance and have plans for training and refresher training</td>
</tr>
<tr>
<td></td>
<td>Make sure all hardware is ordered well in advance of user testing and training</td>
</tr>
<tr>
<td></td>
<td>Determine strategy for selecting and training users (e.g., all users vs superusers)</td>
</tr>
<tr>
<td></td>
<td>Set up deployment pipeline to load and update software on production server</td>
</tr>
<tr>
<td></td>
<td>Create contingency plans for anticipated problems (e.g., locks for hardware, backup paper data collection, and backup power supplies)</td>
</tr>
<tr>
<td>Deployment</td>
<td>Ensure that deployment lead is proactive and can create and maintain buy-in from staff</td>
</tr>
<tr>
<td></td>
<td>Conduct regular trainings with user-friendly material (e.g., videos and annotated examples) and refresher trainings when needed</td>
</tr>
<tr>
<td></td>
<td>Confirm that communication and feedback channels with development team are functional</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Plan evaluation (including templates for pre- and postdeployment user surveys) during early development</td>
</tr>
<tr>
<td></td>
<td>Keep records of informal feedback throughout the process</td>
</tr>
<tr>
<td></td>
<td>Plan for contingencies (e.g., obtaining consent and contact information for a Web-based follow-up user survey if emergency ends earlier than anticipated)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}MVP: minimal viable product.
\textsuperscript{b}EHR: electronic health record.

**Future Work**

Ideally, the best time to prepare for an emergency response is before the emergency. In this outbreak, the key reason no organization was able to fully implement an EHR before ETCs began closing was because we had to do real software development during the outbreak. Learning from this and previous emergency responses can help identify common themes and modular configurable software that can be made at least partially ready in advance. Although EHR advances by us and others during this outbreak have helped fill many of the gaps we encountered at the start of this work, more development is still needed to extract and extend this work into a comprehensive EHR system suitable for health emergencies. Additional features would include laboratory test ordering, clinical decision support, pharmacy dispensing, integrated data entry quality checks, and customizable automated reports, as well as linkages to external laboratory services, community-level care, and surveillance. Coupling this with hardware advances, such as those started by Project Buendia, can result in a complete product that is ready to go out of the box after minor adaptations. Most importantly, the time to work on further advancing these software and hardware features is now, instead of waiting until the next health emergency hits.

More generally, responding to outbreaks such as this one requires effective and rapidly deployable strategies across a range of health activities, including case detection, triage, contact tracing, public education, and treatment of infected patients. This requires a set of robust technologies that are semantically interoperable and easily adaptable to support high-quality data collection during emergencies. Several open-source applications already exist that fill different niches in the health system, have been implemented at the national scale, and support
interoperability and secure data sharing. These include DHIS 2 at district- and national-level for aggregate data; OpenMRS, Baobab Health (Malawi), iSante (Haiti), and others for health facilities; and several mobile technology platforms in the community such as CommCare and RapidPro. Some of these were deployed in this outbreak and projects such as mHero, a communication tool between health workers and health ministries, combined more than one system [33-36]. However, these systems were largely deployed on an ad-hoc basis and not as part of a network of integrated health information technologies that could efficiently fill complementary data needs. To get to that point, these systems need to be reliably interoperable, easily adaptable, user friendly, and well tested with predesigned and accessible training materials.

Without better coordination and communication—both between and within developer and implementer teams—technology will not be efficiently implemented during an emergency, even if the software is fully ready. A detailed registry of suitable software, ideally managed by the World Health Organization or another international organization, is needed. This would provide a centralized location for governments and emergency response organizations to find and compare IT options, including interoperable ones, at the start of a health emergency instead of doing ad-hoc searches or relying on word-of-mouth contacts. ICT Africa tried but failed to obtain funding for such a registry in 2016 [37]. If we want to be better prepared for future emergencies, we need to fund and maintain such efforts. Similarly, a centralized and easy-to-use site to communicate with other responding organizations could improve coordination during an emergency and promote shared solutions. For example, we connected with other organizations developing EHRs through personal contacts, but a platform to share our work, ideas, and experiences would likely have sped up development and implementation. Such tools may be especially useful for rapid emergency deployment teams, which have increased substantially since the Ebola epidemic. Finally, it is essential that organizations be open and collaborative about their efforts during an emergency, as this can speed up development and implementation. The free and open-source software approach is a powerful framework for collaboration, not only across nonprofits but also with a larger community of developers. At the time of their development, none of the other Ebola EHR projects were open source. As software can be adapted for future emergencies and is interoperable with other eHealth systems. To make a real impact, however, it must be available to expand the use of well-functioning technologies into standard health systems. Having the technology already integrated in the health system means having the benefits of an EHR during nonhealth emergency times and an easier transition to high-quality data collection during an emergency response.

Conclusions

The OpenMRS-Ebola EHR is well suited for patient records in an ETC because it allows for instant communication between infectious and noninfectious zones over a local wireless network, access to full clinical histories in both zones, and has a fast, easy UI suited to this difficult environment. Careful user design on a flexible platform can rapidly yield EHRs that are suitable for health emergencies. We were relatively successful in rapid development and deployment, but better preparation could likely have reduced time to implementation of the full system by approximately half (about 2 months). OpenMRS-Ebola can be adapted for future emergencies and is interoperable with other eHealth systems. To make a real impact, however, it must be part of a well-designed and tested set of interoperable electronic systems ready for deployment with appropriate hardware and training materials. Health information is too important a resource in emergency situations to be treated as an afterthought.
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Multimedia Appendix 1
Complete screenshots of the desktop or laptop-based OpenMRS-Ebola application.
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Multimedia Appendix 2
Complete screenshots of the tablet-based OpenMRS-Ebola application.
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Abstract

Background: Providing feedback to patients on their patient-reported outcomes (PROs) can help patients in monitoring their functioning and symptoms and may help empower them.

Objective: The objective of this study was to investigate whether patients with lymphoma wished to receive PRO feedback, including the option to compare their scores with those of their peers, and how this feedback was evaluated.

Methods: We invited 64 patients participating in a lymphoma cohort who were eligible for a follow-up questionnaire and gave them the option to receive PRO feedback. Patients completed questions about health-related quality of life (HRQoL) and symptoms. PRO feedback was provided via bar charts.

Results: Of the 64 invited patients, 45 participated (response rate 70%) and 36 of those (80%) wished to receive PRO feedback. The vast majority (34/36, 94%) compared their scores with those of a lymphoma reference cohort, and 64% (23/36) compared their score with those of a normative population without cancer. All patients wished to receive feedback on their HRQoL, and 29 (81%) to 33 (92%) wanted feedback on their functioning, fatigue, neuropathy, anxiety, and depressive symptoms. Of the 36 participants wishing to receive PRO feedback, 35 (97%) viewed it as being useful, with reassurance and knowledge about their own functioning in relation to what is “normal” being the most frequently mentioned reasons.

Conclusions: A high number of patients with lymphoma wished to receive PRO feedback. Patients reported the comparison of their scores versus a lymphoma reference cohort as most valuable. Further research should investigate whether PRO feedback could increase empowerment and possibly improve HRQoL.

(J Med Internet Res 2017;19(8):e288) doi:10.2196/jmir.7079
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Introduction

Patients with lymphoma are at risk of experiencing adverse physical and psychosocial effects of their cancer and its treatment, such as fatigue, cognitive problems, anxiety, and depression [1-4]. Management of these symptoms is often complex, and patients do not always know if their symptoms are common and are caused by their disease or treatment [5].
Patient-reported outcomes (PROs) provide information about the subjective well-being of patients [6]. PROs are standardized questionnaires that are completed by patients and measure a broad range of health-related constructs, including symptom assessment, and evaluation of function and health-related quality of life (HRQoL) [6,7]. Regular screening of physical and psychosocial symptoms by use of PROs could increase awareness and recognition of symptoms and can contribute to managing them [7-11]. PROs are furthermore useful in identifying issues that are most bothersome to patients [12] and can enable patients and their health professionals to jointly identify goals and priorities for future health and health care [13].

The use of PROs in clinical practice has increased in the past years [14]. Studies have shown that feedback from PROs can lead to improved symptom detection and more dialogue about problems between patients and physicians [7-11,15-19]. However, some studies reported no benefit from PRO feedback in the number of patients referred to psychosocial care or in clinical actions taken [16,18,20,21]. In most of these studies, PRO feedback was provided to a health care provider (e.g., a physician or nurse). A limitation of providing feedback to health care providers might be that they may not always see the urgency of a specific problem and forget to discuss it. Some health care providers were found to downgrade or miss symptoms such as fatigue and pain [22-24]. Physicians are furthermore most interested in PRO scores that indicate worsening symptoms, whereas patients prefer to see both worsened and improved scores [25]. The provision of PRO feedback to patients themselves might therefore be another and maybe better solution. Patients can then monitor all symptoms and initiate discussion on symptoms that bother them the most. Patients are moreover best placed to interpret their own subjective PROs within the complex context of their experience [26]. Patients also report that the inclusion of PROs in their clinical follow-up made them feel more in control of their care [27].

Comparison of a patient’s outcomes with those of patients with the same age and sex may help to reassure that patient that what he or she is experiencing is “normal” or may empower the patient to take action. The aim of this study was therefore to investigate whether patients with lymphoma wished to receive PRO feedback including the option to compare their scores with those of their peers. We furthermore investigated how patients evaluated the PRO feedback. We hypothesized that around two-thirds of patients would express a wish to receive feedback, as research shows that about 62% of patients with lymphoma want to be fully informed about their illness [28].

Methods

Participants and Setting

This study was part of the Patient Reported Outcomes Following Initial Treatment and Long Term Evaluation of Survivorship (PROFILES) lymphoma registry [29]. This is a longitudinal population-based observational study whereby patients with Hodgkin lymphoma and non-Hodgkin lymphoma as diagnosed by the Netherlands Cancer Registry in 9 hospitals in the Netherlands complete questionnaires either on paper or online for research purposes. The first patients were included in 2009, and each year patients with a new diagnosis between 9 months and 1.5 years after diagnosis are invited for questionnaire completion. Patients with a diagnosis within less than 3 years are invited to complete a questionnaire every 6 months and patients with a diagnosis more than 3 years ago are invited to complete a questionnaire once a year. In January 2016, we invited patients with a diagnosis made less than 3 years previously and who were eligible for a follow-up questionnaire to participate in this study. Patients who participated online were given an option to receive PRO feedback. We obtained ethical approval for this study from a certified medical ethics committee (METC Brabant, the Netherlands; reference number: NL54096.028.15/P1533).

Questionnaire

The questionnaire completed by patients consisted of the following.

We used the Dutch validated version of the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire Core 30 (EORTC QLQ-C30) to assess HRQoL [30]. We added the symptom tingling in hands or feet, as it appeared from the literature and focus groups that this might be a prevalent symptom among patients with lymphoma. Answer categories range from 0 (not at all) to 4 (very much). After linear transformation, all scales and single item measures range from 0 to 100 [30].

We used the Hospital Anxiety and Depression Scale (HADS) [31] to measure anxiety and depressive symptoms in separate subscales of 7 items each. Answers range from 0 to 3, and we calculated scores by adding the items, with a higher score meaning more anxiety or depressive symptoms [31].

We also assessed patients’ marital status, educational level, and comorbidity in the questionnaire and categorized comorbidity at the time of the survey according to the adapted Self-Administered Comorbidity Questionnaire [32]. We obtained clinical characteristics (i.e., sex, age, type of lymphoma, date of diagnosis, stage at diagnosis, and primary treatment) from the Netherlands Cancer Registry.

Procedure

Eligible patients received a letter or email with an invitation to complete the questionnaire. Patients were informed that when they completed the questionnaire online they would have the possibility to receive PRO feedback. After completing the online questionnaire, patients received the following question: “Would you like to receive feedback on your answers to the questionnaire?” If patients answered yes, we asked them on what topics they would like to receive feedback. They could choose from general quality of life, physical functioning, emotional functioning, cognitive functioning, social functioning, fatigue (based on their scores on the EORTC QLQ-C30), tingling hands or feet (based on their score on the question with respect to tingling hands or feet), anxiety or worries, and depressive symptoms (based on their scores on the HADS), or all topics. Subsequently, patients were asked whether they only wanted to see their own scores, and whether they would like to
compare their scores with those of other patients with lymphoma or with those of people without cancer, or both. After that, the feedback was generated automatically by computer and was directly shown on the patients’ screens. If patients indicated that they did not wish to receive feedback, the feedback was not generated. Patients who viewed their PRO feedback received evaluation questions afterward.

**Patient-Reported Outcome Feedback**

We based the content and layout of the PRO feedback on examples in the literature [33,34] and on lymphoma patients’ preferences reported in an earlier survey on how to provide PRO feedback. In this survey, we presented respondents with 2 examples of PRO feedback: in a bar chart and in a line chart. Respondents had a slight preference for the bar chart. Several examples of PRO feedback presented as bar charts were subsequently evaluated by 12 persons (mean age 55 years; 8/12, 67% female; 5/12, 42% low level of educational attainment). We asked them which colorway they preferred: traffic light colors, pastel colors, or PROFILES house-style colors. Here respondents preferred traffic light colors. Patients furthermore preferred a dotted line over a solid line to indicate “your score” in the bar chart. In this study, we therefore provided the PRO feedback via bar charts in traffic light colors with a dotted line to indicate a patient’s score.

If patients wanted to view their own scores, a single bar chart was shown for each PRO feedback topic. If patients had indicated that they wanted to compare their scores with those of a lymphoma reference cohort or a normative population without cancer, both of the same sex and age, either 1 or 2 traffic light-colored bar charts were shown (see Figure 1 for an example). Age was grouped into categories of 10-15 years, ranging from 18-30 years to older than 75 years. The colors of the bar charts were related to clinically relevant mean differences of the evidence-based guidelines of the EORTC QLQ-C30 [35]. A score that differed by less than the minimal medium clinically relevant difference from the mean score was considered average (amber). A score that differed as much as or more than the minimal medium clinically relevant difference from the mean score was considered above average (green) or below average (red). We interpreted anxiety and depressive symptoms according to the published scoring algorithm with 0-7 indicating no or mild symptoms (green), 8-10 indicating moderate symptoms (amber), and ≥11 indicating severe symptoms (red) [31]. We added a detailed description of the meaning of the colors (traffic light model) and how to interpret the scores to assist patients in understanding the graphs (Textbox 1 shows cognitive functioning as an example). Patients with a symptom score in the red part of the bar chart were advised to contact their general practitioner.

**Figure 1.** The example of cognitive functioning as part of patient-reported outcome feedback provided to participants.
Descriptive text begins here...

Cognitive functioning is a component of quality of life. Cognitive functioning, for example, refers to the extent to which one can concentrate or can remember things.

On the cognitive function component, you can score between 0 and 100. The higher the score, and the closer the score is to 100, the higher you will experience your quality of life in this part. Your score is shown in the graph by the purple line.

Your score in comparison with other lymphoma survivors:
- Your score falls in the yellow part. This indicates that your score is similar to that of other people with lymphoma with your age and sex.

Your score in comparison with the general population:
- Your score falls in the red part. This indicates that your score is lower than the average score of people from the general population with your age and sex.

People with lymphoma score generally lower on cognitive functioning than the general population. Memory and concentration problems are common among people with cancer. Some also experience difficulty working under time pressure or doing different things at the same time. Others must make a greater mental effort to reach the same results as when they were living without cancer. [36]

**Lymphoma Reference Cohort and Normative Population**

We based the mean scores of the lymphoma reference cohort on data from our previous population-based study on HRQoL among 856 patients with lymphoma [37]. We extracted the mean scores of an age- and sex-matched normative population of 1859 individuals without cancer from a reference cohort from the general Dutch population (CentER panel) [38].

**Evaluation Questions**

The evaluation questions consisted of 5 open questions with respect to the usefulness, accessibility, clarity, and missing features of the feedback. Patients were furthermore asked whether they would have liked to see different features in the PRO feedback. Based on the average scores on HRQoL and anxiety and depressive symptoms, we evaluated whether both patients with and patients without symptoms wanted to receive PRO feedback.

**Statistical Analysis**

Analyses were performed using SAS version 9.1 (SAS Institute Inc). $P < .05$ were considered statistically significant. We determined clinically relevant differences using the evidence-based guidelines of the EORTC QLQ-C30 [35].

We used Fischer exact tests or $t$ tests to compare differences in sociodemographic and clinical characteristics between respondents and nonrespondents and between patients who wished and those who did not wish to receive PRO feedback.

To evaluate whether scores were on average comparable with those of a lymphoma reference cohort, we compared patients’ mean EORTC QLQ-C30 and HADS scores with mean scores of a lymphoma reference group using analysis of covariance with age and sex as covariates. We also compared patients’ mean scores, in the same way, with those of a normative population. The numbers of patients scoring in the red, amber, or green part were computed to evaluate whether both patients with and patients without symptoms wished to receive PRO feedback.

**Results**

**Participants**

Of the 64 patients who were invited, 45 participated (response rate 70%). Their mean age was 60.7 years and 58% (n=26) were male. Mean time since diagnosis was 2.8 years, and 82% (n=37) had a diagnosis of non-Hodgkin lymphoma. Most patients underwent systemic therapy or radiotherapy, or both. Sociodemographic and clinical characteristics did not statistically differ between respondents and nonrespondents (Table 1).

**Evaluation of Patient-Reported Outcome Feedback**

A total of 36 (80%) participants wished to receive PRO feedback, with similar percentages for males and females (21/26, 81% vs 15/19, 79%; $P = .29$) and for patients under and above 65 years of age (20/26, 77% vs 16/19, 84%; $P = .25$). Patients who wished to receive PRO feedback had scores on overall HRQoL ($P = .14$) and anxiety ($P = .47$) and depressive symptoms ($P = .25$) similar to those of patients who did not wish to receive feedback.

The vast majority (34/36, 94%) compared their scores with those of the lymphoma reference cohort and 64% (23/36) compared their scores with those of the normative population without cancer, whereas 6% (2/36) viewed only their own scores.

All patients viewed the PRO feedback on their overall HRQoL, and 81% to 92% viewed feedback on their physical, emotional, social, and cognitive functioning, fatigue, tingling in hands or feet, anxiety, and depressive symptoms (Table 2).
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents (n=45)</th>
<th>Nonrespondents (n=19)</th>
<th>P value, respondents vs nonrespondents</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>26 (58)</td>
<td>14 (74)</td>
<td>.27</td>
</tr>
<tr>
<td>Female</td>
<td>19 (42)</td>
<td>5 (26)</td>
<td></td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;65, n (%)</td>
<td>26 (58)</td>
<td>8 (42)</td>
<td>.28</td>
</tr>
<tr>
<td>≥65, n (%)</td>
<td>19 (42)</td>
<td>11 (58)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>34 (76)</td>
<td></td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>No partner</td>
<td>11 (24)</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Educational level attained, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>8 (18)</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Intermediate vocational</td>
<td>17 (38)</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>High vocational or university</td>
<td>20 (44)</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Type of lymphoma, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hodgkin</td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>.26</td>
</tr>
<tr>
<td>Non-Hodgkin</td>
<td>37 (82)</td>
<td>18 (95)</td>
<td></td>
</tr>
<tr>
<td><strong>Years since diagnosis at time of questionnaire completion, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.8 (0.8)</td>
<td>2.6 (0.7)</td>
<td>.84</td>
</tr>
<tr>
<td><strong>Cancer stage at diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>8 (22)</td>
<td>4 (29)</td>
<td>.50</td>
</tr>
<tr>
<td>II</td>
<td>10 (28)</td>
<td>2 (14)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>5 (14)</td>
<td>4 (29)</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>13 (36)</td>
<td>4 (29)</td>
<td></td>
</tr>
<tr>
<td><strong>Primary treatment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiotherapy only</td>
<td>2 (4)</td>
<td>1 (5)</td>
<td>.11</td>
</tr>
<tr>
<td>Systemic therapy (eg, chemotherapy, immunotherapy)</td>
<td>19 (42)</td>
<td>8 (42)</td>
<td></td>
</tr>
<tr>
<td>Systemic therapy plus radiotherapy</td>
<td>13 (29)</td>
<td>1 (5)</td>
<td></td>
</tr>
<tr>
<td>Active surveillance</td>
<td>11 (25)</td>
<td>9 (47)</td>
<td></td>
</tr>
<tr>
<td>Self-reported comorbidities, mean (SD)</td>
<td>1.3 (1.3)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Most frequently reported self-reported comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arthritis</td>
<td>10 (22)</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Heart problems</td>
<td>8 (18)</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>High blood pressure</td>
<td>8 (18)</td>
<td></td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not available.
Table 2. Overview of patient-reported outcome feedback topics with number and percentage of interested patients.

<table>
<thead>
<tr>
<th>Topic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EORTC QLQ-C30</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General HRQoL</td>
<td>36</td>
<td>100</td>
</tr>
<tr>
<td>Physical functioning</td>
<td>33</td>
<td>92</td>
</tr>
<tr>
<td>Emotional functioning</td>
<td>32</td>
<td>89</td>
</tr>
<tr>
<td>Social functioning</td>
<td>33</td>
<td>92</td>
</tr>
<tr>
<td>Cognitive functioning</td>
<td>31</td>
<td>86</td>
</tr>
<tr>
<td>Fatigue</td>
<td>31</td>
<td>86</td>
</tr>
<tr>
<td>Neuropathy</td>
<td>29</td>
<td>81</td>
</tr>
<tr>
<td><strong>HADS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>30</td>
<td>83</td>
</tr>
<tr>
<td>Depressive symptoms</td>
<td>30</td>
<td>83</td>
</tr>
</tbody>
</table>

aEORTC QLQ-C30: European Organization for Research and Treatment of Cancer Quality of Life Questionnaire Core 30.
bHRQoL: health-related quality of life.
cHADS: Hospital Anxiety and Depression Scale.

Almost all patients (except 1) viewed the PRO feedback as being useful, with reassurance and knowledge about their own functioning in relation to what is “normal” being the most frequently mentioned reasons. The option to compare their scores with those of a lymphoma reference cohort of the same age and sex was reported as most valuable:

*This score shows what I actually did expect of my quality of life. The comparison with other patients with lymphoma feels right. I mean, I do not score that different and that again reassures me.* [Female patient with non-Hodgkin lymphoma, 69 years old]

*It is interesting to see how I stand compared to other patients with lymphoma and the general population.* [Male patient with Hodgkin lymphoma, 22 years old]

*The PRO feedback clarifies if symptoms are shared by others or not.* [Female patient with Hodgkin lymphoma, 37 years old]

Some patients reported that the PRO feedback was useful, since it provided new insights for discussion with their physician. No reason was provided by the patient who indicated that the PRO feedback was not useful.

A total of 2 patients reported that the PRO feedback had missing features; 1 patient advised us to provide more information on how to limit symptom burden or improve symptoms; and 1 patient suggested that it would be good to advise patients to go to their general practitioner when experiencing problems:

*Not everyone has good and regular contact with their doctors, so it would be helpful to advise a patient to contact a doctor when he or she reports problems.* [Female patient with non-Hodgkin lymphoma, 54 years old]

The comment regarding contacting a general practitioner was already covered for the symptoms in the current PRO feedback for patients scoring in the red part of the bar chart, but not for the functioning scales.

With respect to the clarity of the PRO feedback, 1 patient missed the possibility to go back to his answers in the questionnaire to verify that the PRO feedback was correct, because his score on neuropathy was very low according to the PRO feedback, but not in his experience. Furthermore, 1 patient had trouble understanding the colors of the PRO feedback at first, but after looking for a second time it became clear. With respect to things that should be different, some patients indicated that they wished to save their scores for future comparison purposes and to keep track of their scores:

*Is it possible to download my PRO feedback, so I can compare my scores over time and determine potential deterioration?* [Male patient with non-Hodgkin lymphoma, 84 years old]

Health-Related Quality of Life, Anxiety, and Depression Scores

Mean scores on HRQoL, anxiety, and depressive symptoms of participating patients in this study were not different from the mean scores of the lymphoma reference cohort (Table 3). Compared with the normative population, patients had on average statistically and clinically relevant lower scores on physical, cognitive, and social functioning and higher scores on fatigue (all \( P < .05 \)).

With respect to patients’ individual scores on HRQoL, 33% (n=15) of patients reported scores that were lower than the average of the lymphoma reference cohort (red part of bar chart) and 31% (n=14) reported scores higher than the average range of scores (green part of bar chart; Table 4). Compared with the normative population, 33% (n=15) of patients reported scores that were lower than the average and 20% (n=9) reported scores higher than the average of the normative population. The percentages were similar for the other scales (data not shown).
Table 3. EORTC QLQ-C30\(^a\) + tingling hands or feet and HADS\(^b\) mean scores of patients, a lymphoma reference cohort, and a normative population, and clinically important differences between these groups.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Patients (n=45)</th>
<th>Lymphoma reference cohort (n=876)</th>
<th>Normative population (n=1852)</th>
<th>Patients vs lymphoma cohort</th>
<th>Patients vs normative population</th>
</tr>
</thead>
<tbody>
<tr>
<td>EORTC QLQ-C30, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical functioning</td>
<td>83.1 (20)</td>
<td>79.4 (21)</td>
<td>90.5 (15)</td>
<td>.21</td>
<td>No</td>
</tr>
<tr>
<td>Emotional functioning</td>
<td>82.2 (21)</td>
<td>82.8 (21)</td>
<td>87.9 (17)</td>
<td>.86</td>
<td>Trivial</td>
</tr>
<tr>
<td>Cognitive functioning</td>
<td>80.4 (22)</td>
<td>82.4 (23)</td>
<td>92.5 (14)</td>
<td>.57</td>
<td>No (&lt;.001)</td>
</tr>
<tr>
<td>Social functioning</td>
<td>85.9 (25)</td>
<td>84.4 (24)</td>
<td>93.6 (16)</td>
<td>.68</td>
<td>No (.02)</td>
</tr>
<tr>
<td>Global health status/QoL(^d)</td>
<td>73.3 (20)</td>
<td>74.0 (20)</td>
<td>77.6 (17)</td>
<td>.82</td>
<td>No (.10)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>24.7 (23)</td>
<td>28.9 (27)</td>
<td>17.0 (20)</td>
<td>.30</td>
<td>No (.01)</td>
</tr>
<tr>
<td>Tingling hands or feet</td>
<td>18.5 (28)</td>
<td>17.0 (29)</td>
<td>N/A(^e)</td>
<td>.73</td>
<td>No</td>
</tr>
<tr>
<td>HADS, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>4.0 (3.8)</td>
<td>4.4 (3.8)</td>
<td>3.6 (3.2)</td>
<td>.51</td>
<td>No</td>
</tr>
<tr>
<td>Depressive symptoms</td>
<td>3.9 (3.8)</td>
<td>4.7 (3.8)</td>
<td>3.6 (3.2)</td>
<td>.17</td>
<td>No</td>
</tr>
</tbody>
</table>

\(^{a}\) EORTC QLQ-C30: European Organization for Research and Treatment of Cancer Quality of Life Questionnaire Core 30.

\(^{b}\) HADS: Hospital Anxiety and Depression Scale.

\(^{c}\) P value is adjusted for age and sex.

\(^{d}\) QoL: quality of life.

\(^{e}\) N/A: not available.

Table 4. Number and percentages of patients scoring lower, similar to, or higher than the lymphoma reference cohort and normative population on EORTC QLQ-C30\(^a\) global health status/quality of life.

<table>
<thead>
<tr>
<th>Relative scores</th>
<th>Compared with lymphoma reference cohort</th>
<th>Compared with normative population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower than average (red)</td>
<td>15 (33)</td>
<td>15 (33)</td>
</tr>
<tr>
<td>Average (amber)</td>
<td>16 (36)</td>
<td>21 (47)</td>
</tr>
<tr>
<td>Higher than average (green)</td>
<td>14 (31)</td>
<td>9 (20)</td>
</tr>
</tbody>
</table>

\(^{a}\) EORTC QLQ-C30: European Organization for Research and Treatment of Cancer Quality of Life Questionnaire Core 30.

Discussion

Principal Findings

Of the participating patients with lymphoma, 80% wished to receive PRO feedback, which was higher than the two-thirds of patients that we hypothesized. A similar percentage of men and women and patients younger and older than 65 years wished to receive PRO feedback. They reported the comparison of their scores with those of a lymphoma reference cohort as being very valuable, since it provided information about their functioning in relation to what is “normal.”

An advantage of providing PRO feedback to patients themselves is that patients can monitor their symptoms at any specific point in time. Patients are furthermore provided with information that they can use to actively engage with their physician when discussing symptoms [26,27]. However, not all patients will be self-assertive enough to bring up their problems and, in that case, providing feedback to both patients and physicians, as is done in some studies [16-18], might be more effective for discussing problems and taking action with respect to referral to other health care professionals.

Almost all patients indicated that the PRO feedback was useful and reassuring. Even when patients had scores that were below average, they still viewed PRO feedback as useful. The latter pleads for providing PRO feedback as a standard option in care. However, before PRO feedback is provided, patients need to be asked for their preference, as still 20% indicated that they did not want to receive PRO feedback. This is the case for information provision in general, as patients fare psychologically, behaviorally, and physiologically better when the information they receive about their medical condition is tailored to their coping styles, whereby those with a monitoring style tend to do better when given more information, and those with a blunting style do better with less information [39].

Since the feedback was generated automatically after patients completed the questionnaire, implementation in our PROFILES registry is relatively simple. In addition, providing PRO feedback is valuable for other research that is performed with online questionnaires, as well as for patients with other medical
conditions in terms of empowering patients and monitoring their functioning and symptoms.

In this study, we evaluated PRO feedback in a research setting at a fixed time point, but this kind of PRO feedback could also be of merit for patients at any given point in time outside of a research setting. It can, for example, be used as a tool for keeping track of their scores, which may help patients to feel more in control of their cancer and care [27].

**Limitations**

The sample size was relatively small, although we obtained a response rate of 70%. The PRO feedback was accessible only to patients completing the questionnaire online, which limits the generalizability of the results to the total lymphoma population, as patient characteristics are different for patients who participated online versus patients who participated on paper [40].

**Conclusion**

Future research should determine whether this kind of feedback could also increase empowerment and possibly improve HRQoL.
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Abstract

Background: Health care conferences present a unique opportunity to network, spark innovation, and disseminate novel information to a large audience, but the dissemination of information typically stays within very specific networks. Social network analysis can be adopted to understand the flow of information between virtual social communities and the role of patients within the network.

Objective: The purpose of this study is to examine the impact engaged patients bring to health care conference social media information flow and how they expand dissemination and distribution of tweets compared to other health care conference stakeholders such as physicians and researchers.

Methods: From January 2014 through December 2016, 7,644,549 tweets were analyzed from 1672 health care conferences with at least 1000 tweets who had registered in Symplur’s Health Care Hashtag Project from 2014 to 2016. The tweet content was analyzed to create a list of the top 100 influencers by mention from each conference, who were then subsequently categorized by stakeholder group. Multivariate linear regression models were created using stepwise function building to identify factors explaining variability as predictor variables for the model in which conference tweets were taken as the dependent variable.

Results: Inclusion of engaged patients in health care conference social media was low compared to that of physicians and has not significantly changed over the last 3 years. When engaged patient voices are included in health care conferences, they greatly increase information flow as measured by total tweet volume (beta=301.6) compared to physicians (beta=137.3, P<.001), expand propagation of information tweeted during a conference as measured by social media impressions created (beta=1,700,000) compared to physicians (beta=270,000, P<.001), and deepen engagement in the tweet conversation as measured by replies to their tweets (beta=24.4) compared to physicians (beta=5.5, P<.001). Social network analysis of hubs and authorities revealed that...
patients had statistically significant higher hub scores (mean $8.26 \times 10^{-4}$, SD $2.96 \times 10^{-4}$) compared to other stakeholder groups’ Twitter accounts (mean $7.19 \times 10^{-4}$, SD $3.81 \times 10^{-4}$; $t_{273.84} = 4.302, P < .001$).

Conclusions: Although engaged patients are powerful accelerators of information flow, expanders of tweet propagation, and greatly deepen engagement in conversation of tweets on social media of health care conferences compared to physicians, they represent only 1.4% of the stakeholder mix of the top 100 influencers in the conversation. Health care conferences that fail to engage patients in their proceedings may risk limiting their engagement with the public, disseminating scientific information to a narrow community and slowing flow of information across social media channels.

(J Med Internet Res 2017;19(8):e280) doi:10.2196/jmir.8049
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Introduction

Traditionally, health care conferences are attended by experts, industry specialists, or others involved in fields specific to the conference in question. Health care conferences present a unique opportunity to network, spark innovation, and disseminate novel information to a large audience. Twitter is a microblogging and social media site with 313,000,000 monthly users, 82% of which are primarily mobile users. Twitter is gaining in popularity at health care conferences by allowing attendees to interact with one another and with their greater social networks, facilitating the sharing of information and ideas [1-13]. For example, the annual meeting of the American Society of Clinical Oncology saw an increase in tweets from 10,475 in 2012 to 44,034 in 2014 which resulted in 53,001,708 impressions in 2012 (ie, number of times the tweet was seen determined by the total number of followers who could view the tweet) and 154,362,922 impressions in 2014 [11].

We previously reported on the importance of including patients in medical conferences and identified four pillars of patient involvement in academic medical conferences [14]. These four pillars include accommodation (considering the physical needs of patients), codesign (patients codesign conference along with program creator), engagement (including patients in the audience and as presenters), and education and mentorship (guide patients toward conference stakeholder collaboration). By involving patients in health care conferences, a new voice is added to the discussion. Arguably, the ultimate purpose of health care conferences and health care is to improve the lives of patients and their families. By actively including patients in the conversation, patients are able to share their thoughts and express the issues that matter most to them [15]. Inclusion and engagement of patients can help drive information dissemination in health care conferences and widen research agendas to include new patient-centered domains.

Numerous studies have attempted to explain how patients and providers utilize and communicate via social media. In a systematic review of the literature, Smailhodzic et al [16] identified studies that examined patient and provider use of social media and identified six uses of social media for health-related purposes: emotional support, esteem support, information support, network support, emotional expression, and social comparison. Furthermore, the authors identified the primary effects of social media use by patients for health-related reasons, including positive effects (eg, empowerment, enhanced subjective well-being, enhanced psychological well-being, improved self-management and control) and negative effects (eg, diminished subjective well-being, loss of privacy, being targeted for promotion, and addiction to social media). The effects of patient use of social media on provider-patient relationships were also examined and included improved communication, harmonious relationships, and inferior interactions. In general, social media makes it easier to partner with patients and is their preferred method of communication.

Despite these studies, little is known about how stakeholders communicate via social media at health care conferences. To track information dissemination and diffusion during health care conferences, it is important to start by analyzing social networks. Social network analysis can be adapted to understand the flow of information between virtual social communities and to examine how individual user roles affect conversation dynamics [17]. Social networks are comprised of nodes and edges, with nodes representing individual users (represented as a circle) and edges representing connections between individual users (represented by a line). The degree of a node is the total number of edges connected to an individual node [18]. Furthermore, analysis of hubs and authorities within social networks may reveal additional information pertaining to that network. Authorities are defined as reputable sources of information that point to many hubs within a social network. Hubs are not authorities on their own, but point to multiple authorities within a social network. Hence, a good hub points to many good authorities, whereas a good authority is selected by a variety of good hubs. Connection topology of social networks is neither completely random nor completely systematic; it has characteristics of what Watts and Strogatz [19] first called “small-world networks,” in which the degree distribution of nodes approximates a power law distribution with pockets of cohesive communities throughout the network [19,20]. Health care conferences often have high community cohesion with quick access to information; however, information often does not disseminate to a broader audience. For a health care conference to disseminate information outside its community to a broader audience, “influential hub” nodes are essential. Influential hub nodes are social network users who, due to their position in the network, have shorter edges that connect them to other nodes/users in different communities [21]. Small network analysis can be utilized to demonstrate that engaged patients act as influential hub nodes during health care conferences and play an essential role in information diffusion.
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dissemination. Engaged patients are broadly defined as any patient who actively participates in their health care through shared decision making, continued mindfulness of personal health needs within the context of their life, proactive seeking of information pertaining to their health, the setting of personal health goals, and the seeking of resources to achieve set goals [22].

In this study, we conducted a retrospective analysis of more than 7.5 million tweets from 1672 health care conferences that occurred from 2014 to 2016, which were registered in the largest online directory of health care conferences using social media [23]. We assessed three primary measures of social media performance concerning information dissemination during live health care conference coverage which included information flow, information propagation, and engagement in conversation in six stakeholder cohorts (patients, physicians and researchers, nonphysician health care professionals [HCPs], journalists, other health care individuals, and pharmaceutical organizations) and assessed performance of these cohorts against one another by these measures (Table 1). Definitions of stakeholder groups are presented in Table 2.

Table 1. Twitter metrics description.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information flow</td>
<td>Total number of tweets as a performance indicator</td>
<td>Frequency of information disseminated during a health care conference</td>
</tr>
<tr>
<td>Engagement in conversation</td>
<td>Number of replies as a quality indicator</td>
<td>Measure of engagement and active conversation</td>
</tr>
<tr>
<td>Information propagation</td>
<td>Total number of potential impressions as dissemination network size</td>
<td>Prediction of network size; how many people/groups received your message?</td>
</tr>
</tbody>
</table>

Table 2. Definitions of stakeholder groups.

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient</td>
<td>A person whose primary use of Twitter is to express their point of view as a patient with a specific disease or condition</td>
</tr>
<tr>
<td>Physicians and researchers</td>
<td>Those believed to be licensed MDs, DOs, or PhDs who bill directly for services, including residents and persons who work in the field of health-related research and/or academia</td>
</tr>
<tr>
<td>Health care professionals (HCPs)</td>
<td>Those believed to be health care professionals (eg, nurses, dietitians, respiratory therapists, nurse practitioners, pharmacists)</td>
</tr>
<tr>
<td>Journalists</td>
<td>Person whose profession is journalism or other news-related media</td>
</tr>
<tr>
<td>Other health care individual</td>
<td>Person working in the health care industry in a nonclinical role</td>
</tr>
<tr>
<td>Pharmaceutical organization</td>
<td>All organizations in the pharmaceutical industry</td>
</tr>
</tbody>
</table>

Methods

Categorization of Conferences and Stakeholders

Data was collected with the Symplur Signals research platform (Los Angeles, CA, USA) with direct access to the Twitter application program interface (San Francisco, CA, USA) [24]. We analyzed 7,644,549 tweets from 1672 health care conferences registered in Symplur’s Health Care Hashtag Project (the world’s largest collection of publicly available health care hashtags) from 2014 to 2016 (a total of 5692 conference hashtags), with at least 1000 tweets [23,25]. Metrics used in this study are defined in Table 1. The social network was analyzed to create a list of the top 100 influencers by mention from each conference. Influencers were subsequently identified and categorized by stakeholder group: patients, physicians and researchers, HCPs, journalists, other health care individual or pharmaceutical organizations based on Twitter accounts that publicly self-categorized their biographical description as certain stakeholders (eg, “radiologist,” “professor,” “nurse”; Table 2).

Multivariate linear regression models were created using stepwise function building to identify factors explaining variability as predictor variables for the model in which conference tweet were taken as the dependent variable. The categorization process involved a multinomial logistic regression multiclass classification model with a manual verification step, by which 156,149 Twitter accounts were categorized.

Statistical Analysis

Comparative Analysis

Statistical analysis was conducted using the open source programming language R, version 3.3.3 (Vienna, Austria, 2017) [26]. A Welch two-sample t test was used to compare the relative performance between those conferences with at least one patient among its top 100 influencers by mentions and those conferences without any patients among its influencers, with the number of total tweets from the respective conferences as the information flow indicator.

Predictive Analysis

Multiple regression analysis was constructed to test if the performance metrics significantly \( P < .05 \) depended on number of patients among the top influencers of a conference.
Number of Tweets, Replies, and Impressions
Multiple regression analysis was used to test if the health care stakeholders’ composition significantly predicted the conferences information flow (ie, number of tweets), engagement in conversations on Twitter (ie, number of replies), and information propagation from conferences on Twitter (ie, impressions). Replies are indicators of engagement in conversation tweets, which represent a quality, back-and-forth conversation and not simply a broadcast tweet or a random retweet. Information propagation was calculated based on total potential impressions by multiplying the number of tweets from each Twitter account with their number of followers then taking the sum of that number for all accounts tweeting during the conference.

Social Network Analysis (Hubs and Authorities)
Stanford Medicine X is an annual health care conference on emerging technology and medicine, focusing on patient-centered innovation and embraces the philosophy of Everyone Included, which places value on the voices of all health care stakeholders [27]. The influential hubs and authorities of the entire social conversation from the 2016 Stanford Medicine X conference was investigated by using the weighted hyperlink-induced topic search (HITS) algorithm. The values of the weighted HITS hub and authority for each Twitter participant as a node in this social network were calculated [28]. HITS was originally introduced by Kleinberg [21] to rate the importance of a node in a complex directed network using authority and hub values, where hub vectors $y=(y_1,...,y_n)^T$ and authority vectors $x=(x_1,...,x_n)^T$ are defined as:

$$x(t+1)=c(t)A^ty(t)$$
$$y(t+1)=d(t)Ax(t+1)$$

To shed more light on why patients bring better social performance to conferences, patient nodes were compared to nonpatient nodes using a Welch two-sample $t$ test for both the hub scores and authority scores.

Results
Health Care Hashtag Project Conferences
Table 3 displays the total number of conferences in 2014, 2015, and 2016 registered with the Health Care Hashtag Project. During the 3 years included in the study (January 1, 2014 to December 31, 2016) a total of 5692 conferences were identified that utilized the Health Care Hashtag Project. Conferences with at least 1000 tweets were elected for analysis, which yielded 7,644,549 tweets from 1672 conferences, of which 749 had at least one patient in the top 100 influencers by mentions.

Conference Stakeholders
A total of 156,149 Twitter accounts were categorized into 16 stakeholder groups, of which 75,720 belonged to either a patient (n=2355), physician or researcher (n=32,930), HCP (n=10,344), journalist (n=1756), other health care individual (n=26,428), or pharmaceutical organization (n=1907) within the top 100 influencers by mention. Although 16 stakeholder groups were categorized, only six were isolated for analysis. Figure 1 and Table 4 show descriptive statistics of the top 100 influencers within the six primary stakeholder groups analyzed. From 2014 to 2016 each category saw a decrease in the mean number of top 100 influencers by category with the exception of pharmaceutical organizations, which saw a mean increase of 0.15 (Table 4). From 2015 to 2016, the categories of patients, physicians and researchers, and pharmaceutical organizations saw a mean increase of 0.03, 1.43, and 0.11, respectively.

Figure 1. Stakeholder groups among top 100 influencers at health care conferences.
Table 3. Conferences registered with the Health Care Hashtag Project.

<table>
<thead>
<tr>
<th>Conference metric</th>
<th>Year, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2014</td>
</tr>
<tr>
<td>Total conferences</td>
<td>1428</td>
</tr>
<tr>
<td>Conferences with &gt;1000 tweets</td>
<td>347</td>
</tr>
<tr>
<td>Total tweets from analyzed conferences</td>
<td>1,543,862</td>
</tr>
</tbody>
</table>

Table 4. Descriptive statistics for stakeholder groups among top 100 influencers at health care conferences.

<table>
<thead>
<tr>
<th>Stakeholder and year</th>
<th>Mean (SD)</th>
<th>Median (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>1.61 (3.23)</td>
<td>1 (0-39)</td>
</tr>
<tr>
<td>2015</td>
<td>1.34 (2.89)</td>
<td>0 (0-28)</td>
</tr>
<tr>
<td>2016</td>
<td>1.37 (3.70)</td>
<td>0 (0-51)</td>
</tr>
<tr>
<td>Physicians and researchers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>20.41 (17.21)</td>
<td>16 (0-69)</td>
</tr>
<tr>
<td>2015</td>
<td>18.75 (16.18)</td>
<td>13 (0-72)</td>
</tr>
<tr>
<td>2016</td>
<td>20.18 (16.43)</td>
<td>15 (0-72)</td>
</tr>
<tr>
<td>Health care professionals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>6.60 (11.24)</td>
<td>2 (0-68)</td>
</tr>
<tr>
<td>2015</td>
<td>6.26 (9.98 )</td>
<td>2 (0-65)</td>
</tr>
<tr>
<td>2016</td>
<td>5.92 (9.57 )</td>
<td>2 (0-61)</td>
</tr>
<tr>
<td>Journalists</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>1.28 (1.64)</td>
<td>1 (0-39)</td>
</tr>
<tr>
<td>2015</td>
<td>1.01 (2.17)</td>
<td>0 (0-28)</td>
</tr>
<tr>
<td>2016</td>
<td>0.97 (1.66)</td>
<td>0 (0-51)</td>
</tr>
<tr>
<td>Other health care individuals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>17.19 (11.34)</td>
<td>15 (0-68)</td>
</tr>
<tr>
<td>2015</td>
<td>15.76 (10.05)</td>
<td>13 (0-51)</td>
</tr>
<tr>
<td>2016</td>
<td>15.17 (9.57)</td>
<td>13 (0-51)</td>
</tr>
<tr>
<td>Pharmaceutical organizations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>1.06 (2.49)</td>
<td>0 (0-16)</td>
</tr>
<tr>
<td>2015</td>
<td>1.10 (2.54)</td>
<td>0 (0-16)</td>
</tr>
<tr>
<td>2016</td>
<td>1.21 (2.75)</td>
<td>0 (0-20)</td>
</tr>
</tbody>
</table>

Comparison of Performance Between Conferences

A combined analysis of the 2014, 2015, and 2016 conferences revealed that conferences with patients were found to have statistically significant higher number of tweets (mean 5222, SD 7320) compared to conferences that had no patients (mean 4044, SD 5108; \( t_{1292.3}=3.7271, P<.001 \)). The years 2015 and 2016 had statistically significant differences in the means between conferences with and without patients, although no statistically significant difference was found for 2014 (Figure 2). In 2014, conferences with patients had a mean total number of tweets of 4861 (SD 6604) compared to mean 3994 (SD 4700) for conferences with no patients \( (t_{12}=32.05, P=.15) \). In 2015, conferences with patients had a mean total number of tweets of 5083 (SD 7122) compared to mean 3814 (SD 4144) for conferences with no patients \( (t_{12}=41.134, P=.009) \). In 2016, conferences with patients had a mean total number of tweets of 5572 (SD 7913) compared to mean 4261 (SD 5941) for conferences with no patients in the top 100 influencers \( (t_{20}=519.41, P=.01) \).

Health Care Stakeholder Composition (Information Flow)

Multiple regression analysis was used to test if health care stakeholders’ composition significantly predicted the conferences information flow, a performance metric based on the number of tweets. The regression for 2014 to 2016 indicated
that the six predictors explained 21% of the variance ($R^2=0.21$, $F_{6,1665}=73.35$, $P<0.001$). The number of patients among the top influencers significantly predicted better performance for the conferences (beta=309, $P<0.001$), as did the number of physicians and researchers (beta=138, $P<0.001$), HCPs (beta=118, $P<0.001$), journalists (beta=440, $P<0.001$), other health care individuals (beta=130, $P<0.001$), and Twitter accounts representing pharmaceutical organizations (beta=693, $P<0.001$). For every increase of one patient among the top 100 influencers by mention, the conference’s predicted number of tweets increased by 309.

Figure 2. Comparison of health care conferences with patients in the top 100 influencers by mention and those without.

Health Care Stakeholder Composition (Engagement in Conversation)

The results of the regression analysis for the combined years of 2014 to 2016 indicated the six predictors explained 24% of the variance ($R^2=0.24$, $F_{6,1665}=85.51$, $P<0.001$). The number of patients among the top influencers significantly predicted better engagement in conversations for the conferences (beta=25, $P<0.001$), as did the number of physicians/researchers (beta=6, $P<0.001$), HCPs (beta=5, $P<0.001$), journalists (beta=12, $P<0.001$), other health care individuals (beta=6, $P<0.001$), and Twitter accounts representing pharmaceutical organizations (beta=8, $P<0.001$).

Health Care Stakeholder Composition (Information Propagation)

The results of the regression analysis for the combined years of 2014 to 2016 indicated the six predictors explained 18% of the variance ($R^2=0.18$, $F_{6,1665}=59.49$, $P<0.001$). The number of patients among the top influencers significantly predicted larger audience and wider potential spread of information for the conferences (beta=1,781,222, $P<0.001$), as did the number of physicians/researchers (beta=261,253, $P<0.001$), journalists (beta=2,669,759, $P<0.001$), other health care individuals (beta=261,162, $P<0.001$), and Twitter accounts representing pharmaceutical organizations (beta=2,819,703, $P<0.001$).

Social Network Analysis (Hubs and Authorities)

Social network analysis of hubs and authorities revealed that patients were found having statistically significant higher hub scores (mean $8.26 \times 10^{-4}$, SD $2.96 \times 10^{-4}$) compared to Twitter accounts not owned by patients (mean $7.19 \times 10^{-4}$, SD $3.81 \times 10^{-4}$; $t_{273.84}=4.302$, $P<0.001$). There were no statistically significant differences in the authority scores between patient and nonpatient Twitter accounts (Figure 3).
Discussion

During health care conferences, engaged patients use their position in social networks as an influential hub node to disseminate information to a broader community beyond the conference network. Engaged patients with firsthand experience of a chronic condition contribute their expertise by asking essential questions that lead engaging conversations as measured by increased patient activation levels [29]. The role of the engaged patient goes beyond information diffusion; they add value to the conversations by either questioning the reported information or supporting it based on their personal experiences and expertise. In this study, we demonstrated that engaged patients are more effective than physicians or researchers in three primary measures of social media performance concerning information dissemination during live health care conference coverage. Between the years of 2014 and 2016, 5692 health care conferences with specific Twitter feeds whose hashtags were registered with Symplur’s Hashtag project were identified. Each consecutive year saw an increase in registered hashtags. Through analysis of health care conference hashtags, we identified individual conference stakeholders to determine the extent to which patients facilitate the propagation of information flow out of health care conferences via Twitter.

Figure 3. Social network analysis of the 2016 Stanford Medicine X conference based on hubs and authority score. True patient engagement is based on more than just the raw number of tweets that patients contribute but rather on thoughtful tweets, quality replies, meaningful conversations, and exchange of knowledge facilitated by engaged patients and other health care conference stakeholders. Although the total number of tweets at health care conferences increased from 2015 to 2016, our results indicate that conferences that include patients have a significantly higher number of tweets than conferences that do not include patients (beta=309, P<.001). Inclusion of engaged patients in health care conferences increases the estimated number of impressions by beta=1,781,222 (P<.001); however, what is valuable about inclusion of engaged patients is their effect on increase of quality of conversation. Engaged patients increase the number of quality tweets by beta=25 (P<.001), double the impact of any other stakeholder group. Although patients are significant expanders of health care tweet propagation and accelerate information flow out of health care conferences, they make up 1.4% of the stakeholder group in the top 100 influencers of the conversation.

Social network analysis of hubs and authorities provided evidence that patients are functioning as hubs within Twitter at health care conferences to a larger degree than are nonpatients. In the context of this social conversation, authority values are large for nodes with significant incoming mentions and
conversations from large hub nodes, and hub values are large for nodes with significant outgoing mentions and conversations to high-authority nodes. Patients actively engage authorities acting as good hubs and may be seen as a social glue that in itself encourages and creates even more engagement from nonpatients as reflected in our finding for the performance metric number of tweets. By failing to include patients, health care conferences risk attenuated engagement with the public, disseminating scientific information to a narrow social network and reducing the speed of information flow across social media channels, which ultimately deters from the academic missions of health care conferences.

Our results suggest that when health care conferences include patients as conference stakeholders, patients influence the conference Twitter conversation by increasing total number of tweets and increasing spread of conference information across social networks, which will yield better social media performance outcomes for the conference. Strategies such as those outlined by the European Patients’ Forum, the patient advocate-originated Cinder Blocks movement, and the Everyone Included initiative facilitate an environment in which patients are trusted, respected, and are appreciated for the expertise they bring to the conversation, openness and experimentation are normal and expected, patients have personal ownership of issues in health, individual patient stories have global impact, and patient voices and choices are incorporated into stakeholder decisions and actions [30-32].

By utilizing patient inclusion frameworks such as those just described, conference developers can build trust and respect with patient populations, create a shared mindset for change, better identify issues that matter most to patients, produce more innovative and creative solutions to health problems, and create a shared, inclusive culture of health. Patient inclusion initiatives have been implemented by the Outcome Measures in Rheumatology (OMERACT) conferences since 2002, where now more than 10% of conference participants are patients [33]. Since including patients as conference stakeholders, OMERACT has identified novel outcome measures important to patients and has incorporated the perspective of patients into the development of novel outcome measures [33-35]. Engaging patients in health care conferences may occur via other methods of multimedia delivery, such as video live streams, bringing the conference directly to patients who may not be able to attend the conference in person but still have thoughts to share.

Patients not only expand information out of health care conferences but also feed knowledge back in by sharing personal experiences and voicing issues that matter to them. This concept is again illustrated through the OMERACT conferences, which after including patients as conference stakeholders, redeveloped their research agenda and developed novel clinical trials based on outcomes that patients identified as the most relevant to their health and quality of life [34]. By including patient voices, conferences such as OMERACT and Stanford Medicine X have increased physicians’ knowledge by showing them what it is like to live with a disease in which they are trained to treat [27].

By giving patients a voice at health care conferences, they act as both educators and participants, facilitating discussions and engaging providers by sharing stories and ideas, which acts to widen existing research agendas [36-38].

Some may believe that not all health care-related conferences are pertinent for patient inclusion, such as health care conferences hosted by professional medical societies that are intended to garner continuing medical education units (CMEs) or continuing education units for its members. We believe that patient inclusion in these types of conferences is pertinent, and does benefit both the specific professional medical society hosting the event, and the broader medical community at large. Furthermore, in July of 2016, the Accreditation Council for Continuing Medical Education announced new criteria for accreditation with commendation that incorporates the inclusion and engagement of patients in the planning and delivery of CMEs as planners and faculty in the accredited conference or program [39].

By incorporating patient inclusion frameworks in health care conferences and research, future studies should strive to recognize and include patients as valuable team members who bring novel expertise into the conversation. Patient inclusion frameworks, such as those previously discussed, may be used to facilitate multidisciplinary and interprofessional collaboration in health care and scientific research expanding possible outcome measures. Furthermore, by recognizing and including patients as stakeholders, health care conferences can effectively spread information through social media to new nodes reaching a broad and unique audience. The inclusion of engaged patients leads to higher tweet volume out of health care conferences and facilitates the feeding of knowledge back in via patient expertise, experience, and opinion. By including patient voices, the traditional method of scientific inquiry can be expanded, accelerated, and powered leading to novel research questions and unique patient-centric outcome measures. The simple act of including patients in health care conferences has the potential to revolutionize medical research by shifting focus toward patient-identified issues that may otherwise be overlooked by HCPs and researchers.

There are several limitations of this study. Stakeholder role was determined by self-reported information on Twitter user’s personal biographies, which may not be completely accurate. For example, Twitter profiles may underreport patient status whereas others may belong to multiple stakeholder groups, such as an account belonging to an individual who is both a HCP and a patient, giving them a unique perspective. Due to the large amount of data that was collected, it was not possible to analyze tweet content or tweets that were shared or liked by others in the network. Another limitation is that our social network analysis was only based on one health care conference, the 2016 Stanford Medicine X conference, which has upwards of 10% patients as stakeholders.

Future studies should perform network analyses comparing conferences that do and do not include patients among the top 100 stakeholders by mention. Furthermore, future studies should examine k-core decomposition, the largest subgraph in which vertices have a minimum of k interconnections, of health care conference social networks among conferences that do and do
not engage patients and whether the number of patients included in a conference affect k scores [40-42].
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Abstract

Background: Web-based physician ratings systems are a popular tool to help patients evaluate physicians. Websites help patients find information regarding physician licensure, office hours, and disciplinary records along with ratings and reviews. Whether higher patient ratings are associated with higher quality of care is unclear.

Objective: The aim of this study was to characterize the impact of physician probation on consumer ratings by comparing website ratings between doctors on probation against matched controls.

Methods: A retrospective review of data from the Medical Board of California for physicians placed on probation from December 1989 to September 2015 was performed. Violations were categorized into nine types. Nonprobation controls were matched by zip code and specialty with probation cases in a 2:1 ratio using the California Department of Consumer Affairs website. Web-based reviews were recorded from vitals.com, healthgrades.com, and ratemds.com (ratings range from 1-5).

Results: A total of 410 physicians were placed on probation for 866 violations. The mean (standard deviation [SD]) number of ratings per doctor was 5.2 (7.8) for cases and 4 (6.3) for controls (P=.003). The mean rating for physicians on probation was 3.7 (1.6) compared with 4.0 (1.0) for controls when all three rating websites were pooled (P<.001). Violations for medical documentation, incompetence, prescription negligence, and fraud were found to have statistically significant lower rating scores. Conversely, scores for professionalism, drugs or alcohol, crime, sexual misconduct, and personal illness were similar between cases and controls. In a univariate analysis, probation was found to be associated with lower rating, odds ratio=1.5 (95% CI 1.0-2.2). This association was not significant in a multivariate model when we included age and gender.

Conclusions: Web-based physician ratings were lower for doctors on probation indicating that patients may perceive a difference. Despite these statistical findings, the absolute difference was quite small. Physician rating websites have utility but are imperfect proxies for competence. Further research on physician Web-based ratings is warranted to understand what they measure and how they are associated with quality.

(J Med Internet Res 2017;19(8):e254)  doi:10.2196/jmir.7488
### Introduction

Web-based physician ratings systems are becoming an increasingly popular tool to help patients choose their hospitals and providers [1]. Physician rating websites contain information regarding physician licensure, office hours, and disciplinary records in addition to ratings and reviews that are helpful to health care consumers [2]. Studies show mixed results as to whether highly rated hospitals or physicians deliver superior care [3,4]. Okike et al found no correlation between Web-based ratings for cardiac surgeons and 30-day mortality following coronary artery bypass grafting [5]. Regarding hospitals, a review of social media and rating site literature indicated a relationship between improved hospital ratings and better mortality and infection rates [6]. A systematic review by Doyle et al suggested a positive correlation between higher ratings and patient safety and clinical effectiveness [7]. Similarly, Greaves et al demonstrated that Web-based hospital ratings are associated with improved mortality and infection rates [8]. Higher Yelp ratings were also associated with higher Hospital Consumer Assessment of Healthcare Providers and Systems ratings [9]. Regarding social media, Facebook ratings have been correlated to lower hospital readmission rates, whereas Twitter comments were not associated with quality metrics [10,11].

When studying the quality of physician care, many different outcome metrics have been used with differing strengths. These outcomes can be influenced by a multitude of factors, some directly related to physician skill whereas others, such as patient health, are outside of the doctor’s control. Physician ratings have been correlated with such diverse outcomes as board certification, education, malpractice claims, mortality, infection, and readmission rates [2-12]. Though it can be difficult to equate physician competence with outcomes, doctors who violate codes of conduct and fail to meet the standard of care are placed on probation by their state medical board after a review of the evidence. It is unknown how patients perceive and rate physicians on probation as it has never been used as a quality metric. We sought to determine whether patients rated probationed providers differently than physicians in good standing by comparing Web-based physician ratings from three consumer rating websites. We hypothesize that physicians on probation will have similar ratings to nonprobation controls.

### Methods

We retrospectively reviewed publically available data from the Medical Board of California for physicians who were placed on probation from December 1989 to September 2015.
<table>
<thead>
<tr>
<th>Violation</th>
<th>Total (%)a</th>
<th>Vitals cases (SD)</th>
<th>Vitals controls (SD)</th>
<th>P-value</th>
<th>Health Grades cases (SD)</th>
<th>Health Grades controls (SD)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical records, mean (SD)b</td>
<td>176 (42.9)</td>
<td>3.7 (1.41)</td>
<td>4.1 (0.94)</td>
<td>&lt;.001</td>
<td>3.6 (2.1)</td>
<td>3.8 (1.29)</td>
<td>.02</td>
</tr>
<tr>
<td>Professionalism, mean (SD)</td>
<td>166 (40.5)</td>
<td>3.9 (1.35)</td>
<td>4.1 (0.82)</td>
<td>.02</td>
<td>3.9 (1.98)</td>
<td>3.9 (1.09)</td>
<td>.81</td>
</tr>
<tr>
<td>Incompetence, mean (SD)</td>
<td>161 (39.3)</td>
<td>3.6 (1.46)</td>
<td>4 (0.93)</td>
<td>&lt;.001</td>
<td>3.6 (2.08)</td>
<td>3.8 (1.21)</td>
<td>.08</td>
</tr>
<tr>
<td>Prescription negligence, mean (SD)</td>
<td>106 (25.9)</td>
<td>3.9 (1.6)</td>
<td>4 (1.05)</td>
<td>.31</td>
<td>3.8 (2.11)</td>
<td>3.9 (1.23)</td>
<td>.49</td>
</tr>
<tr>
<td>Drug or alcohol addiction, mean (SD)</td>
<td>84 (20.5)</td>
<td>4 (1.57)</td>
<td>4.1 (0.88)</td>
<td>.63</td>
<td>3.8 (2.1)</td>
<td>3.9 (1.11)</td>
<td>.66</td>
</tr>
<tr>
<td>Committing a crime, mean (SD)</td>
<td>63 (15.4)</td>
<td>3.8 (1.53)</td>
<td>3.8 (0.83)</td>
<td>.91</td>
<td>3.8 (1.87)</td>
<td>3.9 (0.94)</td>
<td>.45</td>
</tr>
<tr>
<td>Fraud, mean (SD)</td>
<td>44 (10.7)</td>
<td>3.9 (1.28)</td>
<td>4.1 (0.82)</td>
<td>.11</td>
<td>3.7 (1.81)</td>
<td>3.9 (1.05)</td>
<td>.32</td>
</tr>
<tr>
<td>Sexual misconduct or battery, mean (SD)</td>
<td>42 (10.2)</td>
<td>4 (1.27)</td>
<td>4.1 (0.81)</td>
<td>.28</td>
<td>4 (2.02)</td>
<td>4 (1.11)</td>
<td>.86</td>
</tr>
<tr>
<td>Personal illness, mean (SD)</td>
<td>24 (5.9)</td>
<td>3.7 (1.32)</td>
<td>4.2 (0.83)</td>
<td>.02</td>
<td>3.6 (2.3)</td>
<td>3.8 (1.09)</td>
<td>.56</td>
</tr>
<tr>
<td>All violations, mean (SD)</td>
<td>866 (0)</td>
<td>3.8 (1.47)</td>
<td>4.1 (0.96)</td>
<td>&lt;.001</td>
<td>3.7 (2.03)</td>
<td>3.8 (1.2)</td>
<td>.01</td>
</tr>
</tbody>
</table>

aSome doctors have more than one violation. The percentage is for number of doctors on probation (cases group) having each violation out of the total number of doctors on probation (410).
bSD: standard deviation.

Table 2. Mean rating of probation cases and controls by violation type.

<table>
<thead>
<tr>
<th>Violation</th>
<th>RateMDs cases (SD)</th>
<th>RateMDs controls (SD)</th>
<th>P-value</th>
<th>Cases in all websites (SD)</th>
<th>Controls in all websites (SD)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical records, mean (SD)b</td>
<td>3.5 (2.06)</td>
<td>3.8 (1.4)</td>
<td>.04</td>
<td>3.5 (1.58)</td>
<td>3.9 (1.04)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Professionalism, mean (SD)</td>
<td>3.9 (2)</td>
<td>4 (1.14)</td>
<td>.78</td>
<td>3.9 (1.58)</td>
<td>4 (0.87)</td>
<td>.54</td>
</tr>
<tr>
<td>Incompetence, mean (SD)</td>
<td>3.3 (2.21)</td>
<td>3.8 (1.43)</td>
<td>.03</td>
<td>3.5 (1.55)</td>
<td>4 (1.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prescription negligence, mean (SD)</td>
<td>3.8 (2.12)</td>
<td>4 (1.32)</td>
<td>.41</td>
<td>3.8 (1.59)</td>
<td>4 (1.05)</td>
<td>.04</td>
</tr>
<tr>
<td>Drug or alcohol addiction, mean (SD)</td>
<td>3.8 (1.93)</td>
<td>3.9 (1.09)</td>
<td>.86</td>
<td>4 (1.78)</td>
<td>4 (0.93)</td>
<td>.64</td>
</tr>
<tr>
<td>Committing a crime, mean (SD)</td>
<td>3.7 (2.1)</td>
<td>3.7 (1.05)</td>
<td>.91</td>
<td>3.9 (1.59)</td>
<td>3.8 (0.83)</td>
<td>.62</td>
</tr>
<tr>
<td>Fraud, mean (SD)</td>
<td>3.3 (2)</td>
<td>3.6 (1.23)</td>
<td>.35</td>
<td>3.6 (1.37)</td>
<td>3.9 (0.89)</td>
<td>.03</td>
</tr>
<tr>
<td>Sexual misconduct or battery, mean (SD)</td>
<td>3.5 (1.83)</td>
<td>3.8 (1.11)</td>
<td>.26</td>
<td>3.9 (1.53)</td>
<td>4 (0.94)</td>
<td>.59</td>
</tr>
<tr>
<td>Personal illness, mean (SD)</td>
<td>3.4 (1.65)</td>
<td>3.4 (1.32)</td>
<td>.95</td>
<td>3.6 (1.33)</td>
<td>3.9 (0.8)</td>
<td>.17</td>
</tr>
<tr>
<td>All violations, mean (SD)</td>
<td>3.5 (2)</td>
<td>3.9 (1.31)</td>
<td>.001</td>
<td>3.7 (1.56)</td>
<td>4 (1.01)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aSD: standard deviation.

In the univariable analysis, probation was found to be associated with lower rating, odds ratio=1.5 (95% CI 1.001-2.2). This association was not significant in a multivariable model when we included age and gender, odds ratio=1.4 (95% CI 0.9-2.2). In addition, age, gender, type of specialty, and type of violation all did not predict a low rating.

Healthgrades.com included the probation status of the physician on their website in 328 of 389 (84%) cases in our cohort, yet there was no significant difference in mean ratings for doctors who had their violations published compared with those who did not. A sensitivity analysis was done to determine if timing of probation effected ratings. The majority of our violations are from the recent past. When we excluded violations before 2005, only 17 physicians were excluded and no difference in results was seen.
**Discussion**

**Principal Findings**

Web-based physician ratings from three websites were lower for doctors on probation, indicating that patients perceive a difference in physician performance. Despite this difference being statistically significant, the absolute difference is quite small with overlapping rating distributions. The vast majority of reviews were positive with small numbers of reviews per doctor. This is similar to other studies, making it difficult to draw strong conclusions about Web-based rating utility [6,15].

When categorizing the violations into subtypes, patients rate physicians lower when the probation infringements correspond to infractions for medical documentation, incompetence, prescription negligence, and fraud. In contrast, doctors on probation for professionalism, drugs or alcohol, sexual abuse, or personal illness received statistically similar ratings to controls. This finding may reflect what websites are measuring: patient perception and consumer experience, which is influenced mostly by bedside manner, wait times, and staffing issues [16]. Physicians with violations for medical documentation, for example, may run higher volume clinics, which negatively influences the patient experience. A German study showed higher physician ratings correlated to lower number of patients in the practice more than quality metrics [17].

**Comparison With Prior Work**

The relationship between physician skills, Web-based ratings and outcome metrics is complex. Polled physicians are concerned about the usefulness of Web-based ratings and how they could negatively impact their practice [18]. Comparing websites scores of individual sports medicine doctors revealed a low degree of correlation between websites raising concerns about their reliability [19]. When reviews were correlated with scores, very high and very low ratings were correlated with the patient’s perception of physician skill and quality, which would seem difficult for patients to truly know [20]. Similarly, Web-based reviews of hand surgeons showed very positive reviews were related to perceived competence [21]. This raises concerns among physicians as to the accuracy and potential harm of negative reviews [6].

For providers, it is an uncomfortable position to be publically judged by patients, which could significantly damage a doctor’s reputation and practice. Some physicians have responded with indifference or disdain for these reviews [12,22]. Others have embraced these ratings and made an effort to alter their behavior and practice to improve patient experience and scores [21]. When selecting a surgeon Web-based, polled patients listed Web-based reviews as a minor factor with insurance, office location, and hospital reputation as more important [23]. It seems most patients understand the limitations of Web-based reviews. There are ethical pitfalls of Web-based reviews due to the possible financial gain from improved referrals. Most reviews appear genuine but careful study revealed a few anonymous reviews may be from the physicians themselves in an attempt to falsely raise their ratings [2]. Better regulation may be needed to prevent abuses by providers including asking or paying patients for positive reviews [23]. Some concerns have been raised by doctors that competitors or unhappy employees could easily pose as a patient and post a negative review [24].
Despite the negatives, Web-based reviews are likely to increase in importance and patient utilization [1]. Lee suggests Web-based reviews help improve physician-patient relationship by increasing transparency and trust [25]. Not only does this help patient decision making but also provides the physician with feedback that can improve patient experience.

**Future Research**

More research is needed to explore different physician quality metrics to see if there is an association with positive reviews. Determining more precisely what aspects of the health care system patient feedback can measure and improve is important. Prior studies explored many objective criteria such as mortality, infection, or readmission rates [4,6,7-10]. These are important metrics but do not necessarily reflect physician decision making. For example, a surgical site infection may occur despite excellent sterile technique and appropriate guidelines-based antibiotic practice. It raises questions as to whether physicians should be judged on outcomes or more on their decision making. Our study is the first to explore the link between Web-based reviews and probation status. Using probation as a proxy for clinical incompetence seems to be imperfect. When a physician is placed on probation, there are clearly issues to be remedied, but whether this negatively affects clinical care is difficult to determine. Whereas more research is needed to determine if probation is a reliable marker for clinical incompetence, it would seem to be a good indicator for poor physician decision making on some level. In addition, differing violations would seem to affect physician judgment and quality in diverse ways so lumping all probation cases has its limitations. More research is needed into which violations more severely affect physician quality.

**Limitations**

Our study has limitations. The timing of probation could be problematic as violations from many years ago could correlate poorly with recent reviews. However, a sensitivity analysis excluding 17 cases before 2005 showed similar results. We studied patient reviews of physicians practicing in California, so these results may not be generalizable to reviews from other states. Future research should be directed toward other populations to confirm our findings.

**Conclusions**

Web-based physician ratings were lower for doctors on probation indicating that patients may perceive a difference. Whereas statistically significant, the absolute difference was quite small. Physician rating websites have utility but are imperfect proxies for competence. Further research on physician Web-based ratings is warranted to understand what they measure and how they are associated with quality.
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Abstract

Background: Physician rating websites (PRWs) have been developed to allow all patients to rate, comment, and discuss physicians’ quality online as a source of information for others searching for a physician. At the beginning of 2010, a sample of 298 randomly selected physicians from the physician associations in Hamburg and Thuringia were searched for on 6 German PRWs to examine the frequency of ratings and evaluation tendencies.

Objective: The objective of this study was to examine (1) the number of identifiable physicians on German PRWs; (2) the number of rated physicians on German PRWs; (3) the average and maximum number of ratings per physician on German PRWs; (4) the average rating on German PRWs; (5) the website visitor ranking positions of German PRWs; and (6) how these data compare with 2010 results.

Methods: A random stratified sample of 298 selected physicians from the physician associations in Hamburg and Thuringia was generated. Every selected physician was searched for on the 6 PRWs (Jameda, Imedo, Docinsider, Esando, Topmedic, and Medführer) used in the 2010 study and a PRW, Arztnavigator, launched by Allgemeine Ortskrankenkasse (AOK).

Results: The results were as follows: (1) Between 65.1% (194/298) on Imedo to 94.6% (282/298) on AOK-Arztnavigator of the physicians were identified on the selected PRWs. (2) Between 16.4% (49/298) on Esando to 83.2% (248/298) on Jameda of the sample had been rated at least once. (3) The average number of ratings per physician ranged from 1.2 (Esando) to 7.5 (AOK-Arztnavigator). The maximum number of ratings per physician ranged from 3 (Esando) to 115 (Docinsider), indicating an increase compared with the ratings of 2 to 27 in the 2010 study sample. (4) The average converted standardized rating (1=positive, 2=neutral, and 3=negative) ranged from 1.0 (Medführer) to 1.2 (Jameda and Topmedic). (5) Only Jameda (position 317) and Medführer (position 9796) were placed among the top 10,000 visited websites in Germany.

Conclusions: Whereas there has been an overall increase in the number of ratings when summing up ratings from all 7 analyzed German PRWs, this represents an average addition of only 4 new ratings per physician in a year. The increase has also not been even across the PRWs, and it would be advisable for the users of PRWs to utilize a number of PRWs to ascertain the rating of any given physician. Further research is needed to identify barriers for patients to rate their physicians and to assist efforts to increase the number of ratings on PRWs to consequently improve the fairness and practical importance of PRWs.

(J Med Internet Res 2017;19(8):e299) doi:10.2196/jmir.6599
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Introduction

Although the increasing focus on evidence-based medicine and quality improvement has led to much progress, there remains significant unwarranted variation among the medical treatments that are routinely used in practice and deficiencies regarding all of the key aspects of high-quality health care [1-3]. However, potentially because of a lack of publicly available health care quality information, the members of the public are often unaware of such variations and quality differences [4].

Typically grounded in the assumptions of a theoretical consumer choice model [4], public-reporting activities have been developed with the aim of providing quality information about organizations or individuals to the public [5-8]. Public-reporting activities have two key aims: (1) influencing patient decision making by increasing the chance that the patients who obtain information will choose better quality organizations or individuals [4,9] and (2) driving quality improvement by identifying aspects of care needing improvement so that changes can be made in practice [4,9].

One type of public-reporting activity that has been developed in recent decades is physician rating websites (PRWs), which allows patients to anonymously rate, comment, and discuss physicians’ quality online as a source of information for others [10-13]. In addition to more than the 30 private PRWs internationally [14,15], an increasing number of public PRWs have been developed by governments and statutory health insurers. For instance, the United Kingdom launched the NHS Choices website in 2007 [16], which has evolved to allow patients to rate both physicians and hospitals, and Germany’s largest public health insurer, Allgemeine Ortskrankenkasse (AOK), launched a similar website called Arztnavigator in 2010, which was rolled out nationwide in May 2011 [17].

Medical association representatives, however, have often been strongly opposed to the development of PRWs, referring to them as a “meaninglessness popularity contest” and expressing concerns that PRWs would be used for “doctor bashing” or defamation [18,19]. For example, the president of the German Medical Association responded in 2009 with regard to the planned introduction of the Arztnavigator by AOK by criticizing the “Marketing Antics” of AOK, describing PRWs as “platforms for denunciation” [19]. Furthermore, a number of shortcomings of PRWs have been identified, including incomplete lists of physicians, low number of physicians rated, and low number of ratings per physician that are overwhelmingly positive, which in turn has raised concerns about the representativeness, validity, and usefulness of information on PRWs [15,20]. Indeed, recent research has indicated that PRWs can influence patient decision making and have an impact on quality improvement [21,22]; however, the ability of PRWs to achieve these goals is somewhat dependent on PRWs having a sufficient number of ratings.

At the beginning of 2010, a study was conducted to examine the evaluation criteria, evaluation tendencies, and utilization of German PRWs not only to allow a factual discussion of the current status quo of PRWs but also to serve as a baseline to document future developments and changes [23]. To examine the frequency of ratings and evaluation tendencies, a random stratified sample of 298 physicians from the physician associations in the states of Hamburg and Thuringia was generated and searched for on 6 German PRWs (Imedo,詹姆eda, Docinsider, Esando, Medführer, and Topmedic). It was reported that between 75% and 98% of selected physicians could be identified on one of the PRWs; between 3% and 28% of physicians had been rated at least once; the average number of ratings per physician ranged between 1.1 and 3.9; the maximum number of ratings per physician ranged from 3 to 27; and the average converted standardized rating (1=positive, 2=neutral, and 3=negative) ranged from 1.1 to 1.5 [23].

A number of other previous research studies have also examined the frequency of ratings and evaluation tendencies. In terms of the number of physicians rated at least once on PRWs, other previous studies in Germany have reported that between 3% and 26% of a sample of physicians had been rated in 2009 [24], 37% in 2013 [11], and 50% in 2014 [25]. In addition, previous studies conducted in the United States have reported that 16% of physicians were rated on RateMDs between 2005 and 2010 [26], and 27% of a sample of physicians had been rated in 2009 [15]. In terms of the average number of ratings per physician, other previous studies in Germany have reported an average number of ratings per physician of 2.8 in 2013 [11] and 3.1 in 2014 [25]. Research studies conducted in the United States have found a similar average number of ratings per physician: 2.4 [27], 2.4 [26], 2.4 [15], and 2.7 [28]. Finally, in terms of the average rating on PRWs, other previous German studies showed that almost 80% of all ratings on the PRW called “Jameda” were from the two best rating categories in 2013 [11], and 86% of the ratings on the 5 main PRWs were favorable (with 75% assigned to the best rating category and only 5% to the worst category) in 2014 [25]; an analysis of 3000 narrative comments on Jameda also found that 80% of all comments were positive [13]. Studies in the United States have produced similar positive results [15,26,27,29].

To examine the developments in the frequency of ratings and evaluation tendencies on German PRWs, the results of the 2010 study will serve as a baseline for the re-examination of the same 6 German PRWs. In addition, AOK-Arztnavigator was included in this study to assess how it compares with the other PRWs. The objectives of this study were therefore to examine (1) the number of identifiable physicians on German PRWs; (2) the number of rated physicians on German PRWs; (3) the average and maximum number of ratings per physician on German PRWs; (4) the average rating on German PRWs; (5) the website visitor ranking positions of German PRWs; and (6) how these data compare with 2010 results.

Methods

Sample

Following the 2010 study, a random stratified sample of physicians was generated from the physician associations in the German federal states of Hamburg and Thuringia. The state of Hamburg is a major port city in northern Germany and has a total population of 1,787,408 million residents (valid December 31, 2015 [30]) and a total of 15,831 physicians (valid December 31, 2015 [31]). The state of Thuringia lies in east-central Germany and has a total population of 2,498,094 million residents (valid December 31, 2015 [30]) and a total of 15,831 physicians (valid December 31, 2015 [31]).
Germany and has a total population of 2,154,816 million residents (1,091,735 million female; [32]) and a total of 12,530 physicians (valid December 31, 2015; [31]).

In October 2014, all physicians working in general medicine, obstetrics and gynecology, urology, and pediatrics were searched for on the websites of the Hamburg and Thuringia physician associations. From each specialty, a random sample was generated for each state, which comprised 50 physicians from general medicine, 33 physicians from obstetrics and gynecology, 33 physicians from pediatrics, and 33 physicians from urology. From the Thuringia physician association, the random sample comprised 50 of 976 general medical physicians, 33 of 289 obstetrics and gynecology physicians, 33 of 183 pediatric physicians, and 33 of 83 urology physicians. Therefore, the sample of 149 physicians selected for the study represented 9.7% of a total of 1531 physicians. From the Hamburg physician association, the random sample comprised 50 of 634 general medical physicians, 33 of 238 obstetrics and gynecology physicians, 33 of 123 pediatric physicians, and 33 of 71 urology physicians. Therefore, the sample of 149 physicians selected for the study represented 14% of a total of 1066 physicians.

The 6 PRWs (Imedo, Jameda, Docinsider, Esando, Medführer, and Topmedic) used in the 2010 examination were again selected to allow comparison. In addition, AOK-Arztnavigator was also included in this study to assess how it compared with the other PRWs. AOK, Germany’s largest public health insurer, launched Arztnavigator nationwide in May 2011 after the data collection of the initial study. Selected physicians were therefore searched for on a total of 7 PRWs: Imedo, Jameda, Docinsider, Esando, Medführer, Topmedic, and AOK-Arztnavigator.

### Data Collection

Between October and December 2014, every selected physician in the sample was searched for on the 7 PRWs. If a physician could not be found, this was recorded as “not found.” If a physician could be found, the physician’s rating and the number of ratings (if any) were recorded. On the PRW AOK-Arztnavigator, the results of the ratings are only published if there are at least five ratings. Consequently, data were recorded separately for physicians with more than 5 ratings and physicians with less than 5 ratings.

As the PRWs use different rating scales (percentage, school grade, and stars), the scales were recoded to standardize average ratings (see Table 1; [15,23]). Although recoding the rating scales results in a loss of richness, for reasons of comparability with the 2010 examination, this system was used again. However, to make the variation more transparent, original average ratings have also been listed.

Alexa Internet (www.alex.com) was once again used to examine visitors to PRWs, compared with other websites. Founded in 1996, Alexa provides commercial Web traffic data and analytics. Traffic estimates are based on data from a global traffic panel and from websites that have chosen to install the Alexa script on their site and certify their metrics. The Alexa global traffic ranking is based on the estimated average of daily unique visitors and its estimated number of page views over the past 3 months relative to all other websites. In addition, Alexa provides a similar country-specific ranking, based on how a website ranks relative to other websites in a particular country over the past month [33]. The 7 PRWs were searched for on Alexa and their Germany-specific ranking recorded. Although AOK-Arztnavigator was not one of the PRWs examined in the first study in terms of frequency of ratings and evaluation tendencies, it was included in the first website visitor ranking table for comparison purposes.

### Table 1. Recoding of original rating scales of physician rating websites (PRWs) to standardize ratings scale.

<table>
<thead>
<tr>
<th>Physician rating websites and original rating scales</th>
<th>Recoding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Docinsider</strong></td>
<td></td>
</tr>
<tr>
<td>6 star rating</td>
<td>0 (− −) 1 2 3 4 5 (++)</td>
</tr>
<tr>
<td>Recoding</td>
<td>3 3 2 2 1 1</td>
</tr>
<tr>
<td><strong>Imedo and Esando</strong></td>
<td></td>
</tr>
<tr>
<td>5 star rating</td>
<td>1 (− −) 2 3 4 5 (++)</td>
</tr>
<tr>
<td>Recoding</td>
<td>3 3 2 2 1 1</td>
</tr>
<tr>
<td><strong>Medführer and AOK-Arztnavigator</strong></td>
<td></td>
</tr>
<tr>
<td>Percent rating</td>
<td>0-33.3 33.3-66.6 66.6-100</td>
</tr>
<tr>
<td>Recoding</td>
<td>3 2 1</td>
</tr>
<tr>
<td><strong>Jameda and Topmedic</strong></td>
<td></td>
</tr>
<tr>
<td>German school grade rating</td>
<td>1 (++) 2 3 4 5 6 (− −)</td>
</tr>
<tr>
<td>Recoding</td>
<td>1 1 2 2 3 3</td>
</tr>
</tbody>
</table>

*aRecoding: 1=positive, 2=neutral, and 3=negative."
Data Analysis

All statistical analyses were conducted using Statistical Package for the Social Sciences (SPSS version 24 for Windows, IBM Corporation). Descriptive statistics included means and standard deviations for continuous variables and percentages for categorical variables. Relative change percentages were included for all variables with data from both studies. Two PRWs (Jameda and Docinsider) offer users two options to provide feedback, which include providing a rating (school grade or stars) or only recommending the physician. The number of these recommendations was assigned to the “number of ratings” and counted toward a positive rating. On the PRW AOK-Arztnavigator, physicians with less than 5 ratings have no published overall rating; the number of these ratings were recorded and counted toward “rated physicians” and “average number of ratings per physician.” To analyze differences between the two studies, chi-square tests were used for categorical data and t tests for continuously distributed data. The reanalysis of the 2010 data identified a number of minor errors in the results of the published 2010 study. These errors were corrected and data of this study compared with the corrected data rather than the published 2010 data.

Results

Overall results combining both federal states are presented in Table 2. For transparency purposes, the results for each federal state are presented in Multimedia Appendices 1 and 2 (see Multimedia Appendix 1 for Thuringia results; see Multimedia Appendix 2 for Hamburg results).

Identifiable Physicians

The proportion of physicians from the random sample that were able to be identified on the selected PRWs ranged between 65.1% (194/298) on Imedo to 94.6% (282/298) on AOK-Arztnavigator. This represents a decrease from the 2010 study, which ranged between 75.5% (225/298) on Medführer to 98.3% (293/298) on Jameda. Indeed, compared with the 2010 study, the portion of the physicians able to be identified on any of the PRWs compared with the 2010 study (285/298, 95.6%) that had been rated at least once increased on all PRWs, with the exception of Imedo, and very significantly so on Jameda ($\chi^2=191.4, P<.001$), Docinsider ($\chi^2=17.8, P<.001$), Medführer ($\chi^2=239.6, P<.001$), and Topmedic ($\chi^2=46.1, P<.001$). The increase of the overall portion of the sample (285/298, 95.6%) that had been rated at least once on any of the PRWs compared with the 2010 study (193/298, 64.7%) was also highly significant ($\chi^2=89.4, P<.001$).

Average and Maximum Number of Ratings

The average number of ratings per physician ranged between 1.2 (SD 0.5) on Esando to 7.5 (SD 6.7) on AOK-Arztnavigator. This represents an increase from the 2010 study, which ranged between 1.1 (SD 0.3) on Esando and 3.1 (SD 3.5) on Jameda for average number of ratings per physician. Indeed, all PRWs saw an increase in the average number of ratings per physician compared with the 2010 study, although the increase was found to be significant only for Medführer ($t_{112}=−10.5, P<.001$, 95% CI $−2.936$ to $−1.933$) and Imedo ($t_{153}=−2.1, P=.04$, 95% CI $−0.722$ to $−0.021$). However, the increase of the overall average number of ratings per physicians across all PRWs (5, SD 4.2) compared with the 2010 study (2.3, SD 2.8) was highly significant ($t_{476}=−8.4, P<.001$, 95% CI $−3.312$ to $−2.057$). The aggregated average number of ratings per physician on all PRWs was 27.2 ratings, compared with 11.2 in 2010. This represents an average addition of 4 new ratings per physician each year on the German PRWs over 4 years. The maximum number of ratings per physicians ranged from 3 (Esando) to 115 (Docinsider). This represents an increase from the 2010 study, which found that the maximum number of ratings ranged from 2 (Esando) to 27 (Docinsider).

Average Converted Standardized Rating

The average converted standardized rating (1=positive, 2=neutral, and 3=negative) ranged between 1.0 (SD 0.1) on Medführer to 1.2 (SD 0.4) on Jameda and Topmedic. This represents a further improvement toward “very good” from the 2010 study, which found a range between 1.1 (SD 0.4) on Imedo and Jameda to 1.6 (SD 0.7) on Medführer. Although the average converted rating improved on 4 PRWs (Docinsider, Esandoa, Medführer, and Topmedic) compared with the 2010 study, this improvement was significant only for Docinsider ($t_{105}=4.0, P<.001$, 95% CI 0.179-0.538) and Medführer ($t_{92}=−2.7, P=.003$, 95% CI 0.089-1.090). Nevertheless, the improvement of the overall average converted rating across all PRWs (1.1, SD 0.2) compared with the 2010 study (1.2, SD 0.5) was highly significant ($t_{255}=3.4, P<.001$, 95% CI 0.053-0.200).

Website Visitor Ranking Positions

The visitor ranking positions of the selected PRWs in Germany on Alexa indicates that the use of such websites is not common, with only Jameda (position 317) and Medführer (position 9796) being placed among the top 10,000 visited websites in Germany (see Table 3). In comparison, the hotel rating site holidaycheck.de ranking position was 118, with google.de in position 1. Compared with baseline data, only Jameda and Topmedic increased their ranking position, with the rest being visited less.

http://www.jmir.org/2017/8/e299/

J Med Internet Res 2017 | vol. 19 | iss. 8 | e299 | p.260
### Table 2. Overall ratings of physicians.

<table>
<thead>
<tr>
<th>Overall ratings, N (%)=298/2597 (11)</th>
<th>Imedo&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Jameda&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Docinsider&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Esando&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Medführer&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Topmedic&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AOK-Arztnavigator&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Identifiable physicians</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>194 (65.1)</td>
<td>260 (87.2)</td>
<td>229 (76.8)</td>
<td>234 (78.5)</td>
<td>231 (77.5)</td>
<td>281 (94.3)</td>
<td>282 (94.6)</td>
<td>293 (98.3)</td>
</tr>
<tr>
<td>2010 Baseline (%)</td>
<td>267 (89.6)</td>
<td>293 (98.3)</td>
<td>258 (86.6)</td>
<td>254 (85.2)</td>
<td>225 (75.5)</td>
<td>271 (90.9)</td>
<td>N/A</td>
<td>297 (99.7)</td>
</tr>
<tr>
<td>Relative change, %</td>
<td>-27</td>
<td>-11</td>
<td>-11</td>
<td>-8</td>
<td>3</td>
<td>4</td>
<td>N/A</td>
<td>-1</td>
</tr>
<tr>
<td>Pearson chi-square tests</td>
<td>( \chi^2=51, P&lt;.001 )</td>
<td>( \chi^2=27.3, P&lt;.001 )</td>
<td>( \chi^2=9.4, P=.002 )</td>
<td>( \chi^2=4.5, P=.03 )</td>
<td>( \chi^2=0.3, P=.56 )</td>
<td>N/A</td>
<td>( \chi^2=2.7, P=.10 )</td>
<td></td>
</tr>
<tr>
<td><strong>Rated physicians</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>72 (24.2)</td>
<td>248 (83.2)</td>
<td>119 (39.9)</td>
<td>49 (16.4)</td>
<td>188 (63.1)</td>
<td>101 (33.9)</td>
<td>212 (71.1)</td>
<td>285 (95.6)</td>
</tr>
<tr>
<td>2010 Baseline (%)</td>
<td>83 (27.8)</td>
<td>60 (26.8)</td>
<td>72 (24.2)</td>
<td>36 (12.1)</td>
<td>10 (3.4)</td>
<td>32 (10.7)</td>
<td>N/A</td>
<td>193 (64.8)</td>
</tr>
<tr>
<td>Relative change, %</td>
<td>-13</td>
<td>210</td>
<td>65</td>
<td>36</td>
<td>1780</td>
<td>216</td>
<td>N/A</td>
<td>48</td>
</tr>
<tr>
<td>Pearson chi-square tests</td>
<td>( \chi^2=11.1, P=.30 )</td>
<td>( \chi^2=191.4, P&lt;.001 )</td>
<td>( \chi^2=17.8, P&lt;.001 )</td>
<td>( \chi^2=2.3, P=.128 )</td>
<td>( \chi^2=239.6, P&lt;.001 )</td>
<td>( \chi^2=46.1, P&lt;.001 )</td>
<td>( \chi^2=89.4, P&lt;.001 )</td>
<td></td>
</tr>
<tr>
<td><strong>Average number of ratings per physicians</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.8</td>
<td>6.7</td>
<td>4.8</td>
<td>1.2</td>
<td>3.7</td>
<td>1.7</td>
<td>7.5</td>
<td>5.0</td>
</tr>
<tr>
<td>(1.1)</td>
<td>(8.1)</td>
<td>(12.4)</td>
<td>(0.5)</td>
<td>(1.2)</td>
<td>(1.0)</td>
<td>(6.7)</td>
<td>(4.2)</td>
<td></td>
</tr>
<tr>
<td>2010 baseline (SD)</td>
<td>1.4</td>
<td>3.2</td>
<td>2.8</td>
<td>1.1</td>
<td>1.3</td>
<td>1.5</td>
<td>N/A</td>
<td>2.3</td>
</tr>
<tr>
<td>(1.1)</td>
<td>(3.5)</td>
<td>(3.6)</td>
<td>(0.3)</td>
<td>(0.7)</td>
<td>(1.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative change, %</td>
<td>29</td>
<td>109</td>
<td>71</td>
<td>9</td>
<td>184</td>
<td>13</td>
<td>117</td>
<td></td>
</tr>
<tr>
<td>t test</td>
<td>( t_{153}=2.1, P=.04 )</td>
<td>( t_{197}=1.1, P=.27 )</td>
<td>( t_{90}=1.3, P=.20 )</td>
<td>( t_{83}=1.0, P=.32 )</td>
<td>( t_{12}=10.5, P&lt;.001 )</td>
<td>t_{134}=0.9, P=.40</td>
<td>N/A</td>
<td>( t_{476}=8.4, P&lt;.001 )</td>
</tr>
<tr>
<td>95% CI</td>
<td>-0.722 to 0.021</td>
<td>-4.381 to -1.214</td>
<td>-4.883 to 0.970</td>
<td>-0.264 to 0.086</td>
<td>-2.936 to -1.933</td>
<td>-0.571 to -0.225</td>
<td>-3.312 to -2.057</td>
<td></td>
</tr>
<tr>
<td><strong>Maximum number of ratings per physicians</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>6</td>
<td>67</td>
<td>115</td>
<td>6</td>
<td>6</td>
<td>38</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>2010 Baseline</td>
<td>7</td>
<td>18</td>
<td>27</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Relative change, %</td>
<td>-14</td>
<td>272</td>
<td>326</td>
<td>50</td>
<td>100</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Average rating converted&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.1</td>
<td>1.2</td>
<td>1.1</td>
<td>1.1</td>
<td>1.0</td>
<td>1.2</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>(0.4)</td>
<td>(0.4)</td>
<td>(0.4)</td>
<td>(0.5)</td>
<td>(0.5)</td>
<td>(0.1)</td>
<td>(0.4)</td>
<td>(0.4)</td>
<td>(0.2)</td>
</tr>
<tr>
<td>2010 baseline (SD)</td>
<td>1.1</td>
<td>1.1</td>
<td>1.5</td>
<td>1.2</td>
<td>1.6</td>
<td>1.3</td>
<td>N/A</td>
<td>1.2</td>
</tr>
<tr>
<td>(0.4)</td>
<td>(0.4)</td>
<td>(0.7)</td>
<td>(0.5)</td>
<td>(0.7)</td>
<td>(0.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative change, %</td>
<td>0</td>
<td>9</td>
<td>-27</td>
<td>-8</td>
<td>-38</td>
<td>-8</td>
<td>N/A</td>
<td>-8</td>
</tr>
<tr>
<td>t test</td>
<td>( t_{153}=0.5, P=.65 )</td>
<td>( t_{325}=0.6, P=.53 )</td>
<td>( t_{05}=4.0, P=.001 )</td>
<td>( t_{84}=0.3, P=.80 )</td>
<td>( t_{8}=3.0, P=.03 )</td>
<td>( t_{43}=1.3, P=.21 )</td>
<td>N/A</td>
<td>( t_{55}=3.4, P=.001 )</td>
</tr>
<tr>
<td>95% CI</td>
<td>-0.152 to 0.095</td>
<td>-0.141 to 0.072</td>
<td>0.179 to 0.538</td>
<td>-0.180 to 0.234</td>
<td>0.089 to 1.090</td>
<td>-0.076 to 0.331</td>
<td>0.053 to 0.200</td>
<td></td>
</tr>
<tr>
<td><strong>Average rating original (SD)</strong></td>
<td>4.2</td>
<td>1.8</td>
<td>4.6</td>
<td>4.6</td>
<td>72</td>
<td>1.6</td>
<td>88</td>
<td>N/A</td>
</tr>
<tr>
<td>(0.7)</td>
<td>(1.0)</td>
<td>(0.9)</td>
<td>(0.9)</td>
<td>(6.2)</td>
<td>(0.9)</td>
<td></td>
<td></td>
<td>(15.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>1 to 5 star: 1 star worst rating, 5 stars best rating.

<sup>b</sup>School grade: 6 worst rating, 1 best rating.

<sup>c</sup>0 to 5 star: 0 star worst rating, 5 stars best rating.

<sup>d</sup>Percentage.

<sup>e</sup>No baseline data are given for AOK-Arztnavigator because it was not included in the first study.

<sup>f</sup>Recoding: 1=positive, 2=neutral, and 3=negative.
number of ratings per physician, this increase was not even across PRWs, with AOK-Arztnavigator (average 7.5 ratings), Jameda (average 6.7 ratings), Docinsider (average 4.8 ratings), and Medführer (average 3.7 ratings) having on average more ratings per physician than Imedo (average 1.8 ratings), Topmedic (average 1.7 ratings), and Esando (average 1.2 ratings).

It appears, therefore, that there is a need to differentiate German PRWs. Whereas Jameda was slightly ahead of others German PRWs in terms of the number of ratings in 2010, the field was reasonably equally subdivided between different PRWs. However, in the subsequent 4 years, there has been a development with Jameda and the new AOK-Arztnavigator in particular, highlighting an increase in ratings more than the other PRWs. It remains to be seen whether the other PRWs will be able to increase their number of ratings in the future. However, it is noticeable how quickly AOK, Germany’s largest public health insurer, has been able to establish AOK-Arztnavigator as one of the most used German PRWs since being introduced nationwide in May 2011. Two other large public health insurers, Techniker Krankenkasse (TK) and BARMER GEK, have also subsequently developed their own PRWs (TK-Ärzteführer and BARMER GEK-Ärztliche Liste). AOK, TK, and BARMER GEK all utilize a central database known as “Weisse Liste,” recruiting ratings from their insurees via their own platforms but pooling these ratings on the shared Weisse Liste. So, if a patient rates a physician on AOK-Arztnavigator, this rating will also appear on TK-Ärzteführer. Future updates are needed to assess whether this practice may allow the public health insurers to take a bigger share of the PRW ratings away from their smaller private competitors.

Whereas the overall increase in the number of ratings on German PRWs suggests that the practical importance of PRWs is increasing, the relatively low number of physician ratings indicates that PRWs are still used very little in Germany for posting ratings on current physicians. Despite the focus on informed and autonomous patients and the relatively high use of comparative quality information concerning other consumer services and products [35], the German public seem to be rather reluctant in contributing to comparative quality information on health providers.

However, currently there is limited research examining the reasons why patients are not rating their physicians on PRWs, and more research is needed regarding this issue. A recently published study by Patel et al [36] explored patients’ views regarding rating general practitioners on PRWs, within the
context of other feedback methods available in England. Participants reported that they would not leave feedback on PRWs because of accessibility issues, privacy and security concerns, and because they felt that feedback left on a website may be ignored [36]. Hanauer et al [37] also asked participants in their 2012 US study to consider the implications of leaving negative comments about a physician. Participants reported being concerned that their identity could be disclosed (34%), and that the physicians may take action against them for leaving negative comments (26%) [37].

Average Rating

Whereas physician representatives were concerned before the implementation of PRWs that they would be primarily used for “doctor bashing” or defamation [18,19], these fears have proved to be unfounded. The average rating of physicians has further improved toward “very good,” with the average converted standardized rating (1=positive, 2=neutral, and 3=negative) ranging from 1.0 to 1.2, compared with 1.1 to 1.6 in 2010. Other previous research has also found that the majority of ratings are overwhelmingly positive. In Germany, 86% of the ratings of the 5 main German PRWs were favorable in 2014 [25], whereas an analysis of 3000 narrative comments on Jameda from 2014 also found that 80% of all comments were positive [13]. Studies in the United States have produced similar positive results [15,26,27,29,34]. Such overwhelmingly positive ratings, however, raise concerns about the representativeness, validity, and usefulness of PRWs [15,20].

Whereas some form of trust is essential in all social relationships, it is particularly important when one finds themselves dependent on others for their well-being. Indeed, the need for trust is arguably greater in the health care setting than many other areas of life because of the ineradicable imbalances of power, knowledge, and vulnerability found there [38]. Given their position in society, physicians are the recipients of not only public trust but also of a close interpersonal trust by patients, who enter into the physician-patient relationship with the expectation that physicians will act competently and responsibly. Patients’ willingness to disclose information about such a relationship is likely to be extremely low unless their expectations are far exceeded, or they feel that their trust has been violated in some way. Research concerning the rating of products on Amazon has reported such a “bimodal” trend, with “amateur reviewers” (those who review only occasionally) typically contributing a review only because of a strong reaction to a product either because they love it or hate it, and that for some, doing so is an almost cathartic experience [39]. One would expect to see a similar trend on PRWs, and further research would be helpful to better understand why there are not more negative experiences reported on PRWs.

It is clear, however, that at least in some countries, the lack of negative reviews on PRWs is partly because of strict data protection laws and legal responses taken to such reviews by physicians and their advocacy groups [40]. Whereas most businesses (particularly small businesses such as physicians) are concerned about negative reviews and the impact these might have on their reputation, physicians have been particularly opposed to reviews of their services and often take negative reviews more personally than other business owners [41]. It has been argued that “medical narcissism” is a key reason that physicians find it so difficult to acknowledge and disclose medical errors, as such a disclosure can be too much of a challenge to their self-image of competence, control, and treatment-oriented focus [42]. A similar response may be a contributing factor behind many physicians’ unwillingness to accept negative reviews on PRWs and their efforts to prevent transparency of patient experiences and satisfaction with their performance. Critical reviews on PRWs, however, are a (usually anonymous) type of “patient complaints,” which are seen by many as an opportunity to learn and improve care [43]. Whereas there is evidence that some physicians do use reviews on PRWs to improve care [22], this opportunity is likely to be limited while patients are being encouraged not to post negative reviews on PRWs [12], and the negative reviews that are posted are legally challenged.

Limitations

This study has a number of limitations that should be taken into account when interpreting the results. First, the selection of German PRWs was not exhaustive; consequently, some PRWs that have gained importance since the 2010 study may not have been taken into account. Second, the fact that the sample was only taken from 2 states in Germany limits the generalizability of the results. Results in Thuringia and Hamburg, however, were very similar, and we have no reason to suspect other states in Germany would be significantly different. Third, the development of the frequency of ratings and evaluation tendencies is not longitudinal, as the same sample of physicians was not used in both studies. Fourth, as the PRWs or Alexa.com were not webcited in either study when data were collected, this prevents the results from being reproduced. Finally, it was not controlled for the time frame in which ratings were allowed to be published.

Conclusions

This update of the frequency of ratings and evaluation tendencies of German PRWs indicates that there has been an overall increase in the number of ratings on German PRWs, both in terms of the number of rated physicians and the average number of ratings per physician. This is a positive development and suggests that the practical importance of German PRWs is increasing. However, the overall average number of ratings per physician of all PRWs represents an average addition of only 4 new ratings per physician each year over the 4 years, which indicates that PRWs are still used very little in Germany for posting ratings on current physicians. However, without a higher number of ratings, the PRWs will continue to have a limited value. Further research is needed to identify barriers for patients to rate their physicians and to assist efforts to increase the number of ratings on PRWs, thereby improving the fairness and practical importance of PRWs. The increase in the number of ratings has also not been even across the PRWs. Given that physicians’ ratings are currently spread out across PRWs in an uneven manner, it would be advisable for users of PRWs to utilize a number of PRWs when searching for a new physician. The implementation of a website using “meta-crawling” to pool physicians’ ratings across all PRWs may also be a helpful
addition to the field to allow users to easily see all of a physician’s ratings in one place. Future updates are also needed to assess whether the practice of using a central database may allow the public health insurers to take an even bigger share of the PRW ratings away from their smaller private competitors. However, if these smaller PRWs are unable to significantly increase their number of ratings in the future, consideration should be given to whether their continued existence in the German PRWs market is providing value or is, in fact, causing harm. Finally, the continued overwhelmingly positive ratings on German RWs have not allayed fears regarding the representativeness and validity of PRWs. Further research would be helpful to better understand why there are not more negative experiences reported on PRWs. Additionally, the medical profession itself should do more to ensure that patients are not being actively discouraged by physicians to post critical reviews, as they are a potentially important opportunity for physicians to learn and improve care.
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Parent-Mediated Intervention Training Delivered Remotely for Children With Autism Spectrum Disorder Living Outside of Urban Areas: Systematic Review

Abstract

Background: Parent training programs for families living outside of urban areas can be used to improve the social behavior and communication skills in children with autism spectrum disorder (ASD). However, no review has been conducted to investigate these programs.

Objective: The aim of this study was to (1) systematically review the existing evidence presented by studies on parent-mediated intervention training, delivered remotely for parents having children with ASD and living outside of urban areas; (2) provide an overview of current parent training interventions used with this population; (3) and provide an overview of the method of delivery of the parent training interventions used with this population.

Methods: Guided by the preferred reporting items for systematic reviews and meta-analyses (PRISMA) statement, we conducted a comprehensive review across 5 electronic databases (CINAHL, Embase, ERIC, PsycINFO, and Pubmed) on July 4, 2016, searching for studies investigating parent-mediated intervention training for families living outside of urban centers who have a child diagnosed with ASD. Two independent researchers reviewed the articles for inclusion, and assessment of methodological quality was based on the Kmet appraisal checklist.

Results: Seven studies met the eligibility criteria, including 2 prepost cohort studies, 3 multiple baseline studies, and 2 randomized controlled trials (RCTs). Interventions included mostly self-guided websites: with and without therapist assistance (n=6), with training videos, written training manuals, and videoconferencing. Post intervention, studies reported significant improvements (P<.05) in parent knowledge (n=4), parent intervention fidelity (n=6), and improvements in children’s social behavior and communication skills (n=3). A high risk of bias existed within all of the studies because of a range of factors including small sample sizes, limited use of standardized outcome measures, and a lack of control groups to negate confounding factors.

Conclusions: There is preliminary evidence that parent-mediated intervention training delivered remotely may improve parent knowledge, increase parent intervention fidelity, and improve the social behavior and communication skills for children with ASD. A low number of RCTs, difficulty in defining the locality of the population, and a paucity of standardized measures limit the generalization of the findings to the target population. Future studies should investigate the appropriateness and feasibility of the interventions, include RCTs to control for bias, and utilize standard outcome measures.
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Introduction

Autism spectrum disorders (ASD) are characterized by deficits in social communication and social behavior, including problems interpreting nonverbal gestures, difficulty developing age-appropriate friendships, adherence to rigid routines, and adapting to environmental change [1,2]. In recent years there has been a marked increase in the prevalence of ASD in children with possible reasons cited including (1) advancement in diagnostic procedures, (2) broadening of the diagnosis criteria, (3) increase awareness of ASD, (4) previous diagnosis, and (5) recognition that ASD is a lifelong condition [3]. The current prevalence rate of ASD ranges from 20 per 10,000 to as high as 110 per 10,000 of the global population [3-10].

The increasing prevalence of ASD exerts major demands on early intervention services and education institutions resulting in calls for innovative service delivery models and methods [11,12]. Limited access to adequate health services and a shortage of adequately trained early intervention health and education professionals are of particular concern in regional and remote areas [13-16]. Families of children with ASD who live in regional and remote areas often experience several barriers to improving the outcomes for their child [17], including (1) increased travel distance to suitably qualified clinicians for effective therapy services, (2) delayed diagnosis due to reduced screening programs, and (3) challenges from the inconsistency of health professionals due to high attrition rates and high workforce transition [13,14,16,18,19]. These challenges highlight the need for innovative and alternative early intervention methods for children with ASD and living outside of urban areas.

Effective early intervention requires skilled health and education professionals and places an increased financial and time burden on families to access services [20,21]. As a result, parents or caregivers may be required to play a larger role in the provision of therapeutic services for their children with ASD [22]. To help overcome these barriers, parents can become active agents in the therapeutic process with the appropriate training and ongoing guidance, thereby delivering these interventions to their children in a more consistent manner [23]. This is particularly pertinent for families living outside of urban areas where there is often a lack of access to suitably trained clinicians.

The rise of technological advances in information communication technology (ICT) has paved the way for alternative modes of delivery for health interventions. Evidence suggests that services provided by health professionals using ICT have high efficacy in areas of health, such as delivering behavioral treatment for people with anxiety and depression [24,25]. Moreover, evidence for using telehealth and ICT for children and adolescents with ASD is emerging, with preliminary findings suggesting that it has potential benefits in the diagnosis and delivery of interventions with this population [11,26-32].

Systematic literature reviews support the use of parent-mediated interventions in children with ASD [23,33,34], as does the use of telehealth in providing education sessions to parents or caregivers who have a child with ASD [26,35]. No systematic review has been published on parent-mediated interventions for families having a child with ASD and living outside of urban areas. This is a unique population, and whereas similarities may exist between this group and the general population, these cannot be generalized due to distinctive characteristics and the barriers these families experience due to remoteness [22].

Evidence suggests that the characteristics of families having a child with ASD and living outside of urban areas are unique; however, categorizing and comparing populations across countries is challenging because of differing definitions and classifications systems. For example, in Canada, all territories outside of an urban area are considered to be rural. Rural areas include those “...having a population of at least 1000 and a density of 400 or more people per square kilometer...” [36]. Similarly, according to the US Census Bureau, rural areas include all population, housing, and territory not contained within an urban area [37]. However, the Australian Bureau of Statistics (ABS) uses a 5-category classification based on the Australian standard geographical classification system (ASGC) [38]. The categories include major cities, inner regional, outer regional, remote, and very remote based on a number of variables including population size and distance by road to service centers.

The purpose of this systematic review was to review the existing evidence for parent-mediated intervention training delivered remotely for parents having a child with ASD and living outside of urban areas. In doing so, this review will (1) provide an overview of the studies involving the use of parent-mediated intervention training delivered remotely to parents who have a child with ASD, (2) provide an overview of current parent training programs used with this population, and (3) provide an overview of the method of delivery of parent training interventions used with this population.

Methods

Protocol and Registration

The systematic review was registered with PROSPERO (registration number CRD42015027300). The preferred reporting items for systematic reviews and meta-analyses (PRISMA) statement guided the methodology and reporting of this systematic review. The statement provides the structure and transparency considered necessary for reporting systematic reviews in areas of health care.

Eligibility Criteria

Participants needed to be parents or caregivers of children diagnosed with ASD. With the recent update to the diagnostic and statistical manual of mental disorders (DSM-V), inclusion criteria were expanded to include participants whose children had a diagnosis of autism, Asperger’s syndrome, or pervasive developmental disorder not otherwise specified under criteria of the previous DSM-IV [39]. Studies were included if the children with ASD were aged under 18 years. Given the discrepancies in definition and classification of urban-rural location between countries, for the purpose of this review, we included only those studies in which the population resided
outside of major cities or urban areas and authors explicitly described participants as having limited access to services.

Articles were included if the intervention involved training the parents or caregivers in intervention skills to improve the social behavior and communications skills for their child with ASD using telehealth (remote delivery) methods. Face-to-face training, which required parents to travel to a center for training were excluded. Studies were excluded if training was provided solely to therapy professionals or teachers. Telehealth interventions delivered directly and solely by clinicians were excluded from the review, as one study explicitly addressing this issue already exists [26]. Various modes of delivery were accepted for inclusion, including, DVDs, videoconferencing, and Web-based content, as long as the method of delivery enabled remote delivery. Articles of any methodological design that met the eligibility criteria were included, as long as they were published in English in International Scientific Indexing (ISI) listed scientific journals.

**Information Sources**

To identify eligible studies, the authors conducted a comprehensive systematic search across 5 electronic databases on July 4, 2016. Databases searched included (1) Cumulative Index to Nursing and Allied Health Literature (CINAHL), (2) Embase, (3) Education Resources Information Center (ERIC), (4) PsycINFO, and (5) Pubmed.

**Table 1.** Search terms.

<table>
<thead>
<tr>
<th>Database and Search terms</th>
<th>Limitations</th>
<th>Number of abstracts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subject Headings:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CINAHL: (MH “autistic disorder”) or (MH “child development disorders, pervasive”) or (MH “pervasive developmental disorder—not otherwise specified”), and (MH “rural health centers”) or (MH “hospitals, rural”) or (MH “rural population”) or (MH “rural health services”) or (MH “rural areas”) or (MH “services for Australian rural and remote allied health”) or (MH “rural health”) or (MH “rural health personnel”) or (MH “telehealth”) or (MH “telemedicine”) or (MH “videoconferencing”) or (MH “teleconferencing”)</td>
<td>English language</td>
<td>80</td>
</tr>
<tr>
<td>ERIC: SU.EXACT(“Asperger syndrome”) or SU.EXACT(“pervasive developmental disorders”) or SU.EXACT(“autism”), and SU.EXACT(“rural population”) or SU.EXACT(“rural areas”) or SU.EXACT(“rural youth”) or SU.EXACT(“rural environment”) or SU.EXACT(“rural education”) or SU.EXACT(“teleconferencing”) or SU.EXACT(“telecourses”) or SU.EXACT(“videoconferencing”) or SU.EXACT(“telecommunications”)</td>
<td>English language</td>
<td>29</td>
</tr>
<tr>
<td>Embase: autism or Asperger syndrome or “pervasive developmental disorder not otherwise specified,” and (rural health care or rural area or urban rural difference or rural population) or (teleconsultation or telediagnosis or telehealth or telediagnosis or telemedicine or telemonitoring or teletherapy or videoconferencing or teleconferencing or health care delivery)</td>
<td>English language</td>
<td>406</td>
</tr>
<tr>
<td>PsycINFO: autism or pervasive developmental disorders or Aspergers syndrome, and (exp rural environments or distance education) or (telemedicine or computer mediated communication or telecommunications media)</td>
<td>English language</td>
<td>64</td>
</tr>
<tr>
<td>CINAHL: Autis* or Asperg* or ASD or (“pervasive,” “developmental,” and “disorder”) or PDD, and (rural* or remote* or regional* or telehealth or tele-health or telemedicine or tele-medicine or telerehab* or telerehab* or telediagnosis* or tele-diagnosis* or tele-treatment* or tele-treat or tele-therapy* or tele-therapy* or telemonitoring or te-monitoring or teleintervention or tele-intervention or telentreatment or tele-treatment or telepractice or tele-practice or videoconference* or video-conference* or teleconference* or tele-conference* or webbased OR web-based or internet-based or [“technology” and “mediated”]) or technology-mediated)</td>
<td>English Language Published date: 20140601-20160704</td>
<td>64</td>
</tr>
<tr>
<td>Free-text search words</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERIC:As per CINAHL free text</td>
<td>As per CINAHL free text</td>
<td>45</td>
</tr>
<tr>
<td>Embase : As per CINAHL free text</td>
<td>As per CINAHL free text</td>
<td>487</td>
</tr>
<tr>
<td>PsycINFO : As per CINAHL free text</td>
<td>As per CINAHL free text</td>
<td>131</td>
</tr>
<tr>
<td>PubMed : As per CINAHL free text</td>
<td>As per CINAHL free text</td>
<td>446</td>
</tr>
</tbody>
</table>

**Search Strategy**

The categories of search terms used were (1) ASD (autism, autism spectrum disorder, pervasive development disorder not otherwise specified, and Asperger’s syndrome) and (2) residing outside of urban areas (rural health, regional health, remote health, telehealth, teledicine, and videoconferencing) (see Table 1). Search limitations included papers published in English only. A free-text search was completed within the listed databases for literature published from June 16, 2014 to July 4, 2016. The search terms and limitations used for the free-text search are outlined in Table 1. Manual searches of the following
journals were performed: The Journal of Rural Health (United States), Australian Journal of Rural Health, Rural Educator, Journal of Research in Rural Education, Australian and International Journal of Rural Education and Rural Special Education Quarterly. Finally, manual searches were conducted of the reference lists of articles that met the eligibility criteria.

**Study Selection**

The first author screened titles and abstracts of the entire pool of articles that met the inclusion criteria and removed duplicates. Following the removal of the duplicates, all abstracts were screened independently by 2 authors using the inclusion or exclusion criteria. Full-text articles were sourced for abstracts that met inclusion criteria, and articles that did not meet the inclusion or exclusion criteria were excluded. Agreement between authors was reached on 8 out of the 9 included articles. The remaining disagreement was resolved through discussion and consensus.

**Methodological Quality**

Methodological quality was assessed using the standard quality assessment criteria as described by Kmet et al [40]. The Kmet appraisal checklist uses a 3-point ordinal system to assess the methodological quality of research papers. The appraisal checklist creates a systematic, quantitative, and reproducible process to assess the methodological quality of a variety of research designs and make comparisons between them. Two authors independently assessed the included articles using the 14-point checklist. Scores were categorized into quality levels: >80% as strong, 70-80% as good, 50-69% adequate, and <50% as limited. The methodological scores are included in Table 2. Disagreements in methodological quality existed between the 2 authors in 2 out of the 9 articles and were resolved through discussion and consensus.

**Data Collection**

Data were extracted using comprehensive data extraction forms and grouped under the following headings: (1) aims or objectives, (2) study design, (3) level of evidence, (4) participant characteristics (including geographical location and proximity to services), (5) intervention characteristics, (6) outcome measures, (7) discussion, (8) limitations, and (9) implications for future practice. Data extraction was undertaken by the first author. Data extracted was checked by a second author for accuracy. Only minor discrepancies occurred, and these were resolved through consensus. The level of evidence was determined using the hierarchy of evidence as outlined in the National Health and Medical Research Council (NHMRC) guidelines [41]. Additionally, details of the intervention, dosage, method of delivery, and skills or aims being delivered by the researchers were extracted and summarized. Few studies included in the review had large sample sizes, and the lack of control or comparison groups prevented a meta-analysis.

**Data Items, Risk of Bias, and Synthesis of Results**

Participant characteristics were extracted and are represented in Table 3. Kmet ratings were used to assess the risk of bias of at an individual study level [40]. The extrapolated data from this process are represented in Table 2. Characteristics of the extracted data included (1) aims and objectives, (2) study design, (3) level of evidence, (4) intervention characteristics, (5) outcome measures, (6) results, and (7) methodological quality. Significance of data and calculated effect sizes of the interventions were extracted for synthesis. Effect sizes not reported as Cohen d were converted for uniformity as appropriate. The magnitude for Cohen d effect sizes was interpreted as small≥0.20, medium≥0.50, or large≥0.80 [42]. None of the researchers authored any of the included published studies; hence, no bias in study selection was introduced in conducting the systematic review.

**Results**

**Study Selection**

The PRISMA diagram is presented in Figure 1. Database searches yielded 1797 articles. Four additional articles were identified through manual searches of the included studies’ reference lists. From the 2001 articles, 583 duplicates were removed, leaving a total of 1218 abstracts for screening. Following screening of the abstracts, 1202 articles were excluded. The remaining 16 were retrieved for full-text review, and an additional 7 articles were excluded from the study, as participants in four studies were not described as living outside of major cities or urban areas. One study was a summary of a pilot project with no results included, and the 2 remaining studies provided the training to parents in a face-to-face medium. A total of 9 articles met the review eligibility criteria. The articles by Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45] were based on the outcomes from one study, and so they were combined for reporting and discussion throughout this paper.

**Study Design**

The 7 studies included 1 quasi-experimental design by St. Peter et al [46], 1 nonconcurrent multiple-baseline designs by Wacker et al [47], 2 single-subject multiple-baseline design by Vismara et al [12,48], 1 RCT each by Ingersoll et al [44] and Pickard et al [45], and 2 prepost test design studies by Hamad et al [49] and Heitzman-Powell et al [50]. A lack of control groups in 5 of the 7 studies precluded the ability to conduct a meta-analysis of the results. An overview of the included papers is provided in Figure 2.

**Level of Evidence**

The overall level of the evidence for the studies included in the systematic review was low. The studies by Hamad et al [49], Heitzman-Powell et al [50], Vismara et al [12,48], and Wacker et al [47] demonstrated level IV evidence. The study by St. Peter et al [46] demonstrated level III-1 evidence and the study by Ingersoll et al [44] and Pickard et al [45] was classified as level II [43-45] evidence as per the NHMRC level of evidence guidelines (see Table 2) [41]. The low level of evidence may indicate that it is difficult to conduct research with this population due to travelling distance to research centers and reachability through recruitment strategies, thus making robust study designs more challenging.
Figure 1. Preferred reporting items for systematic reviews and meta-analyses (PRISMA) flow diagram.

Figure 2. Study Schema.
<table>
<thead>
<tr>
<th>Citation and methodology</th>
<th>Aim or objectives</th>
<th>Outcome measures</th>
<th>Results</th>
<th>Methodological quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamad et al [49]</td>
<td>Pre- or post-test</td>
<td>Investigate the feasibility of an Internet-based “asynchronous” small-scale three module Web-based learning course presented in a distance-learning medium.</td>
<td>Parent outcome measures: 25-item Web-based knowledge acquisition measure (test) administered prepost intervention.</td>
<td>Internet-based training curriculum could be effective in training parents about methods and procedures related to behavioral interventions. Pretest scores: mean=68.8, SD=15.6, Posttest scores: mean=82.9, SD=4.9. Large effect size (Cohen d=1.21) Paired t-tests: mean prepost test scores statistically significant improvement (P&lt;.001) for all participants combined (n=51).</td>
</tr>
<tr>
<td>Heitzman-Powell et al [50]</td>
<td>Pre- or post-test</td>
<td>Evaluate the modified OASIS training intervention for use with parents from a distance.</td>
<td>Parent outcome measures: parent skill assessment in ABA implementation</td>
<td>Implementations of ABA skills (41.23% mean increase)</td>
</tr>
<tr>
<td>Ingersoll and Berger [43]</td>
<td>RCT²</td>
<td>Compare parent engagement and effectiveness in self-directed and therapist-assisted versions of a novel telehealth-based parent-mediated intervention for young children with ASD</td>
<td>Parent knowledge assessment (Web-based) on ASD and ABA principles and procedures Parent satisfaction with training Cost savings (driving miles) Child outcome measures</td>
<td>High levels of importance and significance of Web-based tutorials (mean scale 1-5:4.62 and 4.71 respectively). High levels of importance and significance of telemedicine coaching sessions (mean scale 1-5:4.62 and 4.8 respectively) Mean travel savings per family was 2,263 driving miles using telemedicine if compared with face-to-face coaching. Note: Prepost comparison with no statistical analysis for significance.</td>
</tr>
<tr>
<td>Ingersoll et al [44]</td>
<td>RCT²</td>
<td>Compare parent engagement and effectiveness in self-directed and therapist-assisted versions of a novel telehealth-based parent-mediated intervention for young children with ASD</td>
<td>Parent outcome measures: ImPACT knowledge quiz: 20-item multiple choice quiz taken prepost intervention</td>
<td>Intervention completion was a significant predictor of postintervention knowledge (P=.01) in both groups.</td>
</tr>
<tr>
<td>Pickard et al [45]</td>
<td>RCT²</td>
<td>Compare parent engagement and effectiveness in self-directed and therapist-assisted versions of a novel telehealth-based parent-mediated intervention for young children with ASD</td>
<td>Videotape parent-child interaction for intervention fidelity using the ImPACT intervention fidelity checklist</td>
<td>Intervention completion (P=.3) and group assignment (P=.45) made significant independent contributions to treatment fidelity. Post intervention fidelity for both groups was significant (P=.004) Statistically significant improvement prepost in parent intervention fidelity in both groups (P&lt;.01, Large effect size: Cohen d=3.21) as well as between groups post intervention (P&lt;.01, Large effect size: Cohen d=0.3). At follow-up statistically significant (P&lt;.001, Large effect size: Cohen d=2.92) prepost in both groups but not between groups. Parent sense of competence scale</td>
</tr>
</tbody>
</table>
Statistically significant improvement ($P<.01$, Large effect size: Cohen $d=1.34$) prepost intervention in self-efficacy in both groups but not between groups.

Parent sense of competence scale

Family impact questionnaire

Statistically significant improvement ($P<.05$, Large effect size: Cohen $d=1.03$) prepost in parent stress in both groups but not between groups post intervention. Statistically significant improvement ($P<.05$, Large effect size: Cohen $d=1.47$) prepost in positive perception of the child in both groups as well as between groups post intervention ($P<.05$, Large effect size: Cohen $d=1.16$).

Parent engagement using website analytics

Therapist-assisted group statistically significantly performed better on parent engagement (number of logins and duration on site) and intervention completion when compared with self-directed groups ($P<.001$ and $P<.05$ respectively)

Intervention evaluation survey using 7-point Likert scale measuring treatment appropriateness, website usability, and overall intervention satisfaction.

Participant rated intervention as highly acceptable (mean=6.07, SD=0.79), the website as highly usable (mean=6.36, SD=0.57). Overall satisfaction of intervention was high (mean=6.56, SD=0.71). No statistically significant difference in treatment appropriateness, website usability, and overall intervention satisfaction between groups.

49-item 7-point Likert scale quantitative survey administered post intervention examining intervention, appropriateness perceived child social communication gains, burden of the intervention on the family, and frequency of intervention use.

Overall, parent rated intervention favorably with mean scores:

1) Intervention appropriateness 6.59 (SD 0.58), perceived child social communication gains 5.41 (SD 1.24), burden of the intervention on the family 5.72 (SD 1.23), frequency of intervention use 6.56 (SD 0.57)

Statistically significant differences between groups (TA vs SD) for intervention appropriateness ($P=0.3$, Large effect size: Cohen $d=0.94$) and child social communication gains ($P=0.5$, Large effect size: Cohen $d=0.84$). No difference in the burden of intervention on the family and frequency of intervention use domains.

Qualitative interviews—semistructured investigated overall perception of intervention and content, perception of feasibility of intervention, experience of support during intervention, and intervention referral preferences.

Qualitative themes:

Positive perception of the appropriateness of intervention.

The intervention was easy to learn initially but became more challenging as they progressed.

The support of a coach would be essential in the later, more complex sections of the intervention. Parents felt more empowered and better able to interact with their child. Perceptions of barriers included time restrictions and technology failure. Parents suggested the intervention should be made available at the time of ASD diagnosis as it may help empower parents at a stressful time.

Child outcome measures:

language targets

Statistically significant ($P<.05$, Large effect size: Cohen $d=2.26$) prepost improvements in language targets in both groups but not between groups post intervention.

MacArthur communicative development inventories: words and gestures

Statistically significant ($P<.01$, Large effect size: Cohen $d=1.74$) prepost improvements in language skills in both groups but not between groups post intervention.
<table>
<thead>
<tr>
<th>Citation and methodology</th>
<th>Aim or objectives</th>
<th>Outcome measures</th>
<th>Results</th>
<th>Methodological quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>St. Peter et al [46]</td>
<td>Compare parental adherence during written or asynchronous video teleconsultation designed to teach parents of children with ASD to implement discrete trial instruction.</td>
<td>Vineland adaptive behavior scales, 2nd edition</td>
<td>Statistically significant ($P&lt;.05$, Large effect size: $\text{Cohen } d=1.00$) prepost improvements in the communication domain in both groups but not between groups post intervention. No statistically significant differences prepost in the social domains in both groups, however, a statistical difference was observed between groups post intervention ($P&lt;.05$, Large effect size: $\text{Cohen } d=0.91$)</td>
<td>Kmet rating: good (71%) NHMRC level of evidence: level III-1</td>
</tr>
<tr>
<td>Vismara et al [48]</td>
<td>To assess if a 12-week videoconferencing and DVD learning module (P-ESDM&lt;sup&gt;g&lt;/sup&gt;) could improve parents’ acquisition of teaching procedures and result in changes in the child’s social communicative behavior [51].</td>
<td>Parent outcome measures: Parental adherence between the written (control) and video (experimental) groups Child outcome measures: not specified</td>
<td>Adherence in the video group was significantly higher ($P&lt;.001$) compared with written instructions.</td>
<td>Kmet rating: good (77%) NHMRC level of evidence: level IV</td>
</tr>
</tbody>
</table>

**Parent outcome measures:**
- Eight item, 5-point response scale evaluating parental satisfaction (feasibility and appropriateness) with the support and ease of the intervention
- P-ESDM fidelity tool—5-point Likert rating tool of 13 parent behavior that define the child-centred, responsive interactive style used in PESDM
- MBRS<sup>h</sup>—A 5-point Likert rating scale measuring the parent’s style of interacting to or relating to their child.
- Child outcome measures: child social communication behavior—10-min videos transcribed and scored for the production of spontaneous and promoted functional verbal utterances and approximations and imitative play actions on objects and gestures.
- CBRS<sup>[52]</sup>—measures engagement and interest in activity as well as joint attention, creativity, and affect demonstrated toward the parent.
- MacArthur communicative development inventories: words and gestures
- Vineland adaptive behavior scales, 2nd edition

**Child outcome measures:**
- Significant increases over time from baseline to follow-up ($P<.001$) with vocabulary production ($P<.001$) and vocabulary comprehension ($P<.001$).
- Significant increase form baseline to follow-up in child attention ($P<.001$) and child initiation ($P<.001$).
- Significant increase from baseline to follow-up on the adaptive behavior composite ($P<.05$).

<sup>g</sup> P-ESDM fidelity tool—5-point Likert rating tool of 13 parent behavior that define the child-centred, responsive interactive style used in PESDM

<sup>h</sup> MBRS—A 5-point Likert rating scale measuring the parent’s style of interacting to or relating to their child.
<table>
<thead>
<tr>
<th>Citation and methodology</th>
<th>Aim or objectives</th>
<th>Outcome measures</th>
<th>Results</th>
<th>Methodological quality</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vismara et al [12]</strong></td>
<td>Pilot study of a 12-week telehealth on the Web (videoconferencing and self-guided website) intervention (P-ESDM) and 3-month follow-up to assess: (1) parents’ perception of the intervention as a useful learning platform, (2) parents’ intervention skills and engagement style improvement, (3) website utility to support the intervention, and (4) improvements in the children’s verbal language and joint attention.</td>
<td>Parent outcome measures: Eight item, 5-point response scale evaluating parental satisfaction with the support and ease of the telehealth learning intervention</td>
<td>All parents reported satisfaction with support and ease of the telehealth learning intervention.</td>
<td>Kmet rating: good (77%) NHMRC level of evidence: level IV</td>
</tr>
<tr>
<td><strong>Wacker et al [47]</strong></td>
<td>Conduct functional communication training using coaching from trained behavior analysts to parents via telehealth and compare it with completing the same training in-vivo within families’ homes.</td>
<td>Parent outcome measures: P-ESDM fidelity tool—5-point Likert rating tool of 13 parent behavior that define the child-centred, responsive interactive style used in P-ESDM</td>
<td>Improvement in parent intervention fidelity. Baseline: 0/8 parents meeting criteria for fidelity in tool. Group mean 2.93 (SD 0.6), post intervention: 6/8 parent meeting criteria for fidelity in tool. Group mean 3.69 (SD 0.51), follow-up: 7/8 parents achieved at least one fidelity score. Group mean 4.15 (SD 0.51)</td>
<td></td>
</tr>
</tbody>
</table>

**Outcome measures**

- **Parent outcome measures:**
  - Eight item, 5-point response scale evaluating parental satisfaction with the support and ease of the telehealth learning intervention.
  - P-ESDM fidelity tool—5-point Likert rating tool of 13 parent behavior that define the child-centred, responsive interactive style used in P-ESDM.

**Results**

- All parents reported satisfaction with support and ease of the telehealth learning intervention.

**Website use**

- Average number of logins 30 (SD 18, range 9-60); Average viewing time per day 18 min.

**MBRS [53]**—A 5-point Likert rating scale measuring the parent’s style of interacting to or relating to their child.

- Improvement in parent engagement style. Baseline: low-moderate with MBRS total score mean=2.91, SD=0.68, post intervention: mean=3.50, SD=0.44, follow-up (3 months): moderate to high range with MBRS total score mean=3.87, SD=0.42.

**Child outcome measures:**

- Increase in the range of vocalizations at all time points.
  - Baseline: mean=2.97, SD=1.93, post interventions: mean=3.60, SD=2.51, follow-up: mean=4.14, SD=2.04.
  - Joint attention initiations remained constant between baseline (mean=1.67, SD=1.07) to post intervention (mean=1.67, SD=1.21) but increased at follow-up (mean=2.16, SD=1.34).

**MacArthur communicative development inventories: words and gestures**

- Improvements in VP and comprehension, Baseline: VP mean=111.87, SD=156.03, comprehension mean=224.37, SD=133.25, post intervention: VP mean=163.88, SD=156.03, comprehension mean=284.88, SD=141.53, follow-up: VP mean=213.88, SD=155.08, comprehension mean=314.88, SD=94.16.

**Parent outcome measures:**

- Parent overall appropriateness—7-point Likert scale.
  - Parents rated training as acceptable (mean=6.47).
  - Comparable with in-vivo training (mean=6.18).

**Kmet rating:**

- Good (73%)

**NHMRC level of evidence:**

- Level IV
The aim of all of the studies was to improve social behavior and communication skills of children with ASD through increasing the knowledge of parents and caregivers by training them in intervention skills (parent-mediated). Outcome measures varied across all of the studies. All 7 studies used measures created by the researchers. Calculated effect sizes were only possible based on the published information in 3 studies included in the review and are reported in Table 2.

Parental satisfaction and perceptions of appropriateness of the intervention were measured by Vismara et al [12,48], Heitzman-Powell et al [50], and the study by Ingersoll et al [44] and Pickard et al [45]. All reported that parents were satisfied with the training they received. When comparing a therapist-assisted and self-guided website versus a self-guided website only, large effect sizes were recorded in parents’ perception of the appropriateness of the intervention and child social communication gains (Cohen $d=0.94$ and $0.84$ respectively) in the study by Ingersoll and Berger [43]. Ingersoll et al [44] and Pickard et al [45].

Parents’ self-efficacy was evaluated in the study by Ingersoll et al [44] and Pickard et al [45]. The authors stated that whereas there was a statistically significant ($P<.01$) improvement and a large effect size ($Cohen \ d=1.34$) preintervention to postintervention for both groups, there was no difference between groups. Parents’ stress levels were not measured prepost interventions in any of the studies.

Knowledge acquisition by parents was measured by Hamad et al [49], Heitzman-Powell et al [50], and in the study by Ingersoll and Berger [43], Ingersoll et al [44] and Pickard et al [45] using quizzes covering the content in the intervention; all studies reported significant increases in knowledge post intervention. Parents’ skills in implementing the acquired therapy techniques were investigated by Heitzman-Powell et al [50], St. Peter et al [46], Vismara et al [12,48], Wacker et al [47], and in the study by Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45]. All of the studies reported statistically significant improvements in parents’ skills in administering skills learnt through the interventions. These findings present evidence that parents who received the appropriate training could gain skills in the delivery of interventions, thus improving the skills in social communication and behavior of their children with ASD.

Vismara et al [12,48] and the study by Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45] utilized the MacArthur communicative developmental inventories [54] to measure the child’s abilities in vocabulary production and comprehension. In all 3 studies, statistically significant
Improvements were reported in the children’s vocabulary production and comprehension from baseline to follow-up. Again, this provides preliminary evidence that parents who live in geographically isolated areas are able to learn skills in the provision of therapy and implement it appropriately to help improve the communication skills of their children with ASD. Improvements in social behavior were measured in 2 studies using the Vineland adaptive behavior scales (2nd edition)[55] with Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45] reporting no significant difference prepost intervention and Vismara et al [48] reporting a significant difference in the social domains. Video-recorded interactions of the children with their parents were used in the studies conducted by Vismara et al [12,48] and Wacker et al [47]. All reported statistically significant improvements prepost intervention in joint attention and affect toward the parents with Wacker et al [47] reporting a reduction in child problem behavior.

Table 3. Participant characteristics.

<table>
<thead>
<tr>
<th>Study</th>
<th>No. of participants</th>
<th>Geographical location</th>
<th>Demographics: parent</th>
<th>Demographics: child</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamad et al [49]</td>
<td>51</td>
<td>“Geographically disparate” in the United States</td>
<td>Gender: male n=4, female n=47</td>
<td>Gender: not specified</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Age: not specified</td>
<td>Age: not specified</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Education level: high school n=6, associate degrees n=0, bachelor degrees n=20, master degrees n=12, other n=3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Note: subgroup demographic breakdown not provided</td>
<td></td>
</tr>
<tr>
<td>Heitzman-Powell et al [50]</td>
<td>7</td>
<td>Remote areas in the United States</td>
<td>Gender: not specified</td>
<td>Gender: not specified</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Age: mean age 37.3 (range=32-47)</td>
<td>Age: not specified</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Education level: ranged from graduate degree to high school diploma. Breakdown not specified</td>
<td></td>
</tr>
<tr>
<td>Ingersoll and Berger [43]</td>
<td>27</td>
<td>70% (19/27) of participants resided in &quot;rural or medically underserved areas&quot;</td>
<td>Gender: male n=1, female n=26</td>
<td>Gender: male n=19, female n=8</td>
</tr>
<tr>
<td>Ingersoll et al [44]</td>
<td></td>
<td></td>
<td>Age: not specified</td>
<td>Age: mean chronological age 3 years, 6 months.</td>
</tr>
<tr>
<td>Pickard et al [45]</td>
<td></td>
<td></td>
<td>Education: college degree or higher=16, education levels of remaining participants not specified</td>
<td></td>
</tr>
<tr>
<td>St. Peter et al [46]</td>
<td>32</td>
<td>Rural Appalachian counties in West Virginia, Kentucky, Maryland, Virginia, or Pennsylvania, United States</td>
<td>Gender: male n=11, female n=21</td>
<td>Not specified</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Age: mean age of parents=35.87 years (range, 24-69)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Education level: 54.15% had received a college degree. Remaining participant education levels not specified</td>
<td></td>
</tr>
<tr>
<td>Vismara et al [48]</td>
<td>8</td>
<td>“Very little access to early intervention services” in California, North Carolina, Arkansas, Texas, and Pennsylvania, United States</td>
<td>Gender: male n=1, female n=7</td>
<td>Gender: male n=7, female n=1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Age: not specified</td>
<td>Age: mean chronological age 2 years, 4 months (standard deviation=7.6 months, range 16-38 months)</td>
</tr>
<tr>
<td>Vismara et al [12]</td>
<td>8</td>
<td>“Minimally available intervention services in their community” in the United States and Canada</td>
<td>Gender: male n=1, female n=7</td>
<td>Gender: not specified</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Age: not specified</td>
<td>Age: 1 year n=4, 2 years n=2, 3 years n=1</td>
</tr>
<tr>
<td>Wacker et al [47]</td>
<td>17</td>
<td>Regional Iowa, United States</td>
<td>Gender: male n=2, female n=16</td>
<td>Gender: male n=16, female n=1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Age: mean age 33 years</td>
<td>Age: 2 years n=3, 3 years n=4, 4 years n=3, 5 years n=5, 6 years n=2 (range 29-80 months)</td>
</tr>
<tr>
<td>Study</td>
<td>Intervention description and dosage</td>
<td>Method of delivery to parent</td>
<td>Skills or aims of intervention</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>------------------------------------</td>
<td>-----------------------------</td>
<td>--------------------------------</td>
<td></td>
</tr>
<tr>
<td>Hamad et al [49]</td>
<td>Web-based training intervention in behavioral interventions Dosage: intervention approximately 4-8 h within a 3-week period Three modules</td>
<td>On the Web using Blackboard Vista 4 platform Included: short Web-based lectures, practical exercises, video demonstrations of procedures, study questions, and frequent short Web-based quizzes.</td>
<td>• Positive reinforcement: selection and use of reinforcement. • Relationship building: parent and teaching cooperation. • Prompting and prompt fading.</td>
<td></td>
</tr>
<tr>
<td>Heitzman-Powell et al [50]</td>
<td>OASIS training intervention Research-to-practice Applied behavior analysis outreach training model Dosage: Eight modules; timeframe not specified</td>
<td>Training program combines Web-based instructional modules and participation in distance coaching sessions.</td>
<td>• Introduction to ASD and behavioral treatment; • Basic ABA principles and procedures • Use ABA procedures to teach new skills • Use ABA procedure to reduce challenging behavior • Generalize skills to other settings • Collection and analysis of data for data-based intervention decision-making • Working with treatment teams and other provider</td>
<td></td>
</tr>
<tr>
<td>Ingersoll and Berger [43]</td>
<td>Project ImPACT on the Web—Website-based training for a naturalistic, developmental-behavioral, parent-mediated intervention for children with ASD Dosage: Self-directed—Encourage to complete 1 lesson per week, approximately 80 min for 12 weeks. Therapists assisted—dosage same as self-directed group plus 2 30-min remote coaching sessions per week by trained therapist.</td>
<td>Access to training material was on the Web via personal computer. Included: narrated slideshow with embedded video examples of techniques, written description of lessons, exercises, homework, and reflection questions Training program for the therapist-assisted group was administered by trained therapists using videoconferencing software.</td>
<td>• Promote child social communication within the context of play and daily routines</td>
<td></td>
</tr>
<tr>
<td>Ingersoll et al [44]</td>
<td>Implementation discrete-trial instructions using a video training materials Dosage: video training was 37 min in duration Written training was a 30-page manual</td>
<td>Written training materials (control) or video training materials (experimental) containing similar content.</td>
<td>• Increase adherence to discrete-trial instruction procedures.</td>
<td></td>
</tr>
<tr>
<td>Pickard et al [45]</td>
<td>Parent early start Denver model (P-EDSM) training Dosage: Once-per-week, 1 h parent training sessions for 12 weeks</td>
<td>Telehealth delivery using live, 2-way conferencing with a qualified therapist and the provision of a DVD including all intervention materials with the addition of video recorded examples of the therapist demonstrating skills.</td>
<td>• Increasing child’s attention and motivation • Using sensory social routines • Promoting dyadic engagements and joint activity routines • Enhancing nonverbal communication • Building imitation skills • Facilitating joint attention • Promoting sequence relations • Employing promoting, shaping, and fading techniques • Conducting functional assessments of behavior to develop new interventions.</td>
<td></td>
</tr>
</tbody>
</table>
In summary, it appears that interventions targeting parents’ knowledge and including fidelity checks have statistically significant improvements with large effect sizes when reported. Additionally, large to small effect sizes were reported in the child’s improvement in social behavior and communication skills when reported within the studies.

**Interventions**

All interventions were developed with consideration of the geographical isolation of participants, with the aim to ease administration of the intervention and increase feasibility of delivery. Parent training interventions investigated in the included articles are summarized in Table 4.

All interventions were developed by the researchers and varied in dosage and method of delivery. This variation makes synthesis of the research challenging and limits the generalizability of these methods of intervention to the targeted population. Dosage for the interventions ranged from an intensive format of 5 h per day for 5 days, to once-a-week over a number of weeks. The most common dosage was once-a-week sessions, with sessions lasting 1-2 h; however, timeframes ranged from 6-12 weeks [12,43-45]. Additionally, the studies by Heitzman-Powell et al [50] and Wacker et al [47] did not have finite periods, and the duration of intervention continued until all training modules were completed at the participants’ own pace. The lack of comparison regarding the dosage of education and training provided to the parents prevented the identification of an optimal amount of education and training to achieve the maximum benefit to the children.

The methods of delivery for the parent-mediated interventions were equally as wide-ranging, with Hamad et al [49], Heitzman-Powell et al [50], and the study by Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45], requiring parents to access resources on the Web and progress through the content at their own pace. Heitzman-Powell et al [50] coupled the Web-based modules with distant coaching sessions delivered by qualified clinicians. The studies by St. Peter et al [46], Wacker et al [47], and Vismara et al [48] utilized a telehealth delivery model with live, 2-way videoconferencing by qualified clinicians who delivered the intervention in isolation, coupled with a Web-based self-guided website or using teaching materials contained on a DVD. St. Peter et al [46] compared the difference between the effectiveness of delivery methods; training provided using video methods versus training provided via a written manual. Finally, the study by Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45] compared 2 groups; one receiving access to a Web-based training program only and the other having access to the same Web-based training program, but with additional weekly therapist-assistance via videoconferencing.

Identifying the superior delivery method of intervention for this population is limited by a lack of between-group comparisons within the included studies. Only the studies by Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45], and St. Peter et al [46] had comparison groups. Methods with increased user interaction demonstrated some superiority with DVDs having higher adherence to the training program compared with written content. Furthermore, regular therapist-assisted sessions resulted in increased intervention completion, parent appropriateness of intervention, and improvements in parent knowledge and skills.

Overall, these findings suggest that training delivered to parents who live outside of urban areas or with limited access to services can have some effect in improving the social behavior and communication skills in their child with ASD and a large effect on increasing their own knowledge and skills in as of ASD interventions. Additionally, no specific content or dosage can be identified as being superior; however, more interactive methods of delivery, such as videos and regular therapist contact for training have been proven to (1) improve adherence, (2)
increase completion rates, and (3) improve fidelity in parent-mediated interventions.

Risk of Bias in Included Studies

The St. Peter et al [46], Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45] studies assigned participants to different intervention groups. The remaining 5 articles have a high risk of selection bias. In the study by St. Peter et al [46], the randomisation process was poorly described with no mention of blinding and allocation procedures by the researchers. The authors reported homogeneity between samples with no significant differences in socioeconomic status, educational level, or previous experience with the intervention between the experimental and control groups and autism severity scores. Therefore, the risk of bias from confounding variables was reduced due to the homogeneity of the 2 groups. Confounding bias was addressed in the study by Ingersoll and Berger [43], Ingersoll et al [44], and Pickard et al [45] by matching participants on their pretreatment expressive language age using a standardized assessment prior to randomisation.

All 7 studies were subject to a high risk of bias due to a lack of blinding. Five of the studies in this review were at a higher risk of confounding bias due to the lack of controls. The small sample sizes of these articles increased the likelihood of type II errors with no article reporting a power calculation relative to the outcome measures.

Discussion

Principal Findings

Findings of this systematic review provide preliminary evidence that parent-mediated intervention training for families living in nonurban areas can assist in improving social behavior and communication skills of children with ASD. Weak study design, lack of standardized outcome measures, lack of measurement outcomes in children with ASD, small participant numbers, high risk of bias, and large variations in interventions limit the generalizability and conclusiveness of the findings to the target population. Despite the limitations, preliminary findings from this review suggest that parent-mediated intervention training delivered remotely could benefit both parents and children with ASD given the barriers they face in accessing traditional services.

The notion that parent-mediated interventions can fully address the gap of limited access to services and be an effective alternative intervention for children with ASD needs further investigation. A systematic review conducted by McConachie and Diggle [23] focused on parent-delivered interventions regardless of geographical location or method of delivery for children with ASD. The authors concluded that whereas these types of interventions can improve the social behavior and communication challenges of children with ASD, the lack of studies with robust study design limits the ability to draw further conclusions and highlighted the need for further research. This paper builds on these findings by reviewing current literature on the effectiveness of parent-mediated intervention training delivered remotely to a nonurban population who face a number of barriers accessing traditional services.

In this review, effect sizes were larger for intervention outcomes that targeted parents’ knowledge and intervention fidelity skills, compared with intervention outcomes to improve social behavior and communication skills for their children. Only 2 studies included measures of social behavior and communication skills in the children with ASD despite all the interventions providing training for parents to deliver therapy to address these skills. This finding indicates that parents have the potential to improve their knowledge and intervention fidelity skills and be agents in the delivery of therapeutic interventions, thereby improving the social behavior and communication skills of their children with ASD.

The results of this review indicate that the use of telehealth, Web-based modules, and DVDs all seem to have some effect in educating parents about ASD and increasing the fidelity in the delivery of interventions. A lack of standardized measurements and RCTs limited the comparison of interventions within this review. Interventions that were delivered using videos were more effective and accepted by parents than written information. Additionally, weekly contact with a therapist to answer questions and provide coaching proved to be more effective in the areas of (1) intervention appropriateness, (2) program completion, (3) parent intervention fidelity, (4) parent engagement, and (5) parent’s positive perception of their child, when compared to a self-directed program alone. Considering this, the interventions created for families that have limited access to face-to-face therapy could be tailored to meet the needs of the individual parents based on their proximity to services, personal qualities, resources, and preference. Furthermore, interventions clearly benefitted from regular contact with trained professionals throughout the training program.

Defining populations based on their geographical location is challenging due to differing methodologies and definitions adopted by different countries. This disparity in terminology and classification systems makes trying to understand the unique characteristics of families having a child with ASD and living in regional and remote areas difficult due to the wide variability of proximity and access to appropriate services. This is confounded when trying to compare populations from different countries that use vastly different classification systems. The review highlights the importance for researchers to use the relevant geographical classification system in their country to make defining study populations more clearly thereby providing better context for their study.

Finally, evidence is emerging that suggests there is indeed a significant difference in the characteristics and needs of families having a child with ASD residing in urban areas and those residing in rural areas, but further investigation is needed [16-18,22]. Intuitively this discrepancy between the populations makes sense; however, the poor description of participant characteristics, lack of control groups, and absence of comparisons between these 2 groups prevent conclusive findings.

Recommendations for Future Research

Further research into the feasibility, efficacy, and appropriateness of the methods of delivery for this unique population will help inform clinical decisions. This systematic
review provides preliminary evidence on the effectiveness of remotely delivered parent-mediated intervention training. However, more research is needed to determine the most effective balance between parent-mediated intervention and therapist support via Web-based or distance training to provide the best outcome for a child with ASD, while considering the family’s proximity to traditional services. Furthermore, investigation into the effectiveness of the parent-mediated intervention training should not only measure parents’ knowledge and skill attainment but also the intervention effectiveness in improving social behavior and communication skills of children with ASD.

Future experimental studies on the effectiveness of parent-mediated interventions, including training programs, should include (1) larger sample sizes, (2) RCTs, (3) improved controls for bias, and (4) use of standardized outcome measures. A lack of comparison groups prevented a meta-analysis in this review. Standardized outcome measures should be employed wherever possible, as these were seldom used in the included studies in this review, with nonvalidated measures often created by the researchers to evaluate the effectiveness of their own intervention. This increased the risk of bias in the studies, thus limiting the impact of the studies’ findings. Further research could be focused on comparing different parent training interventions, their components, dosage, and the methods of delivery to determine a superior strategy in increasing parent knowledge and intervention fidelity while improving social behavior and communication skills of their children with ASD.

Despite the studies reporting on the parents’ perceived appropriateness and overall satisfaction of the intervention, there was limited investigation into the influences of parent engagement in the parent-mediated interventions. Further research in relation to the factors surrounding parent engagement in the intervention could help inform clinicians when devising training interventions related to content, parent commitment, and methods of delivery.

There is emerging evidence that interventions delivered remotely can improve the socioemotional and communication skills of children with ASD and may be an alternative to traditional models of therapy [11,56]. The appropriateness and feasibility for parents to utilize other methods to deliver therapy to their children such as direct one-on-one interventions using telehealth technology or the ever-expanding suite of tablet and other ICT-based interventions remains to be comprehensively investigated. Finally, economic modeling comparing the expense of a variety of methods of delivery and interventions could help inform the most cost-effective and feasible delivery method.

The unique context in which families having children with ASD and living in nonurban settings needs to be further researched. Emerging evidence suggests that the nonurban context is different, yet, the unique enablers and barriers in relation to service delivery that these families experience are yet to be fully understood. Furthermore, there is a need for comparison studies between urban and nonurban populations to better develop effective, appropriate, and feasible interventions to improve the social behavior and communication skills in children with ASD; thus allowing the development of tailor-made interventions for each population.

Limitations
A rigorous process involving (1) the searching of 5 databases, (2) establishing interrater reliability between 2 independent researchers for inclusion or exclusion agreements, (3) standardized data extraction forms, and (4) methodological assessment using the Kmet appraisal checklist was conducted in this study. Despite this, there are some limitations in the review that should be noted. Defining the population was challenging given the poor use of standardized geographical classification systems by authors. Inclusion was based on author report of the participants living in areas described as nonurban, rural, or remote, and as having limited access to services. This could have led to some studies being excluded if this description was not provided by the authors. Additionally, the small number of articles included limits the generalizability of findings to the target population.

Conclusions
Overall, there is preliminary evidence that parent-mediated intervention training delivered remotely can improve parents’ knowledge in ASD, parent intervention fidelity, and subsequently improve the social behavior and communication skills of their children with ASD. The studies included in this review had an unclear or high risk of bias due to a lack of control groups and paucity of using standardized outcome measures. Additionally, difficulties in defining the participant characteristics limited the translatability to the target population. Few studies reported on the feasibility and appropriateness of the interventions and the factors of parent engagement in the interventions were evident in most studies. Future research should aim to use RCT designs, incorporate standardized outcome measures, and describe participant characteristics in greater detail. Furthermore, the review highlighted the need to investigate the feasibility and appropriateness of the interventions in addition to the factors influencing parent engagement in the interventions.
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Abstract

Background: Information to the patient about the long-term prognosis of symptom burden and functioning is an integrated part of clinical practice, but relies mostly on the clinician’s personal experience. Relevant prognostic models based on patient-reported outcome (PRO) data with repeated measurements are rarely available.

Objective: The aim was to describe a generic method for individual long-term prognosis of symptom burden and functioning that implied few statistical presumptions, to evaluate an implementation for prognosis of depressive symptoms in stroke patients and to provide open access to a Web-based prototype of this implementation for individual use.

Methods: The method used to describe individual prognosis of a PRO outcome was based on the selection of a specific subcohort of patients who have the same score as the patient in question at the same time (eg, after diagnosis or treatment start), plus or minus one unit of minimal clinically important difference. This subcohort’s experienced courses were then used to provide quantitative measures of prognosis over time. A cohort of 1404 stroke patients provided data for a simulation study and a prototype for individual use. Members of the cohort answered questionnaires every 6 months for 3.5 years. Depressive symptoms were assessed by the Hospital Anxiety and Depression Scale (HADS) and a single item from the SF-12 (MH4) health survey. Four approaches were compared in a simulation study in which the prognosis for each member of the cohort was individually assessed.

Results: The mean standard deviations were 40% to 70% higher in simulated scores. Mean errors were close to zero, and mean absolute errors were between 0.46 and 0.66 SD in the four approaches. An approach in which missing HADS scores were estimated from the single-item SF-12 MH4 performed marginally better than methods restricted to questionnaires with a genuine HADS score, which indicates that data collected with shorter questionnaires (eg, in clinical practice) may be used together with longer versions with the full scale, given that the design includes at least two simultaneous measurements of the full scale and the surrogate measure.

Conclusions: This is the first description and implementation of a nonparametric method for individual PRO-based prognosis. Given that relevant PRO data have been collected longitudinally, the method may be applied to other patient groups and to any outcome related to symptom burden and functioning. This initial implementation has been deliberately made simple, and further elaborations as well as the usability and clinical validity of the method will be scrutinized in clinical practice. An implementation of the prototype is available online at www.prognosis.dk.

(J Med Internet Res 2017;19(8):e278) doi:10.2196/jmir.8111
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chronic disease; cohort studies; depression; longitudinal studies; patient-reported outcome measures; prognosis; recovery of function; repeated measurements; stroke; surveys and questionnaires; symptom assessment

Introduction
Prognosis may be defined as foreseeing, predicting, or estimating future outcome based on the patient’s clinical profile [1]. The importance of individual prognosis was emphasized already by Hippocrates [2] at a time when effective medicinal treatments were rarely at hand and the principal role of the physician was to evaluate an illness and predict its likely progression based on information collected in detailed case histories. Prognostic evaluations are still an extremely important and integrated part of clinical practice, although in modern medical research, prognostic research has received less attention compared with therapeutic and etiological research [1,3]. As an example, a prognostic model may be developed to predict the short-term outcome after intracerebral hemorrhage. Early survival is known to be strongly dependent on the Glasgow Coma Scale score on admission [4]. Other factors that are known to predict outcome are the size of the hemorrhage and presence of intraventricular hemorrhage [5]. The prediction of outcome in patients with intracerebral hemorrhage can be used in the emergency department for decision support to differentiate between patients who might benefit from intensive care and those who have such poor prognosis that they will not benefit from intensive care [5]. However, another important use of prognostic knowledge is to inform the stroke patient and relatives [5].

Prognosis Based on Patient-Reported Outcomes
In medicine, prognosis commonly relates to the occurrence of specific binary events such as death, relapse of disease, readmission, or specific complications [3,6], and scientific guidelines for prognosis research also focus on the prediction of binary events [7,8]. However, many outcomes are of continuous nature and highly relevant outcomes such as symptom burden and functioning cannot be assessed from clinical data only, but by application of patient-reported outcome (PRO) measures [9]. Information on the prognosis of disease-specific and general symptoms as well as functioning are often crucial for patients, and sometimes needed in order to make important decisions such as retirement or return to work, or whether to move to another house or flat. Social authorities and pension boards also need information on the prognosis of symptoms and functioning to make decisions that substantially affect the patient’s future life circumstances. Therefore, requests for prognosis regarding such outcomes are frequently made and every physician is familiar with answering such requests, formally or informally. However, such answers most often rely entirely on the individual physician’s personal clinical experience, attitudes, and beliefs, and only rarely on relevant quantifiable prognostic data, still less on biostatistical models [10]. This is somewhat surprising considering the demands for evidence-basedness. Depression is common after stroke, affecting approximately one-third of stroke survivors at any one time after stroke, compared with 5% to 13% of adults without stroke, with a cumulative incidence of 55% [11]. Therefore, the prognosis of depressive symptoms after stroke was selected for this study.

Methodological Shortcomings
This lack of useful methods for individual PRO-based prognosis may be attributed to two reasons: lack of relevant data and the inadequacy of traditional statistical methods for constructing prognostic models. The very purpose of a statistical model is to reduce the original data to a few parameters (eg, estimated regression coefficients). However, such models may explain only a small percentage of the variation over time and sometimes none at all. In the latter case, we label such a study as “negative,” meaning that the group mean’s association with time was not statistically significant. This way of thinking reflects our focus on group means, not variations. Characteristically, we label unexplained variation as “error”—a noise that we failed to eliminate. However, individual variation is a natural phenomenon in all aspects of life and we should describe it, not eliminate it. From the patient’s perspective, it is not sufficient to be informed about group means. He or she would more likely prefer to be informed as much as possible about what courses similar patients have experienced. Furthermore, the traditional approach has a number of methodological limitations. A statistical model implies a number of presumptions about distribution, which may not be fulfilled. In addition, model building is complicated, especially if there are more than two measurements per patient [6]. However, given that relevant PRO data have been systematically collected, another possibility exists which addresses these obstacles. This paper describes a generic method that utilizes the cohort’s experience, implies few statistical presumptions, and is easy to extend to other outcomes and patient groups if relevant PRO data are available.

Objective
The aim of this paper was to describe a simple and generic nonparametric, data-based method for on-the-fly individual prognosis that focuses on group means and variation to evaluate an implementation for prognosis of depressive symptoms in stroke patients, and to provide open access to a prototype for individual use.

Methods
The principle used was for a given patient (named “the recipient”; ie, the patient for whom the prognosis is requested) to select the subcohort of patients (named “donors”) who have a score matching the patient’s score for the variable in question at the same number of days (named the “index day”) after the primary event (eg, diagnosis, treatment start). The criterion for donor match was the recipient patient’s value at the index date plus or minus a value corresponding to the minimal clinically important difference (MCID). The MCID may be either anchor based or distribution based [12]. In order to preserve the generic approach, the latter approach was preferred and calculated as one-half the standard deviation of the scores in
cohort members [12,13]. The match criterion was applied for the cohort member’s last measurement before the index day. The subsequent trajectories for each member of the subcohort (donors) were simultaneously displayed and quantitatively described with summary statistics.

**Type of Questionnaires**
Depressive symptoms were measured using the Hospital Anxiety and Depression Scale (HADS) [14]. This scale was developed to identify states of anxiety and depression among hospital outpatients; to avoid potential confounding by somatic illness, the construct excludes somatic symptoms such as insomnia and loss of energy [14]. The HADS consists of two subscales: an anxiety scale (HADS-A) and a depression scale (HADS-D). Each subscale includes seven items rated on a four-point rating scale (range 0-3), higher scores indicating more symptoms. Symptoms of anxiety and depression are assessed by summing the points within each subscale (0-21). Only the depression scale was used in this study. Cut-off values were used as proposed by Singer et al [15]. A maximum of two missing values were allowed by using the individual subscale means as proposed by Bell et al [16]. Two types of questionnaires were used: full-length and brief. Full-length questionnaires included the HADS [14], Multidimensional Fatigue Inventory (MFI-20) [17], WHO-5 Well-Being Index [18], and the 12-item Short Form Medical Outcomes Study (MOS SF-12) [19]. The brief questionnaire included MOS SF-12 as the only scale.

**Estimation of HADS-D Score in Brief Questionnaires**
The HADS-D scores for brief questionnaires and for full-length questionnaires with missing HADS-D scores were estimated based on the MOS SF-12 MH4 item: “How much of the time during the past 4 weeks did you feel downhearted and depressed?” with the answer categories “all of the time,” “most of the time,” “some of the time,” “a little of the time,” and “none of the time.” In one approach, the regression estimates for the model HADS-D = b0 + b1 * SF-12 MH4 was calculated based on all patients (common regression). In another approach, regression estimates were calculated separately for each patient with at least three concurrent measurements of HADS-D and MOS SF-12 MH4 (individual regression). Finally, in the last approach, genuine HADS-D scores were used when present, supplemented with scores based on individual regression where genuine scores were missing.

**Simulation**
Internal simulation was used to compare the four approaches: (1) genuine HADS-D score, (2) common regression-based scores, (3) local regression-based scores, and (4) a combined approach, where genuine scores were used, when available, otherwise local regression-based scores were inserted. Each patient was successively selected as a recipient with an index day defined as the date of the first measurement with a genuine HADS-D score. This day was treated as index date for the simulation of prognosis for that recipient patient. Donors were selected as described previously after deleting the actual recipient from the donor cohort. For each such simulation and for each time category, the numbers of measurements for the recipient as well as the donors were recorded as well as the differences between recipients’ actual scores and the mean value of donor scores. The intraindividual variation in donor and recipients was also recorded. In the first three approaches, only questionnaires with a valid HADS-D score were included, whereas the present SF-12 MH4 scores from the same patients were allowed in the last combined approach. Recipient patients were excluded if the subcohort of donor patients contained less than four members. For comparability reasons, the common regression-based and local regression-based simulation approaches were restricted to patients and questionnaires included in the genuine HADS-D approach.

**Evaluation**
The performance of the four approaches was evaluated by comparing the values of means, standard deviations, intraindividual variation, mean error, and mean absolute error (MAE) between recipients and donors and across simulated approaches. MAE is a measure of forecast error in time series analysis [20], which unlike the mean square error, weights deviations proportionally. The Wall statistic was used to evaluate differences in mean scores between the four approaches and the donor population. The R version 3.2.5 package [21] was used for analyses, and the prototype runs on the server version of R-studio version 1.0.136 [22].

**Patient Population and Data Collection**
The source population consisted of all patients with first-time stroke admitted to any hospital in the Central Denmark Region between October 1, 2008 and December 31, 2011. Patients were identified from the Danish Stroke Register, a nationwide initiative to monitor and improve the quality of care. Participation is mandatory for all Danish hospital departments treating patients for acute stroke. The register has been found to be valid regarding patient registration [23]. Patients younger than 80 years, alive 90 days after stroke, and living in their own homes before the stroke were included and invited to participate. Patients were identified in the register by their unique civil registration number. Information on gender and age at the time of stroke was obtained from the civil registration number. Information on comorbidity was retrieved from the Region Central Denmark patient registry. Information on address and vital status was collected from the Civil Registration System before approaching each patient [24]. Detailed information on the original cohort can be found elsewhere [25]. Data were collected by the WestChronic PRO system, which allows automated data collection with use of Web- and paper-based questionnaires. The system has in previous studies achieved response rates up to 93% for initial questionnaires and 98% to 99% for subsequent questionnaires [10]. The patients answered the initial questionnaire 3 months after the stroke, subsequently followed with repetitive questionnaires every 6 months until at least 3.5 years had elapsed. The first questionnaire was paper-based, but patients were encouraged to answer subsequent questionnaires online. Nonrespondents at a given time were mailed the brief version at the next scheduled date. The HADS scale was not included in the brief questionnaire, which, apart from the first 4 months of the study, was used as the initial questionnaire and when questionnaires were sent to patients who did not respond to the latest questionnaire. For each
questionnaire, a time variable was assigned counting the number of days from the date of the stroke to the date the questionnaire data were received. For analyses and tabulation, the time was categorized in one of eight time categories with the best fit (3, 6, 12, 18, 24, 30, 36, and 42 months) by a method described elsewhere [26]. In all, 3856 patients fulfilled the inclusion criteria and 3499 were mailed a questionnaire 3 months after their stroke (Figure 1).

At least three questionnaires with at least two valid HADS-D scores were required for inclusion in the simulation study. A total of 1751 patients answered within at least three time categories, and 1404 patients had at least two valid HADS-D scores and were included in the simulation study (Figure 1). In some cases, a patient had more than one questionnaire in a time category and the second measurement was omitted in the simulation study.

The study was approved by The Danish Data Protection Agency (J.no. 2007-41-0990).

Prototype for Individual Prognosis of Depressive Symptoms
The prototype was based on the same data and method as used in the simulation. However, in the implementation of the prototype, time was measured in days, not in fixed time categories; therefore, all measurements were available. The data used and displayed graphically represent concrete individuals and should not, even theoretically, be identifiable. Before transfer to the prototype server, all data were anonymized and identification numbers replaced with random numbers.

**Figure 1.** Flowchart of inclusion of stroke patients used in a data-based method for individual prognosis of depression.
Results

Characteristics of the population are given in Table 1. Male patients constituted 63.60% (893/1404) of the population; there were only minor differences in the distribution of characteristics between genders. The mean HADS-D score in the first measurement was 4.48 (SD 3.94). At that time, 208 (14.81%) of the patients had possible signs of depression (score >7-10) and 116 (8.26%) had definite signs of depression (score >10). The 1404 patients contributed with a total of 7273 questionnaires. The median number of questionnaires per patient was five (interdecile range [IDR] 4-7 questionnaires).

A total of 7181 questionnaires could be uniquely classified into one of the predefined time categories (Table 2). In 92 cases, more than one questionnaire was received from the same patient within the same time category. The first one was included in the simulation study, whereas in the prototype, where time is treated as a continuous variable, all questionnaires were eligible. Full-length questionnaires constituted 69.28% (4975/7181) of all questionnaires, whereas a brief questionnaire was received in 30.72% (2206/7181).

The population’s distribution of HADS-D scores across time categories is summarized in Table 3. The mean scores varied only slightly over time. The median intraindividual standard deviation was 1.38 (interquartile range [IQR] 0.71-2.12). A detailed analysis of the time trend will be published elsewhere.

Table 1. Characteristics of stroke patients included in simulation study and prototype (N=1404).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Female (n=511)</th>
<th>Male (n=893)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>≤60</td>
<td>173 (33.9)</td>
<td>264 (29.6)</td>
<td></td>
</tr>
<tr>
<td>61-70</td>
<td>164 (32.1)</td>
<td>341 (38.2)</td>
<td></td>
</tr>
<tr>
<td>71-80</td>
<td>174 (34.1)</td>
<td>288 (32.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Comorbidity index</strong></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>0</td>
<td>284 (55.6)</td>
<td>510 (57.1)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>74 (14.5)</td>
<td>155 (17.4)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>80 (15.7)</td>
<td>102 (11.4)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>22 (4.3)</td>
<td>31 (3.5)</td>
<td></td>
</tr>
<tr>
<td>&gt;3</td>
<td>20 (3.9)</td>
<td>29 (3.2)</td>
<td></td>
</tr>
<tr>
<td>NA</td>
<td>31 (6.1)</td>
<td>66 (7.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of stroke</strong></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>Intracerebral hemorrhage</td>
<td>42 (8.2)</td>
<td>71 (8.0)</td>
<td></td>
</tr>
<tr>
<td>Ischemic</td>
<td>425 (83.2)</td>
<td>729 (81.6)</td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>37 (7.2)</td>
<td>80 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>7 (1.4)</td>
<td>13 (1.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Year of stroke</strong></td>
<td></td>
<td></td>
<td>.97</td>
</tr>
<tr>
<td>2008</td>
<td>39 (7.6)</td>
<td>75 (8.4)</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>158 (30.9)</td>
<td>273 (30.6)</td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>171 (33.5)</td>
<td>299 (33.5)</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>143 (28.0)</td>
<td>246 (27.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of hospital</strong></td>
<td></td>
<td></td>
<td>.77</td>
</tr>
<tr>
<td>University hospital</td>
<td>199 (38.9)</td>
<td>355 (39.8)</td>
<td></td>
</tr>
<tr>
<td>Regional hospital</td>
<td>312 (61.1)</td>
<td>538 (60.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Depression score at entry</strong></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Normal (&lt;7)</td>
<td>374 (73.2)</td>
<td>706 (79.1)</td>
<td></td>
</tr>
<tr>
<td>Possible signs of depression (7-10)</td>
<td>89 (17.4)</td>
<td>119 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Definite signs of depression (&gt;10)</td>
<td>48 (9.4)</td>
<td>68 (7.6)</td>
<td></td>
</tr>
</tbody>
</table>

aData are compared between groups using chi-square test.

bCharlson index [27]. Stroke diagnosis not included in calculation.
**Table 2.** Inclusion and follow-up in stroke patients by time after stroke (N=1404).

<table>
<thead>
<tr>
<th>Total Time after stroke (months)</th>
<th>3</th>
<th>6</th>
<th>12</th>
<th>18</th>
<th>24</th>
<th>30</th>
<th>36</th>
<th>42</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusion/follow-up, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1404</td>
</tr>
<tr>
<td>From last month category</td>
<td>NA</td>
<td>1033</td>
<td>1307</td>
<td>1395</td>
<td>1344</td>
<td>1276</td>
<td>1032</td>
<td>586</td>
<td></td>
</tr>
<tr>
<td>Plus entry</td>
<td>1033</td>
<td>274</td>
<td>88</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1404</td>
</tr>
<tr>
<td>Minus exit: dead</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>4</td>
<td>12</td>
<td>26</td>
<td>53</td>
</tr>
<tr>
<td>Minus exit: study termination</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>10</td>
<td>120</td>
<td>132</td>
<td>83</td>
<td>353</td>
</tr>
<tr>
<td>Minus exit: attrition</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>49</td>
<td>50</td>
<td>120</td>
<td>302</td>
<td>231</td>
<td>752</td>
</tr>
<tr>
<td>Minus nonresponse this round</td>
<td>0</td>
<td>114</td>
<td>225</td>
<td>229</td>
<td>244</td>
<td>222</td>
<td>4</td>
<td>0</td>
<td>1038</td>
</tr>
<tr>
<td>Total received questionnaires</td>
<td>1033</td>
<td>1193</td>
<td>1170</td>
<td>1115</td>
<td>1032</td>
<td>810</td>
<td>582</td>
<td>246</td>
<td>7181</td>
</tr>
</tbody>
</table>

**Questionnaire type, n**

<table>
<thead>
<tr>
<th>Data collection method, n (%)</th>
<th>Full length</th>
<th>Briefa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper</td>
<td>102 (60.2)</td>
<td>931 (52.5)</td>
</tr>
<tr>
<td>Web</td>
<td>1031 (53.3)</td>
<td>96 (5.4)</td>
</tr>
</tbody>
</table>

**Simulation**

In the simulation study, 4922 questionnaires were available, corresponding to the number of questionnaires with a valid HADS-D score, whereas an additional 936 brief questionnaires from the same patients were included in the combined approach (Table 4). At 3 months, when most questionnaires were of the brief type, 543 questionnaires were available for the combined method compared to 101 in the other three approaches (Table 4). With the combined method, 5% of the simulations were based on less than 364 donor questionnaires, whereas for the other three approaches, fewer questionnaires were available (n=116, n=86, and n=117, respectively) (Table 4). The mean scores differed only slightly between the approaches, except for the 3-month value, where the combined approach had a mean score of 5.1 compared to 3.9 in the other approaches (difference 1.20, 95% CI 0.43-1.97) (Table 4).

The results of the simulation obtained in the four approaches are presented in Table 5. The mean values of the standard deviation in simulated scores were 40% to 70% higher than those of the true scores with the largest difference in the approach based on genuine HADS scores (Table 5). In all approaches, the variation in simulated scores was largest in the quintiles with the lowest index score. The mean error was close to zero for all approaches. As expected, the mean errors in relation to time were close to zero. The MAEs were consistently highest for the common regression approach and lowest for the combined approach. Compared to the population standard deviation (SD 3.94; Table 3), the MAEs were 0.61, 0.53, 0.57, and 0.58 SD for the four approaches, respectively.

**Prototype for Individual Prognosis**

In the online prototype, the recipient patient in question is prompted to complete the HADS questionnaire and enter the date of the stroke (Multimedia Appendix 1). Instantly, the courses of depressive symptoms of each member in a subcohort of donors with matching HADS-D score at the same time after the stroke are presented on the screen (Figure 2), together with descriptive statistics of means and variations over time. Furthermore, sentences with suggested wording of prognosis are displayed (Multimedia Appendix 2).
Table 4. Numbers of simulated patients and donor patient questionnaires in a simulation study in a cohort of 1404 patients by four approaches of simulation.

<table>
<thead>
<tr>
<th></th>
<th>Genuine HADS-D score</th>
<th>HADS-D estimated from common regression&lt;sup&gt;b&lt;/sup&gt;</th>
<th>HADS-D estimated from individual regression&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Combined&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included donor questionnaires</td>
<td>Full length questionnaires</td>
<td>Full length questionnaires</td>
<td>Full length questionnaires</td>
<td>Full length questionnaires supplemented with brief questionnaires</td>
</tr>
<tr>
<td><strong>Patients, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulated</td>
<td>1395</td>
<td>1390</td>
<td>1396</td>
<td>1399</td>
</tr>
<tr>
<td>Not simulated&lt;sup&gt;d&lt;/sup&gt;</td>
<td>9</td>
<td>14</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td><strong>Donor questionnaires, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,105,859</td>
<td>1,234,058</td>
<td>1,151,749</td>
<td>1,567,493</td>
</tr>
<tr>
<td>Unique</td>
<td>4922</td>
<td>4922</td>
<td>4922</td>
<td>5858</td>
</tr>
<tr>
<td><strong>Donors and questionnaires per simulation, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Minimum</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Donor patients</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td><strong>5th percentile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Donor patients</td>
<td>29</td>
<td>23</td>
<td>29</td>
<td>63</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>116</td>
<td>86</td>
<td>117</td>
<td>364</td>
</tr>
<tr>
<td><strong>10th percentile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Donor patients</td>
<td>46</td>
<td>46</td>
<td>46</td>
<td>91</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>186</td>
<td>169</td>
<td>174</td>
<td>516</td>
</tr>
<tr>
<td><strong>25th percentile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Donor patients</td>
<td>127</td>
<td>127</td>
<td>133</td>
<td>154</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>492</td>
<td>484</td>
<td>493</td>
<td>830</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Donor patients</td>
<td>199</td>
<td>246</td>
<td>227</td>
<td>211</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>801</td>
<td>919</td>
<td>916</td>
<td>1113</td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Donor patients</td>
<td>423</td>
<td>579</td>
<td>423</td>
<td>488</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>1646</td>
<td>2411</td>
<td>1646</td>
<td>2279</td>
</tr>
<tr>
<td><strong>HADS-D score, n; mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>4922; 4.5 (3.9)</td>
<td>4922; 4.5 (2.9)</td>
<td>4922; 4.5 (3.8)</td>
<td>5858; 4.6 (3.9)</td>
</tr>
<tr>
<td>3 months</td>
<td>101; 3.9 (3.6)</td>
<td>101; 3.9 (3.6)</td>
<td>101; 3.9 (3.6)</td>
<td>543; 5.1 (3.9)&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>6 months</td>
<td>818; 4.4 (3.9)</td>
<td>818; 4.4 (3.9)</td>
<td>818; 4.4 (3.9)</td>
<td>990; 4.6 (3.9)</td>
</tr>
<tr>
<td>12 months</td>
<td>846; 4.7 (3.9)</td>
<td>846; 4.6 (2.9)</td>
<td>846; 4.6 (3.8)</td>
<td>960; 4.6 (3.8)</td>
</tr>
<tr>
<td>18 months</td>
<td>806; 4.6 (3.8)</td>
<td>806; 4.5 (2.7)</td>
<td>806; 4.6 (3.7)</td>
<td>897; 4.7 (3.9)</td>
</tr>
<tr>
<td>24 months</td>
<td>820; 4.5 (3.8)</td>
<td>820; 4.5 (2.5)</td>
<td>820; 4.5 (3.7)</td>
<td>888; 4.6 (3.8)</td>
</tr>
<tr>
<td>30 months</td>
<td>789; 4.4 (3.8)</td>
<td>789; 4.4 (2.4)</td>
<td>789; 4.4 (3.6)</td>
<td>796; 4.4 (3.8)</td>
</tr>
<tr>
<td>36 months</td>
<td>519; 4.6 (4.2)</td>
<td>519; 4.7 (2.7)</td>
<td>519; 4.6 (4.1)</td>
<td>551; 4.6 (4.2)</td>
</tr>
<tr>
<td>42 months</td>
<td>223; 4.5 (3.9)</td>
<td>223; 4.4 (2.4)</td>
<td>223; 4.6 (3.7)</td>
<td>233; 4.6 (3.9)</td>
</tr>
</tbody>
</table>
Table 5. Results from simulation of trajectories of depressive symptoms in a cohort of 1404 patients by four approaches of simulation.

<table>
<thead>
<tr>
<th></th>
<th>Genuine HADS-D score</th>
<th>HADS-D estimated from common regression</th>
<th>HADS-D estimated from individual regression</th>
<th>Combined(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation of scores(^c) by quintiles of recipient's(^d) initial value, mean values of simulated / true value (% difference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st quintile</td>
<td>1.7/0.5 (240)</td>
<td>2.0/0.5 (300)</td>
<td>1.5/0.5 (200)</td>
<td>1.7/0.5 (240)</td>
</tr>
<tr>
<td>2nd quintile</td>
<td>2.0/0.7 (190)</td>
<td>2.1/0.7 (200)</td>
<td>1.8/0.7 (160)</td>
<td>2.0/0.8 (150)</td>
</tr>
<tr>
<td>3rd quintile</td>
<td>2.3/1.4 (60)</td>
<td>2.0/1.4 (40)</td>
<td>2.0/1.4 (40)</td>
<td>2.3/1.5 (50)</td>
</tr>
<tr>
<td>4th quintile</td>
<td>2.6/1.6 (60)</td>
<td>2.1/1.6 (30)</td>
<td>2.3/1.6 (40)</td>
<td>2.4/1.7 (40)</td>
</tr>
<tr>
<td>5th quintile</td>
<td>2.9/1.7 (70)</td>
<td>2.6/1.7 (50)</td>
<td>2.4/1.7 (40)</td>
<td>2.8/1.7 (60)</td>
</tr>
<tr>
<td>Overall</td>
<td>2.4/1.4 (70)</td>
<td>2.1/1.4 (50)</td>
<td>2.0/1.4 (40)</td>
<td>2.3/1.4 (60)</td>
</tr>
</tbody>
</table>

Mean error simulated-true value

<table>
<thead>
<tr>
<th></th>
<th>NA</th>
<th>NA</th>
<th>NA</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>-0.02</td>
<td>0.00</td>
<td>-0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>18 months</td>
<td>0.02</td>
<td>-0.16</td>
<td>-0.08</td>
<td>0.13</td>
</tr>
<tr>
<td>24 months</td>
<td>-0.02</td>
<td>-0.04</td>
<td>-0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>30 months</td>
<td>-0.01</td>
<td>-0.02</td>
<td>0.01</td>
<td>0.08</td>
</tr>
<tr>
<td>36 months</td>
<td>-0.07</td>
<td>-0.08</td>
<td>0.05</td>
<td>-0.08</td>
</tr>
<tr>
<td>42 months</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>Overall</td>
<td>-0.02</td>
<td>-0.03</td>
<td>-0.03</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Mean absolute error

<table>
<thead>
<tr>
<th></th>
<th>NA</th>
<th>NA</th>
<th>NA</th>
<th>1.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>1.9</td>
<td>2.5</td>
<td>1.9</td>
<td>1.8</td>
</tr>
<tr>
<td>18 months</td>
<td>2.1</td>
<td>2.5</td>
<td>2.1</td>
<td>1.8</td>
</tr>
<tr>
<td>24 months</td>
<td>2.0</td>
<td>2.5</td>
<td>2.0</td>
<td>1.8</td>
</tr>
<tr>
<td>30 months</td>
<td>2.1</td>
<td>2.5</td>
<td>2.0</td>
<td>1.8</td>
</tr>
<tr>
<td>36 months</td>
<td>2.4</td>
<td>2.8</td>
<td>2.3</td>
<td>2.0</td>
</tr>
<tr>
<td>42 months</td>
<td>2.4</td>
<td>2.7</td>
<td>2.3</td>
<td>2.0</td>
</tr>
<tr>
<td>Overall</td>
<td>2.1</td>
<td>2.6</td>
<td>2.1</td>
<td>1.8</td>
</tr>
</tbody>
</table>

\(^a\)Regression based on the SF-12 MH4 item.

\(^b\)Genuine HADS-D score with missing scores estimated by individual regression based on the SF-12 MH4 item.

\(^c\)In subcohorts of patients with a score matching the score at the index date ±0.5 SD.

\(^d\)The cohort member for which the prognosis is simulated.
Discussion

This paper describes a generic method for providing quantitative measures of individual prognosis for PRO-based outcomes. The method is nonparametrical and directly based on original cohort data with repeated PRO assessments.

The mean simulated scores differed only slightly between approaches, except for the 3-month score, where the combined approach had a mean score of 5.1 compared to 3.9 in the other three approaches. Most studies have found that the prevalence of depression is highest in the first period after the stroke [11]. In the first 4 months of data collection, patients were asked to complete the long version of the questionnaire after 3 months, but due to concern about low response rates, we changed the protocol in April 2009 based on the assumption that patients at this early point would more likely complete a briefer version. At 3 months, 931 answered the brief questionnaire, whereas 102 answered the full-length version. The response rate was 69.2% before the change and 81.3% after. Therefore, the lower score in the 101 patients with a genuine HADS-D score at 3 months may be explained by selection bias. The mean 3-month score from the combined approach, which also utilizes data from the brief questionnaires, was in accordance with other findings, which supports the validity of this approach.

The mean variations in the simulated scores were higher than in the original data (recipients), but did not differ between approaches (Table 5). The variation was, however, only approximately 56% of the overall standard variation (2.2 vs 3.9), which indicates that the method captures additional information. The MAEs were, rather constantly, 2 points, thus in the range of one-half standard deviation among all cohort members. There are two sources for a higher variation in the simulated scores. First, in each simulation, a deviation of up to one-half standard deviation was allowed when selecting donors. Second, the only input used was the actual depression score and the time elapsed since the stroke. In theory, an advanced statistical model would be able to utilize information from more covariates and possibly increase the precision. However, the actual HADS-D score was by far the most important predictor for future HADS scores (data not shown), and other longitudinal studies with similar design have not identified factors of importance for different time trends (ie, interaction on the association between score and time), and the whole model only explained a small percentage of the variation [26]. If previous scores were available for the recipient, not only donor patients with similar actual scores but also those with a similar previous trajectory could be selected. However, given the practical aim of this method, historical scores will typically not be available when the prognosis is requested.

Strengths and Limitations

The internal validity of the method is high, evaluated as the ability to reproduce values from the original cohort. With respect to external validity, this method shares some limitations with model-based methods. The number of severely depressed patients was low, which may be due to underrepresentation of such patients in the original cohort. In etiologic research, selection bias is potential devastating, and it is likely that patients who comply fully with a protocol differ from patients who only answer a few questions or stop answering completely. However, in the setting of data-based individual prognosis, selection and attrition are dynamic, not static, phenomena because all
information regarding future outcomes in the donor cohort is conditioned on surviving (literally and as cohort member) until the index date on which a prognosis is requested. Attrition before that date is therefore merely a question of a reduced number of donors, but given the previously mentioned low predictive values of other covariates, it is less likely to interfere with the distribution of the next measurement in the donor cohort. Nevertheless, the probability of receiving an answer from each donor patient at the next time point will most likely be dependent on the actual health of the patient. Thus, a very good health condition in a patient as well as a very bad one may reduce the probability of answering. This health condition is unknown and unobservable. The combined approach with short questionnaires could be part of a solution, but severely depressed patients will probably still be underrepresented at any point of follow-up. In etiologic research, multiple imputations are often suggested as a solution [28]. However, imputation introduces extra variation, which is a minor problem in etiologic research in which the model may only explain a small fraction of the variation, but in the present setting, one of the purposes is to describe the variation itself.

A major strength of the data-based method is its face validity (ie, the intuitive and simple principle easily explainable to clinician and patient), because the prognosis is based on actual scores from actual stroke patients who had reported similar depressive symptoms at the similar point of time after the stroke. This is also the bearing and appealing principle of patient-initiated data capture tools such as PatientsLikeMe [29,30]. However, PRO data collected systematically from a well-defined cohort according to a protocol may be less prone to bias than data collection based on self-selection.

The method is versatile and easy to implement, given that relevant cohort data are available. However, being nonparametric, this method has the disadvantage that subgroups can only be analyzed by stratification, and prediction is only possible for patients who have a combination of covariates that also appear in the source material. However, because only one important predicting variable is involved (the actual score), this is a minor problem, but heterogeneity in the trajectory with respect to a certain covariate cannot be generally ruled out. In the prototype, it is possible to select strata and apply automated in situ nonparametric tests of differences in trajectories between strata of gender, age group, and comorbidity. If other patient cohorts with depression scores are available, it will also be possible to test whether the trajectories in such donor patients differ from those in the actual donor patients and, if not, these patients’ trajectories may be included and provide a merged larger cohort for prognosis for severely depressed patients.

The method described here is for application on the individual level and for descriptive use. In analytic epidemiology, when causal factors are searched for (etiology or prediction), parametric or at least semiparametric methods are needed. In case of repetitive data, group-based trajectory modeling may identify latent strata in the longitudinal data [31]. The output of a group-based trajectory model includes estimated probabilities of group membership for each individual [32]. If data on relevant covariates are present, it may, in theory, be possible to also use such models at the individual level to predict future patterns. It would be highly relevant to compare performance of such models with the present model-free method.

**Parallel Use of Patient-Reported Outcomes for Multiple Purposes**

With the increased application of PRO for clinical use, research, and quality improvement, we will need to address in the near future the problem of the use of multiple different questionnaires for the same patient [10]. An important finding of the simulation study is that shorter questionnaires (eg, for clinical use) may not only coexist with longer questionnaires (for research, quality improvement, as well as use for individual prognosis), but may even provide less-biased longitudinal data given that the design is prepared for individual regression by including at least two simultaneous measurements of the full scale and the surrogate measure.

**Access to Prototype**

The online prototype of the implementation for depressive symptoms after stroke is available at the website www.prognosis.dk [33].

**Conclusion**

Internal simulation in a population of stroke patients showed almost similar results in four different approaches, but an approach in which missing scores were calculated based on individual regression coefficients performed best in terms of validity. This is the first description and implementation of a nonparametric cohort-based method for individual prognosis. Further elaborations will be developed and evaluated, and the usability and clinical validity [34] of the method in clinical practice will be scrutinized.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HADS</td>
<td>Hospital Anxiety and Depression Scale</td>
</tr>
<tr>
<td>MAE</td>
<td>mean absolute error</td>
</tr>
<tr>
<td>MCID</td>
<td>minimal clinically important difference</td>
</tr>
<tr>
<td>MOS</td>
<td>Medical Outcomes Study</td>
</tr>
<tr>
<td>PRO</td>
<td>patient-reported outcome</td>
</tr>
</tbody>
</table>
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Abstract

Background: Mental health problems are commonly encountered in primary care, with primary care providers (PCPs) experiencing challenges referring patients to specialty mental health care. Electronic consultation (eConsult) is one model that has been shown to improve timely access to subspecialty care in a number of medical subspecialties. eConsults generally involve a PCP-initiated referral for specialty consultation for a clinical question that is outside their expertise but may not require an in-person evaluation.

Objective: Our aim was to describe the implementation of eConsults for psychiatry in a large academic health system.

Methods: We performed a content analysis of the first 50 eConsults to psychiatry after program implementation. For each question and response, we coded consults as pertaining to diagnosis and/or management as well as categories of medication choice, drug side effects or interactions, and queries about referrals and navigating the health care system. We also performed a chart review to evaluate the timeliness of psychiatrist responses and PCP implementation of recommendations.

Results: Depression was the most common consult template selected by PCPs (20/50, 40%), followed by the generic template (12/50, 24%) and anxiety (8/50, 16%). Most questions (49/50, 98%) pertained primarily to management, particularly for medications. Psychiatrists commented on both diagnosis (28/50, 56%) and management (50/50, 100%), responded in an average of 1.4 days, and recommended in-person consultation for 26% (13/50) of patients. PCPs implemented psychiatrist recommendations 76% (38/50) of the time.

Conclusions: For the majority of patients, psychiatrists provided strategies for ongoing management in primary care without an in-person evaluation, and PCPs implemented most psychiatrist recommendations. eConsults show promise as one means of supporting PCPs to deliver mental health care to patients with common psychiatric disorders.
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Introduction

Mental and behavioral health problems are among the most common and costly conditions in the United States [1,2]. Primary care providers (PCPs) play an increasingly large role in diagnosis and management, in part, because of limited access to mental health specialty care [3-6]. Shortages of behavioral health providers have been demonstrated in nearly every US county, and in a national survey, two-thirds of PCPs reported they could not obtain high-quality outpatient mental health services for patients [7,8]. Several solutions have been proposed for these gaps in access, many of which focus on developing
more robust systems for mental health care within the primary care setting [9]. These models build on existing evidence that collaborative management between PCPs and behavioral health providers can improve care and access, reduce stigma, and be cost effective [10].

Electronic consultations, or eConsults, are an innovative model of collaborative care developed to improve access to specialty consultation for a variety of physical health conditions. The primary goals of eConsults are to prevent unnecessary referrals for management that could occur in the primary care setting and, in so doing, to decrease wait times for those who require in-person evaluation by the specialist [11]. Improved access to specialists is particularly challenging for systems with provider shortages [12]. Although the format varies, eConsults generally involve a PCP-initiated referral for specialty consultation for a clinical question that is outside their expertise but may not require an in-person evaluation. Most eConsult systems share key features including asynchronous electronic communication between generalist and specialist about clinical questions with documentation within a shared electronic health record (EHR) [12]. Typically, the PCP submits an order for an eConsult with a detailed description of the clinical question, and the consultant responds with recommendations to be implemented by the PCP or, in rare cases, makes the determination that an in-person assessment is needed. Patients are often informed of the eConsult as they would be for a traditional consultation. eConsults are associated with shorter wait times for specialty care, improvement in provider communication and referral quality, and high levels of PCP, specialist, and patient satisfaction [13-20].

eConsults have been successfully implemented in a number of settings, including academic medical centers, the Department of Veterans Affairs, and safety net health systems [21].

eConsults could improve access to mental health care by providing a way for PCPs and psychiatrists to collaborate and expand treatment within the primary care setting. However, acceptability by physicians or patients is not established. In addition, given the nature of behavioral health problems and the importance of the interview in diagnosis, the proportion of eConsult questions that consulting psychiatrists may feel require a face-to-face evaluation is not known. The fact that mental health is often carved out from other medical care creates additional challenges around payment and insurance coverage. Reports on the use of eConsult for mental health are limited but suggest some improvement in PCP perceptions of support for psychiatric diagnosis and treatment as well as access to mental health consultation [22].

Our aim was to test the feasibility of a new psychiatry eConsult program in a large academic health system. We evaluated a consecutive series of the first 50 eConsults to describe the consult questions and responses, assess consult response time and implementation, and determine the rate of conversion to in-person consultation. To our knowledge, this is one of the few studies to describe eConsults for mental health and the first to evaluate consultation content and conversion to in-person referrals.

Methods

Study Setting and eConsult Development

The University of California, San Francisco (UCSF) is a multisite urban academic medical center with 8 primary care practice sites and a diverse payer mix including commercial insurance, Medicare, and Medicaid. PCPs include attending physicians, nurse practitioners, and resident physicians. All clinics use a shared EHR (Epic Systems Corp). For more details on the study site, see Multimedia Appendix 1.

The UCSF eConsult program began in 2012 with 8 internal medicine subspecialties; details of the overall program are described in Multimedia Appendix 2 and elsewhere [23]. eConsults were expanded to include psychiatry in October 2014. Psychiatry eConsult protocols were developed through collaborative efforts of PCPs and psychiatrists. Structured consult templates were created for 3 conditions: depression, anxiety, and bipolar disorder. A generic template was created for questions that fell outside the condition-specific list. Full text of the electronic order templates is available in Multimedia Appendix 3. Templates include prompts for PCPs to state a clear consult question and provide relevant historical information, such as medications used, diagnostic instrument results (such as the Patient Health Questionnaire–9), and concurrent substance use. Relevant laboratory studies also autopopulate the electronic template. The consulting psychiatrists consist of 3 attending physicians who review the consult questions individually on a rotating basis. Consultant psychiatrists are expected to respond within 3 business days, and both question and response text become part of the EHR. If the consultant decides that the clinical question requires in-person evaluation, the consult is converted to a traditional referral for an office visit. eConsult payment is supported by the UCSF health system via the University of California Innovations Fund. Specialists are paid on a time-based work relative value unit (wRVU) system, receiving approximately 0.5 wRVUs for a consult. PCPs also receive 0.5 wRVUs in recognition of the fact that the PCP implements the specialist’s recommendation and retains management of the clinical problem. eConsults do not require any insurance authorization, and there is no copayment required from the patient. Further details are available in Multimedia Appendix 2.

eConsult Analysis

We performed a content analysis on a consecutive series of the first 50 eConsults to psychiatry, occurring between October 2014 and August 2015. We determined our initial sample size on the study site, see Multimedia Appendix 1.

Our analysis was based on the findings of the study described above. We examined the content of the generic eConsult question and response text. We noted consult type (e.g., anxiety, bipolar disorder, or depression) and found no new themes emerging after analysis of approximately the first 25 consults. We opted to present the entirety of the data in this paper as this adds to the richness of the findings. Question and response texts were extracted from the EHR with personal identifiers removed. Consult type was determined by the template the PCP selected, with the 4 options being depression, anxiety, bipolar disorder, and a generic template as described above. We examined the content of the generic
template and identified a subgroup of consults using this template for questions about psychotic disorders.

We developed a coding framework modeled on prior work classifying eConsult questions and responses and modified by the research team [24-28]. Two independent coders reviewed the text for each eConsult question and response, one internist (ML) and one psychiatrist (OB). First, each question and response was coded as pertaining to one or both of two major domains: diagnosis (identifying the condition) and management (treating the condition). We initially included a third domain for questions pertaining to monitoring, but none of the questions fell into this category. We then defined categories within each domain as below. Each question and response was coded for the presence or absence of each category, and categories were not mutually exclusive.

Within the major domains, we used a hybrid inductive-deductive process to identify categories based on a previously described taxonomy of clinical questions [26] and modified in an iterative fashion to reflect any concepts that emerged during the initial coding process. Categories within the management domain included the following: questions pertaining to medication choice, drug side effects or interactions, navigating the health care system, referral for psychotherapy, and queries as to whether the patient required an in-person evaluation. Specialist responses were categorized in a similar manner. Responses pertaining to diagnosis were coded for the presence of the following categories: interpretation of overall presentation, recommendations for additional testing, and recommendations for obtaining additional history. Within the management recommendations, the following categories were identified: choice of medication, information about side effects, specific medication titration instructions, recommendation for psychotherapy, and recommendation for navigating the health care system.

The two coders analyzed the consult questions and responses independently, and we evaluated agreement using interrater reliability to identify areas of discrepancy and refine the coding structure based on preliminary findings [29,30]. Prior to discussion, levels of agreement in the major domains were moderate to high for both PCP consult questions (kappa was 0.4 for diagnosis and 0.66 for management) and specialist responses (kappa was 0.61 for diagnosis and 1 for management). Following the initial independent coding process, the research team met to revise and clarify the coding structure based on these preliminary findings with the final categories derived through consensus process. We then reanalyzed the data using the modified coding structure and any remaining discrepancies were resolved via discussion with the research team.

Additionally, when analyzing questions, we noted whether the PCP had expressed diagnostic uncertainty and whether this was an initial presentation for a patient or the PCP or other provider had tried one or more treatments that failed or resulted in ongoing uncontrolled symptoms. We also noted whether psychiatrist responses included multiple therapeutic options and contingencies or thresholds for starting or adjusting treatment.

**Chart Abstraction**

Additional information about consults was obtained via chart abstraction, including completion time by the specialist and implementation of consultant recommendations by the PCP. We considered the recommendation to be implemented if the PCP placed an EHR order for one of the recommended medications, tests, or referrals (including in-person psychiatric evaluation). We also considered a recommendation to have been implemented if the PCP documented taking any of the actions recommended by the consultant in the EHR (including documentation of telephone communications, electronic messages to patients, and clinic notes). Simply documenting the recommendation without any action did not count as implementation. We did not categorize whether PCPs implemented all of the recommendations as many responses included multiple therapeutic options for the PCP to choose between. The time frame for documentation was limited to the 6 months following the eConsult, and assessment of PCP implementation of specialist recommendations was limited to eConsults that recommended a change to existing care plan to be carried out within the study window. Both reviewers extracted implementation data for all 50 consults independently with moderate levels of agreement (kappa was 0.55). We used this initial data to clarify our classification system and then reviewed the data again, resolving any remaining disagreements via discussion with the research team.

**Statistical Analysis**

We used descriptive statistics to report patient characteristics, question and response characteristics, and conversion to in-person consultations. Interrater reliability for categorization of consultative focus and implementation of recommendations was determined using Cohen’s kappa statistic.

**Institutional Review**

The UCSF Committee on Human Research approved this study.

**Results**

**Demographics**

The consult patients ranged from 22 to 80 years of age; 54% (27/50) were female, 62% (31/50) white, and 14% (7/50) were African American (Table 1). Of the 50, 19 had commercial insurance (38%), followed by 16 patients (32%) with Medicaid, 10 (20%) with dual eligibility with Medicare and Medicaid, and 5 (10%) with Medicare. This is compared to the general clinic population which is 59% commercially insured patients, 18% Medicaid, 9% dual-eligible, and 13% Medicare. English was the preferred language of 49 of the 50 patients (98%).
Table 1. Patient demographics for the first 50 psychiatry eConsults.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years, median (range)</td>
<td>48.5 (22-80)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>27 (54)</td>
</tr>
<tr>
<td>Male</td>
<td>23 (46)</td>
</tr>
<tr>
<td><strong>Insurance status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>19 (38)</td>
</tr>
<tr>
<td>Medicare</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>16 (32)</td>
</tr>
<tr>
<td>Medicare-Medicaid</td>
<td>10 (20)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>31 (62)</td>
</tr>
<tr>
<td>African American</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Asian-Pacific Islander</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>5 (10)</td>
</tr>
<tr>
<td><strong>Preferred language , n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>49 (95)</td>
</tr>
<tr>
<td>Non-English</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Consult Question Types

Depression was the most common consult template selected by PCPs with 40% (20/50) of consults, followed by the generic template with 24% (12/50) of consults, anxiety with 16% (8/50), psychosis with 14% (7/50), and bipolar with 6% (3/50).

For consults that used the generic template, 37% (7/19) of the questions pertained to psychotic disorders. The remaining 12 of the 19 consults placed using the generic template included less common psychiatric disorders, questions about medical comorbidities, access to care, and others. PCPs expressed diagnostic uncertainty in 22% (11/50) of cases, and for 58% (29/50) of patients, PCPs reported that the patient had persistent or worsening symptoms despite having initiated one or more treatments. PCPs noted prior treatment failures for 80% (16/20) of patients with depression, 88% (7/8) of patients with anxiety, 33% (1/3) of patients with bipolar disorder, 43% (3/7) of patients with psychosis, and 20% (2/12) of patients with other diagnoses.

Consult Question and Response Content

Textbox 1 contains a sample eConsult question and response using the depression template.

**Textbox 1.** This sample consult question was coded as pertaining to management, specifically medication choice and drug side effects or interactions. The question also describes prior treatment failure. The response was coded as pertaining to management, specifically including medication choice, conditions for starting/adjusting treatment, medication titration instructions. The response also included multiple therapeutic options.

**Consult Question Text**

*What might be a good alternative antidepressant for this patient?*

She is a 64-year-old woman with a history of chronic pain and depression, who has failed multiple selective serotonin reuptake inhibitors and serotonin norepinephrine reuptake inhibitors in past and was recently started on bupropion, but bupropion has not been effective and patient has also had an episode concerning for possible seizure activity. In addition to depressed mood, significant concerns include fatigue, decreased appetite, and significant weight loss.

**Consult Response Text**

*Based on review of your summary and patient's chart, my recommendations are as follows:*

If the patient is more concerned about pain and its treatment, I would initiate duloxetine. Start at 30 mg PO daily, and pending tolerance, increase to 60 mg PO daily. If improving sleep, increasing appetite, and weight gain is more desirable, mirtazapine would be a good idea. Start at 7.5 mg PO daily, and pending tolerance, increase to anywhere from 15 mg to 45 mg. Sedative effects tend to occur at 15 mg or below, less sedation above 15 mg.
Textbox 2. Sample consult question texts by category (categories were not mutually exclusive).

**Diagnosis:**

[Patient] presented with concern about someone infecting his urine. He has an anxious affect, insomnia, and these new fixed delusions... [I am] concerned for schizophrenia but patient denies he needs psychiatric care or medication. Not a danger to self or others that I can tell...Do you recommend any diagnostic or treatment options for this young man given that he won't see a psychiatrist?

**Medication choice:**

- Patient with depression and neuropathic pain. Originally on Cymbalta 60 mg daily for neuropathy and depression but depression not well controlled. Started Wellbutrin and has titrated up to 300 mg qAM and 150 mg qPM, but we decreased Cymbalta to 30 mg daily due to increased risk of seizures. Patient has been doing better from a depression perspective but is having more neuropathic pain. Would it be ok to increase Cymbalta to 60 mg daily? Patient without history of seizures or head trauma.

- Patient with anxiety and Generalized Anxiety Disorder–7 Scale score of 12. Functions well during the day but has situational anxiety that is worse, especially flying on a plane. Last primary care provider gave him Ambien, which didn't help. I gave him Ativan 0.5 mg for his last flight. He eventually took 3 of those since it was a turbulent flight. It didn't help. I have given him Ativan 2 mg for his next flight...Is there another med you would recommend for flights or is there an adjective med you would recommend?

**Side effects or interactions:**

- Patient with history of episodic anxiety previously managed with as-needed propranolol and lorazepam while giving talks. Her anxiety is less predictable now but she is giving more talks at work and wanted to start maintenance therapy. She had used fluoxetine 10 mg in past with good effect. However when she took one pill this time she developed abdominal cramping, nausea, leg “tremors,” and increased anxiety...I know some nausea and muscle cramping can occur with starting selective serotonin reuptake inhibitors (SSRI) but the tremors and nervousness raise the question of serotonin syndrome for me. Should we try a different SSRI or is it okay to restart fluoxetine?

- Patient with anxiety successfully treated with Zoloft. However, the patient has severe essential tremor and has noticed worsening of tremor on this medicine. In my read of the other anxiety medications (SSRIs, serotonin norepinephrine reuptake inhibitors), it seems like they could all have this side effect. Would there be any medications for anxiety you might recommend that would be less likely to exacerbate her tremor?

**Referral for psychotherapy:**

Any ideas for couples’ therapists for this patient and her husband?

**Navigating the health care system:**

Patient was diagnosed with childhood depression and ADHD...Has some psychotic features such as auditory hallucinations, paranoid thoughts. No history of mania or suicidal ideation. Currently on Lexapro 20 mg daily...Do you have any recommendations as to where he can be seen that can provide him psychiatric services?

**Need for psychiatry or other referral:**

Patient with history of frontal lobe brain tumor status post resection who presents with mood lability...anxiety and depression. Symptoms may be due to location of tumor. Significantly impacting quality of life...Is this something that would best be managed by psychiatry or neurology?

Textbox 2 includes representative question text for each of the major domains and categories.

Most (49/50, 98%) consult questions pertained to management; only in 4% (2/50) was the PCP seeking consultation on diagnosis. Within the management domain, the majority were queries about medication management, including 74% (37/50) of questions about medication choice and 32% (16/50) of questions about drug side effects or interactions. PCPs asked about navigating the health care system in 14% (7/50) of the questions, specifically for assistance helping patients access specialty mental health treatment. For example, PCPs asked for recommendations for services based on insurance status (particularly for patients with public insurance) or for specific types of treatment such as counseling for posttraumatic stress disorder or diagnostic evaluation for eating disorders. Other questions pertained to recommendations about psychotherapy or in-person evaluation.

Psychiatrist responses focused on both diagnosis and management, with 60% (30/50) of responses addressing the diagnosis and all 50 (100%) making recommendations about management (Table 2). Within the domain of diagnosis, psychiatrists commented on the overall clinical picture, offering an impression, differential diagnosis, or working diagnosis for the clinical scenario in 56% (28/50) of responses. Psychiatrists recommended additional diagnostic testing in 6% (3/50) of cases or obtaining additional history in 14% (7/50) of cases. Recommended diagnostic testing consisted of studies, such as thyroid function testing or brain imaging, to exclude organic causes of symptoms. Recommendations for additional history included further clarification of current or prior symptoms,
responses to prior treatments, family history, and substance use history.

Management responses also focused on medications, with 72% (36/50) offering advice on choice of medication. Responses also included assistance with specific medication titration instructions in 42% (21/50) of cases, information about side effects in 48% (24/50) of cases, and conditions for starting or adjusting treatment in 34% (17/50) of cases. In 50% (25/50) of responses, consultants offered multiple therapeutic options to be guided by PCP choice or clinical conditions. For example, the consultant might recommend several different medication options depending on specific clinical situations, as seen in Textbox 1. Psychiatrists also offered advice on navigating the health care system in 22% (11/50) of responses and recommended psychotherapy as a primary or adjunctive treatment in 24% (12/50) of responses.

**Recommendations for In-Person Consultation**

Psychiatry consultants recommended in-person evaluation or treatment in 26% (13/50) of cases and agreed with ongoing management in primary care for the remaining 74% (37/50) of cases (Figure 1). Recommendations also varied by diagnosis, with fewer of the depression and anxiety consults leading to recommendations for in-person evaluation. Psychiatrists recommended in-person evaluation for all 3 patients with bipolar disorder, 3 of 7 of those with psychotic disorders, and 4 of the other 12 consults using the generic template.

Table 2. Breakdown of primary care provider consult question and psychiatrist response text. Question and response texts were coded for 2 domains (diagnosis and management) and for presence and absence of specific categories within these. There could be multiple domains or categories per question or response.

<table>
<thead>
<tr>
<th>Originator</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PCPa questions</strong></td>
<td></td>
</tr>
<tr>
<td>(N=50)</td>
<td></td>
</tr>
<tr>
<td>Diagnostic questions</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Management questions</strong></td>
<td>49 (98)</td>
</tr>
<tr>
<td>Medication choice</td>
<td>37 (74)</td>
</tr>
<tr>
<td>Drug side effects or interactions</td>
<td>16 (32)</td>
</tr>
<tr>
<td>Navigating the health care system</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Psychotherapy recommendations</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Need for in-person referral</td>
<td>3 (6)</td>
</tr>
<tr>
<td><strong>Psychiatrist responses</strong></td>
<td></td>
</tr>
<tr>
<td>(N=50)</td>
<td></td>
</tr>
<tr>
<td>Diagnostic recommendations</td>
<td>30 (60)</td>
</tr>
<tr>
<td>Interpretation of overall diagnosis</td>
<td>28 (56)</td>
</tr>
<tr>
<td>Additional diagnostic testing</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Obtain additional history</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Management recommendations</td>
<td>50 (100)</td>
</tr>
<tr>
<td>Medication choice</td>
<td>36 (72)</td>
</tr>
<tr>
<td>Conditions for adjusting treatment</td>
<td>17 (34)</td>
</tr>
<tr>
<td>Specific medication titration instructions</td>
<td>21 (42)</td>
</tr>
<tr>
<td>Information about side effects</td>
<td>24 (48)</td>
</tr>
<tr>
<td>Provided multiple therapeutic options</td>
<td>25 (50)</td>
</tr>
<tr>
<td>Recommended psychotherapy</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Navigating health care system</td>
<td>11 (22)</td>
</tr>
</tbody>
</table>

aPCP: primary care provider.
Implementation of Consultant Recommendations

On chart review, PCPs implemented psychiatrist recommendations in 76% (38/50) of consults. The implementation reflected the consultant responses, with the majority of cases consisting of PCPs ordering, modifying, or discontinuing medications. In cases where the recommendations were not implemented, situations varied. For some the patient either improved without intervention or did not follow up. In other cases, PCPs either documented reasons for choosing not to implement recommendations or did not acknowledge the consultant recommendations in the chart. All consults received responses, and the average consultant response time was 1.4 business days, with a median response time of 1 day and range of 0 to 30 days. In comparison, mean and median wait times for an in-person consult in the psychiatry practice during the final 3 months of the study period were 46 days and 38 days, respectively.

Discussion

Principle Findings

This study describes the early experience of a large health practice with an innovative program using eConsults from primary care to psychiatry for management of mental health problems. We found that psychiatry eConsults were a feasible way to support PCPs in managing complex psychiatric issues in the primary care setting, with PCPs using the service and frequently implementing at least one of the recommendations. For the majority of patients, particularly those with depression and anxiety, the consulting psychiatrist supported ongoing management within primary care without requesting an in-person psychiatric evaluation and provided a range of strategies that facilitated ongoing primary care–based treatment.

In addition, eConsults provided consultation that circumvented common barriers to mental health treatment, including access to treatment providers and insurance coverage since eConsults were available to patient with all payer types without prior authorization from their insurer.

PCPs mainly used eConsults for guidance about treatment, particularly the management of psychotropic medications. PCPs generally made their own diagnostic assessments and used eConsults when confronted with treatment resistance or treatment failure. They also used eConsults to query about systems of care, either navigating the system more broadly or specific recommendations about psychotherapy or psychiatry. Although they were rarely directly asked, the psychiatric consultants often offered suggestions regarding diagnosis, which generally involved summarizing or clarifying the diagnosis. This may reflect a role for eConsults as both management and educational tools.

Psychiatry eConsults share several key features with eConsults in other specialties. eConsults to psychiatry provided timely recommendations for care, with average response time similar to reported values of less than 3 days [21]. Implementation of consultant recommendations was also similar to the 65% to 85% rate described for medical subspecialties within our own academic health system [24,25]. Question content differed somewhat from medical subspecialties [25], with the majority of psychiatric consultations focusing exclusively on management in contrast with the large percent focused on diagnosis and monitoring for medical subspecialties. This may reflect the different nature of psychiatric diagnosis and treatment, which may require more in-person interaction than laboratory testing and imaging. These differences may explain why in-person evaluations were recommended more frequently when PCPs expressed diagnostic uncertainty.
In our study, some PCPs had queries regarding helping their patients navigate the health care system (14%). In particular, this was common for patients who had public insurance that excluded them from obtaining mental health services in our institution due to a carve-out arrangement. System navigation was not a common theme reported for consults for medical subspecialties [25] and may reflect the challenges of accessing mental health care due to fragmentation of both payment and delivery. Nationally, psychiatrists accept insurance at lower rates than other medical specialties, with particularly low acceptance of Medicaid plans [31]. We were unable to track the rates of psychiatry access for our patient population—largely due to insurance carve-outs that require patients to access psychiatric care outside of our health system—but we did find that our study population had a higher proportion of Medicaid and dual-eligible beneficiaries than the clinic population as a whole. PCPs may be using eConsults for patients who are not able to obtain specialty mental health care due to access barriers or for patient refusal. We also found that only one of the psychiatry eConsults was for a non-English speaking patient, as compared to a higher percentage of non-English speaking patients in the clinic as a whole. The literature demonstrates associations between low English proficiency and disparities in access to mental health services [32,33]. Although our small sample size makes it difficult to draw conclusions about these results, our findings may reflect disparities present for eConsults that are similar to more traditional psychiatric consultation.

Given the challenges of meeting growing mental health care demands, there is a need for novel approaches to integrated behavioral health. There is evidence that collaborative management between PCPs and behavioral health providers can provide high-quality care, improve access, reduce stigma, and be cost effective [10]. Other novel technologies including telepsychiatry and other eMental health interventions have been aimed at expanding and extending the delivery of specialty mental health care [34,35]. Like these technologies, eConsult allows for timely provision of care, particularly for those with barriers to access. However, eConsults differ from most described programs in that they target providers rather than patients, allowing for mental health care managed through the PCP in an integrated care model and via a secure EHR. This may help mitigate concerns raised about other eMental health technologies about security, quality, and a lack of a therapeutic relationship between provider and patient as well as worry that patients may defer needed care. Further, an eConsult model has the potential to take advantage of key strengths of the integrated behavioral health models including high levels of adherence and patient satisfaction and reduced stigma [10,36] because they are also based in the primary care setting.

Limitations
Our analysis has several limitations. First, as a largely qualitative analysis, our sample may not be completely representative of all possible eConsults to psychiatry. Our study was also conducted in a single institution with a robust EHR, and the results may not be generalizable to other institutions with different capabilities. However, we feel our study provides an in-depth look at the nature and scope of PCP questions regarding management of mental health conditions that may be more broadly applicable. Further, our initial interrater reliability was moderate for some portions of our content analysis, although we used this information to identify discrepancies in the coding process, refine our categories, and ultimately create a rigorous coding scheme derived through consensus within the research team. Another important limitation of our analysis is the lack of availability of data for mental health care utilization. Because of separate payment structures for mental health as well as a high percentage of psychiatry referrals outside of our health system, we were unable to track the percentage of eConsults compared to total psychiatry referrals or the impact of eConsult on utilization. We were also unable to evaluate treatment outcomes or compare these with outcomes for traditional care.

Conclusions
Overall, our data suggest that eConsults show promise as one means of supporting primary care providers to deliver mental health care to patients with common psychiatric disorders, particularly those with depression and anxiety. By extending and enhancing traditional psychiatric consultation within the primary care setting, the eConsult model adds to the burgeoning literature on innovative models for integrated mental health. Future efforts should be directed at evaluating the effectiveness of this intervention in terms of clinical and systems outcomes as well as PCP and patient satisfaction to improve overall understanding of best practices for behavioral health integration.
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Abstract

Background: Norovirus is a common virus that causes acute gastroenteritis worldwide, but a monitoring system for norovirus is unavailable in China.

Objective: We aimed to identify norovirus epidemics through Internet surveillance and construct an appropriate model to predict potential norovirus infections.

Methods: The norovirus-related data of a selected outbreak in Jiaxing Municipality, Zhejiang Province of China, in 2014 were collected from immediate epidemiological investigation, and the Internet search volume, as indicated by the Baidu Index, was acquired from the Baidu search engine. All correlated search keywords in relation to norovirus were captured, screened, and composited to establish the composite Baidu Index at different time lags by Spearman rank correlation. The optimal model was chosen and possibly predicted maps in Zhejiang Province were presented by ArcGIS software.

Results: The combination of two vital keywords at a time lag of 1 day was ultimately identified as optimal (ρ=0.924, P<0.001). The exponential curve model was constructed to fit the trend of this epidemic, suggesting that a one-unit increase in the mean composite Baidu Index contributed to an increase of norovirus infections by 2.15 times during the outbreak. In addition to Jiaxing Municipality, Hangzhou Municipality might have had some potential epidemics in the study time from the predicted model.

Conclusions: Although there are limitations with early warning and unavoidable biases, Internet surveillance may be still useful for the monitoring of norovirus epidemics when a monitoring system is unavailable.
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Introduction

Acute gastroenteritis, inflammation of the gastrointestinal tract, is defined as the sudden onset of diarrhea, with or without signs of nausea, vomiting, or abdominal pain [1,2]. The known pathogenic causes of acute gastroenteritis include various infective pathogens and other noninfectious causes. Infectious acute gastroenteritis is generally caused by enteric viruses, bacteria, and protozoal pathogens. Norovirus, a single-stranded RNA virus of the Caliciviridae family, is a leading cause of infectious acute gastroenteritis worldwide across all age groups, particularly in health care and community settings [3,4]. In the United States, norovirus causes nearly 21 million cases of acute...
gastroenteritis annually, and nearly 50% of acute gastroenteritis occurrences across Europe were attributed to the norovirus infection [5,6]. Although norovirus infection is viewed as a self-limited illness, it might be still responsible for severe dehydration, and even potential death, in children and the elderly population [7-9]. Infection might be attributable to closed bed-side care and exposure to vomit of contaminated food, water and aerosol of norovirus, and other factors such as prolonged time for viral shedding and the enhanced viability in the environment might play vital roles in improving transmissibility of norovirus [4,10-12]. Additionally, no obvious evidence supports the idea of there being a specific reservoir, and only the scattered speculation from available literature viewed immunocompromised individuals, elderly, and malnourished hosts as potential norovirus reservoirs [13]. Available studies from surveillance systems demonstrate that 0.7% of reported outbreaks were foodborne, 28.5% were person-to-person, and the remaining 70.8% were unclear or not described [10]. Transmission of norovirus commonly occurs before the typical symptoms appear, which further increases the difficulty for interventions [11]. Thus, how to effectively supervise and control norovirus infection has aroused substantial concern around the world.

Norovirus was ranked the second most common etiological agent only after rotavirus in children younger than 5 years in China [14-16]. Field surveys imply that unboiled water and contaminated food are the common causes of norovirus infection [12,17]. The high contagiosity, frequent virus mutation, and limited immune protection has resulted in more frequent epidemics of norovirus outbreak on the Chinese mainland since the winter of 2014, especially in schools [18-20]. Norovirus infection is classified as “other infectious diarrhea” (excluding the illness of cholera, bacillary dysentery, amebic dysentery, and typhoid/paratyphoid) in the Chinese National Notifiable Infectious Disease Reporting System. Accordingly, norovirus cases are not reported in an independent module, and some norovirus cases manifesting the main symptom of vomiting are inevitably omitted as well. The Public Health Emergency Management Information System can only focus on some clustered epidemics; therefore, some sporadic cases or subclinical infections of norovirus may be omitted. Thus, effective interventions for norovirus at the early stage are a pressing issue for public health.

With the rapid development of Internet technology, an increasing number of researchers have tried to take advantage of the retrieval function of search engines to forecast and warn against infectious diseases [21,22]. In China, both wired and wireless networks have been booming to meet the increasing demands of the cyber citizens. The China Internet Development Statistical Report released on July 23, 2015, revealed a total of 668 million Internet users (48.8% of the population), 18.94 million more than 6 months previous [23]. As the most frequently used search engine, Baidu has a priority selection incidence of 89.1% among Chinese cyber users [24]. The Baidu Index, based on the search frequency of some keywords within the Baidu search engine, can be viewed as awareness and requirement of cyber users [25]. Evidence from previous studies of communicable diseases suggested a potential relationship between search volume and the number of infected cases [26,27]. One study also used the comprehensive Baidu Index to construct a linear regression model to predict the potential cases of epidemic erythromelalgia, suggesting that the Baidu Index may serve as a good early indicator for epidemics [22]. Given that there is no specific monitor system for norovirus in China, the purpose of this study was to determine whether Internet surveillance was a helpful supplement to traditional surveillance of norovirus epidemics in China.

Methods

Ethics
This study was approved by the Ethics Committee of Zhejiang Provincial Center for Disease Control and Prevention. Given no privacy information involving human participants, it was granted an exemption from informed consent.

Information of Epidemic
Clustered cases in schools of diarrhea and vomiting were notified in Haining and Haiyan, two counties in the Jiaxing Municipality, on February 17, 2014. After receiving notice, a field investigation conducted by the Zhejiang Provincial Center for Disease Control and Prevention was performed to find the potential causes. Using a standard questionnaire, potential cases were searched within seven schools in Haiyan and six schools in Haining. Through the field survey, the first case was identified on February 12, 2014, and the epidemic lasted for 10 days. The inclusion criteria of possible cases were vomiting more than once or having diarrhea more than three times in one day, including probable cases and confirmed cases. There were a total of 924 cases in this outbreak with a ratio of 1 male to 1.2 females (Figure 1).
Baidu Index

The Baidu Index comprehensively reflects media exposure and users’ concerns based on certain keywords used by cyber users in the past day. Although the specific algorithm of Baidu Index is not available to the public because it is proprietary information, it was proven to be similar to Google Flu Trend in identifying public behavior on the Internet for different areas on diverse days [25]. Given the potential time lag between the onset of the symptoms in cases and related Internet searching, we collected the Baidu Index of Jiaxing Municipality from February 10 to 28, 2014. The data in the same period during 2013 and 2015 were also extracted.

Keyword Screening and Data Collection

In China, the same idea can be expressed with diverse characters among different populations. That is to say, the retrieval of disease-related information may be distinctive through the search engine. Thus, how to recognize keywords specific to norovirus was vital for Internet surveillance. Furthermore, no standardized guidance was available for this issue; the disease names and main presentations had been commonly chosen as the primary keywords [21,22,28]. In this study, the primary keywords chosen (in Chinese) were “norovirus,” “nausea,” “emesis,” “abdominal pain,” and “diarrhea.” More norovirus-related keywords searched by cyber users were acquired at Keywords Mining, a website that uses semantic correlation analysis [29]. All keywords obtained from the website were stemmed from search engines and also websites, blogs, and other online sources.

We retrieved from this website the top 100 keywords for each of the five initial keywords. Two individuals evaluated these 500 keywords to exclude unrelated ones. In case of discrepancy in opinion, a third person made the final decision. Then, correlations between potential case number and Baidu Index of the screened keywords with possible time lags were calculated. If $P < .05$ combined with a Spearman rank correlation coefficient ($\rho$) $> 0.4$, the keyword was brought into the group with the special time lag. Similar to a previous study, we chose the onset of illness as the beginning of the study time and had five groups with time lags of 0 to 4 days [22].

Composite Baidu Index

After excluding keywords with no significance, the meaningful keywords were grouped by different time lags. In each group, the weight of each keyword (weight$_i$) and composite Baidu Index (composite BDI$_i$) were calculated as equation a and b in Figure 2, where $t$ represents the potential time lag, $i$ indicates the order number of present keyword, $n$ is the number of keywords included in a specific time lag, $\rho$ is the Spearman rank correlation of included keyword (i) with specific time lag (t), and BDI$_i$ denotes the daily Baidu Index of included keywords (i) with specific time lag (t) [22].

Figure 1. Daily cases of norovirus outbreak in Jiaxing Municipality from February 12 to 21, 2014, within the counties of Haiyan and Haining.
Optimal Time Lag and Model Construction

According to the Spearman rank correlation of the composite Baidu Index and potential case number in each time lag, the time lags with the superior coefficient were determined optimal. Additionally, the mean composite Baidu Index normalized by local netizens (1/100 million) was calculated to avoid potential bias stemming from the distinction of Internet users in diverse area (Multimedia Appendix 1). Prediction models were constructed to explore the relationship of the mean composite Baidu Index and potential case number under diverse optimal lag periods, respectively.

Given the distribution characteristics of potential norovirus cases, we constructed a linear regression model and latent curve models. In this study, five possible models shown in Figure 2 (c-g) were evaluated, including linear regression model (LRM), quadratic curve regression model (QCRM), cubic curve regression model (CCRM), exponential curve model (ECM), and growth curve model (GCM).

In these models, $b_1$, $b_2$, and $b_3$ indicate the coefficients; $x$ and $y$ represent the mean composite Baidu Index and case number, respectively. The optimal model was examined by the $P$ value of variance (ANOVA) and $t$ test for coefficient. The overall coincidence rate (OCR) shown in Figure 2 (h) would be employed to determine the optimal model, in which $T_p$ represents the total predicted case number from the specific prediction model during the study period, and $T_r$ denotes the case number during the study period. The more the value of OCR trended to 100%, the better the selected model would be.

Spatial Presentation for Predicted Norovirus

The composite Baidu Index of 11 municipalities in Zhejiang Province was calculated from February 10 to 28, 2014. Based on the optimal prediction model described previously, the predicted norovirus cases in 11 municipalities were acquired and shown by ArcGIS software. The predicted norovirus cases in the same period of 2013 and 2015 were also shown on the map.

Statistical Analysis

All analyses were performed using SPSS Statistics 20.0 (SPSS Inc, Chicago, IL, USA). Spatial display was done with the Geographic Information System version 10.1 (SERI Inc, Redlands, CA, USA). Results were considered statistically significant if $P<.05$ with two sides.

Results

Epidemiological Characteristics of the Norovirus Outbreak

This epidemic was first reported in Haiyan, followed by Haining, within the Jiaxing Municipality in Zhejiang Province of China. A total of 924 cases (420 male and 504 female) involving 13 schools were detected from February 12 to 21, 2014; five were teachers and the rest were students. The clinical symptoms were mild and the main symptom was vomiting accompanied by nausea, diarrhea, fever, and abdominal pain, but no death occurred. The local departments of disease control in both counties responded rapidly to the epidemic, with such interventions as class suspension, disinfection within dormitories and classrooms, and sealing barreled water. Vomitus and anal swabs were retained from some cases. Given the potential exposure to barreled water among most cases, local centers for disease control sampled the different brands of barreled water from schools. After 15:00 on February 21, no new cases were reported. Laboratory tests detected norovirus genogroup II in eight samples of anal swabs, five samples of opened barreled
water, and one sample of unopened barreled water, suggesting that water contaminated by norovirus caused the epidemic. Through in-depth investigation of the drinking water, we eventually deemed the occurrences at two sites as one outbreak because the contaminated water was supplied by the same supplier. This detailed information had been described in another study [30].

**Optimal Time Lags of the Composite Baidu Index**

Five possible time lags (0, 1, 2, 3, and 4 days) were considered to screen the considerable time lags, and details of all inclusion keywords for each time lag are listed in Table 1. The correlation coefficient peaked at the time lag of 2 days with five keywords ($\rho=0.945, P<.001$). Considering the potential epidemiology significance and delicate difference at the time lag of 1 day with two keywords ($\rho=0.924, P<.001$), both time lags were included to construct appropriate models.

**Prediction Model for Norovirus**

The composite Baidu Index was calculated with the weight and Baidu Index of the different keywords at lag times of 1 and 2 days, respectively. After the standardization of local netizens, the regression models were then constructed to predict the potential norovirus cases by the mean composite Baidu Index independent variable. Of the five candidate models considered in our study, ECM was determined the optimal model for the time lag of 1 day (Figure 3), whereas the top model for the time lag of 2 days was GCM (Table 2). Then, OCR values of both models in Jiaxing Municipality were calculated, demonstrating that OCR in ECM was 90.69% and in GCM was 66.00% (Table 3). Consequently, the optimal model was decided as ECM with 1 day lag. In this model, $\gamma=1.809*e^{0.764x}$, which was interpreted as a one-unit increase in the mean composite Baidu Index contributed to an increase of norovirus infections by 2.15 times during the outbreak.

**Table 1. Inclusive keywords at time lags of 0 to 4 days after screening.**

<table>
<thead>
<tr>
<th>Time lag and keyword</th>
<th>Indicators for keyword</th>
<th>Weight</th>
<th>Indicators for composition</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norovirus</td>
<td>.740</td>
<td>.01</td>
<td>.348</td>
<td></td>
</tr>
<tr>
<td>Noro</td>
<td>.735</td>
<td>.02</td>
<td>.346</td>
<td></td>
</tr>
<tr>
<td>Vomiting and bleeding</td>
<td>.650</td>
<td>.04</td>
<td>.306</td>
<td></td>
</tr>
<tr>
<td>Day 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noro</td>
<td>.950</td>
<td>&lt;.001</td>
<td>.507</td>
<td></td>
</tr>
<tr>
<td>Norovirus</td>
<td>.924</td>
<td>&lt;.001</td>
<td>.493</td>
<td></td>
</tr>
<tr>
<td>Day 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norovirus</td>
<td>.945</td>
<td>&lt;.001</td>
<td>.237</td>
<td></td>
</tr>
<tr>
<td>Noro</td>
<td>.932</td>
<td>&lt;.001</td>
<td>.234</td>
<td></td>
</tr>
<tr>
<td>Vomiting and diarrhea</td>
<td>.715</td>
<td>.02</td>
<td>.180</td>
<td></td>
</tr>
<tr>
<td>Nausea and vomiting</td>
<td>.701</td>
<td>.02</td>
<td>.176</td>
<td></td>
</tr>
<tr>
<td>Viral diarrhea in infants</td>
<td>.688</td>
<td>.03</td>
<td>.173</td>
<td></td>
</tr>
<tr>
<td>Day 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norovirus</td>
<td>.707</td>
<td>.02</td>
<td>.266</td>
<td></td>
</tr>
<tr>
<td>Why feel headache and nausea</td>
<td>.665</td>
<td>.04</td>
<td>.250</td>
<td></td>
</tr>
<tr>
<td>Noro</td>
<td>.648</td>
<td>.04</td>
<td>.243</td>
<td></td>
</tr>
<tr>
<td>Day 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Why feel headache and nausea</td>
<td>.673</td>
<td>.03</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Why feel dizziness and nausea</td>
<td>.642</td>
<td>.045</td>
<td>.241</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3. Fluctuant trend of potential case number and mean composite Baidu Index at the time lag of 1 day during February 12 to 21, 2014.

Table 2. Details of model screening for five potential candidate models.

<table>
<thead>
<tr>
<th>Time lag and model</th>
<th>$F$ (df1,df2)</th>
<th>$P$</th>
<th>$R^2$</th>
<th>Coefficient</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b0</td>
<td>b1</td>
<td></td>
<td>P</td>
<td>b2</td>
<td>P</td>
<td>b3</td>
<td>P</td>
</tr>
<tr>
<td>Day 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LRM$^a$</td>
<td>18.292 (1,8)</td>
<td>.003</td>
<td>.696</td>
<td>-22.213</td>
<td>.59</td>
<td>44.610</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>QCRM$^b$</td>
<td>9.254 (2,7)</td>
<td>.01</td>
<td>.726</td>
<td>-4.24</td>
<td>.93</td>
<td>10.957</td>
<td>.79</td>
<td>4.827</td>
</tr>
<tr>
<td>CCRM$^c$</td>
<td>7.901 (3,6)</td>
<td>.02</td>
<td>.798</td>
<td>30.292</td>
<td>.56</td>
<td>-151.010</td>
<td>.24</td>
<td>66.333</td>
</tr>
<tr>
<td>ECM$^d$</td>
<td>59.664 (1,8)</td>
<td>&lt;.001</td>
<td>.882</td>
<td>1.809</td>
<td>.03</td>
<td>0.764</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>GCM$^e$</td>
<td>59.664 (1,8)</td>
<td>&lt;.001</td>
<td>.882</td>
<td>0.593</td>
<td>.15</td>
<td>0.764</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Day 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LRM</td>
<td>19.215 (1,8)</td>
<td>.002</td>
<td>.706</td>
<td>-35.840</td>
<td>.40</td>
<td>95.996</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>QCRM</td>
<td>14.546 (2,7)</td>
<td>.003</td>
<td>.806</td>
<td>7.440</td>
<td>.86</td>
<td>-30.034</td>
<td>.68</td>
<td>36.277</td>
</tr>
<tr>
<td>CCRM</td>
<td>9.450 (3,6)</td>
<td>.01</td>
<td>.825</td>
<td>-11.621</td>
<td>.82</td>
<td>103.430</td>
<td>.58</td>
<td>-67.747</td>
</tr>
<tr>
<td>ECM</td>
<td>41.870 (1,8)</td>
<td>&lt;.001</td>
<td>.840</td>
<td>1.535</td>
<td>.06</td>
<td>1.593</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>GCM</td>
<td>41.870 (1,8)</td>
<td>&lt;.001</td>
<td>.840</td>
<td>0.428</td>
<td>.38</td>
<td>1.593</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

$^a$LRM: linear regression model.
$^b$QCRM: quadratic curve regression model.
$^c$CCRM: cubic curve regression model.
$^d$ECM: exponential curve model.
$^e$GCM: growth curve model.
Table 3. The overall coincidence rate (OCR) value of the exponential curve model (ECM) and growth curve model (GCM) with different time lags.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>ECM with 1 day time lag</th>
<th>GCM with 2 days time lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total predicted case number</td>
<td>1010</td>
<td>610</td>
</tr>
<tr>
<td>Case number during the study period</td>
<td>924</td>
<td>924</td>
</tr>
<tr>
<td>OCR</td>
<td>90.69%</td>
<td>66.00%</td>
</tr>
</tbody>
</table>

Figure 4. Predicted norovirus infections in Zhejiang Province from February 12 to 21 in each year from 2013 to 2015.

Spatial Presentation for Predicted Norovirus

Based on the preceding optimal model, potential norovirus cases of 11 municipalities in Zhejiang Province during the study time were evaluated and displayed on the map. The number of possible cases in the same period in 2013 and 2015 was predicted (Figure 4). From the displayed map, Jiaxing Municipality in 2014 showed the peak of the norovirus infection other than areas in the same period. Moreover, there might have been potential norovirus epidemics in other municipalities, such as Hangzhou.

Discussion

Principal Findings

Studies demonstrated that norovirus, a common pathogen of acute gastroenteritis, caused several serious outbreaks in China especially in Zhejiang Province in the last decade, implying imminent demand for effective control and prevention of norovirus epidemics [31-34]. With an independent reporting module yet to be constructed in the Chinese National Notifiable Infectious Disease Reporting System, only norovirus outbreaks were recorded by the Public Health Emergency Management Information System. To some extent, such a circumstance limited the detection of norovirus epidemics at the early stage. Fortunately, Internet-based surveillance offers a potential means for monitoring emergent infectious diseases, whose effectiveness and dependability have been explored and examined in some studies [22,27,35].

In this study, we used Internet-based surveillance to identify the association between possible norovirus case number and the fluctuant retrieval index of norovirus-related keywords from the Baidu search engine, and explored an optimal model with specific time lag for the prediction of norovirus epidemics. Possible norovirus-related keywords were first captured at the Keywords Mining website, which involved the technology of text mining and semantic analysis. Then, the Spearman rank correlations between possible norovirus case numbers and the search index of norovirus-related keywords were calculated to determine the inclusion keywords with different time lags. After that, all inclusion keywords for each time lag were combined to obtain the composite Baidu Index and calculate its related Spearman rank correlation coefficients. In this research, the results suggested that the composite Baidu Index of five included keywords was significantly related to this outbreak at the time lag of 2 days with the largest Spearman rank correlation coefficient of $\rho=.945$ followed by two included keywords at the time lag of 1 day with Spearman rank correlation coefficient of $\rho=.924$. Combined with the OCR values of different models, ECM was shown to be optimal including two included keywords with a time lag of 1 day. These findings are similar to previous studies implying Internet-based surveillance based on some specific keywords might be effective in identifying epidemics [22]. In contrast to a previous study, the optimal mean composite Baidu Index related to norovirus in this study was essentially on a parallel track with the new cases reported in Figure 3 [22]. Given the short disease course, the serious symptom of acute gastroenteritis, and the characteristics of self-healing, the clustered epidemics of norovirus infection in young groups were more likely to be monitored, particularly in schools. Thus, the early warning of norovirus epidemics by Internet surveillance might be limited for epidemics with short incubation periods and rapid disease progression. Moreover, according to ECM with a time lag of 1 day, the optimal model indicated that an increase of one unit in the composite Baidu Index from 1/100 million netizens contributed to the rise of norovirus infections
by 2.15 times during the outbreak, which further supports the quantitative relationship between Internet surveillance and potential norovirus cases.

Previous studies have identified different optimal time lags in the analysis of diverse diseases, suggesting that this might be attributed to diverse study purposes, various incubation periods, and population susceptibility of different diseases [21,22,36]. Also, the ultimate time lag (1 day) selected in this paper was not the absolutely optimal time lag (2 days) in our study, implying more in-depth studies should be performed at more exquisite scope to explore its potential mechanism, which could mine significantly targeted interventions in public health.

Geographic information system technology has been adopted to present predicted norovirus cases in scale of Zhejiang Province (Figure 4). Compared with the same study period in each year from 2013 to 2015, our predicted results also demonstrated that the selected norovirus outbreak that occurred in Jiaxing Municipality was the largest one, which may prove the reliability of our prediction by Internet surveillance to some extent. Interestingly, some potential cases were identified in Hangzhou Municipality. Although no direct evidence was provided, Hangzhou was shown to be a high-risk region of norovirus infection in the available literature, which also certified the efficiency of Internet surveillance [37-39].

Limitations
Some limitations should be mentioned in our study:
1. The representation of the study was limited because the norovirus outbreak in question involved only schools. Therefore, the conclusion extrapolated to the whole population was insufficient.
2. Although the clinical and epidemiological evidence could be obtained in this study, laboratory tests were not performed for all cases. Thus, the accuracy of the prediction might be affected.
3. The $R^2$ of ECM was .882, whereas the rest (<12%) were not explored. Other external factors, such as environmental factors and economic factors, might influence the eventual results, which were not considered in this study.
4. Despite some technical means employed to search as many related keywords as possible, omission of subordinate keywords might be inevitable.
5. Other models that were not explored in this study might have a better goodness of fit, which could influence the accuracy of this study.

Conclusions
Over the past decades, the development of the Internet and search engines in China have experienced rapid leaps. A majority of the public sought medical information and expressed personal concerns on the Internet, which provided the underlying possibility for disease surveillance through the Internet, particularly in the field of emergent infectious diseases. The role of forecasting and warning against infectious diseases through the Internet has been identified in some available studies, whereas there is still no record reporting acute infectious diseases such as norovirus that have a short incubation period. In this study, we try to explore the significant keywords involving norovirus, construct an effective model, and eventually identify the potential epidemics of norovirus in Zhejiang Province using Internet surveillance. Despite existing limitations in early warning and unavoidable biases, Internet surveillance may be still useful for the monitoring of norovirus epidemics when a monitoring system is unavailable.
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Abstract

Background: Linguistic analysis of publicly available Twitter feeds have achieved success in differentiating individuals who self-disclose online as having schizophrenia from healthy controls. To date, limited efforts have included expert input to evaluate the authenticity of diagnostic self-disclosures.

Objective: This study aims to move from noisy self-reports of schizophrenia on social media to more accurate identification of diagnoses by exploring a human-machine partnered approach, wherein computational linguistic analysis of shared content is combined with clinical appraisals.

Methods: Twitter timeline data, extracted from 671 users with self-disclosed diagnoses of schizophrenia, was appraised for authenticity by expert clinicians. Data from disclosures deemed true were used to build a classifier aiming to distinguish users with schizophrenia from healthy controls. Results from the classifier were compared to expert appraisals on new, unseen Twitter users.

Results: Significant linguistic differences were identified in the schizophrenia group including greater use of interpersonal pronouns (P<.001), decreased emphasis on friendship (P<.001), and greater emphasis on biological processes (P<.001). The resulting classifier distinguished users with disclosures of schizophrenia deemed genuine from control users with a mean accuracy of 88% using linguistic data alone. Compared to clinicians on new, unseen users, the classifier’s precision, recall, and accuracy measures were 0.27, 0.77, and 0.59, respectively.

Conclusions: These data reinforce the need for ongoing collaborations integrating expertise from multiple fields to strengthen our ability to accurately identify and effectively engage individuals with mental illness online. These collaborations are crucial to overcome some of mental illnesses’ biggest challenges by using digital technology.

(J Med Internet Res 2017;19(8):e289) doi:10.2196/jmir.7956
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Introduction

Social media provides an unprecedented opportunity to transform early psychosis intervention strategies, especially for youth who are both the highest utilizers of social media and at the greatest risk for the emergence of a psychotic disorder. Social media, defined as any form of online communication through which users create virtual communities to exchange information, ideas, messages, pictures, and videos, has forever changed the way youth interact, learn, and communicate. More than 90% of US youth use social media daily [1], placing it ahead of texting, email, and instant messaging, and they disclose considerably more about themselves online than offline [2]. Globally more than 2 billion users engage with social media regularly [3] and Twitter represents one of the most popular platforms with over 300 million monthly users worldwide.

Individuals with mental illness similarly report regularly engaging with social media [4]. Identified benefits include developing a sense of belonging, establishing and maintaining relationships, accessing support, challenging stigma, raising awareness, and sharing experiences [4,5]. Youth with newly diagnosed schizophrenia in particular report frequently utilizing social networking sites throughout the course of illness development and treatment, engaging in social media activity several times daily, and spending several hours per day online [6].

Harvesting social media activity has become an established source for capturing personalized and population data in the forms of explicit commentary, patterns and frequency of use, as well as in the intricacies of language. The massive amount of data available online has been accompanied by major advancements in computational techniques capable of quantifying language and behavior into statistically meaningful measures. There is now clear and convincing evidence that online activity can be used to reliably monitor and predict health-related behaviors [7] ranging from the spread of the influenza virus across the United States to rates of seasonal allergies, HIV infection, cancer, smoking, and obesity [8-10].

The most robust data source available is made up of the words users post online. Prior work in speech and text analysis has identified reliable linguistic markers associated with schizophrenia, including significant differences in word frequency, word categories, and use of self-referential pronouns [11-15]. These same language analytic tools have been successfully implemented to analyze modern social media-based communication [16] and have demonstrated significant linguistic differences in posts written by individuals with schizophrenia compared to individuals with depression, physical illness, and healthy controls [17]. Furthermore, classifiers designed to automatically sort individual cases into diagnostic categories have achieved success in recognizing participants with psychotic disorders from healthy controls based on linguistic differences in writing samples [15] and speech [13,18].

Researchers have begun to build classifiers aiming to identify individuals online who may have schizophrenia without a confirmed clinical diagnosis by scanning publicly available Twitter feeds for self-disclosures. Language-based computational models have achieved more than 80% and 90% accuracy [19,20] in correctly identifying users with self-reported schizophrenia from healthy controls. Unfortunately, however, it is challenging to confirm the authenticity of online self-disclosures. Furthermore, prior work has demonstrated that words that might have been automatically identified as self-disclosure such as “psychosis,” schizophrenia,” and “delusion” are often used inappropriately online [21] and may represent a major limitation to these computational models. To date, limited efforts have involved expert input to evaluate the authenticity of diagnostic self-disclosures.

To move from noisy diagnostic inferences to accurate identification, we propose a human-machine partnered approach, wherein linguistic analysis of content shared on social media is combined with clinical appraisals. This project aims to explore the utility of social media as a viable diagnostic tool in identifying individuals with schizophrenia.

Methods

Initial data acquisition involved extracting publicly available Twitter posts from users with self-disclosed diagnoses of schizophrenia. Case-insensitive examples include “I am diagnosed with schizophrenia,” “told me I have schizophrenia,” and “I was diagnosed with schizoaffective disorder” (Textbox 1). Prior work identifying markers of mental illness online used similar filtering techniques based on self-reported diagnoses [22,23]. Data were extracted from Twitter because posts are often publicly accessible and readily available for analysis by researchers. Approval from the institutional review board was not sought because these data were freely available in the public domain and researchers had no interaction with the users.

These search queries resulted in 21,254 posts by 15,504 users between 2012 and 2016. For each user, Twitter timeline data from 2012 to 2016 were collected using a Web-based Twitter crawler called GetOldTweetsAPI [24], which scrapes public Twitter profiles to obtain historical Twitter data in a structured format. The data included tweet text, username, posting time, hashtags, mentions, favorites, geolocation, and tweet ID. A subsample of 671 users from the primary dataset was randomly selected (each user had equal probability of being selected) and provided to two clinicians for appraisal. As a control group, a random sample of Twitter users was collected from individuals without any mentions of “schizophrenia” or “psychosis” in their timeline. Descriptive statistics of the acquired data are shown in Table 1.

http://www.jmir.org/2017/8/e289/
Textbox 1. Search queries for Twitter data collection.

- Diagnosed me with (schizophrenia | psychosis)
- Diagnosed schizophrenic
- I am diagnosed with (psychosis | schizophrenia)
- I am schizophrenic
- I have been diagnosed with (psychosis | schizophrenia)
- I have (psychosis | schizoaffective disorder | schizophrenia)
- I think I have schizophrenia
- My schizophrenia
- They told me I have schizophrenia
- I was diagnosed with (psychosis | schizoaffective disorder | schizophrenia)
- Told me I have (psychosis | schizophrenia)

Table 1. Descriptive statistics of acquired Twitter data.

<table>
<thead>
<tr>
<th>Results</th>
<th>Schizophrenia group (n=146)</th>
<th>Control group (n=146)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total tweets by unique users, n</td>
<td>1,940,921</td>
<td>791,092</td>
</tr>
<tr>
<td>Mean tweets per user, mean (SD)</td>
<td>13,293.93 (18,134.83)</td>
<td>5418.43 (11,403.54)</td>
</tr>
<tr>
<td>Median tweets per user, median (IQR)</td>
<td>5542.5 (14,651.8)</td>
<td>1660.0 (4402.3)</td>
</tr>
<tr>
<td>Range of tweets per user (min-max)</td>
<td>8-88,169</td>
<td>1-82,985</td>
</tr>
</tbody>
</table>

Clinician Appraisal

To eliminate noisy data (disingenuous, inappropriate statements, jokes, and quotes) and obtain a cleaner sample of schizophrenia disclosures likely to be genuine, a psychiatrist and a graduate-level mental health clinician (authors MB and AR) from Northwell Health’s Early Treatment Program, with extensive expertise in early stage schizophrenia, annotated the data. For each user, their disclosure tweet and the 10 consecutive tweets before and after were extracted to assist in making an authenticity determination. Each user was annotated by categorizing them into one of three classes. Class “yes” contained users who appeared to have genuine disclosures. Class “no” contained users who had inauthentic posts, including jokes, quotes, or were from accounts held by health-related blogs. Class “maybe” contained users for whom the experts could not confidently appraise the authenticity of the disclosure (Textbox 2). Each clinician first categorized users separately and subsequently reviewed findings together to achieve consensus. Interrater reliability for classes “yes” and “no” was 0.81 (Cohen kappa). Disagreement arose on ambiguous disclosure statements. Clinicians then utilized additional input from surrounding tweets to make an authenticity determination. These users were most often annotated as “maybe.” The annotation task for 671 users resulted in 146 yes, 101 maybe, and 424 no users. These three classes of users shared 1,940,921, 1,501,838, and 8,829,775 tweets, respectively, with a mean (SD) of 13,293.98 (18,134.83), 14,869.68 (14,651.8), and 20,824.94 (45,098.07) tweets per user.

Classification Method

Data Preparation

To distinguish users with disclosures deemed genuine from the regular Twitter stream, the problem was modeled as a machine learning classification task. Users who had been annotated with class yes, formed the positive examples (class 1) for the classifier. A sample of same size collected from the control group formed the negative examples (class 0). Given the ambiguity of the “maybe” class, it was left out of this initial model. The training dataset, constructed by combining both positive and negative examples resulted in 292 users. The classifier was built and evaluated by applying 10-fold cross-validation, an established technique in supervised machine learning [25].

Classification Framework

Using the training datasets described previously, a supervised learning framework was used to build the classifier. The classification framework involved three steps: featurizing training data, feature selection to improve predictive power, and classification algorithm.

Featurizing Training Data

The textual data from Twitter timelines was used to generate features for the classifier. Each tweet in the user’s timeline was represented using the following features:
n-Gram language model: a language model of 500 top unigrams, bigrams, and trigrams (ie, sequences of one, two, and three words) was generated from the entire timeline data of all users. Each tweet was represented as a feature vector of normalized term frequency-inverse document frequency (tf-idf) frequency counts of the top 500 n-grams.

Linguistic inquiry and word count (LIWC): The widely validated LIWC lexicon [26] was employed, which identifies linguistic measures for the following psycholinguistic categories: (1) affective attributes, including positive and negative affect, anger, anxiety, sadness, swearing; (2) cognitive attributes, including both cognition categories comprising of cognitive mechanisms, discrepancies, inhibition, negation, causation, certainty, and tentativeness, and perception categories comprising of see, hear, feel, perceive, insight, and relative; and (3) linguistic style attributes, including lexical density (verbs, auxiliary verbs, adverbs, prepositions, conjunctions, articles, inclusive, and exclusive), temporal references (past, present, and future tenses), social/personal concerns (family, friends, social, work, health,
humans, religion, bio, body, money, achievement, home, sexual, and death), and interpersonal awareness and focus (first-person singular, first-person plural, and second-person and third-person pronouns). Each tweet was represented as a vector of normalized LIWC scores for each of the preceding 50 categories.

Thus, the feature space for the classifier was 550; 500 n-grams and 50 LIWC categories.

Feature Selection to Improve Predictive Power

As the linguistic attributes of text contain several correlated features, the classification model tends to be unstable. To improve the predictive power of the model, feature scaling and feature selection methods were employed. First, feature scaling was used to standardize the range of features. The LIWC features were within a normalized range of 0 to 1; however, the n-gram features represented frequency counts that required standardization. The min-max rescaling technique was used to scale the n-gram features to the range of 0 to 1. This technique scales a feature vector “x” by converting it to the ratio of difference between x and min(x), and difference between max(x) and min(x), where min(x) and max(x) represent the minimum and maximum value of all values in the vector x.

Next, feature selection was used to eliminate noisy features, which identifies the most salient variables used to predict the outcome. Specifically, the filter method was used where features are selected on the basis of their scores in various statistical tests for their correlation with the outcome variable. Adopting the ANOVA F test reduced the feature space from 550 features to k –best features (where k=350) by removing noisy and redundant features.

Classification Algorithm

Finally, training data represented by the top k features was fed into a model to learn the classification task. The model was trained over several algorithms including the Gaussian naive Bayes, random forest, logistic regression, and support vector machines [25]. Among these, the best performing algorithm on cross-validation was used for analysis.

Results

Linguistic Characteristics

Table 2 represents comparison data between users with schizophrenia disclosures deemed genuine and the control cohort. Significance using the Mann-Whitney U test for all 50 LIWC categories are reported as well as the relative difference in means.

Results of Machine Learning Classification

To evaluate the performance of the classification model, a 10-fold cross-validation method was used. During each fold (iteration), the data was split into a 70% training set and 30% validation set. A model was then constructed on the 70% data and tested on the remaining 30%. Among the several classification algorithms that were applied, a random forest performed best with an average receiver operating characteristic (ROC) area under the curve (AUC) score of 0.88. The best performance for the classifier was 0.95 by the same AUC metric (see Table 3). The ROC curve is presented in Figure 1.
Figure 1. Receiver operating characteristic (ROC) curves for the classification task.
Table 2. Mann-Whitney U test results comparing the linguistic differences between users with schizophrenia and the control datasets.

<table>
<thead>
<tr>
<th>LIWC category</th>
<th>Difference in mean LIWC scores between groups</th>
<th>U stat</th>
<th>p *</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Affective attributes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive affect</td>
<td>0.262</td>
<td>8517.5</td>
<td>.002</td>
</tr>
<tr>
<td>Negative affect</td>
<td>0.283</td>
<td>7873.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.241</td>
<td>5301.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Swear</td>
<td>0.164</td>
<td>8557.5</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Lexical density</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Auxiliary verbs</td>
<td>0.319</td>
<td>5712.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Preposition</td>
<td>0.186</td>
<td>7162.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Article</td>
<td>0.426</td>
<td>5812.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Inclusive</td>
<td>0.410</td>
<td>8262.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Exclusive</td>
<td>0.347</td>
<td>4753.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quantifier</td>
<td>0.079</td>
<td>991.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Temporal references</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past tense</td>
<td>0.194</td>
<td>7809.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Present tense</td>
<td>0.304</td>
<td>7501.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Future tense</td>
<td>0.185</td>
<td>4130.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Interpersonal awareness and focus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First-person singular</td>
<td>0.024</td>
<td>3387.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First-person plural</td>
<td>0.006</td>
<td>8401.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Third person</td>
<td>0.243</td>
<td>7329.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Indefinite pronoun</td>
<td>0.265</td>
<td>2691.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Cognition and perception attributes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive mechanisms</td>
<td>0.307</td>
<td>9418.0</td>
<td>.04</td>
</tr>
<tr>
<td>Discrepancies</td>
<td>0.220</td>
<td>8975.5</td>
<td>.01</td>
</tr>
<tr>
<td>Inhibition</td>
<td>0.257</td>
<td>7738.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Negation</td>
<td>0.187</td>
<td>9318.5</td>
<td>.03</td>
</tr>
<tr>
<td>Causation</td>
<td>0.353</td>
<td>8023.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Certainty</td>
<td>0.110</td>
<td>6101.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tentativeness</td>
<td>0.266</td>
<td>1841.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hear</td>
<td>0.163</td>
<td>1796.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Feel</td>
<td>0.270</td>
<td>7555.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perception</td>
<td>0.257</td>
<td>3340.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Insight</td>
<td>0.396</td>
<td>7918.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Social/Personal concerns</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friends</td>
<td>-0.068</td>
<td>3269.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Work</td>
<td>0.036</td>
<td>5917.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health</td>
<td>1.143</td>
<td>6775.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Humans</td>
<td>0.039</td>
<td>2963.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Biological Processes</td>
<td>0.427</td>
<td>7587.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Body</td>
<td>0.150</td>
<td>8021.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Achievement</td>
<td>0.087</td>
<td>6057.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Home</td>
<td>0.134</td>
<td>6261.5</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Verification in Unseen Data

To test the models for predicting new, unseen data, a sample of 100 users was passed through the classifier. The same sample was also provided to clinicians for appraisals. The confusion matrix displaying agreement between the two labels (machine and expert) is presented in Table 4.

By taking the expert annotations as true outcome and the machine labels as predicted outcome, true positive, true negative, false positive, and false negative scores were computed. Precision (positive predictive value) was calculated using true positive/(true positive+false positive) and recall (sensitivity) was calculated using true positive/(true positive+false negative). Accuracy (specificity) was calculated by the proportion of true results (both true positive and true negative) among the total number of cases examined (true positive+true negative)/(true positive+true negative+false positive+false negative). The resulting precision, recall, and accuracy measures were 0.27, 0.77, and 0.59, respectively.

Discussion

Main Findings

These data contribute to a growing body of literature using language to automatically identify individuals online who may be experiencing mental illness, including depression [16,22,27], postpartum mood disorders [28], suicide [29], posttraumatic stress disorder [30], and bipolar disorder [23]. To date, the majority of studies have used a computational approach to flag publicly available social media profiles of users who self-disclose with limited input from mental health clinicians to assess the authenticity of online disclosure. In this study, expert appraisal eliminated more than 70% of Twitter profiles that might have otherwise been recognized by computerized models as belonging to users with schizophrenia. These data reinforce the need for ongoing collaborations integrating expertise from multiple fields to strengthen our ability to accurately identify and effectively engage individuals with mental illness online. These collaborations are crucial to overcome some of mental illnesses’ biggest challenges using digital technology.

A major challenge in treating schizophrenia remains the lengthy delay between symptom onset and receiving appropriate care. Results from the Recovery After Initial Schizophrenia Episode-Early Treatment Program (RAISE-ETP) trial [31] suggest that the median duration of untreated psychosis is 74 weeks [32] and support the established hypothesis that lengthy duration of untreated psychosis (DUP) leads to worse outcomes [31,33]. At the same time, there is compelling evidence to suggest that linguistic and behavioral changes manifest on the pages of social media before they are clinically detected, providing the prospect for earlier intervention [22,28,34]. As more and more individuals are regularly engaging with digital resources, researchers must explore novel and effective ways of incorporating technological tools into DUP reduction strategies. Identifying linguistic signals of psychosis online might be an important next step to facilitate timely treatment initiation.

Once identified, social media provides an unparalleled opportunity to explore various engagement strategies. Recently, Birnbaum et al [35] used Google AdWords to explore aspects of digital advertising most effective at engaging individuals online. Digital ads were shown to be a reasonable and cost-effective method to reach individuals searching for behavioral health information. Similar strategies could be employed to engage users via social media platforms identified as potentially experiencing schizophrenia. These strategies would require careful consideration because there is a delicate line between overintrusiveness and concern. More research is needed to better define the trajectory between online activity and making first clinical contact to explore opportunities for digital intervention. Additionally, the ethical and clinical implications of identifying markers of mental illness online require thorough and careful evaluation. Existing ethical principles do not sufficiently guide researchers conducting social media research. Furthermore, new technological approaches to illness identification and symptom tracking will likely result in
a redefinition of existing clinical rules and regulations. Although the potential beneficial impact of social media integration could be transformative, new critical questions regarding clinical expectations and responsibilities will require resolution.

The degree of agreement between the classifier and the experts in this study suggests that the classifier performs well at eliminating inauthentic noisy samples, but was overinclusive in labeling true cases of schizophrenia. For example, although the post “My parents are convinced I have schizophrenia,” was labeled by the classifier as a genuine disclosure, clinicians deemed it to be a noisy sample, reflecting a more careful and conservative approach. Therefore, the classifier can theoretically assist in triaging massive amounts of digital data to provide cleaner samples to experts who can then gauge the authenticity of the disclosure.

Comparison With Prior Work

Consistent with prior trials [11-15,18,36], first-person pronouns were found to be significantly increased in the psychosis group, suggesting greater interpersonal focus. Additionally, these data replicate findings that biological processes, including words such as “body” and “health,” are more frequently used in psychosis [17], suggesting a greater awareness or focus on health status. Furthermore, the psychosis group was significantly less likely to use words from the “friends” category, possibly associated with social withdrawal. Although language dysfunction, and specifically thought disorder, is an established core symptom of schizophrenia, these data suggest that subtle, more granular changes may additionally be associated with schizophrenia. Furthermore, these data suggest that changes can be detected online, reinforcing exploration of novel Internet-based early identification strategies.

Limitations

Confirming a diagnosis of schizophrenia via Twitter disclosure remains impossible without access to the psychiatric histories of those self-disclosing. Additionally, although some individuals may have psychotic symptoms (in the context of severe depression or mania), they may not meet full diagnostic criteria for schizophrenia. Exploring tweets surrounding the disclosure, taking a deeper look at an individual’s profile, and implementing expert consensus certainly improved diagnostic accuracy. Secondly, the research team only had access to publicly available Twitter profiles. It is likely that many individuals who chose to self-disclose online prefer to keep their profiles private and only accessible to select individuals. Many individuals with schizophrenia chose not to self-disclose via social media at all and therefore would not have been identified in this project. To overcome these challenges, we have begun extracting social media data from consenting individuals with known clinical diagnoses of schizophrenia, allowing for exploration of online markers of psychosis from individuals who might not otherwise have publicly available data. Additionally, the current classifier was developed using exclusively linguistic variables. Future work must consider incorporating nonlinguistic data including frequency and timing of posts, changes in level of activity, and social engagement online. Finally, these findings may be limited to Twitter users, who may differ from individuals who use other platforms or may use Twitter differently from other sites.

Conclusion

Existing online resources may be capable of sensing changes associated with mental illness offering the prospect for real-time objective identification and monitoring of patients. Ongoing multidisciplinary collaborations are crucial to perfect detection and monitoring capabilities for complex mental illnesses such as schizophrenia. To ensure effective incorporation of digital technology into early psychosis intervention, further research must explore precisely how symptoms of mental illness manifest online through changing patterns of language and activity as well as palatable, respectful, and effective treatment and engagement strategies once an individual is identified online.
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Abstract

Background: Despite increasing interest in smartphone apps as a platform for delivery of tobacco cessation interventions, no previous studies have evaluated the prevalence and characteristics of smokers who can access smartphone-delivered interventions.

Objective: To guide treatment development in this new platform and to evaluate disparities in access to smartphone-delivered interventions, we examined associations of smartphone ownership with demographics, tobacco use and thoughts about quitting, other health behaviors, physical and mental health, health care access, and Internet and technology utilization using a nationally representative sample of US adult smokers.

Methods: Data were from the National Cancer Institute’s 2014 Health Information National Trends Survey 4 (HINTS 4), Cycle 4. This mailed survey targeted noninstitutionalized individuals aged 18 years or older using two-stage stratified random sampling. For this analysis, we restricted the sample to current smokers with complete data on smartphone ownership (n=479).

Results: Nearly two-thirds (weighted percent=63.8%, 248/479) of smokers reported owning a smartphone. Those who were younger (P<.001), employed (P=.002), never married (P=.002), and had higher education (P=.002) and income (P<.001) had the highest rates of ownership. Smartphone owners did not differ from nonowners on frequency of smoking, recent quit attempts, or future plans to quit smoking, although they reported greater belief in the benefits of quitting (P=.04). Despite being equally likely to be overweight or obese, smartphone owners reported greater fruit and vegetable consumption (P=.03) and were more likely to report past-year efforts to increase exercise (P=.001) and to lose weight (P=.02). No differences in health care access and utilization were found. Smartphone owners reported better physical and mental health in several domains and higher access to and utilization of technology and the Internet, including for health reasons.

Conclusions: Smartphone ownership among smokers mirrors many trends in the general population, including the overall rate of ownership and the association with younger age and higher socioeconomic status. Apps for smoking cessation could potentially capitalize on smartphone owners’ efforts at multiple health behavior changes and interest in communicating with health care providers via technology. These data also highlight the importance of accessible treatment options for smokers without smartphones in order to reach smokers with the highest physical and mental health burden and prevent worsening of tobacco-related health disparities as interventions move to digital platforms.

(J Med Internet Res 2017;19(8):e305) doi:10.2196/jmir.7953
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Introduction

Smartphones are a promising technology platform for the delivery of smoking cessation interventions. Hundreds of cessation apps are currently available, although only a handful have undergone empirical evaluation of efficacy [1-5] and the vast majority have been found lacking in terms of their inclusion of theoretically backed, evidence-based content [6-8]. A major foundational gap in the literature on smartphone apps for smoking cessation is that no previous studies have evaluated, using a nationally representative sample, what proportion of current smokers in the United States own smartphones, or the characteristics of smokers who currently have access to smartphone-delivered interventions versus those who do not. This gap in the literature hinders treatment development in this new platform as well as understanding of disparities in access to smartphone-delivered interventions.

The application of smartphone technologies to tobacco cessation is new; the technology itself is not. The first smartphones were produced in the 1990s, although the mass adoption of smartphones did not occur in the United States until the late 2000s with the release of Apple’s first-generation iPhone. In the decade that followed, ownership of smartphones increased sharply over time—it jumped from 35% in 2011 to 64% in 2014 and 77% in 2016 [9]. After this extremely rapid period of growth, smartphones are now approaching market saturation in the United States and other developed markets [10].

As with any technology, adoption within some segments of the population is lagging due to factors ranging from lack of interest in learning to use a new technology to low affordability. It is not clear whether US population trends in adoption of smartphones generalize to the population of smokers because smoking behavior is much more concentrated among individuals with lower education and income [11]. The “digital divide” between those smokers who currently own smartphones versus those who do not provides useful information about the potential reach of smartphone-delivered cessation interventions and informs how they are designed and marketed.

Population-level data for the United States suggest that smartphone ownership is associated with several demographic characteristics, including younger age and higher educational attainment and income [12]. However, demographics provide an incomplete picture of the differences between smokers who own smartphones and those who do not. Understanding at a population level how these two groups differ on health care access, health behaviors, and status, as well as usage of other technologies beyond the smartphone, offers an opportunity to target smartphone-delivered interventions based on users’ characteristics and needs, and to identify the needs of smokers who require cessation support through modalities other than the smartphone. Regarding user characteristics and needs, population-level data on smokers who own smartphones could elucidate (1) the prevalence of known barriers to quitting (eg, low motivation, mental health symptoms), (2) the proportion of smartphone-owning smokers whose weight or diet and exercise behaviors place them at even greater risk for poor health outcomes, (3) extent of interest in making changes to these other health behaviors, and (4) potential feasibility of smartphone-delivered treatments that require involvement of the health care system (eg, advising users to seek prescription medications or to discuss withdrawal symptoms with a physician, direct messaging with health care providers).

To guide treatment development on the smartphone platform and to evaluate disparities in access to smartphone-delivered interventions, the aim of this study was to answer three key questions using a large, nationally representative sample:

1. What proportion of current smokers own smartphones?
2. Among smokers, what demographic characteristics are associated with smartphone ownership?
3. How do smokers who own smartphones differ from those who do not on tobacco use and thoughts about quitting, other health behaviors, physical and mental health status, health care access and utilization, and technology and Internet usage?

Methods

Source of Data

Data used in these analyses were from the National Cancer Institute’s Health Information National Trends Survey 4 (HINTS 4), Cycle 4. This mailed survey was conducted between August and November 2014. It targeted noninstitutionalized individuals living in the United States aged 18 years or older using two-stage stratified random sampling. The first stage involved selection of a stratified sample of households from a marketing list of nonvacant mailing addresses, and the second stage involved sampling of one adult from each sampled household using the next birthday method. Stratification was designed to overenroll Hispanic and African American participants to increase the precision of estimates for these minority groups. Both English and Spanish versions of the survey were used.

Survey mailings followed a modified Dillman procedure [13]. There were four possible mailings. All selected households received the first survey along with a US $2 incentive, followed by a reminder postcard. Nonrespondents received up to two additional survey mailings. Households flagged as being potentially Spanish speaking received both an English- and Spanish-language version of the survey. The overall weighted response rate was 34.44% (3677/13,996 complete, returned surveys). Additional details regarding the sampling methods and survey procedures can be found in the HINTS 4 database user documentation [14].

Measures

Definitions of Current Smoking and Smartphone Ownership

Participants were classified as current smokers if they reported smoking 100 or more cigarettes in their lifetime and, in response to the item “How often do you now smoke cigarettes?” responded “every day” or “some days.” Smartphone ownership was assessed with the item, “Please indicate if you have a smartphone, such as an iPhone, Android, Blackberry, or Windows phone.” Of the 3677 respondents, 498 (15.00%) were
classified as current smokers, and 479 (97.4%) of these provided information on smartphone ownership.

**Demographics**

Demographic survey items included age, gender, current occupational status, household income, marital status, highest grade or level of schooling completed, race, and ethnicity. The US Department of Agriculture’s 2013 Rural-Urban Continuum Code was used to classify participants as residing either in metropolitan (codes 1-3) or nonmetropolitan (codes 4-9) areas.

**Tobacco Use and Thoughts About Quitting**

Respondents were asked whether they stopped smoking for one day or longer in the past year because they were trying to quit and whether they were seriously considering quitting in the next 6 months. They were also asked how much they thought quitting smoking would help reduce the harmful effects of smoking, with response options ranging from “not at all” to “a lot.”

**Other Health Behaviors**

Assessment of current health behaviors included minutes per week of at least moderate exercise (the product of two questions: “In a typical week, how many days do you do any physical activity or exercise of at least moderate intensity, such as brisk walking, bicycling at a regular pace, and swimming at a regular pace” and “On the days that you do any physical activity or exercise of at least moderate intensity, how long do you typically do these activities?”), which was transformed to a binary categorical variable indicating whether or not the respondent met the recommended minimum weekly moderate-intensity exercise duration of 150 minutes [15]. Fruit and vegetable consumption, in total cups per day (“About how many cups of fruit [including 100% pure fruit juice] do you eat or drink each day?” and “About how many cups of vegetables [including 100% pure vegetable juice] do you eat or drink each day?”), were assessed separately as a range, transformed to a continuous variable by taking the midpoint of the range, and combined for analysis. Several items assessed health behavior change efforts in the prior year (ie, “At any time in the past year, have you intentionally tried to...”), including attempts to change physical activity and fruit and vegetable consumption and to lose weight.

**Physical and Mental Health Status**

Body mass index (BMI) was calculated from the respondent’s self-reported height and weight and used to classify participants as overweight or obese (BMI ≥25.0 kg/m²). Physical health status was assessed, in part, by asking whether the respondent had ever been diagnosed with diabetes, hypertension, a heart condition, lung disease, arthritis, and cancer. In terms of mental health, the four-item Patient Health Questionnaire (PHQ-4) [16] was included as a measure of psychological distress. We separated this measure into its component screening tools for depression (PHQ-2) [17] and anxiety (Generalized Anxiety Disorder scale [GAD]-2) [18]. Respondents were also asked whether they had ever been diagnosed with a depressive or anxiety disorder.

**Health Care Access and Utilization**

Respondents indicated whether or not they had health care coverage as well as how many times they received nonemergent medical care over the past year.

**Use of Technology and the Internet**

Items included whether or not the respondent used the Internet, device ownership, use of health apps, and which technology-mediated methods they have used to exchange medical information with a health care provider.

**Statistical Analyses**

Statistical analyses incorporated weights for survey respondents in order to adjust for nonresponse and noncoverage biases, thus ensuring valid inference. Sample weights and replicate weights were calculated as described in the HINTS 4 Cycle 4 Methodology Report [14]. Briefly, full-sample weights were derived by first adjusting for household-level base weights (ie, the reciprocal of the probability of selecting the household for the survey) and household nonresponse, calculating initial weights, and finally calibrating these to population counts. Replicate weights were calculated using the delete one jackknife procedure. We estimated population-level proportions of smartphone ownership and differences between smartphone owners and nonowners on demographics, tobacco use and thoughts about quitting, other health behavior, physical and mental health status, health care access, and use of technology using full-sample weights. Thus, the weighted percentages do not directly correspond with the raw sample proportions. For group comparisons, we implemented chi-square tests of independence and t tests using replicate weights. Because a main aim of the study was to better understand characteristics of smokers who own smartphones for intervention planning purposes rather than to identify the set of variables that most efficiently distinguish smartphone-owning smokers from nonowners, we decided against a multivariable approach. However, we accounted for multiple comparisons by adjusting P values to control the false discovery rate (FDR) [19].

**Results**

Proportion of Current Smokers in the United States Who Own Smartphones

Overall, the weighted proportion of current smokers who owned smartphones was 63.8% (248/479). Of those who did not own smartphones (231/479), 53.6% (128/231) owned a basic cell phone. Among smartphone owners, 36.7% (88/245) reported using a health app on their phone or tablet.

Demographic Characteristics of Smokers Associated with Smartphone Ownership

As shown in Table 1, smartphone ownership among smokers differed according to age, education, income, employment, and marital status. There was decreasing prevalence of smartphone ownership from the 18 to 34 years age group (88%, 59/68) through the 65 years and older age group (15%, 17/85; P<.001). Increasing levels of education (P=.002) and income (P<.001) also showed nearly linear increases in smartphone ownership. More than 84% (76/112) of respondents with a college degree...
or higher and more than 90% (63/80) of those with household incomes of at least US $75,000 per year owned smartphones. In terms of employment status, employed respondents had the highest rates of ownership (74.1%, 155/224; \( P = .002 \)). Those who were divorced, widowed, or separated (36.3%, 75/171) had lower rates of ownership than those who were married (59.0%, 90/165) or never married (77.3%, 71/122; \( P = .002 \)). Smartphone ownership did not differ by gender, race/ethnicity, or residence in a metropolitan versus nonmetropolitan area.
<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Prevalence of smartphone ownership, n (%)(^a)</th>
<th>(p) (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (n=457)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34 (n=68)</td>
<td>59 (88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-49 (n=92)</td>
<td>64 (67)</td>
<td></td>
</tr>
<tr>
<td>50-64 (n=212)</td>
<td>114 (47.9)</td>
<td></td>
</tr>
<tr>
<td>≥65 (n=85)</td>
<td>17 (15)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender (n=448)</strong></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Female (n=265)</td>
<td>144 (64.6)</td>
<td></td>
</tr>
<tr>
<td>Male (n=183)</td>
<td>88 (64.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Education (n=458)</strong></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Less than high school (n=57)</td>
<td>19 (38)</td>
<td></td>
</tr>
<tr>
<td>High school graduate (n=116)</td>
<td>46 (55.1)</td>
<td></td>
</tr>
<tr>
<td>Some college (n=173)</td>
<td>95 (66.8)</td>
<td></td>
</tr>
<tr>
<td>College grad or more (n=112)</td>
<td>76 (84.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Race/ethnicity (n=419)</strong></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Non-Hispanic white (n=255)</td>
<td>138 (66.1)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black (n=89)</td>
<td>50 (67)</td>
<td></td>
</tr>
<tr>
<td>Hispanic (n=47)</td>
<td>24 (61)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic other (n=28)</td>
<td>16 (78)</td>
<td></td>
</tr>
<tr>
<td><strong>Income (US$) (n=475)</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0-14,999 (n=140)</td>
<td>44 (45.4)</td>
<td></td>
</tr>
<tr>
<td>15,000-34,999 (n=124)</td>
<td>60 (52.9)</td>
<td></td>
</tr>
<tr>
<td>35,000-74,999 (n=131)</td>
<td>80 (64.8)</td>
<td></td>
</tr>
<tr>
<td>75,000-99,000 (n=34)</td>
<td>28 (93)</td>
<td></td>
</tr>
<tr>
<td>≥100,000 (n=46)</td>
<td>35 (90)</td>
<td></td>
</tr>
<tr>
<td><strong>Residence (n=479)</strong></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Metro (n=409)</td>
<td>216 (68.1)</td>
<td></td>
</tr>
<tr>
<td>Non-metro (urban or rural) (n=70)</td>
<td>32 (47)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment (n=445)</strong></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Employed (n=224)</td>
<td>155 (74.1)</td>
<td></td>
</tr>
<tr>
<td>Unemployed (n=41)</td>
<td>20 (60)</td>
<td></td>
</tr>
<tr>
<td>Retired (n=76)</td>
<td>19 (31)</td>
<td></td>
</tr>
<tr>
<td>Disabled (n=76)</td>
<td>24 (40)</td>
<td></td>
</tr>
<tr>
<td>Other (student, homemaker, other) (n=28)</td>
<td>16 (50)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status (n=458)</strong></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Married/living as married (n=165)</td>
<td>90 (59.0)</td>
<td></td>
</tr>
<tr>
<td>Divorced/widowed/separated (n=171)</td>
<td>75 (36.3)</td>
<td></td>
</tr>
<tr>
<td>Never married (n=122)</td>
<td>71 (77.3)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Percentage values in table are weighted by the overall sample weight.

\(^b\) \(P\) values were calculated using chi-square tests for independence on the weighted percentages.
Table 2. Differences between smartphone-owning and nonowning smokers on health behaviors, health status, health care access and utilization, and Internet and technology use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Smartphone owners$^a$ (n=248)</th>
<th>Nonowners$^a$ (n=231)</th>
<th>$p^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tobacco use behavior and attitudes, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily smoker (n=479)</td>
<td>173 (68.5)</td>
<td>192 (80.3)</td>
<td>.20</td>
</tr>
<tr>
<td>Made quit attempt in past year (n=476)</td>
<td>159 (59.5)</td>
<td>136 (55.6)</td>
<td>.71</td>
</tr>
<tr>
<td>Considering quitting in next 6 months (n=472)</td>
<td>167 (63.4)</td>
<td>136 (57.8)</td>
<td>.51</td>
</tr>
<tr>
<td>Believe that quitting reduces harm of smoking “a lot” (n=476)</td>
<td>189 (83.7)</td>
<td>147 (62.0)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Other health behaviors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gets recommended ≥150 min/week of moderate exercise, n (%) (n=474)</td>
<td>115 (54.8)</td>
<td>78 (43.6)</td>
<td>.30</td>
</tr>
<tr>
<td>Total cups of fruit and vegetable consumption per day, mean (SD) (n=470)</td>
<td>2.7 (0.2)</td>
<td>2.0 (0.2)</td>
<td>.03</td>
</tr>
<tr>
<td>Tried to increase exercise in past year, n (%) (n=465)</td>
<td>134 (59.8)</td>
<td>68 (26.2)</td>
<td>.001</td>
</tr>
<tr>
<td>Tried to change weight in past year, n (%) (n=466)</td>
<td>138 (55.5)</td>
<td>83 (31.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Tried to increase fruit or veg consumption in past year, n (%) (n=459)</td>
<td>123 (42.6)</td>
<td>81 (38.9)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Physical and mental health status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight/obese (BMI ≥25.0) (n=463)</td>
<td>149 (63.3)</td>
<td>135 (54.9)</td>
<td>.47</td>
</tr>
<tr>
<td>Positive screen for current depression (n=463)</td>
<td>52 (12.9)</td>
<td>66 (37.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Positive screen for current anxiety (n=460)</td>
<td>51 (17.2)</td>
<td>57 (32.7)</td>
<td>.10</td>
</tr>
<tr>
<td>Ever diagnosed with depression/anxiety disorder (n=466)</td>
<td>77 (22.0)</td>
<td>97 (45.1)</td>
<td>.04</td>
</tr>
<tr>
<td>Ever diagnosed with diabetes (n=466)</td>
<td>32 (7.3)</td>
<td>58 (21.3)</td>
<td>.02</td>
</tr>
<tr>
<td>Ever diagnosed with hypertension (n=468)</td>
<td>96 (24.6)</td>
<td>117 (39.3)</td>
<td>.02</td>
</tr>
<tr>
<td>Ever diagnosed with heart condition (n=468)</td>
<td>21 (5.1)</td>
<td>32 (9.6)</td>
<td>.30</td>
</tr>
<tr>
<td>Ever diagnosed with lung disease (n=467)</td>
<td>49 (13.4)</td>
<td>56 (22.3)</td>
<td>.23</td>
</tr>
<tr>
<td>Ever diagnosed with arthritis (n=466)</td>
<td>65 (17.8)</td>
<td>93 (34.5)</td>
<td>.04</td>
</tr>
<tr>
<td>Ever diagnosed with cancer (n=477)</td>
<td>25 (4.5)</td>
<td>26 (7.4)</td>
<td>.30</td>
</tr>
<tr>
<td><strong>Health care access and utilization, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have health care coverage (n=478)</td>
<td>192 (78.2)</td>
<td>184 (84.6)</td>
<td>.32</td>
</tr>
<tr>
<td>Visited health care provider in past year (excluding ER) (n=469)</td>
<td>187 (69.8)</td>
<td>187 (78.5)</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Technology and Internet usage, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use Internet (n=479)</td>
<td>224 (95.1)</td>
<td>127 (52.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Have tablet (n=479)</td>
<td>139 (59.0)</td>
<td>47 (24.6)</td>
<td>.001</td>
</tr>
<tr>
<td>Exchanged medical information by email with a provider (n=474)</td>
<td>69 (24.7)</td>
<td>22 (6.6)</td>
<td>.03</td>
</tr>
<tr>
<td>Exchanged medical information by text with a provider (n=474)</td>
<td>22 (5.7)</td>
<td>15 (4.8)</td>
<td>.72</td>
</tr>
<tr>
<td>Exchanged medical information by app with a provider (n=474)</td>
<td>19 (6.6)</td>
<td>7 (3.9)</td>
<td>.51</td>
</tr>
<tr>
<td>Exchanged medical information by video conference with a provider (n=474)</td>
<td>2 (0.4)</td>
<td>5 (2.1)</td>
<td>.36</td>
</tr>
<tr>
<td>Exchanged medical information by social media with a provider (n=474)</td>
<td>15 (4.4)</td>
<td>8 (4.3)</td>
<td>.98</td>
</tr>
</tbody>
</table>

$^a$Percentage values as well as mean and standard deviation in table are weighted by the overall sample weight.

$^b$P values were calculated using chi-square tests for independence on the weighted percentages.

Differences by Smartphone Ownership in the Characteristics and Behaviors of Smokers

Comparisons of smokers who own smartphones and those who do not are provided in Table 2.

Tobacco Use and Thoughts About Quitting

Smartphone owners did not differ significantly from nonowners on daily versus nondaily smoking, recent quit attempts, or plans to quit in the next 6 months. They did endorse greater belief that quitting smoking reduces smoking-related harm ($P=.04$).
Other Health Behaviors

Smartphone owners reported higher levels of fruit and vegetable consumption (2.7 vs 2.0 cups per day, \(P=0.03\)). A majority had, in the past year, tried to increase exercise (59.8%, 134/240) and lose weight (55.5%, 138/241), which was significantly more common than among those smokers who did not own smartphones (26.2%, 68/225 tried to increase exercise and 31.9%, 83/225 tried to lose weight; \(P=0.001\) and \(P=0.02\), respectively). The two groups did not differ on adherence to the recommendation of 150 or more minutes per week of moderate exercise or on attempts to increase fruit and vegetable consumption in the past year.

Physical and Mental Health Status

Despite the aforementioned finding that smartphone owners reported higher levels of fruit and vegetable consumption and were more likely to have engaged in recent efforts to increase exercise and lose weight, smartphone owners were no less likely to be overweight or obese than those smokers who did not own smartphones (63.3%, 149/243 vs 54.9%, 135/220; \(P=0.47\)). Smartphone owners also reported lower rates of some, but not all, physical and mental health problems. They were less likely to screen positive for depression on the PHQ-2 (12.9%, 52/241 vs 37.5%, 66/222; \(P=0.02\)) and less likely to report ever having been diagnosed with a depressive or anxiety disorder (22.0%, 77/242 vs 45.1%, 97/224; \(P=0.04\)), diabetes (7.3%, 32/244 vs 21.3%, 58/222; \(P=0.02\)), hypertension (24.6%, 96/244 vs 39.3%, 117/224; \(P=0.02\)), and arthritis (17.8%, 65/242 vs 34.5%, 93/224; \(P=0.04\)). They did not differ on current anxiety or on lifetime diagnosis of lung disease, heart disease, or cancer.

Health Care Access and Utilization

Smokers with smartphones were no more likely to have health care coverage (78.2%, 192/248) than those without smartphones (84.6%, 184/230; \(P=0.32\)). They were also equally likely to have received nonemergency medical care in the prior year (69.8%, 187/244 vs 78.5%, 187/225; \(P=0.36\)).

Technology and Internet Usage

Nearly all (95.1%, 224/248) smartphone owners reported using the Internet, whereas closer to half (52.5%, 127/231) of those who did not own smartphones reported Internet use (\(P=0.001\)). Smartphone owners were more than twice as likely to own tablet computers (59.0%, 139/248 vs 24.6%, 47/231; \(P=0.001\)). In terms of technology-mediated communication with health care providers, smartphone owners were more likely to have communicated via email (24.7%, 69/247 vs 6.6%, 22/227; \(P=0.03\)) with their provider. There were no differences in communication with a provider by text, app, video conference, or social media, but overall prevalence of use of these methods of communication was very low in both groups (0%-7%).

Discussion

This was the first study to use a nationally representative sample to estimate the prevalence of smartphone ownership among current smokers in the United States and to evaluate the relationship between smartphone ownership and demographics, tobacco use and thoughts about quitting, other health behaviors, physical and mental health, health care access, and Internet and technology utilization. Regarding the prevalence of smartphone ownership among smokers, the 63.8% weighted estimate for this late-2014 HINTS 4 sample of adult current smokers is nearly identical to the 64% rate of smartphone ownership for the US population in late 2014 reported by the Pew Research Center [12]. Where smartphone ownership data specific to smokers are not available, this finding suggests that it is reasonable to assume that population estimates of smartphone ownership among smokers follow the broader population trends. If that is the case, current rates of smartphone ownership among smokers should be approximately 77% based on the 2017 Pew survey results [9].

Considering these ownership data, smartphone apps for smoking cessation have high potential reach. Although the HINTS survey does not assess usage of smoking cessation apps specifically, it does assess use of health apps more broadly. We found that over one-third of smartphone-owning smokers (36.7%) had ever used a health app. The latest Pew survey results on mobile health app use in the general population, which were reported in 2012, found that 19% of adults reported having health apps on their phones [20]. A more recent survey showed much higher rates of health app use (58%) [21]. These findings point toward an increase in health app usage over time. Only one prior study has specifically examined cessation app use among smokers, finding that 15% of US adult smokers had ever used a cessation app and 43% were interested in using an app in the future [22]. Taken together with our finding that a high proportion of the 42 million US smokers [23] own smartphones, these data on the usage of and interest in health apps more broadly, and cessation apps more specifically, indicate that smartphone apps are a promising new approach to assist millions of smokers by expanding access to smoking cessation interventions.

As of 2014, smartphone ownership in the broader US population was associated with younger age, higher educational attainment, and higher income, but not with race or ethnicity [12]. Data from this study mirror these general population trends in smartphone ownership, where the younger smokers and those of higher socioeconomic status are more likely to have access to the technology. With the notable exception of the lack of differences by race or ethnicity, this pattern of findings on the demographics of smartphone ownership is reminiscent of the “digital divide” that emerged in the early days of the Internet [24], restricting which smokers could access Web-assisted tobacco treatment [25]. There is reason to believe that this digital health divide will recur with each new technological advancement, perpetuating disparities in treatment access and necessitating consideration of how to best reach those who remain on the other side of the divide.

Traditional modalities such as face-to-face counseling and telephone quitline counseling are effective yet underutilized alternatives [26] to smartphone-delivered interventions. Other technology-driven methods could also be employed to reach smokers who do not own smartphones. For example, both text messaging and Web-based interventions are effective for smoking cessation [27,28]. Within the group of smokers who did not own smartphones, 53.6% owned a basic cellular phone.
and 52.5% reported using the Internet, meaning that at least half could access either a text messaging or Web-based program.

Undoubtedly, the demographics of smartphone ownership will continue to change over time and, even now, a substantial proportion of disadvantaged smokers have access to smartphone-delivered treatments. In this HINTS 4 sample, nearly half (45.4%) of smokers in the lowest category of income (US $0-$14,999) reported owning a smartphone. Given the low cost and high accessibility of apps for smokers who own a smartphone, this method of treatment delivery offers many potential benefits for disadvantaged populations of smokers.

Demography is just one facet of understanding the smartphone divide and its implications for treatment development and accessibility. We also evaluated the possibility that smartphone owners differed from nonowners on tobacco use and thoughts about quitting, other health behaviors, physical and mental health, health care access, and technology utilization. The prevalence of daily tobacco use as well as past and planned efforts to quit were similar among smartphone owners and nonowners, although smokers who did not own smartphones expressed less optimism about the health benefits of quitting compared to smokers who did own smartphones. This may be related to the older age and worse mental and physical health reported by this group, including higher rates of depressive symptoms and diagnoses of depression or anxiety disorders, diabetes, hypertension, and arthritis. The clustering of physical and mental health conditions within the group of smokers without smartphones makes this a more challenging population of smokers to treat. As the smartphone-specific digital divide lessens over time, the answer to the question of how effective smartphone apps are for smokers with physical and mental health conditions will become increasingly important. It is also important that tobacco treatment be readily accessible to smokers with physical and mental health conditions through other means, or tobacco-related health disparities will continue to worsen among these vulnerable populations [29].

Surprisingly, we did not observe a divide in health care access between smartphone owners and nonowners. This finding differs from that of an earlier study investigating the digital divide in Web-based tobacco cessation interventions, where those smokers who did not have Internet access were also less likely to have health care access [25]. With the expanded coverage offered by the Affordable Care Act, a majority of smokers should be able to access one or more effective forms of assistance to quit smoking through their health insurance, and those who do not have health care coverage can still access no-cost assistance through a tobacco quitline or websites such as Smokefree.gov. Smoking cessation apps, if proven effective, could expand the safety net of no- or low-cost standalone cessation assistance for the estimated 22% of smartphone-owning smokers who do not have health insurance.

Implications for Future Research on Smartphone App Design

The observed characteristics of smokers who own smartphones raise a number of questions about the optimal design of cessation programs delivered on this platform. First, we found that smartphone owners were more health-conscious with respect to their greater consumption of fruits and vegetables as well as their greater efforts to increase exercise and lose weight in the previous year, suggesting potential synergies between motivation to change smoking, exercise, and nutrition. Although attempting to lose weight while quitting smoking is typically discouraged [26], exercise and proper nutrition can assist smokers in minimizing weight gain after quitting and may be of interest for smokers using smartphone apps to quit. The extent to which smokers would engage with and benefit from a multiple health behavior change app, as opposed to one that focused exclusively on smoking cessation, is an important topic for future research.

Second, smartphone technology offers a medium for synchronous or asynchronous communication with health care providers to support cessation efforts. Email was used by almost one-quarter of smartphone owners as a method of communicating with providers. This is a substantial proportion, particularly given that the option of secure messaging with providers is not available universally. On the other hand, very few participants used apps, text messaging, video conferencing, or social media for this type of communication. It cannot be determined from these data how many smokers would use these methods to communicate with providers specifically about smoking cessation if that option were available, but smokers indicate that they like the idea of having some form of support built into smoking cessation apps [30], and email or other messaging components within an app provides smokers with supportive accountability for behavior change [31]. Smokers’ interest in communicating with health care providers through cessation apps should be evaluated further in order to identify the most desirable, effective, and secure methods of communication. Additionally, given the high proportion of smartphone-owning smokers in this study who had health insurance (78%) and who had visited a health care provider in the past year (70%), the extent to which cessation apps could be built for integration into the health care system should be evaluated. Such integration could have a number of benefits, including: (1) provider support for use of the programs, which increases adherence by 10-30% [32]; (2) integration of app data into electronic medical records systems for monitoring of symptoms, patient self-management strategies, and treatment response; and (3) offering apps for behavioral support alongside cessation medications to support quitting, which is consistent with current clinical practice guidelines [26] and has the potential to increase adherence to pharmacotherapy [33].

Limitations

The primary limitation of this analysis stems from the challenge of keeping pace with the speed of technology advancement in population surveys. The HINTS 4, Cycle 4 data were collected in 2014, and changes in smartphone ownership since that time may affect the demographics of smartphone ownership and comparisons between smartphone owners and nonowners. Additionally, the HINTS survey is conducted by the US National Cancer Institute and focuses on US residents; therefore, the results are generalizable only to smokers in the United States. The prevalence and correlates of smartphone ownership among smokers is likely to vary considerably across countries. As described in the Methods section, we accounted for multiple comparisons by controlling the FDR [19], or the expected
proportion of falsely rejected null hypotheses. The FDR is equivalent to the familywise error rate (FWER) when all null hypotheses are true, but it is smaller otherwise. Using the FDR provides a potential gain in power where control of the conservative FWER is unnecessarily stringent [19]. Still, due to the small samples sizes for some comparisons and the P value adjustment, results are conservative. Lack of statistical significance should therefore not be interpreted as a conclusive demonstration of no effect and, depending on the context in which they are applied, differences that are not statistically significant may still have practical significance. As such, this research is best characterized as exploratory. Finally, our analyses focus on bivariate correlations between constructs measured at a single time point; thus, we cannot evaluate the effects of time or rule out confounding factors that influence bivariate correlations.

Conclusions

Smartphone ownership among US smokers mirrors many trends in the general population, including the overall rate of ownership and the association with younger age and higher socioeconomic status. Smokers who own smartphones are also healthier, more health-conscious, and are higher users of technology and the Internet than those who do not own smartphones. Design of smartphone-delivered cessation interventions would benefit from additional research on the implications of these user characteristics and behavior, including smartphone owners’ interest in multiple health behavior change and interest in communicating with health care providers via technology. These data also highlight the importance of continuing to offer a broad range of intervention strategies that do not require smartphones for access in order to reach the smokers with the highest physical and mental health burden and prevent worsening of tobacco-related health disparities.
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Abstract

Background: While online health social networks (OHSNs) serve as an effective platform for patients to fulfill their various social support needs, predicting the needs of users and providing tailored information remains a challenge.

Objective: The objective of this study was to discriminate important features for identifying users’ social support needs based on knowledge gathered from survey data. This study also provides guidelines for a technical framework, which can be used to predict users’ social support needs based on raw data collected from OHSNs.

Methods: We initially conducted a Web-based survey with 184 OHSN users. From this survey data, we extracted 34 features based on 5 categories: (1) demographics, (2) reading behavior, (3) posting behavior, (4) perceived roles in OHSNs, and (5) values sought in OHSNs. Features from the first 4 categories were used as variables for binary classification. For the prediction outcomes, we used features from the last category: the needs for emotional support, experience-based information, unconventional information, and medical facts. We compared 5 binary classifier algorithms: gradient boosting tree, random forest, decision tree, support vector machines, and logistic regression. We then calculated the scores of the area under the receiver operating characteristic (ROC) curve (AUC) to understand the comparative effectiveness of the used features.

Results: The best performance was AUC scores of 0.89 for predicting users seeking emotional support, 0.86 for experience-based information, 0.80 for unconventional information, and 0.83 for medical facts. With the gradient boosting tree as our best performing model, we analyzed the strength of individual features in predicting one’s social support need. Among other discoveries, we found that users seeking emotional support tend to post more in OHSNs compared with others.

Conclusions: We developed an initial framework for automatically predicting social support needs in OHSNs using survey data. Future work should involve nonsurvey data to evaluate the feasibility of the framework. Our study contributes to providing personalized social support in OHSNs.

(J Med Internet Res 2017;19(8):e272) doi:10.2196/jmir.7660
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Introduction

The social support model [1,2] received substantial interest in the field of medical informatics. According to the model, social support consists of emotional [3] and informational [2] support; the latter can further be specified into experience-based information [4], unconventional information, and medical facts [5]. Online health social networks (OHSN) users exchange emotional support by encouraging and sympathizing with others. Experience-based information includes a user’s experience and feelings about previously tried treatments or diet, or symptoms one had to undergo while suffering from a specific illness [6-8]. Unconventional information, though similar to experience-based information, lacks scientific background and comprises more radical approaches and treatments [9]. Fresh information on upcoming medicine or treatments is also included in this category. Lastly, medical facts refer to traditional medical information, such as experiments and other statistical data as well as published writings on illnesses and treatments, such as a doctor's online blog. Patients have their own social support needs, and correctly understanding social support needs and providing adequate measures has positive effects on patients of both mental and physical conditions [10-12].

This model further developed as the Internet became prevalent to the general public, with OHSNs (eg, PatientsLikeMe [13], WebMD [14], Diabetes Daily [15], and Facebook [9,16]) emerging as a scalable platform for social support and improving health behavior. One underlying reason of its success is the variety of generated contents available. Some OHSN users prefer not to interact with others and just get information, while others prefer to bond with other patients via the Internet [17,18]. Unlike blogs or websites, which are updated by a few moderators with sufficient expertise, content in OHSNs is generated by diverse users with different interests and knowledge levels. Posts and threads are created around interesting topics, which provide better feedback compared with the one-way information delivery inherent in conventional websites. Also, the type of support both requested and generated in OHSNs are not restricted to refined medical facts, but comprises a wide range varying from unscientific, radical experiments to reassurance from peers. Simply put, OHSNs provide excellent grounds for users to fulfill their social support needs.

However, because of this abundance of information, OHSNs also suffer from several problems regarding the sustainability of a community. Most OHSN users visit these social networks in hope of effectively finding information relevant to their immediate needs. Having to instead search through a plethora of text or not being able to receive any replies to questions lead to exhaustion and frustration, making users visit only sporadically and seldom return. This may lead to shortened retention, a common problem with any technology adoption [19]. Monotonous support services to users will increase attrition [20,21] due to the lack of personalization in the content and the support users are receiving, possibly causing user migration [22-24].

A possible solution for OHSNs to both serve as a social support platform as well as maintain users is to provide customized information on an individual basis. This seemingly idealistic task can be materialized by using the vast amount of data provided by OHSNs, such as user-generated postings, user logs (eg, page visit records), and profiles that we can use as potential predictive factors for understanding each user. User characteristics in OHSNs include users’ self-reported profiles, visiting frequency, contents of users’ posts, the posts users have read, and so on. With an increasing effort from hospital institutions providing OHSNs (eg, Mayo clinic [25], patient-powered research networks [16,26]), medical records data can further be used to predict users’ personalized social support needs. By applying state of the art machine learning and analysis techniques on these data sources, we can create a data-driven framework that accurately predicts users’ social support types and needs, and then provides useful information or advice based on such prediction results.

However, an unrefined prediction model based on all available data is likely to suffer from high computational cost as well as low accuracy. There is a strong need to identify which features are important for prediction. Also, such raw data is difficult to merge with previously obtained knowledge. In this aspect, surveys are more effective in understanding unknown user behavior as they can be designed based on previous understandings as well as pinpointing possible behavior types.

Thus, in this study, we developed a framework for predicting users’ social support needs using a more refined form of data from a carefully designed survey [17]. The survey was based on in-person interviews aimed to identify the most important aspects of OHSN user behaviors. We developed a prediction model using the survey outcomes and evaluated the results to discover which different data types potentially available in actual OHSNs best represent the behavioral aspects of known social needs. Our findings help channel our efforts toward data types critical in generating tailored support for OHSN users.

Methods

Data Collection and Processing

From our prior work, we conducted a Web-based survey about their activities and behaviors in OHSN use [17]. The survey consisted of 21 multiple-choice questions on a 5-point scale ranging from strongly disagree to strongly agree to corresponding statements and 4 open-ended questions. We used the survey results from our previous work [18]. We conducted interviews with OHSN users to identify various characteristics of user needs observed in OHSN and adapted the surveys based on existing validated social support inventories [27,28] and our interview results.

Survey targets were OHSN users interested in chronic diseases, including: HIV, cancer, diabetes, weight management, heart disease, attention deficit hyperactivity disorder, Parkinson’s disease, fibromyalgia, depression, and bipolar disorders. Previous results show that patients with chronic diseases increasingly seek more social support in OHSNs [29]. Because our intention was to predict social support needs, and because
this is a first study to predict information needs based on meta
information of OHSN use, we decided to scope our work within
a previously known group of OHSN users who have increased
social support needs—those interested in chronic illness.

We recruited participants from Web-based advertisements
including Google and Facebook, and high traffic OHSNs (eg,
reddit) suggested from the Google Ranking Algorithm, and we
asked the participants to fill out the survey. A total of 184
participants, who have visited any OHSNs at least once in the
past and were over 18 years old, responded to the survey.

We encoded the survey responses into a 184 × 38 matrix with
184 respondents, 34 features, and 4 outcome variables (see
Multimedia Appendix 1). There were 21 multiple-choice
questions with values assigned from 1 to 5, where 1 corresponds
to the strongest level of disagreement and 5 to the strongest
level of agreement toward the question. Two coders first
discussed the coding scheme of grouping similar answers and
assigning a categorical value for each group of answers using
the first 10 responses of the 4 open-ended questions. Afterward,
the coders independently coded all of the rest of the responses,
and then compared their responses to reach an agreed result if
there were any discrepancies. The resulting agreed results
became our coding results.

The survey questions included 5 categories: reading, posting,
demographic, role, and values sought. The first 4 categories are
indicators for collecting features of various user behaviors in
OHSNs. These questions contain posting or reading preferences,
one’s demographic status, self-perceived roles within a
community, and so on. On the other hand, values sought
questions contain information on the prediction outcome
variables. To collect 4 prediction outcome variables on the 4
social support needs, we asked the following question: “The
reason for visiting the online health support group is,” which
had 4 multiple-choice questions asking whether users visit
OHSNs to obtain emotional support (ExchangeEmo),
experience-based information of others, (HearExp),
unconventional information (GetUnusualInfo), or medical facts
(SpecificSearch) (See Multimedia Appendix 1 for exact survey
questions and corresponding responses).

To develop the 4 binary classifiers predicting social support
needs, for each classifier, we assigned TRUE class values to
the users who responded 5 (strongly agree) or 4 (agree) to each
values sought question. The rest of the users were assigned a
NEGATIVE class. For instance, if 1 respondent rated 5 for
ExchangeEmo but 1 for HearExp, the user was classified as
TRUE for the ExchangeEmo classifier and NEGATIVE for the
HearExp classifier. We can assume that this person has a strong
need for sharing emotional peer support, but is less inclined
toward hearing from the experiences of others. The rationale
behind this selection is that lowering the threshold of positive
values to 3 dilutes the strength of characteristics inherent in
features representing a specific social support need, while further
increasing the threshold to separate scores of 4 and 5 increases
bias. Also, excluding 3 from classification removes at least 53
of 184 training data samples (28.8%) of the training data (See
Multimedia Appendix 1 – SpecificSearch). Therefore, this
selection method was adopted to both preserve strong
characteristics and data size.

Classification Algorithms

We performed our classification task using a wide variety of
machine learning algorithms, which have been heavily applied
to binary classification. We selected gradient boosting tree
(GBT) [30-32], support vector machines (SVM) [33], decision
tree [34], random forest [35], and logistic regression [36] as
classifiers to compare the evaluation results. We built 4 models
(predicting each of the 4 social support needs) for each classifier.

We used the area under the receiver operating characteristic
(ROC) curve (AUC) value as the performance measure [37]. A
large AUC value over 0.8 denotes a reasonably good prediction
rate [38], while an AUC value of 0.5 is equal to the predictability
of a purely random output such as a coin flip. One advantage
of adopting the AUC measure is that it is invariant of data
imbalance. It measures how well positive data samples are
ranked higher than negative samples, and produces reliable
results even in positively or negatively skewed datasets. In
addition, the AUC measure contains information on all possible
precision and recall value pairs as it uses various threshold
values of the classifier output about whether a value is positive
or negative [39]. For these reasons, we used AUC throughout
our experiments.

We included the correlations between the features and each
outcome variable to report the direction of association missing
in the AUC values (see Multimedia Appendix 3).

Each prediction model followed the following steps, where
averaging the outcomes from multiple epochs was performed
to compensate for the relatively small sample size:

1. Randomly split data into 70/30, where 70.1% (129/184) of
samples are used as a training set and the remaining 29.9%
(55/184) as a test set.
2. Train on the training set from (1).
3. Calculate AUC score of the predictability shown in (3).
4. Iterate steps (1)–(4) 50 times, with each iteration producing
an AUC score.
5. Average the resulting 50 AUC scores.

We then conducted multiple experiments on each outcome
variable, using only 1 feature at a time. The AUC values here
corresponded to the strength of an individual feature’s
predictability toward each social support need.

We used 1 feature at a time to measure the prediction power of
1 single variable on the outcome, instead of finding the best
subset of features for maximal prediction accuracy. While
feature selection methods may improve overall prediction
results, this method does not match our aim toward discovering
which individual features contain high predictive powers.
Furthermore, advanced machine learning algorithms, such as
GBT, random forests, and others, can properly use highly
important variables while ignoring unimportant variables, given
a large number of variables.
All the data training and prediction processes were performed with Matlab R2015a on an Intel Core i7-6700K CPU supported by a Windows 8.1 64-bit environment.

Results

Prediction Model Performance Results

As shown in Table 1, the AUC scores ranged between 0.61 and 0.90 for all support needs. Of all models, GBT consistently produced superior AUC scores compared with others, except for predicting emotional support where it ranked second to SVMs. For this reason, we concluded that GBT could most accurately predict a user’s social support need given survey features, and carried out subsequent analyses using this model.

Feature Analysis Results

Figure 1 shows the results of feature analysis. Each social support need relies on a distinct set of features for prediction. Again, AUC scores were used to indicate the strength of a feature in its predictability of a user’s social support need. To provide a better understanding on which features are of actual importance, we devoted the rest of this section to interpreting the results of these AUC scores. We also present the individual scores to provide better information (see Multimedia Appendix 2).

Two features out of the Demographic Information category (PatientOrCare and Satisfaction) proved to be significant in predicting social support needs, especially if the user required experience-based information. The high prediction score for experience-based information in the ‘PatientOrCare’ feature indicates that users are more likely to visit OHSNs in search of others’ experiences when they are patients themselves rather than caregivers. The ‘Satisfaction’ feature describes that OHSN users seeking for the fourth social support need, medical facts, have a substantially lower satisfaction level upon using OHSNs compared with other users. Meanwhile, whether a user was introduced to an OHSN through recommendation or Web search did not affect the predictability of any of the 4 social support needs (FindSearch/FindRecommend). Features such as users’ sex, whether someone nearby or a doctor introduced a user to an OHSN, also did not strongly influence the predictability for any of the 4 social support needs.

Features from the Reading Behavior category showed notable characteristics that differ between social support groups. For example, users who trust others were most likely to seek emotional support (TrustOthers), while those who search for evidence in postings were likely to search for experience-based or fact-based information (NeedEvidence).

The ‘Need Evidence’ feature was particularly important in that it functioned differently in predicting emotional and informational support. While searching for evidence was not an important feature for predicting emotional support, it largely affected the predictability of the 3 variants of informational support: experience-based information, unconventional information, and medical facts. Users either searching for the experiences of others or medical facts are bound to be skeptical of what was posted and would carefully look for cues of evidence that support the validity of the posted content. However, this feature was less important to those seeking unconventional information, as for such people the type of information they were searching for may often lack concrete scientific evidence but still be worth knowing.

The Posting Behavior category contained the strongest individual features when it came to predicting emotional support. In fact, 8 of 10 features from this category had the strongest predictability when predicting emotional support needs. Users seeking this social support type were most likely to post frequently (PostFreq), ask questions (AskQ), and share their personal stories and emotions with others (SharePersonal/ShareEmo).

The greatest significance of this category lies in the fact that these features not only help predict which type of social support a user seeks, but even depict how active he/she is as a community member. The number of posts and threads he/she posts rather than reading patterns often determines the activeness of a user within an online community. How frequently one posts (PostFreq), how often one starts up conversations (InitDiscussion), how often one shares opinions with others (ShareOpinion) all serve as measuring sticks. From this perspective, posting behavior can function as an indicator to measure what drives users to actively participate in online communities. Overall, results from this category clearly represent that users of this support need are likely to be the most active users within a community.

The Role category was based on the understanding of users themselves on their self-perceived roles within an OHSN. Contrary to our expectations, features of the Role category did not capture distinguishable characteristics among different social support needs. All role features showed the highest values in predicting users of emotional support.

Table 1. Comparison of different classifier models for obtaining AUC values.

<table>
<thead>
<tr>
<th>Classification algorithms</th>
<th>Gradient boosting tree</th>
<th>Support vector machine</th>
<th>Decision tree</th>
<th>Random forest</th>
<th>Logistic regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional support</td>
<td>0.87</td>
<td>0.89</td>
<td>0.78</td>
<td>0.85</td>
<td>0.77</td>
</tr>
<tr>
<td>Experience-based information</td>
<td>0.86</td>
<td>0.80</td>
<td>0.76</td>
<td>0.83</td>
<td>0.74</td>
</tr>
<tr>
<td>Unconventional information</td>
<td>0.80</td>
<td>0.75</td>
<td>0.69</td>
<td>0.75</td>
<td>0.66</td>
</tr>
<tr>
<td>Medical facts</td>
<td>0.83</td>
<td>0.72</td>
<td>0.67</td>
<td>0.83</td>
<td>0.61</td>
</tr>
</tbody>
</table>
Figure 1. Individual feature importance on each social support need.
Discussion

Qualitative Analysis on Prediction Results

Prediction scores, AUC scores in this study, show how our model is capable of accurately predicting the 4 social support needs using features from demographic information, reading behaviors, posting behaviors, and self-perceived roles. Using our model, OHSN administrators can categorize their users based on their social support needs. They can better understand whether patients visit their communities in need of emotional support, experience-based knowledge, or other needs, and provide tailored measures to help users fulfill such desires. Our results showed that the posting activities, more so than their perceived roles or demographic information, had high predictability for social support needs.

Our features can be used to identify the characteristics of active users. Likewise, they can also pinpoint the characteristics for user groups that represent inactive and stationary users. Users with the social support need for medical facts closely fit the description of inactive users, having the lowest prediction scores when using “Satisfaction,” “TrustOthers,” “LookForNewMsg,” and “PostFreq” features. Compared with other support needs, users seeking for medical facts were less likely to read new messages (LookForNewMsg), trust what is posted by others (TrustOthers), and post threads on community boards (PostFreq). In sum, users with the social support need of medical facts were less likely to express themselves in OHSNs compared with other users; thus, partially contributing to the retention or user migration problems mentioned earlier. This knowledge can be used to inform OHSN moderators concerned with the activity level within a community.

Our approach discovering the relationship between OHSN usage patterns and social support types is also shown in work by Wang et al. [40]. Predicted user participation levels using posting behaviors and log data to find that companionship within members lead to low attrition rates [41] found that patients with depression frequently seek interaction with others, which lead to improvements in emotional conditions. Yet these studies have not investigated directly predicting how much each user wants a particular social support need. Predictions using data collected from different time periods will help researchers track the transitioning nature of support needs, such as how users in search of medical facts may gradually shift toward providing and seeking emotional support and experience-based knowledge as they become settled within a community.

Survey Data, User-Generated Data, and User Log Data

Our framework validated through survey data provides a starting point to use user-generated data and log data in OHSNs in predicting social support needs. Even though we used the survey data in this study, we believe that it is worthwhile to compare with other data from different sources. Thus, we compared the advantages and disadvantages of using survey data, user-generated data, and log data in OHSNs for predicting social support needs (see Table 2).

Survey data, as seen from our study, collects direct responses from the OHSN users, such as one’s level of agreement or opinion on a particular characteristic. While surveys can cover all necessary features required for prediction directly from the participants, they are costly in data collection. Response rate and completeness are also challenging factors.

User-generated data include posting behaviors, post contents, and their associated log data; from this data, we can generate total word count, sentiment of the post, and posting frequency. These data, in contrast to the survey data, can be easily collected. OHSNs over different resources allow users to continuously interact with each other and produce contents, which directly represent their imminent needs. Such information can be collected over time via text crawling, but requires expertise on natural language processing and data mining to be applied for prediction.

The last data form, user log data, provides click and page view information, search history, and connection time. The vastness of this type of data affords unique opportunities for new discoveries. Predictions based on the objective datasets, such as user logs, will give more realistic results that reflect the real user intentions compared with survey data. The challenge is that such data are usually difficult to obtain because it requires a proprietary access.

Given that user-generated data and user-log data are unstructured and noisy, our work provides guidelines on what features should researchers focus in considering for accurate prediction. For instance, user postings can be analyzed using natural language processing techniques, such as sentiment analysis and topic modeling to see if the writer requires emotional support. Search history logs can provide information on what types of postings the user is interested in. These processes can boost the prediction performance further and provide more insights.
Table 2. Comparison of different data sources for prediction in OHSNs

<table>
<thead>
<tr>
<th>Data source</th>
<th>Survey data (high-level data)</th>
<th>User-generated data (mid-level data)</th>
<th>User log data (low-level data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effort required to collect data</td>
<td>Design questionnaires</td>
<td>Perform text mining</td>
<td>Extract data from server database</td>
</tr>
<tr>
<td></td>
<td>Conduct surveys</td>
<td>Apply natural language processing on text</td>
<td></td>
</tr>
<tr>
<td>Data generation rate</td>
<td>Slow</td>
<td>Fast</td>
<td>Instantaneous</td>
</tr>
<tr>
<td></td>
<td>Need to conduct new survey to get recent data</td>
<td>Hundreds of posts written by users everyday</td>
<td>New generated with every user action (eg, access time, search history)</td>
</tr>
<tr>
<td>Interpretability</td>
<td>Very easy to understand</td>
<td>Relatively easy to understand</td>
<td>Difficult to derive meaning from raw data</td>
</tr>
<tr>
<td></td>
<td>Questions directly suited to user’s intentions</td>
<td>Requires data processing to extract features from long texts</td>
<td>Requires insight on what features to obtain from given data</td>
</tr>
<tr>
<td>Data types</td>
<td>Numerical data (eg, scale of 1~10)</td>
<td>Text data (eg, title, user posts, comments)</td>
<td>Periodical data (eg, access time)</td>
</tr>
<tr>
<td></td>
<td>Demographic information (eg, age, sex, region)</td>
<td>Demographic information (eg, user profile information)</td>
<td>Hypertext data (eg, accessed links)</td>
</tr>
<tr>
<td></td>
<td>Text data for open-ended questions</td>
<td>Text data (eg, keywords typed in for search)</td>
<td></td>
</tr>
<tr>
<td>Obtainable characteristics</td>
<td>A user’s (dis)agreement toward a particular characteristic</td>
<td>Words that represent a user’s main interests or concerns</td>
<td>Visiting frequency</td>
</tr>
<tr>
<td></td>
<td>Open-ended answers toward a question</td>
<td>Response to a particular article</td>
<td>Reading preference</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Search preference</td>
</tr>
</tbody>
</table>

Limitations and Future Work

Our sample size was relatively small for prediction and our model was based on the survey data, which is due to the low-response rate from the survey recipients [17,42]. Nonetheless, our high-quality data from survey responses in this study can be used as a good example of users’ social needs and other characteristics, which can be predicted using other data sources in future work.

Another potential downfall of surveys is that participants might conceal their true thoughts in fear of being evaluated by others. Although it is challenging to identify the level of honesty in each participant’s responses, we can assume the consistent patterns in our prediction results serve as proof that the majority of survey participants completed their survey truthfully.

Our prediction model was less effective in predicting social support needs using results from open-ended questions (FindSearch, FindRecommend, SelectByTitle, SelectByTopic, SelectByAuthor, ScanAll, and questions from the Role category). Not only were individual prediction scores low compared with multiple-answer questions (see Figure 1), but all prediction results showed a regular pattern of decrease as they moved from predicting emotional support to medical facts. The low-prediction scores are a result of low participation in answering open-ended questions. Unlike multiple-answer questions, the response rates of open-ended questions were in general under 50% (see Multimedia Appendix 1). Although GBT is capable of using features with missing values [31], one cannot expect significant prediction scores when using features with such handicaps.

Future work should also include expanding our data size by collecting features we found useful in this model from various sources, such as user-generated data and log data. A larger dataset means that cross-validation and other techniques can be applied to further increase accuracy. We can also expand the search scope to patients with acute diseases, who tend to show more information-oriented needs compared with those in chronic conditions.

Conclusion

We developed a technical framework to predict the social support needs of OHSN users using users’ values and reported...
OHSN usage patterns based on survey data. We found dominant features that contributed to successful predictions, not only in predicting a user’s desired support needs but also in his/her level of participation. We showed how different granularity of data around OHSN use can be collected and used to make further predictions on OHSN users’ social support needs. We also presented strategies for OHSN administrators to identify the characteristics of users and what values they seek.

Our research contributes to not only understanding the different types of OHSN users but also accurately classifying them according to usage patterns. We thus provide a stepping-stone to understanding what features are found to be important in predicting social support needs and what data sources are realistic in being used as a training data for constructing a prediction model. The value of our methodology lies in assisting administrators and moderators by providing them with guidance on what type of support users can benefit most from. We provide a stepping-stone to improving retention in OHSNs. Our study contributes to OHSN as an intervention tool to improve health behavior and social support.
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Abstract

Background: The emerging research on nurturing the growth of online communities posits that it is in part attributed to network effects, wherein every increase in the volume of user-generated content increases the value of the community in the eyes of its potential new members. The recently introduced metric engagement capacity offers a means of quantitatively assessing the ability of online platform users to engage each other into generating content; meanwhile, the quantity engagement value is useful for quantifying communication-based platform use. If the claim that higher engagement leads to accelerated growth holds true for online health forums (OHFs), then engagement tracking should become an important tool in the arsenal of OHF managers. Indeed, it might allow for quantifying the ability of an OHF to exploit network effects, thus predicting the OHF’s future success.

Objective: This study aimed to empirically analyze the relationship between internal OHF use (quantified using engagement measurement), and external growth.

Methods: We collected data from 7 OHFs posted between the years 1999 and 2016. Longitudinal analyses were conducted by evaluating engagement in the OHFs over time. We analyzed 2-way causality effects between the engagement value and metrics evaluating OHF growth using Granger causality tests. User activity metrics per week were correlated with engagement metrics, followed by linear regression analyses.

Results: Observational data showed a 1-way causal relationship between the OHF engagement value and reach (P=.02). We detected a 2-way causal relationship between the engagement value and delurking, with further analysis indicating that the engagement value was more likely to cause delurking (P<.001 with lag 2; for the reverse hypothesis, P=.01 with lag 2). Users who engaged each other more were more likely (up to 14 times, depending on how much one user engaged another) to develop personal connections. Finally, we found that the more engaging an OHF user was in a given week, the more likely (up to 2 times, depending on their ability to engage others) they were to remain active in the OHF in the following week.

Conclusions: This study supports the claim that network effects play an important role in accelerating OHF growth, opening the door to exploiting these effects in calculated ways. In such efforts, engagement metrics can be used to monitor the “health” of an OHF and to identify the users most important to its success.

(J Med Internet Res 2017;19(8):e304) doi:10.2196/jmir.7249
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Introduction

Background

Online health forums (OHFs) enable computer-mediated communication on health and health-related issues through the Internet. People use OHFs to seek emotional support, exchange information, ask for help, or simply become part of a community [1]. When the members of an OHF communicate with each other in forum threads, they generate content, which generally benefits other members. For example, members may provide emotional support to each other by sharing personal experiences and stories that may make peers open up in turn. Despite the benefits of OHFs [2], many of them fail due to low user activity. It has been observed that, typically, only 1% of OHF users generate most of the OHF content; meanwhile, 90% of the users are observers, also called lurkers, who rarely leave traces of participation [3].

A growing body of literature addresses the issues of sustaining user activity in online communities. To this end, researchers have used social psychology theories to inform the design of platforms [4,5]. The underlying theme of this line of research is to understand the mechanism of human motivation for the creation of public content. The different branches of this research explore, for example, the uniqueness and role of each user’s contributions in accomplishing group goals [6] and user attachment to a group [7] as motivating factors to keep contributing to the group. Another large-scale empirical investigation distilled the identity formation principles in online communities [8]. These studies, among others, concur that psychological factors are important drivers behind the dynamics of growth of online user-generated content.

Early quantitative analyses of health-related online communication employed such aggregate metrics as the number of registered users, number of contributed posts per user, and log-in frequency [9,10]. Individual characteristics, such as age, sex, location, and time of joining the platform, have been used to complement activity-based observations in the search for trends in online user activity. More recently, researchers have employed the methods and tools from social network analysis to quantify pairwise user interaction. The nodes in a social network, constructed based on online platform activity data, represent the users of the platform, while the ties (edges) represent the relationships between the users: for example, 2 users may share a tie if they have often posted messages within the same threads or have labeled each other as friends using the platform’s interface. The centrality metrics and the structure of the resulting network reveal most well-connected users and subcommunities, the knowledge of which may be informative about the evolution of the platform’s user base [11-13]. Note that all the above-mentioned metrics are good for descriptive purposes; however, they have not been successfully used for predicting OHF future activity.

The Network Effect Hypothesis in Conjunction With Online Health Forum Growth

Positive network effect is a phenomenon initially studied in economics [14]. It explains the mechanism behind the process where the value of goods or services tends to increase as more consumers begin to use them: for example, a sale of each additional unit of goods may increase the value of the goods through positive network effects, also referred to as network externalities. On an online platform, such effects may occur when its users author new content [15]. This proposition has motivated attempts to quantitatively describe the role that network externalities may play in the growth of online communities. The key premise here is that OHFs grow through their existing users: every contributed post (that is responded to) fosters user “bonding” and enhances the positive network externalities. Therefore, by identifying, encouraging, and perhaps incentivizing the most engaging content contributors, OHF managers could become more successful at keeping their prohealth online forums growing, achieving a greater impact on people’s health [16].

Prior Work

This study used a method of measuring engagement in OHF communication based on the recently introduced theoretical work on quantifying online users’ ability to engage peers in conversations. To this end, Nikolaev et al [17] recently introduced the terms engagement value and engagement capacity, with cooperative game theory employed for measuring the latter. In particular, they offered a means to quantify users’ ability to engage peers. The details of the engagement quantification are provided in the Methods section, accompanied by an illustrative example. They also presented reach, introduced within the RE-AIM (reach, efficacy, adoption, implementation, maintenance) program evaluation framework [18], as the key dimension of impact of an online platform; the main premise of their work is that internal growth of a platform—that is, its use that can be quantified through engagement measurement—is responsible for its reach (external growth). However, so far, the latter claim has been presented only as an application-independent proposition, albeit intuitively justifiable. An empirical validation of this proposition, in particular in application to OHFs, would put the research of engagement on more solid ground, simultaneously establishing its practical value.

Objective

The objective of this study was to analyze the relationship between engagement and OHF growth over time, relying on longitudinal data of real-world OHFs. To this end, we formulated 4 research questions, motivated on the one hand by observations of OHF activity, reported in the existing research literature, and on the other hand by the logic behind the utility of engagement measurement. An OHF full of conversations is more appealing to external readers, compared with one with little content or lots of messages to which no one has responded. Successful and voluminous conversational engagement can be expected to fuel both the higher intensity of user interaction on an OHF and the word-of-mouth effect, with the latter positively affecting the number of people who become aware of the existence of the OHF [19]. In other words, higher internal engagement is likely to attract more potential new users to it, and also makes it appealing in the eyes of those potential users. This leads us to
the first research question (RQ1): Is there a causal relationship between engagement and the reach of an OHF?

Lurkers make up the majority of the user base of any online community. There are multiple reasons behind this phenomenon [20]. For example, lurkers might not find contents that would prompt them to speak up, breaking the silence of passive reading. Higher volumes of engaging content might drive the lurker to consume more, and eventually find something to respond to. More engaging content may also help new users, hesitant to contribute for an extended period of time, to get comfortable with the OHF norms and style of interaction to become an active contributor. Thus, we formulated the second research question (RQ2): Does delurking tend to occur at a higher rate when engagement increases?

OHFs must facilitate bonding between users in order to sustain voluntary participation. According to the common bond theory, users feel motivated to gel as a group because of bond-based personal attachment [7]. In other words, the more friends a user has, the more likely they are to return to the platform to contribute to it further. Therefore, it is of interest to find out whether engagement measurement can be used to inform (track) the development of virtual bonds in OHFs. To this end, we formulated our third research question (RQ3): Is the engagement value delivered by one forum user to another associated with the development of a personal bond (closer virtual relationship) between them?

One may also expect that those users who are successful in engaging their peers feel encouraged by the fact that they manage to help others and, hence, are more likely to keep contributing. To explore this relationship quantitatively, we formulated the fourth research question (RQ4): Does the success in engaging peers motivate a user to remain active in an OHF?

Methods

Engagement Metrics

The value of an OHF is generated cooperatively by its users, as they communicate (ie, they author posts). In other words, each user deserves a credit for contributing to the overall value of an OHF (ie, the content it hosts, and consequently, the value it brings to the society). Figure 1 (part a) shows an example of the possible structure of a communication thread in an OHF. This thread can be represented as a network of directed relationships (see Figure 1, part b) reflecting which post “attracted” which. The metric engagement capacity is designed to quantify the credit that each user has earned for engaging their peers, taking into account the flow of communication between them. Note that this credit amount, if computed over a long time (over multiple threads), may also be indicative of the user’s ability to engage peers in the future.

The engagement capacity of a user is viewed as their share in the overall forum’s ability to attract posts, based on all the threads the user has contributed. It is assumed that engagement capacity can be positive only if a user’s content is responded to by other users in the forum. Thus, passive readers and users whose posts do not generate any response do not add to the engagement value of the forum.

To calculate the engagement capacity for each user, all of the engaging subthreads in a given OHF must be identified. Every path in the communication network (as in Figure 1, part b) that begins at the root in such a directed graph is called a subthread. Each post, submitted in response to any prior post in a subthread, increments the OHF’s overall engagement value by 1 unit. This 1 unit is shared by all the users who participated in the subthread that brought this 1-unit increase (in other words, attracted this new post). For example, the engagement value of 1 generated due to the response of user B to the subthread ABDB is shared between the users A, B, and D. Note that user B in part self-engages in this case.

Further, just as OHF users differ by their needs (eg, in seeking information vs emotional support [21,22]), some users may be more successful in engaging a certain set of peers over others. The metric targeted engagement capacity takes this into account and quantifies the total credit allocated to user i for successfully engaging user j; note that engagement-based relationships are directed and nonsymmetric. To put this in a context, for example, for answering RQ3, one can set to check whether targeted engagement can predict the formation of personal connections between users: to this end, the targeted engagement values and the events corresponding to the instances of personal connection formation can be monitored over time.
The Technical Side of Engagement Quantification

To explain the exact formula for the engagement capacity computation, observe how the thread in Figure 1 has been developed. User A is the creator of the thread. First, user A gets 1 unit of engagement value for each of the direct responses of users B and C to this post. Further, when user D responds to user B’s post, the generated unit of engagement is shared between users A and B. Note that user C’s engagement value is not affected by D’s response, as C is not a part of the subthread to which D is responding. The exact share of each subthread contributor in a newly earned unit of engagement value is derived relying on the logic of cooperative game theory [23-25], according to which the OHF users can be viewed as playing games on $k$-coalitions, which are connected ordered sequences of player appearances [17].

In the context of a forum of $N$ users with $P$ subthreads, let $\Omega^K(N)$ represent the set of all $k$-coalitions, in which any player appears at most $K$ times, and let $H(T)$ represent the set of players in coalition $T$. To denote the position of player $i$ appearing at most $K$ times in a coalition, we use $i(T, k)$, $k=1,2,..., K$. With the value function taken as a total number of post exchanges immediately succeeding such engaging subthreads $p$ is an element of $P$ that have the same membership, size, and structure as $k$-coalition $T$ is an element of $\Omega^K(N)$, the engagement capacity of user $I$ is an element of $N$ is computed by the equation in Figure 2.

The parameter $\alpha$ in this equation controls the distribution of credit for attracting a response among the users in the subthread that generates the response. With $\alpha=1$, the formula gives equal credit to the authors of all the posts in the subthread. With $\alpha<1$, the immediate predecessor of a newly submitted response gets more credit for attracting it, with the credit to the earlier predecessors discounted by the factors of $\alpha$, $\alpha^2$, $\alpha^3$, etc, respectively. Note that this property of engagement capacity complies with an observation that the posts, newly attracted to a (long) forum thread, tend to respond to the latest prior contributions in this thread.

All the computations reported in this paper have been performed with $\alpha=0.8$. With $\alpha=0.8$, about half the credit for attracting a new post to a very long thread, to be shared by all the contributors, goes to the last 4 contributors, with the contributors further upthread getting less and less credit. A smaller value of $\alpha$ would reward the most recent contributors even more, to the point where the thread originator would get almost no credit. Note, however, that over all the contributions in a given thread, the thread’s originator is always guaranteed to earn more credit than any other contributor. Note also that the choice of $\alpha$ does not affect the computational effort required to perform the engagement capacity evaluation.

To illustrate the application of the engagement capacity computation formula, observe that the thread in Figure 1 increments the forum's engagement value by 7 units: 7 of its 8 posts have been submitted in response to some preceding post(s). Figure 3 reports how this value is distributed among the thread contributors.

Note that with each new piece of content (a new post or multiple posts) added to a forum in response to any prior post(s), the engagement analysis does not need to be redone for the past history of the forum. Each response to a prior post adds a value of 1, which is shared only by the users in a particular subthread, and hence, the engagement capacities of only those users need to be updated (incremented by a certain amount, per the engagement capacity computation formula). Hence, the runtime of an efficient engagement quantification algorithm is linear in the number of posts in a forum.
Data Collection

We collected data from a big, active, and freely accessible online prohealth platform, MedHelp.org [26]. Each of its (approximately) 200 predominantly English-speaking OHFs is devoted to a specific health-related topic. The platform users interact through discussion boards, author personal journals, post notes, and post status updates on personal pages.

We collected the data from the Heart Disease, Diabetes, Substance Abuse, Fitness, Depression, Heart Rhythm, and Anxiety OHFs, all active between the years 1999 and 2016. The MedHelp.org data are publicly available [27]. In processing the data, we did not save users’ personal profile details, and we anonymized usernames. Figure 4 shows a random screenshot of the MedHelp Heart Disease community forum with snippets of several threads. There were approximately 200,000 threads, although some of the threads did not generate responses (see Table 1). We broke the timeline into fixed intervals for performing longitudinal analyses. Within each time interval, we tracked engagement capacity, targeted engagement capacity between users, number of newly registered users, and delurking and friendship-building events.

Table 1. Statistics (counts) for the observed online health forums (OHFs), rounded to thousands.

<table>
<thead>
<tr>
<th>OHF community discussion topic</th>
<th>Total messages</th>
<th>Total threads</th>
<th>Threads of &gt;1 posts</th>
<th>Contributing users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart Disease</td>
<td>104,000</td>
<td>32,000</td>
<td>23,000</td>
<td>31,000</td>
</tr>
<tr>
<td>Diabetes</td>
<td>14,000</td>
<td>4000</td>
<td>3000</td>
<td>5000</td>
</tr>
<tr>
<td>Substance Abuse</td>
<td>760,000</td>
<td>81,000</td>
<td>78,000</td>
<td>52,000</td>
</tr>
<tr>
<td>Fitness</td>
<td>19,000</td>
<td>5000</td>
<td>4000</td>
<td>9000</td>
</tr>
<tr>
<td>Depression</td>
<td>58,000</td>
<td>13,000</td>
<td>12,000</td>
<td>14,000</td>
</tr>
<tr>
<td>Heart Rhythm</td>
<td>90,000</td>
<td>18,000</td>
<td>17,000</td>
<td>15,000</td>
</tr>
<tr>
<td>Anxiety</td>
<td>166,000</td>
<td>34,000</td>
<td>30,000</td>
<td>33,000</td>
</tr>
</tbody>
</table>
Data Analyses

We carried out the following procedures to answer RQ1-RQ4. For RQ1, we calculated the engagement values for each day over 17 years based on the observed communication on the platform (all 7 OHFs lumped together). In this calculation, each new post, generated in response to any prior post, contributed an engagement value of 1 to the overall engagement value. To quantify the reach, we recorded the number of new users joining the platform in each day. Answering RQ2 required the tracking of delurking—the phenomenon (event) where a user breaks the habit of passive reading by adding content to a forum, thereby extending its reach [28]. The OHFs examined in this study did not require their visitors to register for passive reading; therefore, for RQ2, we took delurking to occur whenever a registered user contributed a post after at least a month of inactivity. For RQ3, we assumed a personal virtual connection to have formed (been initiated) when a user posted a note on a peer’s profile front page for the first time. We calculated targeted engagement capacity values for user \(i\) engaging peer \(j\) for all user pairs \((i, j)\). A binary indicator function was used to track the count of personal (virtual) connections resulting from user interaction in an open forum; the function took the value of 1 whenever user \(j\) posted a note on \(i\)’s wall. To answer RQ4, we computed the engagement capacity for each user over fixed time periods (1 week long). A binary indicator function was used to track whether the user was active (ie, contributed to the forum) in the following week; for example, the engagement value for user \(i\) was computed for week \(t\) and an indicator function was used to record whether user \(i\) contributed to the forum through posts or comments in week \(t + 1\).

Granger Causality Test

We investigated RQ1 and RQ2 using Granger causality testing, a widely used tool for the analysis of joint temporal dynamics of multiple observed quantities (here, engagement value, new user count, and delurking). Per the theory of Granger causality, one signal \((X_1)\) is said to Granger-cause another signal \((X_2)\) if the past value(s) of \(X_1\) contains information that can predict \(X_2\) better than the information contained in the past value(s) of \(X_2\) would do alone [29]. In general, detecting a 1-way Granger causation is desired to definitively establish the nature of a cause-and-effect relationship between 2 temporally varying quantities. The 2-way Granger causality test is typically conducted to first detect any cause-and-effect relationship in both directions. If one observes that \(X_2\) Granger-causes \(X_1\), while \(X_1\) Granger-causes \(X_2\), then further analysis is done to determine the direction in which the causal effect is the strongest. In this study, we took the OHF engagement value as \(X_1\), and new user count and delurking rate as \(X_2\).

Results

Causal Relationship Between Engagement and Reach

The Granger causality test performed between the platform’s engagement and new user count indicated that engagement Granger-caused reach \((p = .02\) with lag 2). The new user count, shown by the orange line in Figure 5, was incremented by 1 if a new user joined the forum; meanwhile, the engagement value of the platform, shown by the blue line, was incremented by 1 if a post was responded to. We calculated both these values for each day between 1999 and 2015. On average, 5076 posts on the platform were responded to daily, with 25,260 being the maximum number of responses. Note that we refer to all 7 OHFs combined as the “platform.”
Figure 5. Temporal dynamics of the platform’s engagement value and new user counts (with new user counts scaled up by a factor of 10).

Figure 6. Temporal dynamics of the platform’s engagement value and delurking event counts (with delurking event counts scaled up by a factor of 100).
Causal Relationship Between Engagement and Delurking

Figure 6 shows that the fluctuations in the rate of delurking follow the fluctuations in engagement value. Granger causality analysis revealed a 1-way causation, with the hypothesis of engagement Granger-causing delurking supported by a significance of $P<.001$ with lag 2, and the hypothesis of delurking Granger-causing engagement supported by a significance $P=.01$ with lag 2. We thus concluded that we had a stronger support of the claim that engagement caused delurking (than the other way around). The count of the delurking events, shown by the orange line in Figure 6, was incremented by 1 if a registered user contributed content in 1 of the 7 forums after at least a month of inactivity. On average, 117 people responded to posts in a day after at least a month of inactivity (maximum 364 people per day).

Targeted Engagement Capacity as a Predictor of the Development of Personal Connections Between Users

Figure 7 shows the relationship observed between the propensity of building personal (virtual) connections among OHF user pairs and the targeted engagement capacity delivered by 1 user in a pair to another user in this pair. Any 2 users have zero value if they have not responded to each other’s post in any of the 7 forums. Also, note that targeted engagement is directed and nonsymmetric; that is, user $i$ engaging user $j$ is not the same as $j$ engaging $i$. We calculated this metric over 1,621,635 pairs and observed a total of 8,482 notes in the OHFs. The percentage of pairs of users forming personal virtual connections out of 1,621,635 is shown on the vertical axis. For example, the point $(x=1.5, y=3.98\%)$ indicates that, out of 1,621,635 pairs of people accounted for in the targeted engagement calculation, approximately 3.98% ended up developing personal virtual connections if 1 user in the pair managed to engage the other user to earn a targeted engagement value of at least 1.5. Overall, the more frequently user $i$ managed to engage user $j$ (prompting $j$ to respond), the more likely $i$ was to receive a posted personal note from $j$ for the first time. The mean value of targeted engagement capacity for all the users with established personal connections is 1.6 (SD 4.8). A regression line, fit to the curve in Figure 7, has an adjusted $R^2=.97$.

Engagement Capacity as a Predictor of Future Activity

Figure 8 shows the relationship observed between the propensity of a user to stay active in an OHF and the engagement capacity of this user earned over the past week. We calculated the engagement capacity of each user for each week. For example, the point $(x=1, y=39\%)$ in Figure 8 indicates that approximately 39% of users in the platform tended to stay active in the week $t+1$ if their posts earned them the engagement capacity of at least 1 in week $t$. Users who received high engagement for their posts were more likely to contribute to the forum. The vertical axis in Figure 8 shows the proportion of users active in week $t+1$ with respect to their engagement capacity in week $t$. We considered a user to be active if they participated by posting content in any of the forum threads in week $t+1$. A regression line, fit to the curve in Figure 8, has an adjusted $R^2=.99$. 

Figure 7. Proportion of total user pairs building a personal connection as a function of targeted engagement capacity between online health forum users.
Discussion

Principal Findings

The 7 OHFs we observed in this study were diverse, with a varied number of posts and users. Some of the users were simultaneously active in more than 1 OHF. Granger causality testing performed on observational data revealed that engagement Granger-caused reach of the platform. The analysis of delurking showed a 2-way relationship between engagement and delurking: this reveals an interdependence of these 2 variables; further investigation indicated that changes in engagement value dynamics tended to precede those in the delurking count. In summary, engagement measurement appears to provide useful information about the retention rate of users in the platform. We also found engagement capacity to be an informative metric for predicting the propensity of a user to contribute to an OHF. Further, targeted engagement, as the measure of the amount of directed communication between a pair of users, provided information about the development of a virtual connection between them.

Practical Implications

Targeted engagement computation can be useful for predicting the retention rate of users in the platform, which is in line with the common bond theory. Specifically, in the future, this metric can become an integral component of OHF thread recommender systems [16], where suitable threads can be recommended to those users who are more likely to develop personal connections through communication. As noted in the Introduction section, previously proposed metrics of OHF activity, including those that rely on social network analysis tools, have been predominantly used for descriptive purposes. Our results suggest that the engagement capacity and targeted engagement capacity metrics can be used for predictive, and perhaps prescriptive, purposes. Indeed, engagement measurement allows OHF managers to move beyond merely counting contributions, “likes,” and time spent by users online, toward identifying such posts and users that are inherently engaging. To inform managerial insights, we foresee outputs based on engagement measurement being displayed in a graphical form, such as plots, also enabling time-dependent tracking. Downward trends in engagement capacity of superusers, engagement value of the platform, etc, can be good indicators for managers to take proactive measures. As part of future developments in this direction, we anticipate an interest from the research community to work toward finding patterns in downward engagement trends and critical points for the platform’s growth.

Importantly, why or how those posts and users manage to be engaging can be studied with the help of text mining techniques [29]. The success of an OHF depends on user participation. To promote the growth of the user network, practitioners are typically interested in identifying those users who contribute most toward the development of the OHF user base as a community [30]. The most important, or influential, users of prohealth platforms are often referred to as core users or superusers [31]. These individuals are integral to OHF growth, as they willingly provide continuous support, advice, and information to other users. The engagement metric offers a new way of understanding what it means for a user to be “important” to an OHF, and the answers to RQ1-RQ4 help pave the way for the development of calculated interventions for strategically growing OHFs, informed by engagement measurement.

Previously, superusers (and their subtypes) have been defined in the literature [32-34]. These definitions, developed qualitatively, quantitatively, and graphically, have studied a variety of observed parameters, including participation style, social support type, thread initiation, participation inequality, and user life cycles. This study contributes to an enhancement of those existing definitions, using engagement metrics. Superusers, recognized through the lens of the engagement metric, can now be viewed as users having an innate ability to engage others. Indeed, while previous works have considered frequency of contributions and similar frequency-based measurements as the main metrics for identifying superusers,
our work allows for use of a metric such as engagement per post, emphasizing the skill of being engaging as a key quality for a superuser to have.

Displaying the calculated user engagement capacities, earned over time, to users can potentially increase their future contributions via gamification [35]. Further, highly engaging users can be asked or incentivized to spend more time on an OHF, as they now can be recognized as the individuals capable of helping the OHF succeed. Designing suitable incentives to encourage participation of such users will keep the platform more engaging by attracting more posts. Figure 9 shows the engagement capacity, per day, for 4 of the studied OHFs' top 10 most engaging users. Interestingly, the plotted patterns reveal that certain of the most engaging users may have been highly active for prolonged time periods, while others may have been highly active only for shorter time periods. OHF managers can take proactive measures to motivate superusers when there is a downward trend in their engagement capacity. For example, the superuser in Figure 9 (top left) can be seen to have a sudden engagement drop in mid-2008. This could have been avoided by developing suitable interventions to help the superuser stay committed to the platform, or to make sure that other superusers “pick up the slack” in time.

Moreover, further research into the possible exact definitions of engagement-based superusers and quantification of a downward trend in their contribution is in order. For example, nominating a superuser can become time dependent, based on a user receiving a high engagement score, such as over a month of forum life. Also, normalized engagement capacity (ie, engagement capacity per post) can be used to make engagement measurement less subjective.

**Figure 9.** Engagement capacity dynamics of 4 of the top 10 most engaging online health forum users.

**Limitations**

The growth of an online forum is dependent on various factors (eg, organizational, psychological, and sociological). Therefore, the engagement of an OHF should be considered as one of the many factors, and not the only factor, responsible for causing the OHF to grow.

On the technical side, the Granger causality test output is known to depend significantly on the functional form of regression used to test a relationship between the variables [36,37]. Further, one must be aware that unobservable variables may play a role in the results of such test, and hence, must be careful not to overinterpret even statistically significant conclusions.

Also, engagement increases as more users join the platform and respond to contributed content; however, conflicts might emerge when online communities pass a certain threshold. While this issue might not be acute in OHF communication, as OHFs are typically well moderated, the nature of engagement—desirable
or undesirable—has to be taken into account during the generation of insights based on engagement analyses.

**Conclusion**

Our study shows that engagement is one of the important factors responsible for growth of OHFs; the theory-supported engagement metric provides a framework for systematically assessing a platform’s health by quantifying users’ innate ability to engage others. The predictive property of this metric can potentially inform the development of incentive schemes such as badges and monetary rewards, thread recommender systems, and identification of superusers. Using metrics such as frequency of contribution might result in a causation or correlation issue in identifying superusers, as it favors existing users as opposed to new users joining the platform. By tracking the engagement per post metric, forum managers can overcome this issue, in that users’ innate ability to engage their peers can be identified from the time they start contributing to the platform. Research can now be done toward answering the question “what makes a user engaging?”
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Abstract

Background: Web-based medical service (WBMS), a cooperative relationship between medical service and Internet technology, has been called one of the most innovative services of the 21st century. However, its business promotion and implementation in the medical industry have neither been expected nor executed. Few studies have explored this phenomenon from the viewpoint of inexperienced patients.

Objective: The primary goal of this study was to explore whether technology attractiveness, medical creditability, and diversified medical information sources could increase users’ behavior intention.

Methods: This study explored the effectiveness of web-based medical service by using three situations to manipulate sources of medical information. A total of 150 questionnaires were collected from people who had never used WBMS before. Hierarchical regression was used to examine the mediation and moderated-mediation effects.

Results: Perceived ease of use ($P=0.002$) and perceived usefulness ($P=0.001$) significantly enhance behavior intentions. Medical credibility is a mediator ($P=0.03$), but the relationship does not significantly differ under diverse manipulative information channels ($P=0.39$).

Conclusions: Medical credibility could explain the extra variation between technology attractiveness and behavior intention, but not significant under different moderating effect of medical information sources.
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Introduction

With the increase in the aging population and rising Medicare expenditures, medical circles [1-3] and management practitioners are debating how people can use technology and the Internet to improve health services [4,5]. Web-based medical services (WBMS) such as eHealth, mHealth, and telehealth seem feasible solutions [6,7]. WBMS is considered as one of the most innovative services in medical technology in the 21st century [8]; however, promoting these services is still a challenge [5].

There are 3 impediments: perceived usefulness, behavior change, and medical law limitation.

Most WBMS focus on patients or potential patients with chronic conditions such as hypertension and diabetes. It is difficult for patients who do not use WBMS to see their value. The goal of WBMS is “prevention is better than cure.” That means WBMS needs to take a long time to show its effectiveness before serious symptoms occur. In addition, most patients are accustomed to face-to-face clinic services. Older patients in particular do not want to communicate with health care via the Internet. Finally, medical advertisement and doctor-endorsement on public are
illegal for hospitals and related institutions, which makes word of mouth and noncommercial referrals by medical workers play an important role in WBMS.

A large body of literature has explored the relationship between the technology acceptance model and behavior intention in medical fields [2,7,9-13]. Results showed that perceived usefulness (PU) and perceived ease of use (PEOU) have positive impact on behavior intention. Other studies have investigated these relationships from the viewpoint of physicians and nurses [4,14-17]. Unlike other medical services, WBMS incorporates the interaction among medical workers and patients into the Web-based technology system to deliver medical services [18,19]. It is a patient-centered service designed to improve access to care for patients who need long term care or who have limited mobility [20], however, exploring from patient’s viewpoint is still a neglected area.

Earlier studies have explored antecedent factors [14,16,21], and moderating factors which affect technology attractiveness, in terms of PU, PEOU, and behavior intention [22]. Previous studies claim that medical credibility plays an important role in WBMS [20,23]; however, few studies explore the mediating effects of medical credibility on this relationship. In addition, under the constraints of medical law, different sources of medical information may result in different moderating effects among technology attractiveness, medical credibility and behavior intentions on WBMS [24,25]. The purpose of this study was, therefore, to explore the relationship among technology attractiveness, medical credibility, information source, and behavior intention on WBMS service. The objectives of this study were to (1) examine the technology attractiveness of WBMS and behavior intention from inexperienced patients’ viewpoint, (2) examine the mediating effect of medical credibility, and (3) explore the moderated-mediation effect of different medical information sources.

This study begins with a review of the literature on WBMS, technology attractiveness, medical credibility, and medical information sources. Based on the literature review, this study formulates the hypotheses, describes the methods and sample, and presents the results. Finally, the theoretical contribution, managerial implications, and future directions for research are discussed.

Literature Review and Hypotheses

Web-Based Medical Service Model

Web-based medical service (WBMS) is defined broadly as the use of Information and Communication Technologies (ICT) to provide medical information and services, including telephone intervention, medical education, and timely medical consultations [6]. It is called eHealth and mHealth (mobile health) in the Journal of Medical Internet Research (JMIR) and tele-health in other journals such as New England Journal Medicine (NEJM) and the Journal of the American Medical Association (JAMA). It is a patient-centered and online to offline service that provides patients with timely medical consultations at home and is a self-management medical service [1,26]. It is also a promising strategy for improving heart failure outcomes by monitoring patients remotely; therefore, physicians can intervene early if there is evidence of clinical deterioration [27].

The service process of WBMS is as follows: a patient participating in the service is given a set of specifically designed equipment, including a mini-personal computer or mobile phone and several devices to measure physiological indicators, which are installed at his or her home. Patients are requested to measure several physiological indicators (eg, blood pressure, blood sugar, ECG, and SPO2), and these indicators are automatically uploaded to the database of the hospital via the Internet. If some of the indicators are outside the acceptable ranges set by physicians according to each patient’s physical condition, nurses will then check relevant historical indicators and provide appropriate medical education and consultations immediately. If the patient’s condition is not improving, then an early doctor visit or emergency services may be necessary.

Technology Attractiveness and Behavior Intention

In this study, technology attractiveness is defined as the degree of users’ acceptance of new technology, in terms of PU and PEOU of WBMS. PU is referred as the degree to which a person believes that using a particular system would enhance his or her job performance, and PEOU is referred as the degree to which a person believes that using a particular system would be free of effort [7,9].

A number of studies have investigated the relationship between technology attractiveness and behavior intention of medical workers [4]. One stream focuses on physician’s intention [4,14,16,17]; the other focuses on nurse’s intention [14]. Wu et al [17] find that when making a decision to accept or reject a telemedicine technology, physicians appear to be fairly pragmatic, concentrating on the technology’s usefulness rather than on its ease of use. Similarly, Ammenwerth et al [14] introduced a computer-based nursing documentation system and systematically evaluated its preconditions and effects in a pretest-posttest intervention study. The results showed that the amount of nurse’s self-confidence when using computer is important before technology system implementation stage, but after implementation stage, the fit between nursing workflow and the functionality of the system were relatively more important. In sum, prior studies all support that PU and PEOU of computer and Internet access at workplace would be helpful in increasing medical workers’ behavior intention [15,17]. However, unlike other medical service, WBMS is a 3-sided cooperative model, including health care worker, patient, and technology. Patients’ acceptance will affect the success of WBMS in the early stages, but surveys from inexperienced patients’ viewpoints are still scarce [2,26,28]. According to the above reasons, this study proposes following hypothesis:

Hypothesis 1: There is a positive relationship between technology attractiveness and potential patient behavior intention.

The Mediation Effect of Medical Credibility

Previous studies focused on the antecedent factors of intention behavior (see the review article by Or and Karsh [21]), and moderating effects on technology attractiveness and behavior intention [22]. Or et al [29] summarize that technology
attractiveness, subjective norm, and healthcare knowledge can predict most of the variance in patients’ acceptance of web-based self-management technology. Sun and Zhang [22] find that organizational, technological, and individual factors can moderate the relationship between technology attractiveness and behavior intention; however, few studies have examined the mediating effects on this relationship [9].

Ajzen and Fishbein [30] claim that a person who carries out a behavior intention is affected by subjective norm and attitude towards the behavior. However, attitudes do not fully mediate the relationship between technology attractiveness, in terms of PU and PEOU, on behavior intention [9]. That means that more significant factors such as medical credibility can mediate this relationship. However, studies have seldom noted this relationship. Medical credibility is defined as the willingness of patients to be vulnerable to the actions of medical service based on the expectation that the medical workers will perform a particular and trusted medical treatment important to them [31,32].

Unlike traditional medical service, WBMS requires the simultaneous cooperation of medical workers, patients, and the web-based technology system to deliver medical services [18,19]. However, most elderly patients are accustomed to face-to-face clinic services and they do not like communication over the Internet. McGrail et al [20] found that older patients are more likely to see a known medical provider, and patients from the lowest socioeconomic strata were the least likely to use a virtual medical service. Hence, earning patients’ trust and strengthening the medical creditability of WBMS in the service delivery process is important.

There are 2 stages in the medical delivery process of WBMS. In the first stage, patients encounter the technology and perceive its potential function, convenience, and fairness [33]. After the patients have used the technology for a while, the medical workers will provide a monthly report that documents each day’s physiological indicators, medical education, and suggestions offered by nurses and physicians. In the second stage, patients will evaluate the credibility of medical reports and the whole medical service delivery process of WBMS [28]. An earlier study supports that when patients have positive perception on medical credibility and trust this service, they are more willing to recommend it [34]. Hence, this study argues that a successful business model of WBMS needs both patients’ confidence in the web-based technology system and their trust in medical service they contact via the Internet every day.

Hypothesis 2: A medical creditability plays a mediator role between technology attractiveness and potential patient’s behavior intention.

**The Moderated Role of Medical Information Sources**

A person who engages in a particular behavior or produces an intention is affected by his or her subjective norm and attitude towards the behavior. Subjective norm is defined as the way in which individuals decide to take a behavioral intention when facing social pressure to accept the opinion, which may come from family, friends, supervisors, and colleagues [30]. Fishbein and Ajzen [18] point out that individual behavior, such as assessing a product or service, is subject to the amount of information the person has obtained. In addition, the key person (or information source) has an important role in an individual’s evaluation of information [35]. For example, studies have found that the way in which consumers choose and evaluate information on medicines can influence their attitudes to and use of those medicines [23,25]. Peterson et al [25] interviewed people who researched medicines online. Some of those participants preferred information provided by pharmaceutical companies, others preferred information from governments, organizations, and medical schools, and still others preferred word of mouth from other consumers who had already taken that medication. Koufopoulos et al [24] found that communities can have positive treatment outcomes, particularly for the management of chronic illness. Some researchers have concluded that patients trust physicians more than they trust online medical information, which they consult before talking with their physicians [23,36,37]. Accordingly, this study proposes that different information sources have different effects on the relationship among technology attractiveness, patients’ trust in medical credibility, and behavior intention. This study investigates whether information sources have a moderated-mediation effect by word of mouth of friends, recommendations from medical workers, and advertisements from a nonofficial medical company.

Hypothesis 3: Medical information sources have a moderated-mediation role between technology attractiveness and potential patient’s behavior intention.

**Methods**

**Conceptual Framework**

In order to explore (1) technology attractiveness of WBMS from potential patients’ viewpoint, (2) the mediate effects of medical credibility, and (3) the moderated-mediation effect of medical information sources, the framework of this study was constructed as shown in Figure 1.
**Sample Selection and Design**

WBMS had been carried out for several years in Taiwan, but service providers wanted to know why it is still unfamiliar to and rejected by most of the population. This study collected 213 samples from several courses in Taipei; however, unlike previous studies, the purpose of this study was to investigate whether potential patients were willing to use or recommend WBMS to other potential patients. For this reason, the target sample had to meet the following criteria: (1) the participants had not used or heard of WBMS before the investigation; (2) they, their families, and friends were at high risk for high blood pressure, diabetes, and cardiovascular diseases; and (3) they had basic computer knowledge and Internet experience. Surveys with missing data were excluded, as were participants who did not meet the 3 criteria. Only 150 questionnaires were used in this study, 98 (65.3%) of which were completed by females and 52 (34.7%) were completed by males. The participants ranged in age from 26 to 50 years (mean 35). All participants used the Internet on an average of 3 to 4 times a week.

To examine the effect of different information source, participants were randomly divided into 3 groups. Group 1 (n=50) manipulated information source from friends or family, group 2 (n=50) had an information source from nonofficial medical company, and group 3 (n=50) had information from an official medical source, such as a physician. Randomization was done by a random number generator [38]. In addition, all participants were asked to log into the eHealth website [39] that explained how to operate the WBMS instrument and the benefits of WBMS in Figure 2. This study conformed to the consolidated standards of reporting trials eHealth checklist (Multimedia Appendix 1) [40] and CHERRIES checklist to improve the quality of questionnaires checklist (Multimedia Appendix 2) [41].

Figure 1. The framework of this study.

Figure 2. Web-based medical service.
Measures
To explore the intention of potential patients when they used the different information source, this study combined experimental design and questionnaires to collect data through 3 kinds of different situations. It was not possible to find a perfectly suited questionnaire to measure our hypotheses, hence appropriate amendments mainly based on past scholars’ questionnaires were made. Furthermore, the adapted scales were originally in English, so previously established protocols of back translation were followed [42] to ensure that the translated Chinese questionnaire had similar meanings. Only 2 people who were bilingual in English and Chinese were hired, with one translating the English questionnaire into Chinese and the other cross-translating the items back into English. The researchers and the bilingual persons resolved any semantic inconsistencies and made minor adjustments in word choice before the survey was implemented. This study referred to Davis [9] questionnaire for testing technology attractiveness and behavior intention and followed Ajzen [35] and Gefen et al’s [19] questionnaires for the items of medical credibility. Participants rated all items on a 5-point Likert scale ranging from 1 (“strongly disagree”) to 5 (“strongly agree”). More details are shown in Multimedia Appendix 3.

Data Analyses
This study used LISREL 8.54 (Scientific Software International, Inc. Skokie, IL, USA) to assess the convergent and discriminant validity of the constructs with a confirmatory factor analysis (CFA), and adopted maximum likelihood to rotate the constructs [43]. This study used multiple indexes to assess model fit: chi-square test ($\chi^2$), root mean of squared error of approximation (RMSEA), and its confidence interval, comparative fit index (CFI), incremental fit index (IFI), and goodness-of-fit index (GFI) [44]. In addition, scholars pointed out that the RMSEA higher than 1.0 meant poor model fit, between 0.05 and 0.08 meant acceptable range, and lower than 0.05 meant good model fit [44]. CFI, GFI, and IFI were between 0 and 1, and the minimum acceptable value of CFI, GFI and IFI were 0.9 [45]. This study also used SPSS version 10 (SPSS Inc, Chicago, IL, USA) statistical software to examine the hypotheses. To test Hypotheses 1 and 2, this study followed Baron and Kenny [46] procedures for the partial mediation test. A total of 3 conditions were applied: (1) a significant effect of technology attractiveness on patients’ behavior intention, (2) a significant effect of technology attractiveness on medical credibility, and (3) a significant effect of medical credibility on potential patients’ intentions when model considered technology attractiveness.

To test the moderated-mediation effects in the model (Hypothesis 3), this study followed 3 condition steps recommended by Muller et al [47], (1) a significant effect of technology attractiveness on patients’ behavior intention, (2) a significant effect of technology attractiveness on medical credibility and a significant interaction between technology attractiveness and medical information source, and (3) a significant interaction between technology attractiveness and medical information source on potential patients’ behavior intention and a significant interaction between medical credibility and information sources.

Results
Table 1 shows the means, standard deviations, and correlations of all dimensions. The correlations of 4 dimensions are highly relevant to each other, hence, this study used variance inflation factor (VIF) to examine the problem. None of the VIF was larger than 0.5, which means that there is no multicollinearity problem in this study [48].

Table 1. Means, standard deviations, and intercorrelations of all dimensions. All correlation values are significant.

<table>
<thead>
<tr>
<th>Variables</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Means</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.91</td>
<td>0.82</td>
</tr>
<tr>
<td>Perceived ease to use</td>
<td>.47</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>3.81</td>
<td>0.74</td>
</tr>
<tr>
<td>Medical credibility</td>
<td>.47</td>
<td>.37</td>
<td>1</td>
<td></td>
<td></td>
<td>3.92</td>
<td>0.63</td>
</tr>
<tr>
<td>Willing to use</td>
<td>.34</td>
<td>.31</td>
<td>.37</td>
<td>1</td>
<td></td>
<td>3.84</td>
<td>0.95</td>
</tr>
<tr>
<td>Recommend to other person</td>
<td>.35</td>
<td>.34</td>
<td>.36</td>
<td>.55</td>
<td>1</td>
<td>3.90</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Reliability and Validity
To make sure the questionnaire items reflect the true meaning of constructs, a series of reliability and validity tests were conducted. This study used CFA to examine convergent validity, and 2 items were deleted in this study. The overall model fit of the measurement model was examined from several fit indexes: chi-square test was significant ($\chi^2_{39}=89.6, P<.001$), RMSEA was .07, GFI was .91, CFI was .93, adjusted goodness-of-fit (AGFI) was .857, and all indicators ensured good model fit in the measurement [49-52]. Furthermore, the average variance extracted [20] of each construct was larger than 0.5, a good convergent validity in the measurement model [43,53]. Finally, Fornell and Larcker [53] claimed that a good discriminant validity was evident when the Average Variance Extracted (AVE) was larger than the square root of the construct correlation ($\Phi^2$). All correlations in Table 2 were significant ($P<.001$). All together, these results provided evidences for the convergent and discriminant validity of the proposed model. In addition, the range of composite reliability [23] was 0.79, indicating good internal reliability of the questionnaire items [54].
Table 2. Confirmatory factor analysis standardized loading.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Standardized loading</th>
<th>Average variance extracted</th>
<th>Composite reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU1</td>
<td>.50</td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>PU2</td>
<td>.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU3</td>
<td>.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU4</td>
<td>.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived ease to use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEOU1</td>
<td>.64</td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>PEOU 2</td>
<td>.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEOU 3</td>
<td>.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEOU4</td>
<td>.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical credibility</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMP1</td>
<td>.73</td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>PMP 2</td>
<td>.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMP 3</td>
<td>.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMP 4</td>
<td>.75</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a All standardized loading values are significant.

Hypotheses Testing

This study used the recommendations of Baron and Kenny [46] and Muller et al [47] to examine the hypotheses. First, as reported in Model 1 of Tables 3 and 4, technology attractiveness were positively significantly related to potential patients’ behavior intentions, PU and PEOU were positively related to willingness to use (beta=.29, SE=0.14, P=.04; beta =.36, SE=0.11, P=.002) and to recommend to other persons (beta =.39, SE=0.12, P=.002; beta =.32, SE=0.09, P=.001), so Hypothesis 1 was supported. Second, PU and PEOU were positively significantly related to medical credibility (beta =.38, SE=0.08, P=.001; beta =.30, SE=0.06, P=.001) in Model 2. Third, after considering the technology attractiveness, medical credibility, and potential patients’ behavior intentions in Model 3, the coefficient of medical credibility was significant. Furthermore, PU and PEOU in Model 3 were significantly smaller than those in Model 1. Hence, medical credibility had partial mediating effect on technology attractiveness and potential patients’ behavior intentions, so Hypothesis 2 was supported. This study also used the Sobel test [55] to examine the mediating effect. Sobel test assumed that the relationships between the dependent variable and independent variables were hypothesized to have an indirect effect due to the influence of mediating effect. More specifically, in a regression model that includes the mediator, the effect of the independent variables is reduced, and the effect of the mediator is still statistically significant. The result showed that the medical credibility played a mediating role on the relationship between technology attractiveness and willingness to use (Z=2.32, SE=0.02, P=.03; Z=1.91, SE=0.04, P=.001) and the relationship between technology attractiveness and willingness to recommend (Z=1.96, SE=0.05, P=.05; Z=2.08, SE=0.03, P=.04). Hence, the Sobel test provided a more robust examination, and Hypothesis 2 was supported. Finally, this study explored whether medical information sources played a moderated-mediation effect. The testing conditions 1 and 2 were same as above; this study only described condition 3 here. Model 3 of Tables 3 and 4 showed that the interaction between medical credibility and medical information sources on willingness to use (beta =.01, SE=.12, P=.39) and willingness to recommend to others (beta =.00, SE=.01, P=.39) were not significant, so Hypothesis 3 was not supported. Hence, medical information sources did not play a moderated-mediation role on technology attractiveness and potential patients’ behavior intentions when medical credibility existed.
### Table 3. Hierarchical linear regression results for testing willing to use (mediating effect). Table entries corresponding to the predicting variables are unstandardized estimations of the fixed effects, two-tailed.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Willing to use</td>
<td>Medical credibility</td>
<td>Willing to use</td>
</tr>
<tr>
<td></td>
<td>beta (SE)</td>
<td>beta (SE)</td>
<td>beta (SE)</td>
</tr>
<tr>
<td>Constant</td>
<td>1.26 (0.53)</td>
<td>1.16 (0.29)</td>
<td>.87 (0.56)</td>
</tr>
<tr>
<td><strong>Independent variable</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>.29 (0.14)</td>
<td>.38 (0.08)</td>
<td>.16 (0.06)</td>
</tr>
<tr>
<td>Perceived ease to use</td>
<td>.36 (0.11)</td>
<td>.30 (0.06)</td>
<td>.27 (0.13)</td>
</tr>
<tr>
<td>Medical credibility</td>
<td></td>
<td></td>
<td>.30 (0.16)</td>
</tr>
<tr>
<td>Information source x Medical credibility</td>
<td></td>
<td></td>
<td>.01 (0.12)</td>
</tr>
<tr>
<td>$r^2$</td>
<td>.15</td>
<td>.38</td>
<td>.18</td>
</tr>
</tbody>
</table>

*a n=150.

### Table 4. Hierarchical linear regression results for testing recommend to others (mediating effect). Table entries corresponding to the predicting variables are unstandardized estimations of the fixed effects, two-tailed.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recommend to others</td>
<td>Medical credibility</td>
<td>Recommend to others</td>
</tr>
<tr>
<td></td>
<td>beta (SE)</td>
<td>beta (SE)</td>
<td>beta (SE)</td>
</tr>
<tr>
<td>Constant</td>
<td>.99 (0.43)</td>
<td>1.16 (0.29)</td>
<td>.64 (0.45)</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>.39 (0.12)</td>
<td>.38 (0.08)</td>
<td>.28 (0.13)</td>
</tr>
<tr>
<td>Perceived ease to use</td>
<td>.32 (0.09)</td>
<td>.30 (0.06)</td>
<td>.23 (0.10)</td>
</tr>
<tr>
<td>Medical credibility</td>
<td></td>
<td></td>
<td>.39 (0.12)</td>
</tr>
<tr>
<td>Information source x Medical credibility</td>
<td></td>
<td></td>
<td>.00 (0.01)</td>
</tr>
<tr>
<td>$r^2$</td>
<td>.24</td>
<td>.38</td>
<td>.28</td>
</tr>
</tbody>
</table>

*a n=150.

### Discussion

#### Principal Findings

The purpose of this study is to explore whether technology attractiveness, medical creditability, and different medical information sources could create different behavior intentions. The finding indicates that technology attractiveness must be significantly positive to enhance behavior intentions. In addition, medical creditability is a mediator but not significantly different under diverse manipulative information channels.

#### Comparison With Prior Work

Prior studies explored technology attractiveness and behavior intention from the viewpoints of physicians and nurses. This study finds a positive relationship between technology attractiveness and potential patients’ behavior intentions. The result is completely consistent with Davis [9] TAM models. This finding indicates that even though potential patients have never used WBMS before, they are willing to share information about this medical service with their friends and family members, as they perceive the technology attractiveness of WBMS.

This study also finds that medical creditability plays a mediating role between technology attractiveness and patients’ behavior intentions. This finding echoes the conclusions of McGrail et al [20] and Hesse et al [23] that patients have more trust in the medical creditability of face-to-face clinic service than face-to-machine, meaning that medical creditability has an important role in the service delivery process of WBMS.

This study also finds that attitudes do not fully mediate the relationship between technology attractiveness and behavior intention [9]. This study provides additional evidence that medical creditability is an important mediator. Finally, this study finds that different sources of medical information do not significantly moderate the relationship. This finding is not consistent with previous studies that emphasize the effects of different information sources on behavior intention [23,35]. Possible reasons are that the dependent variables of this study are willingness to use and willingness to recommend. The target group of WBMS is patients with chronic medical conditions, such as cardiovascular disease, hypertension, and diabetes. According to social network theory, inexperienced patients may not need this service, but their friends and family may need it. It is not costly to share this information, so the information...
channel of WBMS may not be important for inexperienced patients after receiving the information.

Conclusions
This study makes several contributions. Numerous studies have used the technology acceptance model (TAM) to explore customers’ intentions after new technology adoption, focusing on physicians’ and nurses’ intentions, but few studies have investigated the acceptance of web-based medical service by inexperienced patients. In addition, most extensive studies of TAM explore antecedent factors [14,16,21]. This study fills the research gap on mediation effect of TAM. The result shows that medical credibility is an important mediator in WBMS. Finally, this study is one of the few to explore whether differences in sources of medical information have a moderated-mediation effect on web-based medical service.

This study also offers some practical suggestions for telemedicine providers and hospitals wishing to promote WBMS. Patients are accustomed to face-to-face clinic services; they do not like communication via the Internet, especially if they are elderly. This study therefore suggests that telemedicine providers not only emphasize technology attractiveness but also the medical credibility of WBMS when introducing the service to new patients. WBMS combines online and offline services, and therefore, too much emphasis on the technology side of WBMS without taking into account the contributions of medical innovation and medical support may not appeal to the general population. This study suggests that the telemedicine providers and hospitals should pay attention to the convenience of technology (online) and medical credibility (offline) and educate patients on why prevention is better than treatment and why immediate medical intervention is important. Besides, most nonofficial medical companies think they are underperforming because they lack a physician’s recommendation. This study finds that the medical information channel is not a significant variable in influencing inexperienced patients’ behavior intentions. This study suggests that telemedicine providers should rethink their promotion strategy, rather than spend a lot of money on medical advertisement and doctor-endorsement fees. Finally, most of the target groups comprise patients with chronic disease. According to social network theory, the inexperienced patients may not need this service, but their friends and family may need the service. Telemedicine providers should not underestimate the power of social networks, especially the recommendations of inexperienced patients and the general population.

Limitations
This study uses website descriptions and experiment designs to measure the intentions of inexperienced patients; however, the pay issues and different charging mechanisms are not considered, which could be one of the reasons that make the service difficult to promote. After all, there are still differences between intention and actual use behavior. This study suggests future research should consider this potential problem. Besides, medical information sources such as government promotion or community outreach service have not been considered. Hence, this study suggests further research should consider another effect of different sources.
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Abstract

Background: Synchronous written conversations (or “chats”) are becoming increasingly popular as Web-based mental health interventions. Therefore, it is of utmost importance to evaluate and summarize the quality of these interventions.

Objective: The aim of this study was to review the current evidence for the feasibility and effectiveness of online one-on-one mental health interventions that use text-based synchronous chat.

Methods: A systematic search was conducted of the databases relevant to this area of research (Medical Literature Analysis and Retrieval System Online [MEDLINE], PsycINFO, Central, Scopus, EMBASE, Web of Science, IEEE, and ACM). There were no specific selection criteria relating to the participant group. Studies were included if they reported interventions with individual text-based synchronous conversations (i.e., chat or text messaging) and a psychological outcome measure.

Results: A total of 24 articles were included in this review. Interventions included a wide range of mental health targets (e.g., anxiety, distress, depression, eating disorders, and addiction) and intervention design. Overall, compared with the waitlist (WL) condition, studies showed significant and sustained improvements in mental health outcomes following synchronous text-based intervention, and post treatment improvement equivalent but not superior to treatment as usual (TAU) (e.g., face-to-face and telephone counseling).

Conclusions: Feasibility studies indicate substantial innovation in this area of mental health intervention with studies utilizing trained volunteers and chatbot technologies to deliver interventions. While studies of efficacy show positive post-intervention gains, further research is needed to determine whether time requirements for this mode of intervention are feasible in clinical practice.
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Introduction

Web-based technologies offer novel ways to deliver mental health interventions that, according to the literature, can be effective [1-3]. One form of online psychological intervention is synchronous text-based, one-to-one conversation (or “chat”) in its different incarnations: SMS text messaging (short message service, mobile phone apps, or websites.

Previous systematic reviews by Barak and colleagues [1], as well as by Dowling and Rickwood [4], evaluated psychological
interventions delivered via text-based communication. Focused specifically on synchronous text-based communication, Dowling and Rickwood identified 6 studies meeting their study inclusion criteria, and they noted some evidence to support this mode of mental health intervention. However, they also reported that the small number and overall low quality of the studies indicated weak empirical support for synchronous text-based interventions. Since the writing of these reviews, new technologies have changed the landscape of such mental health interventions. In particular, the penetration of mobile phone technologies and improvements in artificial intelligence and natural language processing (NLP) techniques [5] means that with more tools available to deliver this mode of intervention, one could reasonably expect that the body of research investigating synchronous text-based online interventions have similarly evolved. In particular, the boom of messaging services among major social media companies and the more recent rally to build automated services are driving innovation in this space. Several start-ups companies have been established in this sector and have released products designed to provide mental health services using these new technologies, including, for example, 7cups.com and talklife.co. Although some of these new organizations may be carrying evaluations of their services, the constraints of the commercial world mean not much is known yet. However, the accelerated pace of innovation and uptake in this space requires a systematic evaluation and analysis of the research evidence on how these services are being applied and how well the application of these tools can support mental health and well-being. For example, determining the impact of automation (eg, application of NLP to generate text-based dialogue) on the efficacy of mental health interventions may have significant implications on the cost of providing and accessing mental health services. Studies that use sensor data or automatically generated summaries to drive conversation may also have significant impact on how mental health interventions can be delivered.

The modes used to deliver mental health support have been diversifying and are becoming increasingly technologically complex. At a simple level, chat-based texting has different incarnations: as an SMS service, a dedicated mobile app, or embedded within websites. These different methods of delivery allow for individuals to engage in one-to-one contact with a therapist, a peer, or in some cases even automated “relational agents,” where individuals converse with an artificial intelligence system [6,7]. The conversations may even use information acquired from sensors that track activity or sleep. Some of these innovations have been explored in recent systematic reviews of largely asynchronous applications of texting interventions in mental health [8] and public health more broadly. Asynchronous interventions are when clients do not have the expectation of receiving an immediate reply. These have been used to encourage medication adherence or treatment compliance, aftercare support (eg, [9-11]), deliver appointment reminders [12], and to monitor and capture mood or symptom change [13], especially in conditions with high relapse rates (eg, alcoholism and schizophrenia).

The potential benefits and limitations of synchronous text-based interventions (ie, a dialogue where an immediate reply is expected) still need to be considered. This article is part of a special issue on computing and mental health aimed at bringing both communities together. The computing literature tends to focus on feasibility studies, whereas mental health literature tends to apply better-known technologies to study intervention efficacy. Thus, there is a continuum of research studies examining synchronous text-based interventions from early feasibility studies to those that examine evidence of efficacy. The challenge of bringing these 2 bodies of literature together is addressed in the present systematic review of individual synchronous text-based psychological interventions. Thus, whereas the primary objective of this systematic review is to report studies evaluating the efficacy of such interventions, we also considered it valuable to the reader to include a summary of feasibility studies. Therefore, we provide a concise overview of the state of scientific research on synchronous text-based psychological interventions that we hope will guide researchers as well as mental health service providers to the most promising avenues for research and implementation.

**Methods**

**Objective**

The objective of this study was to provide a systematic review and synthesis of the application of synchronous one-to-one text-based chat and texting in psychological interventions. The focus of this systematic review is the mode of delivery of the intervention independently of the client group and their impact on mental health outcomes. For the purpose of this review, “Web-based chat” is defined as text-based communication over the Web that allows participants to rapidly exchange messages, and thereby, mimics spoken dialog (eg, text communication part of Facebook messenger, WhatsApp, or Skype). Similarly “texting” also involves the exchange of text-based messages but by using mobile devices and cellular networks for transmission (eg, SMS text messaging or MMS multimedia messaging).

In Figure 1, we present a taxonomy to illustrate text-based communication pathways in psychological interventions. It ranges from leftmost (a) low volume communication reduced to a single message such as an appointment reminder or confirmation that augment the normal therapy to rightmost (b) high volume communication, where the entire intervention is carried out via text-based communication. For this systematic review, only studies that included at least several bidirectional message exchanges were included. The study followed the Preferred Reporting Items for Systematic Review and Meta-Analysis Protocols guidelines [14,15]. The protocol including the exact search strategy for this systematic review was registered prospectively at PROSPERO (Registration Number: CRD420160494490).
Data Sources and Search Strategy

The search strategy included a combination of mental health and computing terminology, as well as keywords related to the type of intervention (eg, dialogue, chat, text, and messaging), intervention, and outcomes (eg, counseling, adherence, feasibility, mood, quality of life, and mental health). Preliminary searches of Medical Literature Analysis and Retrieval System Online (MEDLINE), produced a poor match for the study, and only a limited number of studies were identified. Therefore, the search strategy was revised and terms were expanded to include a broader range of mental health conditions in order to boost the number of studies retrieved. Keywords were collected from various sources including scientific literature, mental health websites, and the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM 5). Also included were search terms referencing situations that are associated with mental health and well-being, such as bullying or cyber bullying, abuse, violence, and stigma.

The revised search strategy was then adapted for application using OvidSP on the following databases: MEDLINE (1996-October 2016), PsyCINFO (1987-October 2016), EMBASE (1974-October 2016), as well as the Cochrane Central Register of Controlled Trials (September 2016). Web of Science (1996-present), Scopus (1996-present), ACM Digital Library (1996-present), and IEEE Xplore (1996-present) searches were also performed. The final search strategy was based on the three main topic areas of the review: (1) psychological interventions, (2) use of text-based dialogue, and (3) application to mental health and well-being. Searches in MEDLINE, PsyCINFO, and EMBASE were carried out using the advanced search functionality and included keyword truncations and mappings to subject heading (Medical Subject Heading [MeSH] and emtree) that were adapted for each database. Similar to other systematic reviews reported in this area of research [16,17], the reference lists of all studies meeting the inclusion criteria resulting from the database were hand searched to identify all references related to the topic.

The primary focus was psychological outcomes of synchronous text-based intervention, though some technical description, caregiver, or individual evaluations of the intervention were occasionally reported. Based on the taxonomy displayed in Figure 1, we included studies reporting feasibility, adherence, or acceptability of synchronous individual text-based interventions for mental health and well-being.

Selection Criteria

Studies were included if they were published in English and in peer-reviewed scientific journals or conference papers (common high quality publishing venues in engineering and computer science). Specific criteria relating to intervention type and outcome(s) are described below.

Included were studies where synchronous text-based dialogue was used in a psychological intervention, where text-based dialogue was the main intervention or as a control intervention in only one aspect or one arm of the study design. Broad definitions and search terms for mental health and well-being were used for inclusion criteria, all based on the Diagnostic and Statistical Manual of Mental Disorders (DSM) listed psychiatric diagnoses such as addiction (eg, alcohol and cigarette smoking). Intervention terms were also searched, including promoting resilience, motivation, and positive psychological outcomes, as well as mainstream definitions of experiences that affect mental health and well-being.

We excluded studies if the intervention was not primarily based on synchronous text-based communication, such as when the main mode of communication was spoken communication (eg, telephone) or face-to-face communication (eg, video chat and in-person therapy session). Studies were also excluded if the format was not one-on-one, such as group dialogue (eg, a psychologist moderates an online group discussion in a chat-room). Additionally, studies were excluded when the intervention outcomes did not include mental health and well-being, including when studies were limited to health behaviors (eg, weight loss, hypertension reduction, and exercise support). Studies were also excluded if the intervention reported fewer than 5 participants, or utilized unidirectional (ie, only one
entity sends messages) or nonsynchronous (e.g., email) communication.

Given the focus of the study was the mode of intervention (synchronous texting), the inclusion of a control condition in the study design was not a key requirement and was therefore not considered grounds for exclusion.

Studies from the database search were exported to systematic review software (Covidence) for ease of management. Duplicate records were deleted. An independent review of study titles and abstract was conducted for all studies by 2 authors (SH and KLM). Articles not meeting the stated inclusion or exclusion criteria were removed. Two authors (SH and KLM) independently conducted full-text screening of studies to select the studies to be included. Finally, a reference list search of each of the studies selected from the previous step was conducted to identify additional studies. Additional studies were also independently evaluated by 2 authors (SH and KLM) against the inclusion and exclusion criteria. The same 2 authors extracted data from each study into a form based on systematic review literature. Where consensus was not established, additional reviewers (RAC and DNM) were enlisted to resolve selection disputes.

**Results**

### Study Selection

A total of 3192 articles were retrieved from the following databases: MEDLINE (n=551), PsycINFO (n=1273), EMBASE (n=329), Web of Science (n=311), Scopus (n=271), Central (n=344), IEEE Xplore (n=43), and ACM DL (n=70). After automated identification of duplicates with Endnote X7, 2887 articles remained. Title and abstract-level screening resulted in the elimination of studies that did not report a psychological intervention, did not measure efficacy as a primary outcome, did not use individualized synchronous chat, or consisted of reviews, meta-analyses, dissertation, or opinion. In-depth review of the remaining 169 articles resulted in the elimination of 153 studies. Reference lists of the remaining 16 studies were searched, and a further 5 studies were included in the review. Figure 2 shows an overview of the process. Finally, intervention technology meeting inclusion criteria was identified outside of the database search. These 3 studies have been included in the feasibility studies summary and table (Multimedia Appendices 1 and 2).

![Figure 2. Flow of information through different phases of systematic review.](image-url)
Among the retrieved studies, there was significant heterogeneity in terms of mental health conditions, psychological outcomes, intervention design, and subjective ratings of mental health (e.g., mood and symptom ratings). For these reasons, the results are presented in separate tables as well as a narrative analysis. Studies reporting efficacy are described in Multimedia Appendix 3, and studies reporting acceptability or feasibility are presented separately in Multimedia Appendix 1. Additionally, a narrative analysis of studies presented in Multimedia Appendix 1 can be found in Multimedia Appendix 2.

Efficacy Evaluation Studies

Studies S1-S14 [18-31] are described in Multimedia Appendix 3. Information (where available) is provided relating to the study: location, sample, experimental design, type of intervention, intervention duration, control or comparison condition, attrition, and the main results of the study.

In summary, the studies meeting inclusion criteria varied in the target populations, intervention sample size (e.g., intervention group range: n=5-152), treatment type, treatment length, as well as specific outcome measures. The majority of studies were completed in Europe and the United Kingdom (S1, S3, S5-7, S9, S10, S13, and S14), with the remaining studies completed in North America (S2, S11, and S12) or Australia (S4 and S8). Participant ages ranged across the lifespan with 5 studies testing interventions in child or adolescents samples (S3, S5, S6, S8, and S10), 3 in adolescent or adults (S2, S4, and S14), and 5 studies focused exclusively on adults (S1, S7, S9, S11, and S12). Some studies were restricted to specific populations (e.g., men who have sex with men (S11) or individuals with Autism Spectrum Disorder (ASD), or Attention Deficit Hyperactivity Disorder (ADHD), S14). The treatment target for the psychological interventions varied and included specific interventions for individuals with depression (S7, S9, S10, and S11), anxiety (S2), substance use (alcohol S1, cannabis S13), or general mental health support (S3, S4, S5, S8, and S12). Intervention length or number of sessions was highly variable, ranging from studies reporting single session interventions (S2, S5, S6, and S8), between 2-5 sessions (S3, S4, and S10), 5-10 sessions (S1, S7, S11, and S13), 10 or more (S14), and 1 intervention lasting 12 months with access to regular text-based counseling (S9). For 1 study, it was difficult to assess the frequency of Web-based text counseling (S12).

In terms of the intervention effectiveness, 1 study was abandoned due to low recruitment rates (S3). Studies that included in their design a waitlist (WL) condition (S1, S7, S10, and S13) showed significant and sustained improvements for participants following the intervention condition compared with WL. S1 text-based chat therapy sessions showed improved outcomes versus WL condition, with significant reduction of large effect in alcohol consumption and improved Quality of Life Scale (QOLS) scores at 3 months and 6 months. For S7, 38.1% (43/113) allocated to text-based therapy intervention compared with 24% (23/97) allocated to WL met study recovery criteria (Beck Depression Inventory [BDI] score ≤10) at 4 months post-intervention, whereas at 8 months, 42.2% (46/109) versus 25.7% (26/101) met study recovery criteria. In S10, online text-based intervention showed greater improvement at 9 weeks and 4.5 months compared with WL participants. In S13, compared with WL, the selfhelp+chat intervention showed significant posttreatment reduction in cannabis (days of use per week), though groups did not differ on mental health outcome measures (5-item Mental Health Inventory [MHI-5]). Some studies did not include comparison conditions (S4, S11, and S14) and instead, examined change in psychological distress, life satisfaction as a function of the number of sessions completed (S4), or completed pre or post differences on measures of self-esteem (S14) or symptoms of depression or anxiety (S11).

Studies with comparison conditions (S1, S2, S3, S5, S6, S8, and S9) included treatment as usual (TAU) and/or specifically designed comparison conditions (e.g., S9). TAU included telephone-based intervention (S5, S6, and S8) and face-to-face intervention (S2, S3, and S12). Compared with TAU, synchronous text-based interventions showed post treatment improvement that was not superior to the TAU condition (S2, S6, and S12). Compared with TAU, one synchronous text-based intervention showed post treatment improvement, though the TAU condition showed marginally greater impact (S8: telephone), and another showed the inverse with larger effect size reported for text-based intervention compared with TAU (telephone: S5).

Feasibility and Acceptability Studies

Information about each included study S15-S24 [32-41] is provided in Multimedia Appendix 1, and a more detailed description of each study is provided as supplementary information in Multimedia Appendix 2.

The wide range of the included feasibility and acceptability studies show that current research is not limited to evaluating Web-based synchronous text-based intervention as a direct substitute for face-to-face therapy. In fact, most studies made use of at least one additional technical possibility to support or augment interventions. For example, S24 stated that synchronous text-based interactions cover only half of the content of a regular intervention, they also successfully evaluated in their study the utilization of pre-developed responses that could be reused in conversation with different clients.

Other technological solutions that were part of studies included chatbots, dynamic customer personalized learning modules, and progress monitoring through Web-based questionnaires, as well as support for scheduling, customer psycho-education, and training. Interventions were mostly provided by professionals. However, novel approaches in synchronous text-based interventions included trained volunteers delivering basic and specific mental health services (S15-17), as well as fully automated interventions where a computer program was substituted for the therapist (S20). A promising approach was to make better use of the time that participants wait before they engage with a human therapist. For example, S18 and S19 showed that the time participants spend in a virtual waiting room could be used meaningfully for them to complete questionnaires. In the future and similar to the intervention described by Lindenburg and colleagues (see S21), automated concierge services that support participants or clients while they wait to access counseling may involve tools for pre-assessment...
that could direct clients to psycho-educational information relevant to their needs. The use of Web-based chat services was mentioned to be the main preference for participants (S22) and was shown to have the potential to easily reach a geographically dispersed population in most studies. Web-based chat services may also help individuals to reduce the barrier of help seeking and motivate them to seek face-to-face professional help if required (S22).

Discussion

Principal Findings

There is no doubt that individualized chat-based psychological support is a growing area in the mental health care sector, and this review demonstrates a concomitant increase in the number of published studies reporting outcomes from individualized chat-based psychological therapies. Dowling and Rickwood [4] reported 6 in their systematic review, and we describe an additional 8 studies that have been published in the intervening 3 years and 7 reporting additional features of Web-based synchronous text-based interventions. Whereas Dowling and Rickwood [4] in their previous systematic review reported tentative support for Web-based chat counseling with evidence indicating it was as effective as face-to-face support [19,29], the authors noted limitations related to the overall poor quality of studies. Similarly, our findings are mixed, though overall positive. Compared with WL conditions, synchronous text-based interventions showed post treatment improvement, and synchronous text-based interventions appear to be as effective as TAU, though findings were somewhat varied. Mixed findings are likely to be explained, at least in part by the high variability in intervention design. Length (range: single session-1 year) and target (eg, general health and well-being, depression symptomatology, and ASD symptoms), as well as the type of intervention administered (eg, motivational interviewing and cognitive behavioral therapy), varied amongst the studies. For these reasons, though improvement on measures of outcomes was reported for most studies, it is difficult to say at this stage whether one-to-one synchronous text-based communication is preferentially suitable to one type or length of intervention, or mental health condition over others.

In this review, we note that the only trial that compared a synchronous text-based intervention with a face-to-face condition was abandoned because of low recruitment rates [20]. However, several studies reported no immediate advantage of Web-based text-based communication over self-help, enhanced support, or telephone intervention [18,23,26], whereas others showed significant benefits to Web-based, text-based communication above telephone delivered support [22]. All reported that Web-based support was significantly beneficial in comparison with WL [18,24,27,30], though others [26,29] reported no advantage of Web-based chat support interventions compared with TAU conditions.

Studies indicate that Web-based chat is acceptable and feasible as a mode of therapeutic support, with participants in some studies indicating a preference for this mode of interaction over telephone call. Interestingly, a study by Fukkink et al [23], which also reported that children rated the quality of chat conversations equally or higher than a telephone conversation, found that the average text-based session time was 24 min, almost three times as long as the telephone session (9.3 min). King and colleagues [25] also observed longer counseling times for their text-based intervention, with typical session times between 50-80 min for text-based counseling versus 45-60 min for telephone counseling. Despite this, counseling, satisfaction outcomes in this study were higher in the telephone condition, notwithstanding longer session time in the text-based condition. Increased session length and lower satisfaction may be a consequence of reduced availability of conversational cues during text-based communication, such as the absence of intonation and other nonverbal communication. Nevertheless, the extended times for Web-based chat interventions could also simply be a result of the slower communication channel (it generally takes longer to type than say something). This was shown by Rodda et al [41], who indicated that text-based exchanges generated approximately half the words of an oral conversation. Additionally Fukkink et al [23] found even stronger differences, with an average of 32 words a minute (chat) versus 143 words a minute in the telephone conversation. When taken together, if this mode of intervention delivery generates similar effectiveness but longer session times, generating fewer words, and in some groups, lower satisfaction, this draws into question the clinical practicality of this mode of delivery. Future studies will need to examine how and whether synchronous text-based interventions can best be utilized in the mental health sector and what additional innovations, or constraints may be required before this mode of intervention delivery is financially and logistically viable.

The studies described here have several limitations. Sample sizes were often too small to provide adequate power to studies to explore potential mediating and moderating effects such as other participant or intervention characteristics that may have impacted the outcomes. The ability to detect potential subgroups for whom the intervention may have been particularly effective was also hampered by small sample sizes. Attrition rates remain problematic as well as potential self-selection bias of samples and inadequate (or absent) comparison conditions. However, it should be noted that Crutzen, and colleagues [20] abandoned and then reported their study for this very reason. The lack of adequate documentation or statistical control of additional treatments participants sought out during the interventions is also of concern. The study by Kordy et al [26] is interesting for this reason. They report comparisons to a Web-based chat condition with a quite substantial TAU condition, as well as a structured intervention without a chat component. The heterogeneity of samples participating in studies is also a limitation that requires consideration. Whereas several studies state specific psychiatric or substance dependency criteria for inclusion, others recruited cross diagnostically and lacked adequate assessment of comorbid psychiatric conditions. Furthermore, self-report and Web-based completion of psychometric measures, as well as when and where measures were completed, was noted by Rodda and Lubman [41] as potential limitations of Web-based chat-based interventions that may influence the reliability and validity of study findings. Finally, the “dose” and intensity of Web-based chat interventions was poorly articulated by many studies and varied between the
studies with interventions ranging from a single session to 12 months. Follow-up time frames were also absent or inadequate for some studies that in turn limited the ability to examine the durability of any treatment outcome gains, as well as the generalizability of positive outcomes.

Limitations
It is important to note that some of the journals reporting synchronous text-based individualized interventions were not yet registered with the major databases. Therefore, they were not identified as part of the initial database search. Also, many innovations may have been published in technology conferences. Though the primary databases for these conference manuscripts were included (ie, ACM; IEEE), our search may not have captured other technically oriented manuscripts. The fact that these innovations do not appear in our review, even though the major engineering databases were searched, is likely because they lack the type of evaluations required in the mental health domain. The type of outcome measures of technologically driven papers is usually related to the accuracy of the algorithms and not mental health. More collaboration between computing scientists and mental health researchers is required to address this issue.

Another limitation impacting this area of research and that impacted our search yield in the current review relates to the lack of standard nomenclature to describe Web-based psychological interventions. This issue has been discussed in previous systematic reviews [1,4]. For example, when refining our database abstract or title or keywords search strategy, we found that including the keyword “support” in our search query would have resulted in 6759 instead of 591 returns in MEDLINE (on November 4, 2016). Thus, given the heterogeneity in terminology applied in this relatively new field of research, we suspect that despite our best effort, due to terminology used by some studies, these manuscripts may have been missed in our literature search. In order to minimize the likelihood of missing relevant research, we also reviewed reference lists of included manuscripts (ie, backward and forward reference search).

Future Directions
The authors expect a strong trend toward more Web-based mental health services delivered using synchronous text-based systems. This trend is already visible with the recent introduction of commercial platforms such as Koko (http://www.itskoko.com) or Ginger.io (http://Ginger.io) that for a fee provide psychological support and include individualized chat-based access to clinicians and in the case of Koko, moderated peer support for mental health problems. Other platforms are also beginning to offer infrastructure for chat-based services (eg, qntfy.com). As aforementioned, new services from the private sector populating the mental health space are largely unevolved, and therefore, there is limited research evidence regarding how effectively these services support mental health and well-being. Despite the promise of this mode of intervention and commercial interest in its application, the evidence described here would seem to suggest that the clinical viability of this mode of delivery has yet to be proven.

The introduction of conversational agents might play an important role. In the study described by Gaffney et al [37], a conversational agent was trained to utilize principles of Method of Levels (MOL) therapy. The optimization and augmentation of human service through artificial intelligence is speculated to be a promising area of future research and commercial application [42,43]. Another example, 7Cups (www.7cups.com) has introduced a “therapist bot” that greets users and carries out basic assessments to aid in evaluating, based on algorithms, their needs and how best to connect them with a human therapist to chat with on the Web. However, future research still needs to address the suitability of this type of technology for mental health and well-being interventions. For instance, it remains unclear whether it is more suited to particular mental health problems, is best suited to short- or long-term intervention, or whether it is best applied as an adjunct or screening tool to streamline services.

Feasibility studies indicate that text-based interventions are well tolerated by users seeking help for mental health concerns. A significant advantage of this mode of intervention noted by studies was the availability and immediacy of support. Users may prefer immediate support when they seek it, even when trained volunteers or artificial agents are delivering this support. For these reasons, overall current research suggests that synchronous text-based communication between clients and intervention providers is feasible and acceptable for a wide range of users. However, as to whether these interventions are an adequate substitute for non-text based intervention cannot be answered based on the current level of evidence from studies of efficacy.

Conclusions
This review provides an evaluation of individual synchronous Web-based chat technologies as a mode of psychological intervention and support. Based on the current evidence of the application of this technology in this area of mental health research, we see tentative support for this mode of intervention. Interventions utilizing text-based synchronous communication showed better outcomes compared with WL conditions and overall equivalent (though variable) outcomes compared with TAU, and were at least as good as the comparison interventions. However, the issue of whether these technologies are cost effective in clinical practice remains a consideration for future research studies. New technologies are rapidly changing the area by increasing the capacity to automate some of the components of synchronous text-based intervention; however, our conclusions remain tentative because of the limited number of studies reporting randomized controlled trial (RCT) evaluation of interventions and adequate follow-up procedures. This review raises the need for more interdisciplinary work in evaluating new Web-based synchronous text-based technologies.
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- TAU: treatment as usual
- SMS: short message service
- NLP: natural language processing
- MMS: multimedia messaging service
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- ASD: autism spectrum disorder.
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