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Abstract

Background: The Web has become an important information source for appraising symptoms. We need to understand the role it currently plays in help seeking and symptom evaluation to leverage its potential to support health care delivery.

Objective: The aim was to systematically review the literature currently available on Web use for symptom appraisal.

Methods: We searched PubMed, EMBASE, PsycINFO, ACM Digital Library, SCOPUS, and Web of Science for any empirical studies that addressed the use of the Web by lay people to evaluate symptoms for physical conditions. Articles were excluded if they did not meet minimum quality criteria. Study findings were synthesized using a thematic approach.

Results: A total of 32 studies were included. Study designs included cross-sectional surveys, qualitative studies, experimental studies, and studies involving website/search engine usage data. Approximately 35% of adults engage in Web use for symptom appraisal, but this proportion varies between 23% and 75% depending on sociodemographic and disease-related factors. Most searches were symptom-based rather than condition-based. Users viewed only the top search results and interacted more with results that mentioned serious conditions. Web use for symptom appraisal appears to impact on the decision to present to health services, communication with health professionals, and anxiety.

Conclusions: Web use for symptom appraisal has the potential to influence the timing of help seeking for symptoms and the communication between patients and health care professionals during consultations. However, studies lack suitable comparison groups as well as follow-up of participants over time to determine whether Web use results in health care utilization and diagnosis. Future research should involve longitudinal follow-up so that we can weigh the benefits of Web use for symptom appraisal (eg, reductions in delays to diagnosis) against the disadvantages (eg, unnecessary anxiety and health care use) and relate these to health care costs.
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Introduction

The Web has become an important resource for lay information about health, with almost three-quarters of the population in developed countries accessing the Web to research health topics [1,2]. The Web is accessed to obtain information on general health topics, such as weight management, and by patients to obtain information on their diagnosed condition [3,4]. Moreover,
the Web is accessed to assess and evaluate symptoms and their causes [1].

The way the Web is used by patients who have obtained a specific diagnosis from a health care professional is likely to differ from the way it is used in the absence of a professional diagnosis when appraising symptoms. Postdiagnosis, individuals have specific medical terms they can use as search terms. Most focus their Web search on treatment options, illness management, and prognosis [3,4]. When appraising symptoms with the aim of diagnosing them, on the other hand, most individuals have only symptoms and lay medical knowledge to guide their search, and symptoms are sometimes vague and difficult to describe.

Web use for symptom appraisal may have important implications, although it is unclear whether it plays a beneficial or detrimental role in health care delivery. For example, some evidence suggests it could lead to unnecessary anxiety about health and increase use of health service resources [5]. Other findings imply it could enhance patient empowerment and help patients prepare for consultations [6]. Thus, Web use for symptom appraisal may lead to either wasting or more efficient use of resources. For example, Web use for symptom appraisal may cause anxiety about health by making individuals falsely believe they have a serious condition when they do not. On the other hand, it may encourage people with warning signs to present to health services, promoting earlier diagnosis. It could also falsely reassure people that symptoms are not serious, thus preventing earlier diagnosis. This is particularly important for potentially life-threatening or debilitating conditions, which are easier to treat when detected early, such as cancer [7], heart disease [8], or glaucoma [9]. Understanding Web use for symptom appraisal is also relevant for less serious conditions, such as a common cold, because it could lead people with mild symptoms to present to health services when this is not necessary or it could help people identify the symptoms that can be treated at home. As these examples highlight, Web use for symptom appraisal may have important implications for health care utilization.

To leverage the potential for reducing strain on health care resources and promoting earlier diagnosis, we need to understand the current role of the Web in help seeking and symptom evaluation, and the strategies people use to access information, taking differing contexts into account. Because these questions cannot be addressed in a single study, a systematic review is required, involving a thorough and comprehensive search of the literature, critical appraisal of individual studies, and extraction and synthesis of relevant findings.

This systematic review addresses the following five review questions:

1. What proportion of different populations (eg, general, specific disease, or demographic groups) use the Web to appraise symptoms?
2. Which symptoms are likely to be researched online?
3. How is Web use for symptom appraisal conducted (search strategies)?
4. What are the behavioral consequences of Web use for symptom appraisal?
5. What are the emotional consequences of Web use for symptom appraisal?

Methods

A protocol was developed by the research team based on the review questions and an initial broad search of the available literature, using the Centre for Reviews and Dissemination’s guidance for undertaking reviews in health care [10] and the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [11].

Eligibility Criteria

Study Focus

We included studies that addressed use of the Web to appraise symptoms (ie, to research symptoms and their potential causes). This could include both actual symptoms and symptoms in fictional scenarios. This did not have to be the primary focus of the study; some reference to Web use for symptom appraisal was sufficient. If studies examined health-related Web use in general, they were screened during full-text review and excluded if no specific reference to symptom appraisal was made. Studies that analyzed anonymous logs were included if they examined symptom-related searches. We included only studies that focused on human behavior; studies that evaluated the performance of Web-based tools were excluded.

Populations

Studies on Web use for symptom appraisal of any physical health conditions were included. Studies examining mental health/psychiatric conditions were excluded to focus the scope of the review. Studies on Web use by health professionals were excluded. Studies from any country were included, as long as the publication was written in English.

Study Design

Our initial scoping suggested a scarcity of research in this area, thus we did not limit included studies to any particular design. Nonempirical studies (eg, theoretical papers and literature reviews) were excluded.

Publication Types

Full paper, English-language publications were included, regardless of the original language of the research.

Information Sources

We searched PubMed, EMBASE, PsycINFO, ACM Digital Library, SCOPUS, and Web of Science for relevant publications up to September 30, 2016. To minimize publication bias, grey literature was explored by searching OpenGrey, an open-access database containing more than 700,000 bibliographical references of grey literature. We also searched the British Library Integrated catalog, which contains reports, conference abstracts, and theses. Finally, authors in the field were contacted to inquire about any unpublished material, if two or more of their papers were among the included studies, or if their paper was judged as particularly relevant to the review (eg, if
examining Web use for symptom appraisal was the primary focus of the study).

Search
The terms Internet, Web, online, search engine, Google, help seeking, health information seeking, symptom, and diagnosis were entered into the databases (note Google was used as a search term because this is by far the most widely used search engine worldwide [12]). An example search strategy is provided in Multimedia Appendix 1.

Study Selection
The study selection process followed the guidelines provided in the PRISMA statement [11]. Search terms were entered into the databases and all returned studies were imported into a single Mendeley file. Three independent reviewers assessed the studies for eligibility. Studies were first screened by titles and abstracts. Selected studies were then screened for inclusion by reading full texts. Reference lists of included studies were handsearched for further eligible studies. We also handsearched journals if they contained two or more articles included in this review or if the general journal topic area was particularly relevant to the review, to ensure inclusion of studies not yet loaded on electronic databases. Any discrepancies between the reviewers were discussed until consensus was reached.

Data Collection Process and Data Items
From each study, any information regarding use of the Web for symptom appraisal was extracted, as well as details on study design, procedure, population, sampling method, entry and inclusion criteria for study participants, sample size, measures, and details of analysis methods (data extraction sheet in Multimedia Appendix 2).

Quality Appraisal
A quality appraisal of selected articles was conducted based on five criteria designed for reviews incorporating mixed study designs [13] (Multimedia Appendix 3). Quality appraisal involved two stages. First, articles were assessed for inclusion in the review using a relatively liberal threshold; articles were scored eligible if they addressed each criterion at least minimally. Criteria were then applied more rigorously using a three-point scoring system (low/medium/high; see Multimedia Appendix 3) and main limitations of each study were identified. This assessment was used to critically appraise studies during synthesis of the findings.

Synthesis of Results
The extracted data were synthesized using Thematic Analysis, which has been identified as one of the main approaches used to review and synthesize qualitative and quantitative evidence [14,15]. Our analysis involved the following steps [16]:

1. Data familiarization: familiarization with the data was achieved by reading all included studies several times and extracting the relevant information into the data extraction sheets.
2. A priori grouping: data from the data extraction sheets were grouped according to the review question they pertained to and summarized in a matrix. Studies were entered into the rows of the matrix, whereas study characteristics, limitations, and review questions were entered into the columns. This matrix enabled us to compare the findings of different studies pertaining to the same review question, taking methodological aspects into account (example matrix shown in Multimedia Appendix 4). This method was adapted from Framework Analysis, which is a specific form of Thematic Analysis [17].
3. Generation of initial codes: the data were initially coded using semantic codes within the NVivo10 environment, using the matrix to compare results across studies.
4. Searching for themes: once all data extracts were coded, codes were sorted into broader, more conceptual categories to create themes.
5. Reviewing themes: finally, we reviewed the data extracts the themes related to, to determine whether the created themes satisfactorily captured the raw data.

For quantitative studies reporting proportions without confidence intervals, 95% confidence intervals were computed using the asymptotic (Wald) method based on a normal approximation [18] to facilitate comparisons between studies.

Results
Study Selection
Thirty-two studies were identified as eligible for inclusion in the review. The search process is illustrated in Figure 1. The grey literature search yielded no further inclusions. The Journal of Medical Internet Research, the Journal of Health Communication, Telemedicine and e-Health, and the Journal of the American Medical Informatics Association were handsearched, resulting in 15 full-text assessments and two further inclusions. Four authors were contacted to enquire about unpublished material. We received one reply, concerning an article we had already identified.
Study Characteristics

Tables 1-3 provide an overview of study characteristics. Study designs included cross-sectional surveys (n=10, two of these with embedded qualitative interview studies, one with an embedded observational study), qualitative interview and focus group studies (n=4), experimental studies (n=7), two studies evaluating questions posed by users to a health website (n=2), a study evaluating clicks on a specific health website (n=1), and studies involving the analysis of log data from search engines (n=8). Two of these combined a log-based approach with a survey. Most studies were conducted in the United States (n=25).
Table 1. Study design and aim of the studies included in the review (N=32).

<table>
<thead>
<tr>
<th>Author, date</th>
<th>Study design</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attfield et al, 2006 [6]</td>
<td>Qualitative interview study; cross-sectional</td>
<td>Explore information seeking of patients before and after consultations, its situational influences, and its impact on patient-provider relationships</td>
</tr>
<tr>
<td>Briet et al, 2014 [19]</td>
<td>Quantitative; cross-sectional analysis of website queries</td>
<td>Explore the nature and content of questions and answers on a health website, and to examine the situations of patients asking questions</td>
</tr>
<tr>
<td>Cartright et al, 2011 [20]</td>
<td>Longitudinal log-based study</td>
<td>Analyze the search activity of users researching health information online and identify goals and patterns of search behavior</td>
</tr>
<tr>
<td>Chin, 2009 [21]</td>
<td>Experimental between subjects design: 2×2 (ill–well-defined tasks, younger-older users)</td>
<td>Compare older and younger adults in their performance and search behavior in ill and well-defined tasks</td>
</tr>
<tr>
<td>Chin &amp; Fu, 2010 [22]</td>
<td>Experimental between subjects design: 2×2 (older-younger adults, parts-system interface, parts-system task)</td>
<td>Examine differences between older and younger adults in interacting with different online search tasks and interfaces</td>
</tr>
<tr>
<td>Cooper et al, 2013 [23]</td>
<td>Qualitative study (focus groups)</td>
<td>Explore how women would evaluate symptoms associated with gynecologic cancers</td>
</tr>
<tr>
<td>Cumming et al, 2010 [24]</td>
<td>Cross-sectional Web-based survey study</td>
<td>Evaluate digital storytelling videos (videos of people talking about their own experiences) about help seeking for menopausal symptoms</td>
</tr>
<tr>
<td>De Choudhury et al, 2014 [25]</td>
<td>Cross-sectional survey study (quantitative + qualitative data) + longitudinal log-based study</td>
<td>Research the prevalence of health activities on social media and search engines; characterize health activities on the different platforms and describe how people evaluate information obtained from these services</td>
</tr>
<tr>
<td>Fiksdal et al, 2014 [26]</td>
<td>Qualitative focus group study</td>
<td>To gain a deeper understanding of online health-searching behavior to inform future developments of personalizing information searching and content delivery.</td>
</tr>
<tr>
<td>Fox &amp; Duggan, 2013 [1]</td>
<td>Nationwide cross-sectional survey</td>
<td>The Pew Internet &amp; American Life Project is an initiative of the Pew Research Center, a nonprofit “fact tank” that provides information on the issues, attitudes and trends shaping America and the world</td>
</tr>
<tr>
<td>Hay et al, 2008 [27]</td>
<td>Mixed-methods survey and interview study</td>
<td>Understand the extent and reasons for online research prior to first appointments for patients in a rheumatology clinic</td>
</tr>
<tr>
<td>Keselman et al, 2008 [28]</td>
<td>Cross-sectional qualitative interview and Think Aloud study.</td>
<td>Explore users’ information-seeking difficulties by conceptualizing information seeking as a form of hypothesis testing, and to examine the role of users’ competencies in online information seeking</td>
</tr>
<tr>
<td>Lauckner &amp; Hsieh, 2013 [29]</td>
<td>Experimental 2×2 design (position: top-bottom; frequency: high-low)</td>
<td>Does the position and frequency of serious conditions in search results affect perceived severity and susceptibility, and are they related to negative emotional outcomes? Do health literacy and experience with online health seeking moderate these relationships?</td>
</tr>
<tr>
<td>Luger, 2014 [30]</td>
<td>Experimental 2×2 design: two different symptom vignettes (mononucleosis or scarlet fever), either Google or WebMD</td>
<td>Explore older adults’ online health seeking to determine the cognitive and diagnostic processes involved</td>
</tr>
<tr>
<td>Medlock et al, 2015 [31]</td>
<td>Cross-sectional online survey</td>
<td>To determine which information resources seniors who use the Internet use and trust for health information, which sources are preferred, and which sources are used by seniors for different information needs</td>
</tr>
<tr>
<td>Mueller et al, 2016 [33]</td>
<td>Experimental (randomized trial)</td>
<td>To assess the feasibility of testing a symptom appraisal tool for lung cancer symptoms in an online randomized trial</td>
</tr>
<tr>
<td>Norr et al, 2014 [34]</td>
<td>Experimental within-subjects design</td>
<td>Investigate whether viewing medical websites adversely affects anxiety sensitivity</td>
</tr>
<tr>
<td>North et al, 2011 [35]</td>
<td>Cross-sectional analysis of clicks on a health website and calls to a telephone triage system</td>
<td>Establish what symptoms Internet users tend to look up online and whether telephone triage algorithms could be applied to these symptoms</td>
</tr>
<tr>
<td>Perez et al, 2015 [36]</td>
<td>Experimental study with Think Aloud</td>
<td>Describe Internet search processes and identify demographic and personal characteristics associated with use of system 1 (does not include hypothesis testing and evidence gathering) and system 2 (includes hypothesis testing and evidence gathering) processing</td>
</tr>
<tr>
<td>Author, date</td>
<td>Study design</td>
<td>Aim</td>
</tr>
<tr>
<td>----------------------</td>
<td>-------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Powell et al, 2011 [37]</td>
<td>Cross-sectional survey with embedded qualitative semistructured interviews</td>
<td>Identify the characteristics and motivations of online health information seekers accessing the NHS Direct website</td>
</tr>
<tr>
<td>Powley et al, 2016 [38]</td>
<td>Cross-sectional survey and observational study</td>
<td>Evaluate whether patients with inflammatory arthritis and inflammatory arthralgia use the Internet for symptom appraisal and to assess the advice given and diagnoses suggested by the NHS and WebMD symptom checkers</td>
</tr>
<tr>
<td>Rice, 2006 [39]</td>
<td>Cross-sectional survey study; secondary analysis of existing dataset</td>
<td>Understand what influences online health seeking, what the reported benefits of online health seeking are, and to identify similarities among online activities</td>
</tr>
<tr>
<td>Teriaky et al, 2015 [40]</td>
<td>Cross-sectional survey</td>
<td>Understand how outpatients awaiting initial gastroenterology consultation seek medical information on the Internet and how wait times affect Internet usage</td>
</tr>
<tr>
<td>Thomson et al, 2012 [41]</td>
<td>Cross-sectional survey study</td>
<td>Explore characteristics of colorectal cancer patients who used the Web to appraise symptoms prior to diagnosis</td>
</tr>
<tr>
<td>White &amp; Horvitz, 2009 [5]</td>
<td>Longitudinal log-based study and cross-sectional survey</td>
<td>(1) Describe escalations that occur when users search for common symptoms and how this escalates to queries about serious conditions, and (2) examine how this persists over several sessions</td>
</tr>
<tr>
<td>White &amp; Horvitz, 2009 [42]</td>
<td>Cross-sectional survey study</td>
<td>Explore how lay individuals use the Web to find explanations for symptoms, what activities they pursue, and what their experiences are</td>
</tr>
<tr>
<td>White &amp; Horvitz, 2010 [43]</td>
<td>Longitudinal log study using logs from Windows Live toolbar</td>
<td>Predict escalations in searches based on characteristics of websites visited</td>
</tr>
<tr>
<td>White &amp; Horvitz, 2010 [44]</td>
<td>Longitudinal log-based study</td>
<td>Establish predictors of when searches for common symptoms lead to health care utilization</td>
</tr>
<tr>
<td>White &amp; Horvitz, 2012 [45]</td>
<td>Longitudinal log-based study</td>
<td>Explore how users search for medical concerns and particularly how these concerns impact on future behavior (eg how this influences focus and attention of future searches)</td>
</tr>
<tr>
<td>White &amp; Horvitz, 2013 [46]</td>
<td>Longitudinal log-based study</td>
<td>(1) Whether snippets in search results are biased toward serious conditions when symptoms are entered into search engines and 2) how these snippets influence user behavior</td>
</tr>
<tr>
<td>Ybarra &amp; Suman, 2006 [47]</td>
<td>National, longitudinal telephone survey</td>
<td>Examine which factors predict whether a Web user is likely to contact a health professional</td>
</tr>
</tbody>
</table>
Table 2. Characteristics of the study populations of studies included in the review (N=32).  

<table>
<thead>
<tr>
<th>Author</th>
<th>Study population</th>
<th>Setting</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attfield et al [6]</td>
<td>2 groups of 8 NHS patients: 1 group from a Patient Advice and Liaison Service (PALS) patient panel (43-81 years, mean 64) and one group of MSc students for HCI (25-42 years, mean 31)</td>
<td>UK</td>
<td>16</td>
</tr>
<tr>
<td>Briet et al [19]</td>
<td>Users asking hand surgery-related questions from a free online health consultation website</td>
<td>USA (American website; no restriction regarding location of website users)</td>
<td>131 questions</td>
</tr>
<tr>
<td>Cartright et al [20]</td>
<td>A set of filtered logs from a toolbar deployed by the Windows Live search engine, containing at least 1 symptom</td>
<td>USA (English-language logs, but no restriction regarding location of users)</td>
<td>2,329,231 actions (=queries issued to a search engine)</td>
</tr>
<tr>
<td>Chin [21]</td>
<td>Younger and older adults from a university community</td>
<td>USA</td>
<td>69; 41 younger adults (18-35), 28 older adults (60-83)</td>
</tr>
<tr>
<td>Chin &amp; Fu [22]</td>
<td>Younger and older adults from community of a medium-sized city</td>
<td>USA</td>
<td>46, 23 younger (18-28) and 23 older (60-77) adults</td>
</tr>
<tr>
<td>Cooper et al [23]</td>
<td>Women aged 40-60 years</td>
<td>USA</td>
<td>132</td>
</tr>
<tr>
<td>Cumming et al [24]</td>
<td>Visitors of a UK-based menopause website</td>
<td>UK (UK website; no restriction regarding location of website users)</td>
<td>539</td>
</tr>
<tr>
<td>De Choudhury et al [25]</td>
<td>Survey: US adults 18-70 years (census representative sampling); Twitter: 15-month sample of Twitter’s Firehose stream, English-language Tweets relating to health; log: data from a major Web search engine</td>
<td>USA (survey with US residents, only English-language log data but not restricted to a certain country)</td>
<td>210 survey respondents; 125,166,549 tweets; 174,605,024 searches</td>
</tr>
<tr>
<td>Fiksdal et al [26]</td>
<td>Adult, English-speaking members of the Olmsted County, MN community (where Mayo Clinic is located) and Mayo Clinic patients, employees, and family visitors</td>
<td>USA</td>
<td>19</td>
</tr>
<tr>
<td>Fox &amp; Duggan [1]</td>
<td>Adults living in the United States</td>
<td>USA</td>
<td>3014</td>
</tr>
<tr>
<td>Hay et al [27]</td>
<td>English-speaking US adults (≥17 years)</td>
<td>USA</td>
<td>120</td>
</tr>
<tr>
<td>Keselman et al [28]</td>
<td>Lay individuals (convenience sample)</td>
<td>USA</td>
<td>20</td>
</tr>
<tr>
<td>Lauckner &amp; Hsieh [29]</td>
<td>Students from an undergraduate communication course at a large Midwestern university</td>
<td>USA</td>
<td>274</td>
</tr>
<tr>
<td>Luger [30]</td>
<td>Older US adults, ≥50 years, community resident, without cognitive impairment, who owned a computer</td>
<td>USA</td>
<td>79</td>
</tr>
<tr>
<td>Medlock et al [31]</td>
<td>Members of a local senior (Christian) organization</td>
<td>Netherlands</td>
<td>118</td>
</tr>
<tr>
<td>Morgan et al [32]</td>
<td>Random sample of English-language inquiries posted by lay people to the question and answer section of the GARD website and inquiries sent via email</td>
<td>USA (American website but no restrictions on location of users)</td>
<td>278 inquiries, 68 from 2006 and 210 from 2011</td>
</tr>
<tr>
<td>Mueller et al [33]</td>
<td>Adults living in UK with undiagnosed symptoms potentially related to lung cancer</td>
<td>UK</td>
<td>97</td>
</tr>
<tr>
<td>Norr et al [34]</td>
<td>Undergraduate students from a large university in the Southern United States.</td>
<td>USA</td>
<td>56</td>
</tr>
<tr>
<td>North et al [35]</td>
<td>All symptom assessment callers to Ask Mayo Clinic (telephone triage) and all clicks to specific symptoms on the symptom-checker page of MayoClinic.com</td>
<td>USA</td>
<td>70,370 calls; 2,059,299 clicks</td>
</tr>
<tr>
<td>Perez et al [36]</td>
<td>Young adults aged 21-35 with experience of online health information and reported barriers to accessing health services</td>
<td>USA</td>
<td>78</td>
</tr>
<tr>
<td>Powell et al [37]</td>
<td>Users of the NHS Direct website</td>
<td>UK</td>
<td>792 for survey, 26 for interviews</td>
</tr>
<tr>
<td>Powley et al [38]</td>
<td>Newly presenting patients with either clinically apparent synovitis or a new onset of symptoms consistent with inflammatory arthritis but without clinically apparent synovial swelling attending a secondary care based rheumatology clinic</td>
<td>UK</td>
<td>34</td>
</tr>
<tr>
<td>Author</td>
<td>Study population</td>
<td>Setting</td>
<td>Sample size</td>
</tr>
<tr>
<td>-------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>------------------------------</td>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>Rice [39]</td>
<td>US adults: respondents from studies conducted within the Pew Internet and American Life project</td>
<td>USA</td>
<td>13,978 respondents in 2000 who reported health seeking online, 500 of these were telephone interviewed in 2001</td>
</tr>
<tr>
<td>Teriaky et al [40]</td>
<td>Patients awaiting appointments at a general gastroenterology clinic in London, ON, Canada</td>
<td>Canada</td>
<td>87</td>
</tr>
<tr>
<td>Thomson et al [41]</td>
<td>Newly diagnosed colorectal cancer patients (&lt;6 months)</td>
<td>USA</td>
<td>242</td>
</tr>
<tr>
<td>White &amp; Horvitz [5]</td>
<td>Log data related to symptom queries (no mention of restriction by locale) from all major Web search engines (eg, Google, Yahoo!, or Live Survey): randomly selected employees of the Microsoft Corporation who had performed at least 1 health-related online search; survey: Microsoft employees</td>
<td>USA (survey with US residents, no restriction mentioned regarding locale for logs)</td>
<td>Logs: 8732 users with symptom-related queries; survey: 515 participants</td>
</tr>
<tr>
<td>White &amp; Horvitz [42]</td>
<td>5000 Microsoft employees were invited via email, from these volunteers were chosen who indicated in a prescreening that they searched the Web for medical information</td>
<td>USA</td>
<td>515 survey respondents</td>
</tr>
<tr>
<td>White &amp; Horvitz [43]</td>
<td>Logs from windows live browser toolbar, English-speaking USA relating to 6 basic symptoms</td>
<td>USA (log data issued from US locale)</td>
<td>“Many thousands of logs were mined”</td>
</tr>
<tr>
<td>White &amp; Horvitz [44]</td>
<td>Logs from consenting Windows live toolbar users over a 6-month period relating to 3 symptoms: chest pain, muscle twitches, abdominal pain</td>
<td>USA (log data issued from US locale)</td>
<td>700 queries with symptom to HUI transition; 700 queries with symptoms to no HUI transition</td>
</tr>
<tr>
<td>White &amp; Horvitz [45]</td>
<td>Logs from consenting Windows live toolbar users over a 3-month period</td>
<td>USA (log data issued from US locale)</td>
<td>169,513 queries</td>
</tr>
<tr>
<td>White &amp; Horvitz [46]</td>
<td>Log data related to symptoms queries generated in English-speaking US locale</td>
<td>USA (log data issued from US locale)</td>
<td>2070 symptom queries from 714 users</td>
</tr>
<tr>
<td>Ybarra &amp; Suman [47]</td>
<td>Americans living throughout the 50 states and the District of Columbia</td>
<td>USA</td>
<td>Year 1: 2104; year 4: 2010, 570 of these were year 1 participants</td>
</tr>
</tbody>
</table>
Table 3. Nature of measures and procedures of studies included in the review (N=32).

<table>
<thead>
<tr>
<th>Author</th>
<th>Nature of measures and procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attfield et al [6]</td>
<td>Semistructured interviews, eliciting accounts of health information-seeking episodes and how they relate to ongoing health care</td>
</tr>
<tr>
<td>Briet et al [19]</td>
<td>Questions and answers to a health website were categorized and analyzed descriptively</td>
</tr>
<tr>
<td>Cartright et al [20]</td>
<td>Logs were mined and categorized as either evidence-directed, hypothesis-directed with diagnostic intent, or hypothesis-directed with informational intent, according to defined algorithms</td>
</tr>
<tr>
<td>Chin [21]</td>
<td>Participants were randomized to complete either an ill-defined task (find possible causes for a list of symptoms) or well-defined task (find a specific medical term), using a health website; cognitive measures (working memory capacity, processing speed), health literacy measures, medical knowledge measure, search performance for both tasks were measured</td>
</tr>
<tr>
<td>Chin &amp; Fu [22]</td>
<td>Participants were given a symptom vignette and asked to find possible causes. Participants were randomized to complete either a parts task (described symptoms based on body parts) or a systems task (described symptoms by functional systems). Tasks were completed either in the parts interface (categorized symptoms based on body parts) or systems interface (categorized symptoms based on functional body systems). Measures included Patients’ Medical Background Knowledge, Mental Interface Match Index, Breadth (no. of links), link decision time: time spent reading.</td>
</tr>
<tr>
<td>Cooper et al [23]</td>
<td>Discussion in focus groups: which symptoms from a list would be of most concern, why, and what could cause them, what would be their hypothetical response to them, what were actual responses in the past?</td>
</tr>
<tr>
<td>Cumming et al [24]</td>
<td>Participants viewed a storytelling video online and then completed a questionnaire evaluating the effect of the video on feeling informed, planned future help seeking, etc</td>
</tr>
<tr>
<td>De Choudhury et al [25]</td>
<td>In the survey, participants were asked questions about their experiences using Twitter and search engines to share and seek health information; on the log analysis, tweets and logs were categorized as relating to 4 categories: (1) symptoms of major diseases, (2) benign explanations (nonlife-threatening illnesses), (3) serious illnesses, and (4) disabilities; logs were then analyzed descriptively</td>
</tr>
<tr>
<td>Fiksdal et al [26]</td>
<td>Moderators used a semistructured moderator guide to facilitate discussion in focus groups about: (1) participants’ perception and understanding of health care information, (2) the process of information collection on the Internet, (3) understanding and usage of information, and (4) implications of health care information for health and well-being</td>
</tr>
<tr>
<td>Fox &amp; Duggan [1]</td>
<td>People were contacted via telephone for telephone interviews about online health information seeking</td>
</tr>
<tr>
<td>Hay et al [27]</td>
<td>Before their appointment, patients were interviewed about online health information (OHI) seeking, and completed the Wong-Baker-Faces Pain Scale; the consultation was audio-recorded to determine whether OHI was mentioned and then patients completed a satisfaction scale regarding the consultation</td>
</tr>
<tr>
<td>Keselman et al [28]</td>
<td>Participants read a hypothetical scenario describing a relative who experienced symptoms typical of stable angina and then discussed possible causes of symptoms from the symptom vignettes in semistructured interviews; then Think Aloud while they researched symptoms on MedlinePlus</td>
</tr>
<tr>
<td>Lauckner &amp; Hsieh [29]</td>
<td>The study took place online; participants were presented with a symptom vignette and then with a search engine result page manipulated to show serious conditions either at the top or bottom, and low or high frequency of serious conditions; participants then completed several scales: perceptions of severity and susceptibility using the Risk Behavior Diagnosis scale, history of viewing online health information, their health status, how often they experienced each of the 4 symptoms, and their demographic information, health literacy using the Newest Vital Sign (NVS)</td>
</tr>
<tr>
<td>Luger [30]</td>
<td>Participants were presented with 1 of 2 symptom vignettes and asked to diagnose them using Think Aloud, either on Google or WebMD. Measures taken included Think Aloud, self-reported age, gender, ethnicity, education, and income, recent health history, number of hours per week that they used a home computer as well as the number of years that they had owned a home computer, whether or not they had previous experience with the Internet tool to which they were assigned (Google or WebMD’s Symptom Checker).</td>
</tr>
<tr>
<td>Medlock et al [31]</td>
<td>Participants completed an online questionnaire, which included questions about health information resources used; the Autonomy Preference Index was used to assess information needs and preferences for involvement in health decisions</td>
</tr>
<tr>
<td>Morgan et al [32]</td>
<td>A random sample of questions posted to the GARD website were analyzed thematically; collected data included inquiry origin (domestic), type of contact (email and Web-based form), gender, date received at the information center, the specific condition for which they were inquiring, primary language (English), and their reason for inquiry</td>
</tr>
<tr>
<td>Mueller et al [33]</td>
<td>Participants first completed a survey about their symptoms and risk factors. They were then randomized to receive the intervention (personalized, theory-based health webpages), or control conditions. Subsequently, participants completed a questionnaire which assessed demographic details, participants’ self-reported intention to seek help (scale 1-7), behavioral attitudes and beliefs about help seeking.</td>
</tr>
<tr>
<td>Norr et al [34]</td>
<td>Participants first completed the Anxiety Sensitivity Index (ASI), Intolerance of Uncertainty Scale (IUS), and a health anxiety scale (SHAI). Participants were randomized to view either symptom-related websites or general health and wellness control websites. Afterwards, they completed the ASI and SHAI.</td>
</tr>
<tr>
<td>North et al [35]</td>
<td>For the MayoClinic website, click data was collected using Google Analytics; for the telephone triage, all completed calls were counted and put into symptom categories based on the algorithm/guideline used during the call.</td>
</tr>
<tr>
<td>Author</td>
<td>Nature of measures and procedure</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Perez et al [36]</td>
<td>Participants were randomized to one of two symptom scenarios and instructed to search the Internet while using Think Aloud; participants’ Internet searches and think-out-loud vocalizations were digitally recorded using screen capture video-recording software</td>
</tr>
<tr>
<td>Powell et al [37]</td>
<td>Users of the NHS Direct website completed an online questionnaire survey. A subsample of survey respondents participated in in-depth, semistructured interviews by telephone or instant messaging/email.</td>
</tr>
<tr>
<td>Powley et al [38]</td>
<td>Patients completed a brief survey on Internet use for symptom appraisal prior to attending clinic; patients were then asked to complete the NHS and WebMD symptom checkers based on their symptoms and their answers and the outcomes were recorded; demographic and disease-related data were obtained from clinic records.</td>
</tr>
<tr>
<td>Rice [39]</td>
<td>Respondents were contacted via telephone for telephone interviews asking about online health seeking.</td>
</tr>
<tr>
<td>Teriaky et al [40]</td>
<td>Patients awaiting gastroenterology consultation were asked to complete a questionnaire consisting of 16 multiple-choice questions to understand patient use of Web resources for medical information. Abstracted information included patient demographics, level of education, reason for referral, preceding investigations, patient resources utilized, websites browsed, information obtained, reasons for seeking information on the Internet, patient self-diagnosis, and lifestyle changes instituted.</td>
</tr>
<tr>
<td>Thomson et al [41]</td>
<td>Semistructured interviews focused on patient sociodemographic and psychological factors, symptom recognition and appraisal, and communication with HCPs, friends, and family.</td>
</tr>
<tr>
<td>White &amp; Horvitz [5]</td>
<td>Analysis of logs: Formulated a list of symptoms and associated benign and serious conditions. Recorded all queries to search engines and clicks on result pages, and identified those that included symptoms as search terms. Escalations: Observed increases in medical severity of search terms within a search session. Nonescalations: Search progresses to benign explanation of the symptom; survey: Microsoft employees were sent a survey with open and closed-ended questions regarding participants’ medical history and online search behavior</td>
</tr>
<tr>
<td>White &amp; Horvitz [42]</td>
<td>Microsoft employees were sent a survey to elicit perceptions of online medical information, experiences in searching for this information, and the influence of the Web on health care concerns and interests. The survey contained “around 70” open and closed questions</td>
</tr>
<tr>
<td>White &amp; Horvitz [43]</td>
<td>Cases were identified where queries for symptoms were followed by a query about a related serious condition. Cases where it led to a benign query or no change were termed nonescalations. Using logistic regression, a model was developed to predict escalation using website features of the previously visited page; website features: structural features, title and URL features, first-person testimonials, page reliability/credibility, commercial intent</td>
</tr>
<tr>
<td>White &amp; Horvitz [44]</td>
<td>Log analysis: logs containing symptoms as search terms were filtered, and it was determined whether subsequent searches showed health care utilization intent (HUI). Logistic regression was used to predict HUI based on search characteristics; log entries include a user identifier, a timestamp for each page view, and the URL of the page visited; HUI: queries that indicate searching for contact information for medical facilities</td>
</tr>
<tr>
<td>White &amp; Horvitz [45]</td>
<td>Queries were labeled to identify medical and symptoms related queries, and escalations. Subsequently occurring searches were examined. Log entries included a unique user identifier, a timestamp for each page view. Search sessions on Google, Yahoo!, and Bing. Escalation queries were categorized as within-session and between session</td>
</tr>
<tr>
<td>White &amp; Horvitz [46]</td>
<td>Log data relating to symptom queries were filtered. Subsequent behavior on the search engine result page was examined, including hovering, cursor movements, clicks, scrolling, as well as bounding boxes of areas of interest (AOIs)</td>
</tr>
<tr>
<td>Ybarra &amp; Suman [47]</td>
<td>Respondents were contacted via telephone and completed a telephone survey about online health information seeking and help-seeking behavior (seeking help from a health professional or others)</td>
</tr>
</tbody>
</table>

As Table 4 shows, some studies explored Web use regarding current symptoms (n=5) or symptoms that had been experienced previously (n=7), or both (n=1), whereas other studies examined Web use for symptom appraisal by providing participants with a symptom vignette and instructing them to imagine they have these symptoms (n=8). In several studies (n=11), the exact situation of participants was unclear because anonymous data were collected online. Table 4 also highlights the variety and nonspecificity of symptoms examined; most studies (n=15) examined general symptoms and although 10 studies examined specific conditions, only two studies examined similar conditions [27,38]. Finally, most studies (n=20) did not follow up whether participants had received a diagnosis.
<table>
<thead>
<tr>
<th>Author, date</th>
<th>Were participants symptomatic, asymptomatic, or previously symptomatic?</th>
<th>Type of symptoms examined</th>
<th>Did the study follow up whether Web use was followed by a diagnosis?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attfield et al [6]</td>
<td>Previously symptomatic</td>
<td>General (any symptoms)</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Briet et al [19]</td>
<td>Unclear, participants were users asking questions about symptoms</td>
<td>Hand illness-related symptoms</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Cartright et al [20]</td>
<td>Unclear, participants were users issuing symptom-related queries to a search engine^b</td>
<td>General^c</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Chin [21]</td>
<td>Asymptomatic, participants were presented with a symptom vignette</td>
<td>Symptom vignettes included: pain and stiffness in the body; burning, itching, and sometimes tingling sensation on their body; feeling feverish and chilly after an overseas trip; fatigue, sudden weight gain and difficulty dealing with cold; however, results were not analyzed separately for different symptoms</td>
<td>Not applicable^d</td>
</tr>
<tr>
<td>Chin &amp; Fu [22]</td>
<td>Asymptomatic; participants were presented with a symptom vignette</td>
<td>General (participants received 6 different vignettes with different symptoms, not assessed separately)</td>
<td>Not applicable^d</td>
</tr>
<tr>
<td>Cooper et al [23]</td>
<td>Asymptomatic; participants were presented with a list of symptoms</td>
<td>Symptoms related to gynecologic cancers</td>
<td>Not applicable^d</td>
</tr>
<tr>
<td>Cumming et al [24]</td>
<td>Most symptomatic (448/492), but some asymptomatic (44/492)</td>
<td>Menopausal symptoms</td>
<td>Not assessed</td>
</tr>
<tr>
<td>De Choudhury et al [25]</td>
<td>Unclear, participants were users issuing symptom-related Tweets and queries to a search engine^b</td>
<td>General, logs were filtered for references to symptoms using a comprehensive list of symptoms from the Merck medical dictionary</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Fiksdal et al [26]</td>
<td>Previously symptomatic</td>
<td>General (any symptoms)</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Fox &amp; Duggan [1]</td>
<td>Previously symptomatic</td>
<td>General (any symptoms)</td>
<td>Participants were asked whether their diagnosis was confirmed by a health professional; 45% said it was confirmed, 35% did not present, 19% said it was not confirmed/inconclusive</td>
</tr>
<tr>
<td>Hay et al [27]</td>
<td>Symptomatic; participants were newly diagnosed rheumatology patient</td>
<td>Rheumatoid symptoms</td>
<td>Yes, patients’ diagnoses were gathered after the appointment or at follow-up appointment</td>
</tr>
<tr>
<td>Keselman et al [28]</td>
<td>Asymptomatic; participants received a symptom vignette</td>
<td>Symptoms typical of stable angina</td>
<td>Not applicable^d</td>
</tr>
<tr>
<td>Lauckner &amp; Hsieh [29]</td>
<td>Asymptomatic; participants received a symptom vignette</td>
<td>Symptom vignettes involved one of four symptoms: headaches, chest pain, muscle twitches, or abdominal pain, but the different symptoms were not analyzed separately</td>
<td>Not applicable^d</td>
</tr>
<tr>
<td>Luger [30]</td>
<td>Asymptomatic; participants received a symptom vignette</td>
<td>Symptom vignettes involved either mononucleosis or scarlet fever</td>
<td>Not applicable^d</td>
</tr>
<tr>
<td>Medlock et al [31]</td>
<td>Previously symptomatic</td>
<td>General (any symptoms)</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Morgan et al [32]</td>
<td>Unclear, participants were users issuing symptom-related Tweets and queries to a search engine^b</td>
<td>Symptoms related to any type of genetic or rare disease</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Mueller et al [33]</td>
<td>87 participants were symptomatic, 10 were asymptomatic but searching on behalf of someone else</td>
<td>Symptoms related to lung cancer</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Norr et al [34]</td>
<td>Asymptomatic; participants viewed a list of symptoms</td>
<td>General (“websites focused on symptoms of medical conditions”)</td>
<td>Not applicable^d</td>
</tr>
<tr>
<td>Author, date</td>
<td>Were participants symptomatic, asymptomatic, or previously symptomatica?</td>
<td>Type of symptoms examined</td>
<td>Did the study follow up whether Web use was followed by a diagnosis?</td>
</tr>
<tr>
<td>-------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>------------------------------------------------------------------</td>
</tr>
<tr>
<td>North et al [35]</td>
<td>Unclear, participants were users searching the MayoClinic website or using a telephone triageb</td>
<td>General (any symptoms)</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Perez et al [36]</td>
<td>Asymptomatic; participants received a symptom vignette</td>
<td>One of two clinical symptom scenarios: (1) fever, mild headache, dry cough, and myalgia, suggestive of influenza, and (2) fever, severe headache, and stiff neck, suggestive of meningitis</td>
<td>Not applicabled</td>
</tr>
<tr>
<td>Powell et al [37]</td>
<td>Unclear, participants were users of the NHS websiteb</td>
<td>General (any symptoms)</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Powley et al [38]</td>
<td>Symptomatic; participants were patients attending a secondary care based rheumatology clinic</td>
<td>Either clinically apparent synovitis or a new onset of symptoms consistent with inflammatory arthritis but without clinically apparent synovial swelling</td>
<td>Yes, rheumatological diagnosis was recorded after consultation</td>
</tr>
<tr>
<td>Rice [39]</td>
<td>Previously symptomatic</td>
<td>General (any symptoms)</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Teriaky et al [40]</td>
<td>Symptomatic; participants were patients awaiting gastroenterology appointments</td>
<td>Symptoms related to gastroenterology</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Thomson et al [41]</td>
<td>Symptomatic; participants were colorectal cancer patients</td>
<td>Symptoms related to colorectal cancer</td>
<td>Yes; all participants were diagnosed with colorectal cancer</td>
</tr>
<tr>
<td>White &amp; Horvitz [5]</td>
<td>Logs: Unclear, participants were users issuing symptom-related queries to a search engineb; survey: previously symptomatic</td>
<td>Logs related to 3 common symptoms (headache, muscle twitches, and chest pain)</td>
<td>Not assessed</td>
</tr>
<tr>
<td>White &amp; Horvitz [42]</td>
<td>Previously symptomatic</td>
<td>General (any symptoms)</td>
<td>Not assessed</td>
</tr>
<tr>
<td>White &amp; Horvitz [43]</td>
<td>Unclear, participants were users issuing symptom-related queries to a search engineb</td>
<td>Queries related to any of 6 common symptoms: headache, chest pain, muscle twitches, abdominal pain, nausea, and dizziness</td>
<td>Not assessed</td>
</tr>
<tr>
<td>White &amp; Horvitz [44]</td>
<td>Unclear, participants were users issuing symptom-related queries to a search engineb</td>
<td>Queries related to one of 3 symptoms: chest pain, muscle twitches, and abdominal pain</td>
<td>Not assessed</td>
</tr>
<tr>
<td>White &amp; Horvitz [45]</td>
<td>Unclear, participants were users issuing symptom-related queries to a search engineb</td>
<td>Generalc</td>
<td>Not assessed</td>
</tr>
<tr>
<td>White &amp; Horvitz [46]</td>
<td>Unclear, participants were users issuing symptom-related queries to a search engineb</td>
<td>Generalc</td>
<td>Not assessed</td>
</tr>
<tr>
<td>Ybarra &amp; Suman [47]</td>
<td>Previously symptomatic</td>
<td>General (any symptoms)</td>
<td>Not assessed</td>
</tr>
</tbody>
</table>

a Symptomatic: participants experienced the symptoms at the time of the study; asymptomatic: participants did not have symptoms and were surveyed regarding fictional symptoms; previously symptomatic: participants were surveyed about symptoms they experienced previously.
b Participants were users asking questions about symptoms (could be own symptoms or asking on behalf of someone else).
c Any queries related to a comprehensive list of symptoms from the Merck medical dictionary.
d Patients were not symptomatic.

Quality Assessment and Risk of Bias
Quality assessment of the studies is shown in Multimedia Appendix 3. Subsequently, we use this information to critically appraise evidence from the studies and assess risk of bias.

What Proportion of Different Populations Use the Web to Appraise Symptoms?
Four studies, all surveys, reported the proportion of the study sample that engaged in Web use for symptom appraisal (Table 5).
In Fox and Duggan’s [1] population-based survey with adults living in the United States, 35% reported going online to attempt self-diagnosis. Participants were sampled to mirror the population in terms of demographics, but disproportionately stratified to increase the incidence of nonwhite respondents. This survey was conducted in the United States and is therefore likely to reflect proportions in Western, high-income countries with high Internet penetration.

White and Horvitz’s [42] survey conducted among Microsoft employees found that “three-quarters of subjects” (the authors do not provide absolute numbers; assuming the proportion is 75% of N=515, 95% CI 71%-79%) reported searching for information on symptoms. “Two-thirds” reported researching professionally undiagnosed conditions, at least once a month [42]. It should be noted that this sample was biased toward younger, male respondents with high educational level and socioeconomic status working within an industry that is very Web-oriented.

Medlock et al [31] examined online health information seeking in older people by surveying members of a senior Christian organization. They found that 23% of participants reported using the Web in the past 12 months to determine the cause of symptoms. This shows that, although Web use for symptom appraisal may be less common among older people than in the general population (compared to 33%-37% found by Fox and Duggan [1]), older people do engage in it.

While the previous surveys focused on diagnostic searches for any conditions/symptoms, Thomson et al [41] conducted a survey with colorectal cancer patients and found that 25% of the sample reported prediagnosis Web use for symptom appraisal.

To conclude, Fox and Duggan’s [1] study with its large, population-based sample size is most likely to give an accurate proportion for the general population (in a Western, higher income country), although the other included studies give an indication of how this proportion can vary depending on the population being surveyed (ie, depending on sociodemographic variables and disease-related factors). It should also be noted that the confidence intervals are wide in a number of these studies reflecting considerable uncertainty about the true proportion.

Which Symptoms Are Likely to Be Researched Online?

Six studies examined characteristics of symptoms that were searched for online [25,27,35,39,41]. Three of these were survey studies [27,39,41], one was an interview study [26], and two involved analyses of data on usage of online resources such as social media, search engines, and health websites [25,35].

North et al [35] compared users of the Mayo Clinic website with people who used a telephone triage system to appraise their symptoms and found that telephone triage users were more likely to have acute and conspicuous symptoms requiring immediate relief, whereas website users were more likely to research chronic conditions. Hay et al [27] surveyed rheumatology patients and found that some individuals in their study sought help online because they had a history of undiagnosed symptoms. Findings from both of these studies suggest symptoms are researched online when they have been present for a prolonged time.

In their study on colorectal cancer patients, Thomson et al [41] found that neither symptom severity nor stage at diagnosis was related to Web use for symptom appraisal, but Web users were more likely to experience symptoms typically perceived as embarrassing, such as change in bowel habits. Similarly, Choudhury et al [25], who analyzed log data obtained from Twitter and a search engine, found that potentially embarrassing, stigmatized, or sensitive symptoms such as “vaginal bleeding” or “pelvic pain” were more likely to be searched for than tweeted. Furthermore, Rice’s [39] population-based telephone survey conducted in the United States concluded that more frequent online health seekers were more likely to look for sensitive health topics that are difficult to talk about than less frequent online health seekers.

Finally, in Fiksdal et al’s [26] focus group study with 19 US adults, participants reported turning to the Web when symptoms were perceived as trivial/nonserious and they wanted to avoid “bothering” health professionals.

In conclusion, it appears Web use for symptom appraisal occurs when symptoms are persistent, have a history of being undiagnosed by health professionals, are potentially embarrassing or stigmatized, and/or when they are perceived as superficial/nonserious.

How Is Web Use for Symptom Appraisal Conducted (Search Strategies)?

Theme 1: Symptom-Based, Condition-Based, and Treatment-Based Searches

Three distinct approaches to searching were identified: (1) symptom-based searches, which used symptoms as search terms; (2) condition-based searches, which involved searches for particular conditions, and (3) treatment-based searches, which

Table 5. Percentage of people engaging in Web use for symptom appraisal reported by included studies (n=4).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study population</th>
<th>Sample size</th>
<th>Reported Web use for symptom appraisal, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fox &amp; Duggan [1]</td>
<td>Adults living in the US</td>
<td>3014</td>
<td>35% (33%-37%)</td>
</tr>
<tr>
<td>White &amp; Horvitz [42]</td>
<td>US Microsoft employees</td>
<td>515</td>
<td>75% (71%-79%)</td>
</tr>
<tr>
<td>Medlock et al [31]</td>
<td>Members of a senior church organization, Netherlands</td>
<td>118</td>
<td>23% (15%-31%)</td>
</tr>
<tr>
<td>Thomson et al [41]</td>
<td>Colorectal cancer patients, US</td>
<td>242</td>
<td>25% (20%-31%)</td>
</tr>
</tbody>
</table>
involved researching treatments for symptoms without prior research on possible causes.

Log data from search engines suggest the majority (65%) of exploratory health-related searches (ie, those aimed at diagnosing a condition) are symptom-based rather than condition-based [20], and remain symptom-based throughout the search because search sessions tend to start and end with purely symptom-related queries [5,20]. One should bear in mind, however, that log-based studies cannot ascertain searchers’ actual intentions and motivations. The authors assume occurrences of certain search terms signal certain intentions (eg, a symptom and the term “cause” signals diagnostic intent); however, articles did not report any prior validation of these algorithms.

An experimental study that observed people (N=79) as they used Google or a symptom-checker tool to diagnose symptom vignettes reported that most users conduct symptom-based searches because most people began their search by entering symptoms and only 24% began by specifying a condition [30].

In an experimental study conducted by Perez et al [36], participants (N=78) were instructed to research the Web as if they were experiencing a given symptom, described in a vignette, while using Think Aloud. Think Aloud (also known as “cognitive interviewing”) requires participants to vocalize their thoughts while performing a task [48]. The authors found that 19% of searches were treatment-based and the remainder symptom- or condition-based (the authors did not report these separately). It should be noted that the external validity of vignette-based studies is limited because individuals base their searches on the vignette descriptions rather than actual perceptions or observations, and the search behavior observed is likely to depend on the phrasing of the vignette.

Keselman et al [28] used interview and Think Aloud methods to explore how a convenience sample of 20 lay individuals interpreted a symptom vignette using the American consumer health information service MedlinePlus. They concluded that some participants conducted condition-based searches and some participants used a symptom-based approach. Additionally, they identified a group of participants who used a condition-based approach, but began their search with a broader hypothesis, such as “heart disease,” and then attempted to narrow down their search. Different barriers seemed to play a role in the different search strategies: condition-based searchers were prone to confirmation bias, seeking out information that confirmed their hypothesis and terminating the search before reviewing further hypotheses. Those starting with a broad hypothesis often terminated the search without coming to a conclusion. The symptom-based searchers struggled to find the relevant results due to the lack of specificity of their search terms [28].

Overall, it seems most Web use for symptom appraisal searches are symptom-based and both log-based studies, which have high external validity, and experimental studies, which have high internal validity, confirm this finding. No validation was reported for the algorithms used for the log-based studies, however, and experimental and qualitative studies used to observe search behavior have limited generalizability to real-world contexts.

**Theme 2: Selection of Search Terms**

Keselman et al [28] examined the search behavior of 20 adults using Think Aloud and discovered that participants often ignored symptoms mentioned in the vignette if they perceived them as irrelevant and exempted these from their search terms. The authors termed this “selective perception bias.” The participants also tended to ignore aspects of duration of the symptoms and had difficulty discerning acute from chronic symptoms. However, these findings stem from a single study with only 20 adults using fictional scenarios, thus further validation is required.

**Theme 3: Age Differences**

Three studies reported on age differences in search behavior [21,22,30]. Chin et al [21] (N=69) compared the search performance of younger and older adults while performing either a well-defined task (searching for a specific medical term on a website) or an ill-defined task (using the website to diagnose a set of symptoms). The study found that older adults performed better in the ill-defined task, whereas younger participants performed better in the well-defined task [21].

In another study (N=46), Chin and Fu [22] presented older and younger adults with different interfaces of the same website: one interface categorized symptoms based on the body parts they occurred in and the other interface categorized symptoms according to functional systems (eg, respiratory system). Younger adults tended to click on significantly more links within one category, suggesting they followed the interface of the website, whereas older adults clicked significantly more between-category links regardless of the interface. Chin and Fu [22] conclude this was due to older adults using their existing medical knowledge rather than the interface to guide their search, which is supported by their finding that older adults performed better in a medical knowledge task [22].

Luger et al [30] explored the search behavior of adults aged 50 years and older (N=79) in a Think Aloud study and found that participants who accurately diagnosed the condition presented in a symptom vignette were slightly younger (mean 61.72, SD 6.17 years) than those who were inaccurate (mean 65.51, SD 7.54 years), although no inferential statistics were reported.

Thus, there are some indications that older adults perform differently in Web searches for symptom appraisal than younger adults, possibly due to medical knowledge. However, the available studies used small sample sizes, thus inferences to the wider population may not be appropriate.

**Theme 4: Selecting Information**

Several studies examined how users select information from their search results. We identified four subthemes relating to selection of information.

**Number of Search Results Viewed**

Lauckner and Hsieh [29] reported that participants in their laboratory-based, experimental study with undergraduate students (N=274) viewed approximately four links on results pages, which was the number of results visible above the “fold” (ie, users would need to scroll down to view more results).

Corroborating this finding, Keselman et al [28] discovered that...
participants in their qualitative study (N=20) often ignored relevant links while trying to diagnose a symptom vignette if these were located below the fold. Luger et al [30] found that older adults (N=79) in their experimental, laboratory-based study tended to view approximately six conditions on the WebMD symptom-checker tool after entering a set of symptoms, although the authors do not clarify whether this was the number visible above the fold.

Thus, the top results returned by search engines will have maximum impact on symptom appraisal, whereas those located below the fold may have little to no effect. Because these findings all relate to laboratory-based studies, however, further investigation in naturalistic settings would be beneficial.

**Process of Elimination**

In their study using Think Aloud with 79 adults aged 50 years and older, Luger et al [30] found that 91% of participants used a “process of elimination,” whereby the symptoms described in the vignette were compared against those listed for a given condition and the condition was discarded as a hypothesis if it included symptoms not mentioned in the vignette. This finding suggests that a common search strategy is to narrow down the hypotheses by discarding those with symptoms not matching one’s own. However, the majority of the sample was highly educated (all had some university education), therefore generalizability to the wider population is unclear.

**Source Credibility**

In Luger et al’s [30] study with adults aged 50 years and older (N=79), source credibility was mentioned by only 25% of the sample. They also found that one-third viewed user-generated content such as discussion boards, which are not quality controlled. White and Horvitz [46] found in their log-based study that consumer sites such as MayoClinic.com or WebMD (both well-known American corporations and health websites) are positively related to click-through rates following searches that contain symptoms as search terms, suggesting widely known, established health websites are likely to be accessed during Web use for symptom appraisal. White and Horvitz [5] also suggest searches that “escalate” (ie, progress from searching for symptoms to serious conditions) contain more visits to “trusted sources” (eg, governmental websites, websites of health organizations). It is important to note that although the authors claim to research “diagnostic searches,” this was identified through the presence of symptoms in search terms and may therefore also include nondiagnostic searches.

**Pages Mentioning Serious Illnesses**

White and Horvitz [46] filtered logs from a search engine and examined how users issuing symptom queries subsequently interacted with search results pages. They found that users engage more with captions on search results pages that mention serious illnesses, hovering more frequently and longer over these captions and clicking these more often than captions mentioning benign causes. Terminology related to serious illnesses such as “malignant,” “severe,” and “tumor” significantly increased click probability, whereas terms such as “benign” decreased click probability. Additionally, users were more likely to engage with sites indicating they can help identify causes of symptoms (eg, by mentioning the words “learn” and “causes”).

Although we do not know searchers’ intentions or how they used the information found, these findings suggest those researching symptoms online are more likely to engage with websites relating to serious causes.

To summarize, Web use for symptom appraisal typically involves inputting information into a search tool and subsequently narrowing down results returned by the search tool. When inputting information, most users appear to choose search terms based on symptoms rather than hypothesized conditions, but users do not appear to utilize all information available (eg, some symptoms may be omitted, as well as the frequency/duration of symptoms). Furthermore, there is some limited evidence that older adults perform differently in Web searches for symptom appraisal than younger adults, and that this may be due to medical knowledge. Once a selection of results is provided by the search tool, users tend to narrow results down by taking into account the results’ position on the results page, the degree of seriousness of the condition, the credibility of the source, and the extent of overlap between the listed and the experienced symptoms.

**Behavioral Consequences of Web Use for Symptom Appraisal**

**Theme 1: Increased Help Seeking**

In Fox and Duggan’s [1] population-based survey (N=3014), 46% (95% CI 44.22%-47.78%) of online self-diagnosers claimed that information found online led them to think they needed the attention of a health professional. Thomson et al [41] found in their survey with colorectal cancer patients that 25% (95% CI 19.54%-30.46%) of online self-diagnosers were reportedly persuaded by the information found online to see a health professional. This suggests the proportion of people encouraged to seek medical help based on Web use for symptom appraisal may be significantly lower among colorectal cancer patients than in the general population surveyed by Fox and Duggan [1].

Using logistic regression with a survey sample of more than 2000 Americans aged 12 years and older, Ybarra et al [47] found that online self-diagnosers were 2.5 times more likely to report contacting a health professional than online health information seekers who did not try to diagnose symptoms online, suggesting Web use for symptom appraisal is linked to increased health care contact.

Some studies suggest that the mode of presenting information on a website may affect users’ decisions to seek medical advice: in a UK-based qualitative study [24], participants reportedly felt encouraged to seek help after viewing an online “digital storytelling” video about urogenital atrophy; 73% who had reportedly been too embarrassed to see a health professional before and 87% who had not wanted to bother their doctor would now seek help. In an online pilot randomized trial, Mueller et al [33] examined whether addition of theory-based components to online health information can increase intention to seek help. The theory-based components appeared to significantly increase...
intention to seek medical help, although the sample size in this pilot study (N=97) was too small to allow firm conclusions.

Using log-based search engine data, White and Horvitz [44] examined search behaviors related to health care utilization intent. Health care utilization intent was assumed to be present when users conducted searches for health care practitioners/clinics near their geographical area. They found that users who displayed certain search behavior—such as visiting websites that mention serious conditions before benign ones—were more likely to show health care utilization intent subsequently. This suggests online search behavior following symptom queries is related to subsequent health care contact, although mechanisms of causality are unclear based on this data. Furthermore, the authors do not report whether/how their algorithms were validated; thus, it is unclear whether their proxy measure of health care utilization intent is valid.

By observing how patients attending a rheumatology clinic completed the NHS and WebMD symptom-checker tools, Powley et al [38] found indications that symptom-checker tools provide information that can propagate unnecessary help seeking. Of 34 patients, 15 were inappropriately advised to seek help from emergency services rather than primary care, indicating potential issues with the algorithms used in symptom-checker tools. One should bear in mind, however, that this study does not allow any conclusion on whether real users would follow this advice or not.

**Theme 2: Decreased Help Seeking**

In Powell et al’s [37] interview study of users (N=26) of the NHS Direct website (the official website of the UK National Health Service), some participants reportedly used online health information as a form of “demand management,” to identify trivial symptoms not warranting medical attention. Similarly, some participants in Fiksdal et al’s [26] focus group study reported using the Web to avoid “bothering” health professionals with trivial symptoms. In both studies, it was not followed up whether users had correctly or incorrectly classified symptoms as trivial. Finally, in Attfield et al’s [6] interview study, participants reported sometimes being reassured by Web searches that help seeking was not necessary. Evidence for this theme stems only from qualitative studies, thus, generalizability is uncertain.

**Theme 3: Communication with Health Professionals**

Fox and Duggan [1] found that 53% of online self-diagnosers reportedly discussed the health information found online with a health professional. Two qualitative studies by Cooper et al [23] and Attfield et al [6] found that patients used the Web to appraise symptoms in order to prepare for consultations by preparing questions, collating relevant information, and enhancing their knowledge in order to understand the advice received.

Two studies found indications that Web use for symptom appraisal is related to reduced communication with a health professional [27,41]. Hay et al [27] found that new rheumatology patients who engaged in Web use for symptom appraisal were significantly less likely to want to challenge their health professionals’ advice than those who did not. The authors note that study participants were concerned about evoking the impression of questioning health professionals’ advice. Thomson et al [41] found that Web use for symptom appraisal was significantly related to feeling hesitant about discussing symptoms with a health professional. However, direction of causality is unclear. It is possible that information found online dissuaded individuals from communicating with health professionals or that people chose to research symptoms online because they were reticent about discussing their symptoms.

From the preceding findings, we can conclude that Web use for symptom appraisal is used to inform the decision of whether to present to health services and that online self-diagnosers are more likely than other health information seekers to contact a health professional. This can potentially be increased, where appropriate, with novel methods such as “digital storytelling” or theory-based components. Some evidence also suggests that online health information can potentially reduce help seeking by calming users’ fears. It is unclear, however, what proportion of users feel encouraged or discouraged to seek help appropriately (ie, what proportion of users who feel encouraged to seek help actually have a condition warranting medical attention, and what proportion of users who feel discouraged to seek help actually do not need medical attention). Furthermore, it is unclear whether those engaging in Web use for symptom appraisal are more or less likely to seek medical advice than those experiencing the same symptoms without researching online because this comparison was not made in any of the included studies. Web use for symptom appraisal can also play a role in communication with health professionals by influencing how individuals prepare for consultations and prompting discussion of online health information.

**Emotional Consequences of Web Use for Symptom Appraisal**

In White and Horvitz’s [42] survey among 515 Microsoft employees, 38.5% reported that online health information had made them feel anxious in the past, and 50.3% reported Web use for symptom appraisal had made them feel less anxious. The survey sample was biased toward younger, more educated, and information technology-literate respondents.

Powell et al [37], who examined the motivations of users of the NHS Direct website using semistructured interviews, found that participants sought health information online to obtain reassurance about symptoms. The majority nevertheless subsequently sought medical help, although sometimes with less urgency and anxiety.

Teriaky et al [40] surveyed patients (N=87) awaiting appointments at a general gastroenterology clinic and asked those who reported using the Web prior to their consultations whether this had changed their anxiety levels. In all, 77% experienced no change, 21% experienced an increase, and 2% a decrease. One should note that this sample consists of those who decided to report to health services (and who admitted Web use for symptom appraisal); there may be a larger proportion of users who felt calmed by their searches and therefore did not present to health services.
Lauckner et al [29] found in their experimental laboratory-based study (N=274) that presenting search engine results relating to serious conditions before benign conditions and a higher frequency of results relating to serious conditions was related to negative emotional outcomes such as fear. These findings suggest a causal relationship between exposure to search results during Web use for symptom appraisal and increases in anxiety.

Another experimental study conducted by Norr et al [34], however, found no difference in the anxiety levels of their participants (N=56) following review of either (1) websites containing information on causes of symptoms or (2) websites on general health and wellness (eg, exercise, healthy diet) without reference to medical conditions or symptoms.

Therefore, some evidence suggests there is a relationship between Web use for symptom appraisal and health anxiety. Findings from experimental studies were mixed regarding causal relationships. Surveys and interviews indicate there is a potential for calming effects and decreases in anxiety, and that the proportion who report feeling calmed by Web use for symptom appraisal is higher than those reporting anxiety. It is also possible that those who engage in Web use for symptom appraisal are more anxious about their health generally. It is unclear when anxiety is warranted because participants’ actual diagnoses were not followed up, and comparisons to those who did not research symptoms was lacking.

Discussion

This is the first systematic review and synthesis of the literature available on Web use for symptom appraisal. Our main findings were:

1. Approximately 35% of the general population engage in Web use for symptom appraisal, but the proportion can vary considerably (25%-75%) depending on the population under study.
2. Symptoms tend to be researched online when they are long term, potentially embarrassing/stigmatized, have been presented to health services previously with inconclusive outcomes, and/or when they are perceived as trivial.
3. Searches tend to be based on symptoms rather than hypothesized conditions; users seem to focus on particular symptoms while disregarding other symptoms and aspects such as frequency and duration.
4. Once a selection of results is returned by the search tool, people use specific techniques to narrow results down (eg, taking into account the position on the results page or the credibility of the source).
5. Evidence indicates that online information is used to inform the decision of whether to contact health services and is related to (increased and decreased) anxiety, but the precise impact cannot be discerned due to lack of follow-up and appropriate comparison groups.

Subsequently, we discuss whether Web use for symptom appraisal should be viewed as an asset or a liability in health care delivery based on currently available evidence, and make recommendations for the improvement of online health information.

Web Use for Symptom Appraisal: Assistance or Hindrance to Health Promotion?

Criticisms of online self-diagnoses include concern over unnecessary anxiety and health care utilization [5,49]. Our review confirms that the Web can increase anxiety and health care contact among users [5,29,42,44], but reveals that there is insufficient evidence to conclude this occurs unnecessarily.

First, it is important to note limitations of approaches used to examine relationships between Web use for symptom appraisal and health anxiety or help-seeking behavior. Cross-sectional surveys cannot show direction of causality. It is possible that using the Web to appraise symptoms causes anxiety, or that anxiety triggers Web use for symptom appraisal, or that a third factor influences both. Furthermore, the surveys that reported on anxiety among online self-diagnosers were biased toward certain demographic [42] or patient groups [40], and did not use validated measures of anxiety levels.

Log-based studies, which evaluate behavior based on search engine log data, do not allow firm conclusions regarding users’ actual behaviors and motivations. For example, White and Horvitz [5] found that users who begin their searches for symptoms often progress to researching serious conditions, but it is not clear whether users are anxious or using the information to reassure themselves. The authors assume certain search terms signal certain intentions (eg, a symptom and the term “cause” signals diagnostic intent), but no action was described to determine the validity of these assumptions. Thus, insights from log-based studies are limited.

Experimental research shows that users asked to research certain symptoms may report feeling anxious following Web searches [29], but it is not possible to infer whether this anxiety would be unwarranted in a naturalistic setting (ie, if symptoms were actually present).

Using the Web to appraise symptoms may also decrease anxiety in some cases [37,42] and Web searches are sometimes used to identify alternatives to health care utilization [6,37]. Individuals describe using online information to evaluate mild/superficial symptoms to avoid wasting health professionals’ time [26]. This shows that Web use for symptom appraisal can also decrease anxiety and help seeking. It is possible that Web use for symptom appraisal discourages help seeking for trivial symptoms, thus reducing pressure on health care resources. However, it is also possible that Web use for symptom appraisal leads to complacency and prevents help seeking when it is actually necessary.

There are also indications that Web-based information can help individuals recognize their symptoms as signs of serious conditions [41]. Indeed, our review highlights that online health information is an important resource when obtaining information from health professionals is difficult (eg, when symptoms are embarrassing or stigmatized) [25,39,41] or when previous visits to health care have been ineffective [27,35]. This suggests there is potential for the Web to be an assistance to health care.

Finally, it should be noted that worry can also have positive effects on health behaviors [50]. The Protection Motivation Theory suggests that fear will increase intention to perform a
certain behavior if the individual feels able to perform the behavior and believes that the behavior will reduce the threat [51]. Similarly, according to the Health Belief Model, fear should result in recommended health behavior if perceived benefits of the recommended behavior are high and barriers are low [51]. Overall, this indicates anxiety induced through online health information can enhance recommended health behaviors if information is presented in a way that enables concrete action and decision making.

A limitation we discovered across different methodologies was the lack of follow-up on participants’ help-seeking behavior and diagnoses. Without this information, we cannot discern whether individuals’ self-diagnoses and decisions regarding help-seeking behavior are appropriate or not. We also cannot determine long-term impacts on health care utilization. Furthermore, essential comparison groups are generally lacking. For example, it would be necessary to compare those who research symptoms online with those who do not (rather than surveying only online self-diagnosers), and to compare those who present to health services with those who do not (rather than surveying only patients presenting in clinic) to determine impacts of Web use.

**Recommendations to Improve Online Health Information**

Based on the findings of this review, we suggest changes to health websites, Web apps, and search engines such that they can provide useful information to those researching symptoms.

Our analyses reveal that users tend to search inductively based on symptoms. Search engines and symptom-checker tools need to ensure users are directed to useful information when symptoms are entered. The review also shows that searchers tend to omit dimensions such as duration and frequency of symptoms in their search terms [28], and that symptom-based searchers struggle to find relevant results due to lack of specificity of their search terms. This suggests it is important that users are directed to useful terms to narrow their search and prompted to provide information on duration and frequency of symptoms to improve specificity of searches. In support of this, recent research suggests that incorporation of query expansion techniques into information retrieval systems can improve the search effectiveness of search engines for diagnostic symptom searches [52].

Our review also reveals that online health information can impact on the decision to seek help and on communication with health professionals. Health websites and apps need to ensure they provide useful information to support searchers in their decisions and health care interactions. Health websites providing symptom information should, for example, provide clear guidelines on when medical advice should be sought (eg, if a symptom has a certain quality or duration) and how help should be sought (eg, immediately via emergency services or within the next week via primary care).

**Strengths and Limitations**

As the review includes a diversity of study types and methods, a quantitative synthesis or meta-analysis was not possible. However, traditional forms of systematic review that do not make use of all forms of evidence often do not take differing contexts into account, limiting their use to policy makers and practitioners [15]. More inclusive forms of review that combine findings from different study designs allow a richer, more holistic understanding of the phenomenon under study [15]. We were able to combine real-world insights from observational studies, such as analyses of search engine log data with data from more controlled, experimental settings, thereby improving external and internal validity. Furthermore, by incorporating findings from large, population-based studies as well as smaller interview-based studies, we were able to gain an understanding of the impact of Web use for symptom appraisal at the population level, while also obtaining more detailed reports of peoples’ perceptions and experiences. Moreover, by including studies that cover a broad range of populations (eg, different conditions/symptom profiles, age groups, socioeconomic status), we have shown how Web usage can differ depending on context.

In this review, we considered a diversity of symptoms and conditions; when more research in this area becomes available, it would be useful to carry out more focused reviews because the nature of the symptom is likely to influence Web use online [25,27,35,39,41].

Finally, it should also be noted that this review did not examine Web use for mental health symptoms. Web use for symptoms related to mental health and its impact on help seeking represent an important field of study and should be assessed in a separate review of the literature.

**Conclusions and Future Work**

This systematic review indicates that the Web can disseminate information to those worried about symptoms and can affect their decisions to present to health services. It also suggests Web use for symptom appraisal can impact on how patients prepare for consultations with health care professionals. Thus, we can conclude that Web use for symptom appraisal has the potential to influence the timing of help seeking and the communication between patients and health care professionals during consultations.

At present, limitations of the reviewed studies mean it is not clear when the Web plays a beneficial role in health care delivery and when it is detrimental. Web use for symptom appraisal has been linked to increased as well as decreased anxiety and health care contact. However, the evidence does not show when this is warranted because most studies did not follow up whether participants ultimately sought help following their Web searches and whether they received a diagnosis. Furthermore, comparison groups are lacking to determine the effects of Web use for symptom appraisal.

We need longitudinal research that follows up whether participants seek help and are ultimately diagnosed following Web searches, and compare Web searchers to non-Web searchers. These data can then be used to weigh the benefits of Web use for symptom appraisal (eg, reductions in delays to diagnosis and avoidance of unnecessary health care use) against the disadvantages (eg, unnecessary anxiety and health care use) and relate these to health care costs. Research should focus on real-world samples of people experiencing symptoms and could
involve novel methods of tracking behavior, such as analysis of search engine log data and mobile geotracking as used in some of the included studies to follow people over time. These studies have the advantage of high external validity and large sample sizes. However, the algorithms used to analyze these data should first be tested extensively for reliability and validity before further work to evaluate cost effectiveness can meaningfully be conducted. Moreover, further experimental studies would allow a detailed analysis of search behavior. Future research could examine how the different search strategies identified here—symptom-based, condition-based, and treatment-based—relate to cognitive biases and link this to theory.
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Abstract

Devices and programs using digital technology to foster or support behavior change (digital interventions) are increasingly ubiquitous, being adopted for use in patient diagnosis and treatment, self-management of chronic diseases, and in primary prevention. They have been heralded as potentially revolutionizing the ways in which individuals can monitor and improve their health behaviors and health care by improving outcomes, reducing costs, and improving the patient experience. However, we are still mainly in the age of promise rather than delivery. Developing and evaluating these digital interventions presents new challenges and new versions of old challenges that require use of improved and perhaps entirely new methods for research and evaluation. This article discusses these challenges and provides recommendations aimed at accelerating the rate of progress in digital behavior intervention research and practice. Areas addressed include intervention development in a rapidly changing technological landscape, promoting user engagement, advancing the underpinning science and theory, evaluating effectiveness and cost-effectiveness, and addressing issues of regulatory, ethical, and information governance. This article is the result of a two-day international workshop on how to create, evaluate, and implement effective digital interventions in relation to health behaviors. It was held in London in September 2015 and was supported by the United Kingdom’s Medical Research Council (MRC), the National Institute for Health Research (NIHR), the Methodology Research Programme (PI Susan Michie), and the Robert Wood Johnson Foundation of the United States (PI Kevin Patrick). Important recommendations to manage the rapid pace of change include considering using emerging techniques from data science, machine learning, and Bayesian approaches and learning from other disciplines including computer science and engineering. With regard to assessing and promoting engagement, a key conclusion was that sustained engagement is not always required and that for each intervention it is useful to establish what constitutes “effective engagement,” that is, sufficient engagement to achieve the intended outcomes. The potential of digital interventions for testing and advancing theories of behavior change by generating ecologically valid, real-time objective data was recognized. Evaluations should include all phases of the development cycle, designed for generalizability, and consider new experimental designs to make the best use of rich data streams. Future health economics analyses need to recognize and model the complex and potentially far-reaching...
costs and benefits of digital interventions. In terms of governance, developers of digital behavior interventions should comply with existing regulatory frameworks, but with consideration for emerging standards around information governance, ethics, and interoperability.
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Introduction
Programs and devices using digital technology (digital interventions) have great potential to improve population health and the efficiency and reach of health care delivery. Mobile apps, SMS (short message service) messages, wearable and ambient sensors, social media, and interactive websites can improve health by supporting behaviors involved in disease prevention, self-management of long-term conditions, and delivery of evidence-based health care practice. Such interventions also have potential to do harm if they provide inappropriate advice, involve interactions that undermine desired behaviors, inappropriately share data, or are used instead of more effective behavior change interventions.

Many of these digital interventions seek to foster or support behavior change on the part of health care professionals, patients, or the general public. The challenges involved in developing, evaluating, and implementing effective digital behavior change interventions (DBCIs), and preventing the use of counterproductive ones, have only just begun to be delineated, let alone met [1]. Some of the challenges are similar to those faced by other behavior change interventions, but many are unique, including those of pace of development, engagement with the intervention, measurement of effectiveness and cost effectiveness, and compliance with regulatory, ethical, and security requirements. These challenges are set out in more detail in Table 1.
Table 1. Challenges for developing and evaluating digital interventions targeting behavior change.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Challenges</th>
</tr>
</thead>
</table>
| Pace and efficiency         | Rapid technological change and iterative development cycles make it necessary to continually update and adapt interventions.  
Existing development and evaluation cycles are slow and unsuited to dynamic systems and rapidly changing contexts.  
Efficient, continuing relationships between academics and intervention developers are needed for implementation, continued development, and evaluation. |                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     |
| Engagement                  | Engagement with digital interventions is often too limited to support behavior change.  
Engagement is multidimensional and cannot be evaluated simply by DBCI\(^a\) usage.  
Engagement with DBCIs may be unequal between different groups and at risk of reinforcing disparities or inequalities. |                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     |
| Theory                      | Often, there is a lack of clarity around the mechanisms through which DBCIs have their effect.  
Methods of characterizing intervention components, mode of delivery, and contexts that characterize their essential features are required but limited. |                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     |
| Evaluation of effectiveness | Controlling the testing environment is made problematic by the ready availability of alternative interventions.  
It is difficult to specify comparator interventions or control conditions that allow meaningful evaluation of the intervention of interest.  
Better methods for structuring and analyzing very large, dynamic, and heterogeneous data sets are needed.  
Reach and engagement can be low.  
The complex multi-component nature of interventions requires an iterative design and testing cycle. |                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     |
| Evaluation of cost-effectiveness | There is a lack of techniques for economic and cost-effectiveness evaluation across the digital development, deployment, and delivery cycle.  
Funding mechanisms are not aligned with the digital model of development, implementation, iterative improvement, and evaluation. |                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     |
| Regulation, ethics, and information governance | There are competing commercial and ethical demands on data ownership and intellectual property.  
There are emerging and different standards around ethical or institutional review in the biomedical, psychological, and digital development communities.  
There are uncertain quality standards and regulatory processes for digital interventions (with standards either in development or inappropriately adapted from other contexts). |                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     |

\(^a\)DBCI: Digital behavior change interventions.

There are also unique opportunities. For example, the type and amount of data that can be collected creates unprecedented potential to test and advance theories; understanding more about human behavior will enable the development of more effective DBCIs [2]. Rising to these challenges and making the most of opportunities will require the expertise and collaboration of a wide range of academic disciplines such as behavioral, computer, and engineering sciences and user-centered design.

Given the explosion of development and use of DBCIs aimed at improving health, there is a need for recommendations for designing, evaluating, and implementing digital interventions in health care. Such recommendations are needed to (1) identify the scientific principles relevant to developing effective DBCIs, making digital research more efficient and future interventions safer and more effective and (2) to support key disciplines, health care professionals, patients, and the public to work together more effectively to advance research methods and the understanding and techniques of behavior change through digital technology.

To this end, an international workshop of experts in relevant fields was convened to consider the challenges, opportunities, and strategies for advancement and to formulate principles for developing and evaluating DBCIs. The workshop led to a series of publications [3-7]. This paper discusses key recommendations arising from the workshop and subsequent discussion.

Methods

An international expert consensus-building two-day workshop, supported by the United Kingdom’s Medical Research Council and the National Institutes of Health and the Robert Wood Johnson Foundation of the United States was held in September 2015 in London. The 42 participants from four countries were selected to include those who develop, evaluate, use, and fund DBCIs for both research and practical purposes. Participants included health care professionals, population health researchers (eg, systematic reviewers, behavioral scientists, and health economists), and intervention developers. The workshop proposal (led by SM) and steering group are shown in Multimedia Appendix 1.

The primary deliverable from this workshop was a set of journal articles that would summarize key issues for research in DBCIs and a synoptic paper setting out some key recommendations.
Six topics were identified through discussion amongst the participants. Leaders for each topic were identified and participants were asked to sign up to one or more topics on the basis that they would actively contribute to writing the papers. The topics were (1) the pace of technological development, (2) understanding and promoting effective engagement with users, (3) advancing models and theories, (4) evaluation strategies, (5) economic evaluation, and (6) regulation and governance.

The writing groups met by teleconference before the workshop to write draft papers that were circulated to the whole group in advance of the workshop. These drafts provided the structure and basis of the discussions at the workshop. A formal consensus process was not used, but the structured and open discussions did not reveal any fundamental disagreements about the nature of the recommendations, while at the same time supporting their refinement and specificity. Scribes were appointed from the writing groups to take and circulate notes of relevant points for each paper and the proceedings were audio-recorded. The writing groups developed five articles after the workshop, now published in the American Journal of Preventive Medicine (AJPM) [1,3-7].

The five articles informed the recommendations presented in this article. All authors were workshop participants (SM was PI for the project and LY and KP were Editors of the AJPM Special Section).

Results

The key recommendations for developing and evaluating digital interventions are summarized in Table 2.

Achieving Rapid and Efficient Development

Behavior change interventions are moving rapidly from their historical roots in interpersonal counseling and mass communication to the increasingly pervasive world of ubiquitous personal mobile and social technologies. Thus, the methods by which we deploy, evaluate, and improve these DBCIs are moving from relatively data-poor, infrequent, and typically post-hoc assessments to methods that incorporate continuous measurement of the intervention effects in real time [3]. Related to these issues, the following recommendations emerged from the discussion.

Consider Adopting Methods From Engineering and Other Data-Intensive Domains in the Development Cycle

Rather than using deployment-evaluation cycles in which successive measures are collected every few weeks or months, a new type of rapid feedback approach is possible. Theories, models, and methods to support this approach can be found in systems engineering and related sectors, for example, control theory [8], use of factorial or fractionated evaluation designs [9], and system optimization strategies [10] (please refer to [2] and Multimedia Appendix 2 for more details).

Use Bayesian and Related Approaches to Improve the Predictive Modeling Capabilities of Digital Behavior Change Interventions

In addition to enabling more agile evaluation of interventions as they are deployed, sciences outside the traditional medical, public health, and social or behavioral arenas can inform modeling and prediction when multiple behaviors are addressed, when these behaviors have consequences on other important health-related parameters, and for all of these over time and across populations. As with the previous recommendation, the change in scale of the data now attainable from new technologies is analogous to the changes that happened in the field of meteorology when multi-scale and multilevel sensors, combined with improved computing capabilities, enabled weather prediction models to be rapidly built, tested, improved, and retested [11].
Table 2. Summary of recommendations according to topic.

<table>
<thead>
<tr>
<th>Achieving rapid and efficient development</th>
<th>Understanding and promoting engagement</th>
<th>Advancing models and theories</th>
<th>Evaluating effectiveness</th>
<th>Evaluating cost-effectiveness</th>
<th>Ensuring regulatory, ethical, and information governance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consider adopting methods from engineering and other data-intensive domains</td>
<td>Specify and establish empirically what constitutes “effective engagement” for each DBCI</td>
<td>Use the large amounts of real-time, ecologically valid data generated by DBCIs to test and advance models and theories of behavior change</td>
<td>Evaluate at all phases in the development cycle</td>
<td>At every stage, including concept development, identify all the relevant future costs and benefits</td>
<td>Ensure compliance with appropriate ethics or institutional review board processes</td>
</tr>
<tr>
<td>Use Bayesian and related approaches to improve the predictive modeling capabilities of DBCIs</td>
<td>Identify and develop valid and efficient combinations of objective and subjective measures to build and test multidimensional models of engagement</td>
<td>Develop methods able to efficiently analyze large, complex data sets to test dynamic theoretical propositions and allow personalization of DBCIs</td>
<td>Design evaluations for generalizability</td>
<td>Take account of projected uptake as well as reach</td>
<td>Identify and adhere to regulatory processes that may be required for digital medical devices</td>
</tr>
<tr>
<td>Leverage advances in data science such as machine learning, but ensure that human input is retained as needed</td>
<td>Develop DBCIs with a person-centered and iterative approach, using mixed methods to progressively refine the DBCI to meet user requirements</td>
<td>Specify the circumstances in which a proposed mechanism of action of a DBCI will produce a targeted effect and build an ontology to organize knowledge resulting from this</td>
<td>Use methods of DBCI evaluation that capitalize on their unique characteristics</td>
<td>Select a modeling framework appropriate for the complexity of the projections</td>
<td>Ensure compliance with national standards for data handling, sharing, and interoperability, where appropriate</td>
</tr>
<tr>
<td>Develop DBCIs using a modular approach</td>
<td>Use features of DBCIs to optimize control and access rich data streams</td>
<td>Separately evaluate societal, personal, and health care cost-effectiveness</td>
<td>Provide clear and transparent information on how data from the intervention will be used and shared</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support interdisciplinary research collaborations and transdisciplinary thinking</td>
<td>Choose comparators that minimize contamination</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aDBC: Digital behavior change interventions.

**Leverage Advances in Data Science Such As Machine Learning, But Ensure That Human Input Is Retained As Needed**

Machine learning and related approaches are increasingly being used to solve big data challenges, including health behavior assessment and interventions [12]. This is particularly the case in the move beyond “on average” effects to personalized inputs and outputs based upon each individual’s situation, characteristics, and desired outcomes. However, we are in the early phase of this new science, so the optimal balance between computer-driven processes and human input is not yet clear: a mix may be needed with the balance determined by both qualitative and quantitative assessments of outcomes.

**Understanding and Promoting Engagement**

The novel ways in which interventions can be delivered using digital technology result in new ways of engaging with them. Face-to-face behavior change support typically requires users to attend a set number of therapeutic or coaching sessions, whereas users of DBCIs can access support when they feel it is necessary. Analysis of this very different pattern of engagement requires careful consideration of the relationship between the “micro” level of immediate engagement with the digital dimension of the intervention and the “macro” level of engagement with longer-term behavior change (see next section) [13].

**Specify and Empirically Establish What Constitutes “Effective Engagement” for Each Digital Behavior Change Intervention, That Is, Sufficient Engagement to Achieve the Intended Outcomes**

Acknowledgement of the complex relationship between engagement with the behavioral and technological aspects of the intervention challenges the common assumption that engagement can be measured simply by technology usage. Behavior change may or may not require sustained or in-depth engagement with the digital intervention; hence, technology usage correlates with behavioral outcomes. However, the association is often not strong. For some users and contexts, just one in-depth period of engagement with the DBCI may be sufficient to initiate new habits or teach new skills, whereas for other types of behavior change or other users, brief but timely context-triggered prompts may be needed long-term, whenever the behavior is required [14]. It is therefore important to empirically establish what the “effective” engagement required
to achieve behavior change is, in a particular intervention context and for any particular user, as this is likely to differ for different types of interventions and target behaviors.

**Identify and Develop Valid and Efficient Combinations of Objective and Subjective Measures to Build and Test Multidimensional Models of Engagement**

Measuring effective engagement requires a multi-dimensional, mixed method approach, combining objective assessment of technology usage, behavior, and reactions to the intervention with reports of subjective and offline experiences of users. DBCIs promise exciting new opportunities to collect detailed objective longitudinal data about the antecedents of behavior change, but much work is necessary to develop and validate reliable, non-intrusive means of assessing and analyzing user behavior and its context. Qualitative methods are resource intensive but provide vital complementary insights into user views and behaviors [15]—for example, when not engaging with the digital dimension of the intervention.

**Develop Digital Behavior Change Interventions With a Person-Centered and Iterative Approach, Using Mixed Methods to Progressively Refine Them to Meet User Requirements**

To promote engagement with DBCIs, a “user-centered” [16] or “person-based” [17] approach is essential to ensure that interventions are responsive to users’ needs and preferences. These approaches are useful in the development of any intervention, but are particularly important for developing DBCIs; human therapists can adjust their advice in real time based on user reactions, whereas the content and delivery of DBCIs must be pre-adapted during development to anticipate a range of user reactions. This involves carrying out iterative qualitative research and stakeholder consultation throughout the design and development process. Tailoring interventions to different needs and preferences can improve engagement, but a well-designed intervention that allows choice is often accessible and engaging for a wide range of users. Adding human support is also known to promote engagement with many interventions [18]. However, as tailoring and human support both increase the cost of interventions, it is important to establish when and how interventions need to be tailored to the individual or supplemented by human support.

**Advancing Models and Theories of Behavior Change**

Digital technology makes it much easier to collect data in real time and places less reliance on self-report when it comes to recording behavior and taking physiological or physical measurements of study participants or their environment. DBCIs generate large amounts of real-time, ecologically valid data that form digital traces that can be aggregated, connected, and organized to gain greater understanding of how and why behavior changes within an individual over time and how that is influenced by internal physiological and psychological states and the external world. To realize the potential of these data for understanding and changing behavior, a number of recommendations emerged from the discussion (see [4]).

**Use the Large Amounts of Real-Time, Ecologically Valid Data Generated by Digital Behavior Change Interventions to Test and Advance Models and Theories of Behavior Change**

Data should be collected at a level of granularity that enables the testing and advancement of models and theories of behavior change, accounting for individual variation and changes over time. These data should be used to build dynamic theories of human behavior, modeling not just causal and mediating relationships, but accounting for how effects vary across individuals, contexts, and over time. Theories and models should be continually tested by DBCI-generated data and the results used to systematically refine models and theories.

**Develop Methods to Efficiently Analyze Large, Complex DataSets to Test Dynamic Theoretical Propositions and Allow Personalization of Digital Behavior Change Interventions**

Achieving the promise of DBCIs for advancing behavior change theories requires methods that allow vast amounts of complex data to be analyzed and interpreted. For theories and models to be useful in guiding data analysis and interpreting findings, they should be as precise, quantitative, and testable as possible [19]. This allows the building of idiosyncratic models of behavior change and the personalization of DBCIs, that is, the tailoring of the DBCI content and delivery to individuals. It allows DBCIs to adapt, as data are gathered about how the person responds in different contexts. It also enables DBCIs to intervene at opportune moments (sometimes referred to as ecological momentary interventions [20] or “just-in-time” adaptive interventions [14,21].

**Specify the Circumstances in Which a Digital Behavior Change Intervention’s Proposed Mechanism of Action Will Produce a Targeted Effect and Build an Ontology to Organize Knowledge Resulting From This**

DBCIs represent a qualitative leap in our ability to answer the question posed by researchers, practitioners, and policy-makers: “What works for whom in what settings to change what behaviors, and how?” To optimally organize knowledge about the circumstances (when, where, for whom, and in what state for that person) in which a proposed mechanism of action for a DBCI will produce a targeted effect requires coherent structures and uniform terminologies to describe constructs and their inter-relationships [2,22]. Such knowledge-organizing structures are called “ontologies” [22,23]. Work is beginning to develop an ontology of behavior change interventions. The Human Behaviour Change Project is applying artificial intelligence to refine an ontology for analyzing the up-to-date world literature to answer the question “What works, how well, with what degree of exposure, for whom, in what settings, with what behaviors, and why?” [24].

**Develop Digital Behavior Change Interventions Using a Modular Approach**

To optimize the effectiveness of DBCIs, theory should be applied to their development and the data generated should be analyzed in terms of the underlying theoretical propositions in...
order to test and advance theory. This can be done by a modular approach to DBCI development in which modules represent one or more specific theoretical propositions [14]. An example of this approach is “Drink Less,” a mobile app [25] to reduce excessive alcohol consumption in which five theoretically distinct modules were tested in a full factorial trial (Normative feedback, Feedback and self-monitoring, Identity change, Action planning, and Cognitive bias re-training) [26]. This allows the linking of theory to intervention content, the investigation of which techniques and mechanisms is doing the “heavy lifting” in effective interventions and enables the cumulative process of advancing theory and developing more effective DBCIs. Testing and advancing theory is strengthened by supplementing these quantitative data analytic strategies with qualitative research methods.

Support Interdisciplinary Research Collaborations and Transdisciplinary Thinking

Ontologies help both to organize evidence and strengthen interdisciplinary collaboration in developing and evaluating DBCIs informed by models and theories of behavior change. Such collaborations, for example between behavioral scientists, engineers, and computer scientists, will bring unique expertise to bear upon the challenges described in this paper, but also, in the right circumstances, generate new understandings and knowledge that cross disciplinary boundaries, with the whole greater than the sum of the parts [27].

Evaluating Effectiveness

Evaluating effectiveness can be challenging for any behavior change intervention because of problems obtaining valid outcome measures and sufficient numbers of participants who are representative of the population of interest, fidelity in terms of delivery of the intervention, varying levels of engagement with the intervention, loss to follow up, and context sensitivity of the findings. Evaluating DBCIs presents a particular blend of challenges, some similar to other behavior change intervention modalities and some different. Here, we highlight some key recommendations (see [5]).

Evaluate at all Phases in the Development Cycle

Evaluation must be built into the development cycle from the initial concept, and then carried through to prototypes and the final implemented version. This involves concept testing, user testing, factorial experiments, randomized controlled trials (where feasible and appropriate), and testing against baseline after implementation (A-B testing) [2]. For an extensive list with definitions of options for DBCI evaluation, please see Multimedia Appendix 2, drawn from a published guide to developing and evaluating DBCIs in health care [2].

Design Evaluations for Generalizability

Given the high context sensitivity of DBCI effectiveness, evaluations need to be set up in such a way that inference beyond the strict testing conditions can be justified. Generalization may be to different types of populations, the same type of population at a later date, or a different implementation of the DBCI. For example, rapidly changing fashions with regard to design and use of interactive components means that studies need to be designed to allow plausible generalizations beyond specific DBCI features. Qualitative research has a contribution to make in identifying and informing aspects of delivery and context that increase understanding of generalizability.

Use Agile Methods of Digital Behavior Change Intervention Evaluation That Capitalize on Unique Characteristics

The continuous and data-intensive nature of DBCIs, combined with the rapidly changing technologies that support them, challenge traditional research designs such as randomized controlled trials (RCTs) with locked-down interventions and research approaches that involve lengthy recruitment, enrolment, and study periods. While RCTs will continue to have value, they should be complemented with adaptive research designs, A/B testing, N-of-1 studies, and other research methods that yield insights in a shorter time frame or in ways that reflect the granular nature of the intervention effects [28]. DBCIs also provide the opportunity to engage the user directly in the design of the intervention, including tailoring of preferences based upon context and changing life circumstances.

Choose Comparators That Minimize Contamination

For many DBCIs, such as smoking cessation or weight management apps, highly developed products are readily available to study participants. Therefore, researchers face a difficult choice between a comparator that has sufficient active components to be credible and deter searching for alternatives and one that has so much active content that the “true” effect of the intervention cannot be measured. In practice, for many DBCIs, we have to accept that we may never be able to assess their full impact, only their impact relative to another active intervention.

Evaluating Cost-Effectiveness

Rigorous economic evaluation is required to inform decision makers about allocation of their scarce resources. A central motivation for DBCIs is that they may be cost effective—and certainly cheaper than their face-to-face counterparts—because they can rapidly increase scale at minimal cost. Generating accurate evidence of cost effectiveness will be essential in gaining support from health system payers, but it requires additional consideration beyond conventional analysis (see [7]).

At Every Stage, Including Concept Development, Identify all the Relevant Future Costs

As with all interventions, economic evaluation should be considered from the start of intervention development to ensure
that all cost data are collected. However, existing economic approaches (eg, ISPOR guidance [29]) will need to be adapted to take into account the way digital health interventions are delivered, covering the whole life cycle of the intervention. This may include development, implementation, update, and eventual obsolescence. While scaling interventions may be cheap, with a low additional unit cost, development costs can be high at the start of the process and need to be fully included in calculations. The rapid cycle of development for many DBCIs, with multiple versions of a product that evolves with small iterative and incremental improvements, is different from that of the relatively fixed products common in the pharmaceutical and medical devices industries. The cost of these iterations must be captured and included across the lifespan of the intervention. In addition, as many DBCIs may be more effective when supplemented with human interactions, evaluations may need to consider these less cheaply scaled human costs.

Take Projected Uptake and Reach into Account
Economic evaluations will need to understand issues of uptake, reach, and retention of the intervention, as these will be central factors in any projection of benefit. Consideration will also need to be given to the effects of interventions around those immediately engaged, including effects on wider social networks. For example, given the typically high development costs of a DBCI, the cost-effectiveness can depend critically on getting a large number of users. Economic evaluations need to be able to draw on evidence as to the likely uptake of a DBCI to assess this, which may include costs incurred in promoting the DBCI to help drive uptake.

Select a Modeling Framework Appropriate for the Complexity of the Projections
DBCIs are complex interventions by nature; they are responsive, with multiple components. Economic appraisals will need to recognize this complexity—in terms of interventions, outcomes, and causal pathways [30]—and use appropriate methods [31] to assess them. More complex interventions may require the use of sophisticated modeling techniques, including agent-based approaches, which capture dynamic interactions between the intervention, the population it is applied to, and the wider environment.

Separately Evaluate Societal, Personal, and Health Care Cost-Effectiveness
Finally, cost effectiveness analysis must be diligent in measuring effect across its forms. This might include benefit (1) to an individual, for example, in improved quality of life, (2) to society, for example, in improved productivity of the workforce, and (3) to the health care system, for example, in reduced referrals to conventional face-to-face settings or hospital admissions. Ideally, disaggregation of these separate components should be attempted, if possible.

Ensuring Regulatory, Ethical, and Information Governance
Beyond the practical and measurable aspects of development and evaluation, DBCIs present new questions in terms of ethics and regulation as they challenge existing frameworks and rules often designed in a pre-digital era.

Ensure Compliance With Rules on Ethics or Institutional Review Board Processes
The diversity of disciplines involved in the development of new DBCIs is challenging as the expectations and approaches of different cultures involved may not be immediately aligned. The notion of a minimum viable product and “fail fast, fail often” might be encouraged in an engineering world view, but it stands in sharp contrast to the “first do no harm” spirit of the health care profession and the risk-averse nature of clinical governance and patient safety. Developers may need to adjust to the more stringent regulatory frameworks of the biomedical sector and local ethics or institutional review processes. At the same time, regulators will need to make improvements in terms of speed and responsiveness in order to be able to meet the needs of fast evolving technologies. This was emphasized in the United States in a 2016 report from the National Academies of Science, Engineering, and Medicine [32], which advocated reflecting the contemporary realities of new research contexts, including accessibility and use of personal data.

Identify and Adhere to Regulatory Processes That May Be Required for Digital Medical Devices
DBCIs will need to navigate the complex landscape of regulation and governance. Many of these interventions fall at the blurred edges of existing regulatory frameworks, which evolved in a pre-digital and less software-intensive era. Depending on their nature, many DBCIs will be classified as medical devices. A lack of consistency of approach between countries means that those developing interventions will need to carefully monitor and engage with the emerging frameworks of the jurisdictions they work within. Regulatory organizations include the United Kingdom’s Medicines & Healthcare Products Regulatory Agency, which has issued specific guidance on apps [33] and the US Federal Trade Commission, which has released similar advice [34]. In addition, although several frameworks for assessment exist, there is diversity in views about what the necessary domains of quality are for DBCIs. Developers will need to understand this variation and create the appropriate evidence to match these specifications. Developing assessment frameworks in the United Kingdom include the National Health Service (NHS) app assessment model [35] and the European Union mHealth assessment guidelines [36].

Ensure Compliance With National Standards for Data Handling, Sharing, and Interoperability, Where Appropriate
There are unique challenges of information governance, as DBCIs may produce large amounts of personal, identifiable, and potentially valuable data. As data is often collected directly from mobile devices, this may include geographical information or information related to contacts and social networks. Those developing interventions will have to comply with local legislation that varies in scope and detail. Relevant legislation includes the Health Insurance Portability and Accountability Act (HIPAA) [37] in the United States, the Data Protection Act [38] (together with the Caldecott principles) in the United
Kingdom, and the General Data Privacy Regulation in the EU [39]. In addition, DBCIs may have more benefit if they are able to formally interact with health care delivery systems and, in particular, with electronic health records, requiring compatibility with local (and often highly variable) standards.

**Provide Clear and Transparent Information on How Data From the Intervention Will Be Used and Shared**

Beyond the essential regulatory frameworks, there are wider societal questions that have not yet been definitively answered regarding acceptability of data collection and sharing with competing commercial and ethical demands on data ownership. Some interventions are provided on a fee-for-use basis. Others have more complicated business models where a product is provided for free, but data is made available to the provider. There may be a trade-off that the public is willing to make between sharing their own data, effectiveness of interventions, and cost. As the threshold of acceptability is still being understood—and as this threshold may vary between populations and individuals—developers will need to tread cautiously and transparently. In addition, ownership of the data produced by DBCIs is not always clear and may vary by jurisdiction. These data have the potential to be a valuable resource for health care research and service planning [40], but the public may not be aware of these potential uses and may have reservations about how the data are used [41]. Developers should provide clarity about how and with whom they share their data. They may also wish to make sure that the business model for provision of their intervention is openly reported.

**Discussion**

**Future Research**

The approaches used to address the compelling health problems of our times should be based in state-of-the-art science in medicine, public health, and the social and behavioral sciences. They must also reflect advances in other disciplines such as engineering, data science, systems science, human-computer interaction, and communications technologies, in particular if these promise to improve the means by which we both understand the determinants of health and improve health behaviors. Innovations in digital health are now emerging on several fronts that demonstrate the utility of methods drawn from these fields. This should not surprise anyone who is engaged as a digital citizen in the increasingly smart and connected world in which we now live. The mobile in our pockets, purses, or backpacks is becoming both an increasingly important window on the potential of digital health and an enabler thereof. Thus, there is a need to consider several implications of these developments and optimally shape them as they go forward.

The ways in which users engage with digital interventions are changing as fast as the technologies for delivering them, and it is important that our methods of conceptualizing and assessing engagement keep pace. Earlier, PC-based digital interventions often replicated a series of therapeutic or coaching “sessions,” and engagement was defined simply as completing sufficient sessions to receive the full therapeutic program. However, mobile users of just-in-time adaptive interventions may just engage briefly at the crucial time-point with precisely the required behavior change support. The “effective” engagement required for behavior change support is therefore likely to differ, depending on the users and their contexts, and can only be determined by analyzing complex patterns of relationships between usage, user experiences, and outcomes. A challenge for future research into DBCIs is to find the most valid and efficient combinations of methods of measuring engagement with the intervention, both on the Internet and offline. Technology can provide detailed, unobtrusive assessment of behavior and its context, while complementary qualitative methods are crucial to fully understand and interpret user experiences. These qualitative approaches are central to participatory user-centered design, which is the key to developing and evaluating DBCIs in order to ensure that they are engaging and effective [16,17].

With respect to theory, DBCIs provide an unprecedented opportunity to test and advance our understanding of how behavior changes. However, this requires the application of more “agile” science [42]. This includes designing DBCIs on a modular basis with a clear understanding of which behavior change techniques [43] constitute that module and how they link to the theoretically postulated mechanisms of action. Collaborations between behavioral scientists and computer scientists are enabling theories of change to be specified in precise detail as sets of constructs and specified relationships between them. Computational models can define and test not just interactions between modules, mechanisms of action, and behaviors, but also how these vary across individuals and populations, settings, and time. This is spawning a fruitful area of “ontology” development, ontologies being well specified structures for organizing knowledge [22]. By combining this with computational algorithms and machine learning, the promise is that we can advance theoretical understanding of behavior change so that we can answer with confidence the questions put by health practitioners and policy makers: “What works, how well, for whom, in what settings, for what behaviors, and why?” [24].

With respect to evaluation, one key effectiveness question for policy makers and practitioners is whether purchasing or commissioning a given intervention will improve outcomes for their population compared with current practice or another innovation that they may be considering. Another is whether digital interventions can reduce the cost of health care provision without a significant loss of effectiveness. Ideally, this would involve pragmatic randomized trials (individual or cluster) comparing the different forms of care. However, the analysis in this paper indicates that this is often impracticable. Moreover, there are so many unknowns in the development of these interventions that a much more iterative cycle of development and testing is needed before getting to the point of a pivotal evaluation. Even when an intervention has been found to be effective in a pivotal evaluation, there are no guarantees that it will continue to be effective in a rapidly changing context. This means that the evaluation strategy for DBCIs needs to be fully integrated into every phase of development and implementation and needs to take advantage of the wide range of methodologies.
that are available, both experimental and observational, while also taking into account the exposure as well as effect in those exposed. The evaluation needs to take advantage of statistical techniques, particularly Bayesian analyses that promote ongoing accumulation of evidence.

With respect to the economic evaluation, policy makers and service providers will be hungry for the potential to deliver interventions at scale with only small increases in marginal cost, often in comparison with face-to-face interventions. This creates a requirement for evaluators to adapt existing economic approaches and develop new ones to accurately capture cost across the full digital development cycle, measure the reach of the intervention, and consider the complexity of the intervention to allow meaningful comparison. In evaluating both effectiveness and cost effectiveness, policy makers and organizations that consider purchasing these services will need to compare them with conventional delivery models and evaluation approaches. Thus, developers and evaluators will need to ensure that they produce evidence that allows this comparison to be made.

With respect to ethical, regulatory, and policy issues, standards for DBCIs are still emerging, and people developing and testing them will have to pick a cautious path through rules not often designed with this new category of interventions in mind. They will need to ensure that new, agile approaches to testing DBCIs demonstrate that they meet the exacting expectations of the clinical and biomedical community. Possibilities to develop common standards for intra-operability between interventions, with electronic health records and health care delivery systems, and in common behavioral data repositories should be explored. The advice provided here is specific to DBCIs, but it should also build on the good practice of reporting general mHealth interventions published elsewhere to ensure adequate description of the technical components of the intervention [44,45].

Conclusions

DBCIs present unique methodological challenges. New techniques and approaches are becoming available that offer opportunities to accelerate both the development and evaluation of these interventions, taking advantage of the speed and volume of data they generate, their potential adaptability, reach, and cost. These new methods have implications for changes within other fields of health care.
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Abstract

Background: Web-based interventions for individuals with depressive disorders have been a recent focus of research and may be an effective adjunct to face-to-face psychotherapy or pharmacological treatment.

Objective: The aim of our study was to examine the early change patterns in Web-based interventions to identify differential effects.

Methods: We applied piecewise growth mixture modeling (PGMM) to identify different latent classes of early change in individuals with mild-to-moderate depression (n=409) who underwent a CBT-based web intervention for depression.

Results: Overall, three latent classes were identified (N=409): Two early response classes (n=158, n=185) and one early deterioration class (n=66). Latent classes differed in terms of outcome (P<.001) and adherence (P=.03) in regard to the number of modules (number of modules with a duration of at least 10 minutes) and the number of assessments (P<.001), but not in regard to the overall amount of time using the system. Class membership significantly improved outcome prediction by 24.8% over patient intake characteristics (P<.001) and significantly added to the prediction of adherence (P=.04).

Conclusions: These findings suggest that in Web-based interventions outcome and adherence can be predicted by patterns of early change, which can inform treatment decisions and potentially help optimize the allocation of scarce clinical resources.
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Introduction

Web-based interventions for individuals with depressive disorders have been a recent focus of research and may be an effective addition to face-to-face psychotherapy or pharmacological treatment. For example, such interventions may be appropriate for individuals who have difficulty accessing psychological treatment or do not want to utilize face-to-face treatment [1-5]. Several studies suggest that some forms of Web-based interventions may be as effective as face-to-face therapy [6], although various methodological limitations of this body of research have also been noted [7]. One limitation of Web interventions is that they are not accepted by all patients and some drop out early or do not adhere to the treatment protocol [8]. Especially in unguided Web interventions, the risk of dropout is high [9,10] and results of studies on preratreatment predictors of outcome in Web interventions remain inconsistent [11]. Additionally, not all Web interventions are equal with regard to their quality or evidence base [12]. So far, investigations of Web interventions have mainly focused on treatment efficacy and short-term symptom change in comparison with treatment-as-usual control groups, in which participants were only able to access the Web intervention after a delay of several weeks or months [13,14].

Whereas a good database has been established regarding the general effectiveness of several Web-based interventions for the treatment of psychological problems, there is still a lack of research investigating the process and shape of change [15]. On the other hand, this area of research has a certain tradition in individual therapy. In recent years, interest in the investigation of early change patterns and their relation to outcome has grown. The basic idea behind this research is to use early change of the target behavior (eg, depressive symptoms) to predict treatment outcome [16,17]. Early change patterns have often been shown to be associated with outcome across different diagnoses [18,19], different treatment approaches [20,21], and different measures [22].

For example, a recent study investigated early change patterns in patients with panic disorder (n=326), who underwent manualized cognitive behavioral therapy (CBT) [23]. Using growth mixture modeling (GMM), 4 latent subgroups were identified, showing clusters of change trajectories over the first 5 sessions. One of the subgroups consisted of patients whose symptoms decreased rapidly and who also showed the best outcomes (early responders). This information on early response improved treatment prediction by 16.1% over patient intake characteristics. Early change patterns also significantly predicted early dropout. Likewise, a further study focused on early change patterns during low intensity interventions [24]. This study used data from patients with anxiety disorders or depression, who accessed the Improving Access to Psychological Therapies (IAPT) service in the United Kingdom (n=511). This service comprised between 1 and 8 sessions and was often delivered via telephone. Early response, defined as reliable improvement until session 4, was predictive of clinically significant recovery after treatment termination. It was noted that attrition was highest in early sessions, so that early attempts to engage patients should be made.

This example emphasizes the importance of also studying early change patterns in low intensity and Web interventions. Whereas conclusions drawn from efficacy and effectiveness studies are limited to the average patient after treatment, knowledge about early change patterns may help to answer clinical questions. For example, such knowledge could be used to predict whether the treatment in question will work for a particular subgroup or to decide whether users should continue treatment [25,26]. Such questions have become increasingly relevant in the face of the recent implementation of stepped-care models, where patients are matched to a treatment with the option of being “stepped-up” to more intensive care [27,28]. Knowledge about predictive determinants may add to the development of empirically based rules that support clinicians in their decisions [28] and may help to prevent dropout or low adherence. In addition, investigating change patterns promotes the understanding of change processes, which is necessary for treatment development efforts [15].

Although early change patterns are important predictors of treatment outcome [23,29], to date only one study has looked at early change patterns in patients undergoing Web-based interventions. Schiibbye and colleagues [30] examined change patterns during a CBT-oriented Web-based intervention, which was provided to patients with panic disorder, social phobia, or depression (n=112) by the Internet Psychiatry Clinic in Sweden. Outcome of the Web intervention was predicted by estimation of early change. The prediction was best when the rating of a disorder-specific measure at week 4 was used.

In the present study, we analyzed data from a multicenter trial testing the efficacy of a CBT-oriented web-based intervention for individuals with mild to moderate depression. Based on the existing literature on individual therapy, we predicted the existence of distinct early patient response clusters in this Web intervention. We further hypothesized that these clusters would add to the prediction of treatment outcome as well as adherence. This study also examined whether initial impairment, attitudes toward Web-based interventions, and email support predict early change patterns.

Methods

Participants and Treatment

This study was conducted from January 2012 to December 2013 and approved by the local ethics committee (DGP, reference number SM 04_2012). Written informed consent was obtained, and the study was registered at ClinicalTrials.gov (identifier: NCT01636752). Several settings were used to recruit participants: (1) In- and outpatient medical and psychological clinics, (2) internet forums for depression, (3) health insurance companies, and (4) the media (eg, newspaper). Participants were directed to the study’s website. In total, 2020 participants signed up for the study and were screened for inclusion and exclusion criteria. Inclusion criteria consisted of (besides Internet access) mild-to-moderate depressive symptoms defined by scores between 5 and 14 on the Patient Health Questionnaire-9 (PHQ-9) and ages between 18 and 65 years. Participants who fulfilled these criteria were further screened by telephone using the Mini International Neuropsychiatric Interview (M.I.N.I. [31]). Also, a baseline assessment was conducted using several self-report
measures (see below). If PHQ-9 scores were above 14, acute suicidality was determined or a lifetime diagnosis of bipolar disorder or schizophrenia was identified in the interview [32], participants were excluded from the study, and professional help was suggested to them. Included participants (n=1013) were then randomized to either an intervention group (IG), in which a CBT-oriented Web-based intervention (Depremis) was delivered in addition to care as usual (IG; n=509), or into a control group (CG), which solely consisted of care as usual (CG; n=504). During the study, participants in the care as usual group did not receive any Web intervention. The use of other interventions initiated by the participants in the care as usual group was measured during the course of the study. At posttreatment, participants reported having utilized the following treatments during the course of the study: medication, treatment by a psychotherapist, treatment at an outpatient clinic, and treatment at an inpatient clinic. There were no significant differences between participants in the IG and the CG regarding the use of medication (P=.54), treatment by a psychotherapist (P=.38), treatment at outpatient clinics (P=.68), and treatment at inpatient clinics (P=.29).

As incentive, all participants were entered into a lottery for 12 iPods after the last assessment. Furthermore, participants in the CG received access to the Web intervention 1 year after baseline assessments.

In addition to the pre- and post-treatment PHQ-9 assessments, which all participants filled out, participants in the IG filled out PHQ-9 assessments every 2 weeks during the course of the study. Furthermore, participants in the IG who had mild symptoms of depression (PHQ-9 scores between 5-9), received the Web-based intervention without any guidance, whereas participants who had moderate depressive symptoms (PHQ scores between 10-14) received the same Web intervention in combination with weekly email support [33,34]. Studies have shown that unguided Web interventions are also effective in the treatment of depression (eg, [35]). However, considering safety and efficacy, more intensive support seemed appropriate for patients with moderate depression.

After randomization into the IG, participants had to register on the study’s website and were then able to use the Web-based intervention (Depremis) for a period of 12 weeks. It is based on a cognitive-behavioral approach and consists of 10 modules that are presented in the form of a dialogue or “chat.” The modules contain classic CBT elements such as behavioral activation, but also broader therapeutic elements such as mindfulness, emotion-focused interventions, and interpersonal skills. Information as well as advice on the application of the relevant concepts in daily life were combined in the modules, which included text, illustration, and audio. This content was presented in dialogue form, where the user was asked to select one of several response options to the program’s explanations. In total, several published randomized controlled trials have provided evidence in support of the program’s efficacy, typically with small-to-medium effect sizes [35,32,3].

In this study, our main interest was to examine the change patterns of participants who received the intervention. Therefore, we focused on participants for whom not only pre- and post-assessments were available, but also several PHQ-9 assessments from during participation. This condition was fulfilled by participants in the IG (PHQ-9 every 2 weeks), but not by participants in the CG (pre and post PHQ-9 assessments only). In total, 483 of the 509 participants randomized into the IG registered on the study’s website. A total of 409 participants filled out at least one PHQ-9 during the first 4 weeks of the intervention (assessment at week 2 or assessment at week 4, see flowchart in Figure 1) and were therefore included in our study sample. Participants without any assessment during the intervention were excluded, as no meaningful course of change could be modeled for those cases. Participants (n=409) included in the study, and participants who did not register (n=26) or did not complete any assessment during the intervention (n=74) did not differ with regard to age (F_{2,506}=1.18, P=.31), gender (\chi^2=2.2, P=.34), or initial impairment (PHQ-9 at screening, F_{2,506}=1.47, P=.23).

On average, 2 weeks passed between screening and registration (standard deviation, SD=1.36). The first assessment took place 2 weeks after registration. Most participants were recruited by online forums (n=82), health insurance companies (n=134), or learned of the study by other means, commonly by news in media (n=236). Other participants learned of the study while in treatment (n=57). Attrition (n=100) did not differ between the recruiting options described previously (\chi^2=18.0, P=.12).

On average, participants were 43.16 years old (SD=11.10, range=18-65) and approximately 70% of participants (287/409) were women. Close to 50% of participants had a high-school diploma qualifying for university entrance (204/409). Most participants (n=264) suffered from moderate depression and therefore received the Web intervention as well as additional weekly brief support via email. In this study, early response was estimated based on PHQ-9 score changes between Web-based registration and week 4 of the intervention. In addition to the PHQ-9, other impairment measures and participant attitudes were assessed at screening and posttreatment (see questionnaires below).
Measures

**Diagnostic Interview**

Diagnoses were made using the M.I.N.I. [31], and clinician-rated severity of depression was assessed with the 24-item version of the Hamilton Depression Rating Scale (HDRS-24). The M.I.N.I. is a short structured diagnostic interview for Diagnostic and Statistical Manual of Mental Disorders, 4th Edition (DSM-IV) and International Classification of Diseases, Tenth Edition (ICD-10) disorders that has been translated into multiple languages. In several studies, it has shown good interrater reliability (eg, [36]). Acute suicidality was assessed based on current suicidal ideation and past suicide attempts. In this study, trained raters (postgraduate students) conducted the interviews via telephone. Before they were permitted to rate trial participants, raters were trained to conduct the interview either face-to-face or via telephone modules and had to demonstrate adequate interrater reliability on an audiotaped interview.

**Patient Health Questionnaire-9 (PHQ-9)**

The PHQ-9 consists of 9 items that reflect the criteria of depression in DSM-IV [37]. Answers are provided on a 4-point Likert scale (0-“not at all” and 3-“nearly every day”). Thus, total scores range from 0-27, with scores between 5 and 9 indicating mild depression and scores between 10 and 14 indicating moderate depression. The instrument has a good test-retest reliability ($r_{tt}=.84$) and internal consistency (Cronbach alpha=.86-.89; [37]). To operationalize reliable improvement, the reliable change index (RCI), which reflects the pre- post treatment difference $\Delta RCI$ large enough to not be attributable to measurement error, was calculated following Jacobson and Truax (see [38]): where $r$ is the reliability of the PHQ-9 ($r=.86$) and SD the standard deviation of the PHQ-9 intake score (SD=2.37). The RCI score for the PHQ-9 was 2.46 total points.

**Short-Form Health Survey-12 (SF-12)**

The SF-12 assesses limitations in role functioning with 12 items. It consists of two subscales measuring physical health (SF-12Physical Health Scale) and mental health (SF-12Mental Health Scale) [39]. Presence and severity of different impairments over the last 4 weeks are rated. Subscale scores can vary between 0-100, with higher scores indicating less impairment. Reliability is good with a Cronbach alpha of .76 [40] and test-retest correlations of $r_p=.76$ for the physical component and $r_m=.89$ for the mental component [39].
Questionnaire for the Evaluation of Psychotherapeutic Progress-2 (FEP-2)

The FEP-2 comprises 40 items and measures 4 dimensions of therapeutic progress and outcome (well-being, symptom distress, incongruence, and interpersonal problems) [41]. Answers are provided on a 5-point Likert scale (1-“never” and 5-“very often”) with higher scores indicating higher impairment. Reliability is high for the global scale (Cronbach alpha = .96; Retest between rₚ = .69-.77) and sensitivity to change has been demonstrated [41].

Attitudes Toward Psychological Online Interventions (APOI) Questionnaire

The attitudes toward psychological online interventions (APOI) [42] measures attitudes toward online-based interventions with 16 items. The following subscales are assessed: (1) Confidence in Effectiveness, (2) Skepticism and Perception of Risks, (3) Technologization Threat, and (4) Anonymity Benefits. Answers are provided on a 5-point Likert scale (1-“I disagree entirely” and 5-“I agree entirely”) and subscale scores range from 4-20. Higher values on the APOI total score indicate a more positive attitude toward psychological online interventions (POI). Reliability is good with a Cronbach alpha of .77.

Adherence

Adherence to the intervention was defined as the extent to which participants used the intervention. A number of modules were calculated by summing up all modules that were accessed for at least ten minutes. Usage time was defined as the number of hours participants spent using the Web intervention. At screening, at registration, every 2 weeks during the 12-week Web intervention period, and after the intervention, participants were asked to fill out the PHQ-9. The number of completed PHQ-9 assessments after week 4 of the intervention was used as an additional indicator of adherence.

Data Analytic Strategy

Patterns of early change in depressive symptoms, measured by the PHQ-9 over the first 4 weeks of the Web intervention, were identified using piecewise growth mixture modeling (PGMM) [43]. GMMs are considered a conservative method of identifying the PHQ-9 over the first 4 weeks of the intervention, were used to identify patterns of early change on the PHQ-9, within-group effect sizes were calculated in terms of effect sizes as well as reliable change. To evaluate change on overall treatment response, we examined the effect of early change patterns on change from pre- to post-treatment in terms of effect sizes as well as reliable change. To evaluate change on the PHQ-9, within-group effect sizes were calculated by subtracting the PHQ-9 score at post from PHQ-9 at screening and dividing the result by the SD of the PHQ-9 score at registration; phase 2: time between registration and assessment at week 4 of the intervention). Therefore, we used a model with 3 latent growth factors: an intercept indicating initial impairment and 2 slopes (one for each phase of change). To model change before the intervention (phase 1), the first slope loadings, which represent change in phase 1, were fixed to 0 at screening and to 1 at registration and later assessments. To model change during the first 4 weeks of the intervention (phase 2), the second slope loadings, which represent change in phase 2, were fixed to 0 at screening and registration and for the following 2 assessments, the log-linear transformation (base 10) of 2 and 3 were used respectively. According to the Bayesian information criterion (BIC; [45]), the log-linear transformation of factor loadings for the second slope improved the model fit compared with the linear transformation and was therefore used in subsequent analyses (linear: 6826.98, log-linear: 6820.20).

In order to model early response while taking potential spontaneous remission into account, we implemented one categorical latent class factor based on the 3 growth parameters (intercept, first slope, and second slope). Several fit criteria had been discussed to determine the optimal number of latent trajectory classes. In this study, we applied the BIC and the bootstrapped likelihood ratio test (BLRT) as proposed by Nylund et al [46] to determine the optimal number of latent trajectory classes. Thus, the model determination process was 2-fold. To identify the model with the lowest BIC value, the estimation procedure started with a 1-class solution and then one more class was added in each subsequent run. As mixture models are sensitive to class overextraction, in the second step an additional criterion (BLRT) was used to balance against this potential bias. Once the BIC value no longer decreased from a model with k classes to a model with k+1 classes, this solution was then tested against a solution with k-1 classes using the BLRT. If the BLRT revealed a significant P value (P < .05), the model was chosen as the best solution. If, however, the BLRT was not significant, the model was rejected and the solution with one class less (k-1) was tested against a model with two classes less (k-2). This procedure was repeated until the BLRT resulted in a significant P value.

In the final analysis, we fixed the variances around the class-specific slopes to zero in both phases, whereas intercept variances were freely estimated but constrained to be constant between classes. Therefore, heterogeneity in change had to be captured by the difference in mean slopes of different latent classes completely. Thus, in line with our main interest, we forced the estimation procedure to be more sensitive to patterns of change over time rather than to differences of initial levels of impairment. This approach can be seen as a hybrid of models in which all parameters’ variances are fixed to zero (latent class growth models) and in which the free estimation of all parameters is allowed (for similar approaches, also see [22,47]).

As the purpose of this study was to evaluate the impact of early change on overall treatment response, we examined the effect of early change patterns on change from pre- to post-treatment in terms of effect sizes as well as reliable change. To evaluate change on the PHQ-9, within-group effect sizes were calculated by subtracting the PHQ-9 score at post from PHQ-9 at screening and dividing the result by the SD of the PHQ-9 score at registration.
screening. As described previously, reliable change criteria were applied to the change scores to classify patients into 3 groups: reliably improved (pre to post improvement larger than the RCI of the PHQ-9, which equals 2.46 total points), reliably deteriorated (pre to post deterioration larger than the RCI), and not reliably changed (pre to post change remained under the RCI).

Subsequently, the identified latent change patterns were used to predict outcome and adherence, while controlling for initial impairment (PHQ-9 at screening, HRSD-24 at screening), patient characteristics (FEP-2, SF-12\textsubscript{Physical Health Status} and SF-12\textsubscript{Mental Health Status}), and attitudes toward the online intervention (APOI\textsubscript{total}) in stepwise regression analysis. Finally, we examined whether initial impairment, patient characteristics, and attitudes toward the online intervention predicted early change patterns using analysis of variances (ANOVAs) and multinomial regression analysis.

### Results

#### Patterns of Early Change

Following the 2-old model determination process, the 3-class solution showed the best model fit, as suggested by the BIC and BLRT (see Table 1). As a result, the 3-class solution was used for further analyses.

<table>
<thead>
<tr>
<th># Classes</th>
<th>BIC\textsuperscript{a}</th>
<th>SABIC\textsuperscript{b}</th>
<th>AIC\textsuperscript{c}</th>
<th>Entropy</th>
<th>BLRT\textsuperscript{d}</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6855.68</td>
<td>6830.30</td>
<td>6823.57</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2</td>
<td>6782.91</td>
<td>6744.84</td>
<td>6734.75</td>
<td>0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6773.41</td>
<td>6722.64</td>
<td>6709.19</td>
<td>0.65</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4</td>
<td>6777.33</td>
<td>6713.87</td>
<td>6697.06</td>
<td>0.66</td>
<td></td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\textsuperscript{a}BIC: Bayesian information criterion.
\textsuperscript{b}SABIC: sample size adjusted BIC.
\textsuperscript{c}AIC: Akaike information criterion.
\textsuperscript{d}BLRT: bootstrapped likelihood ratio test.

Graphical inspection revealed 2 early response groups and 1 early deterioration group. As shown in Figure 2, patients in classes 1 and 3 were characterized by higher PHQ-9 scores at screening that were above the cut-off score of 9 for clinical samples (C1: mean=12.08, C3: mean=11.27). Class 2 started treatment with lower (mild) depressive symptom severity (C2: mean=8.44).

The first subgroup labeled “early response after registration” (C1: 38.6%, 158/409) showed rapid early decrease in depressive symptom severity after registration. The early change effect size (between screening and week 4) in this group was $d=1.35$, reflecting rapid improvement. In the second subgroup which was labeled “early response after screening” (C2: 45.2%, 158/409), depressive symptoms decreased significantly not only during phase 2, but already during phase 1. The early response effect size within this latent class was large ($d=0.98$). In contrast to these 2 groups, a third subgroup of participants (C3: 16%, 66/409) showed a significant increase of depressive symptoms from screening to registration and from registration to assessment at week 4. This was the only class with a negative early change effect size ($d=-1.78$) and was therefore labeled “early deterioration.”

As some participants received additional treatment during the Web intervention and some were provided with email support, we compared these variables between classes to control for differential influences. The number of patients who were in therapy at the beginning of the Web intervention did not differ across classes ($\chi^2=4.4$, $P=.11$), and there was no difference between classes in regard to reported change in additional treatment status at the end of the Web intervention ($\chi^2=10.6$, $P=.39$). Also, at the beginning of treatment, there was no difference between classes with regard to the number of patients receiving medication ($\chi^2=1.4$, $P=.50$). At the end of treatment, classes did not differ with regard to number of patients reporting change in medication ($\chi^2=0.9$, $P=.64$) or use of medication ($\chi^2=4.1$, $P=.13$). Also there was no difference regarding use of psychotherapy ($\chi^2=0.2$, $P=.92$). Only 9 patients reported being treated in outpatient clinics, and only 5 reported being treated in inpatient clinics, so no meaningful difference between classes could be established.

Furthermore, the number of patients receiving email support during the Web intervention differed significantly between classes ($P<.001$). Whereas almost all participants in C1 (96.2%, 152/158) and C3 (83%, 55/66) received email support, only 31% (57/185) of participants in C2 exceeded the cut-off of 10 on the PHQ-9 at screening and thus received email support. Therefore, email support was included as a predictor variable in the following analyses.
**Patterns of Early Change and Treatment Outcome**

Table 2 shows the relative frequency of reliable improvement and pre-post effect sizes on the PHQ-9 depending on class membership. The relationship between reliable improvement of depressive symptoms and class membership was analyzed with a chi-square test, which revealed a significant association ($\chi^2 = 74.8$, $P < .001$).

As can be seen in Table 2, 62% (99/158) of participants in C1 (early response after registration) showed reliable change (standardized residual=1.5) and, on average, participants in this group showed the largest pre-post effect size ($d = 1.63$). Only 3% (5/158) showed a reliable negative development at the end of treatment.

In C2 (early response after screening) the rate of reliable improvement (56%, 104/185) and the pre-post effect size ($d = 1.25$) were slightly lower than in C1. The rate of reliable deterioration was 7% (12/185) for this class.

In C3 (early deterioration) only 27% (18/66; standardized residual=−3.00) of participants showed reliable improvement, yet in 39% of cases (26/66; standardized residual=7.2), participants in this class showed reliable deterioration. This was also the only class with a negative pre-post effect size ($d = −0.47$).

All 3 classes had similar rates of lacking reliable change (C1: 34.2%, 54/158; C2: 37.2%, 69/185; C3: 33%, 22/66).

To identify potential relevant predictors beyond impairment at screening (PHQ-9, HRSD-24), we first correlated patient characteristics (FEP-2, SF-12 Physical Health Status, and SF-12 Mental Health Status) and attitudes toward online interventions (APOI_total) with PHQ-9 postscores. Only initial attitudes toward online interventions ($r = −.12$, $P = .01$) were significantly correlated with outcome.

Subsequently, the estimation of the additional predictive power of early change patterns beyond variables at screening was conducted via a stepwise regression analysis. Impairment at screening (PHQ-9) was added into the model first, followed by HRSD-24 and APOI_total. The dummy coded class membership
variables were added to the model in the last stage of the analysis (see Table 3). The inclusion of the PHQ-9 score at screening explained 7.6% of the variance of PHQ-9 at post (P<.001). Participants with higher scores at the beginning of treatment tended to end with higher scores after treatment. HRSD-24 was also included and significantly increased the amount of explained variance by 3.4% (P<.001). Similarly, participants with higher impairment scores tended to end with higher scores.

The addition of APOI_total significantly increased the amount of explained variance by a further 1.5% (P=.008) resulting in a total of 12.5% of explained variance. A higher score at intake, indicating a more positive attitude toward the intervention, was significantly associated with lower PHQ-9 scores after treatment (see Table 3). Email support was not significant and therefore excluded in the next step (t407=−0.05, P=.96).

Table 2. Relative frequencies of reliable improvement of the Patient Health Questionnaire-9 (PHQ-9), pre-post change on the PHQ-9 (effect sizes) and adherence by patient group of early change.

<table>
<thead>
<tr>
<th>Sample</th>
<th>n</th>
<th>Reliable improvement on PHQ-9&lt;sup&gt;a&lt;/sup&gt; n (%)</th>
<th>Pre-post ES&lt;sup&gt;b&lt;/sup&gt; on PHQ-9 (d) (95% CI)</th>
<th>Adherence Usage time (in hours) mean (SD&lt;sup&gt;c&lt;/sup&gt;)</th>
<th>Number of modules of the Web intervention mean (SD)</th>
<th>Number of assessments&lt;sup&gt;d&lt;/sup&gt; mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All patients</td>
<td>409</td>
<td>221 (54)</td>
<td>1.12 (0.94-1.30)</td>
<td>7.89 (4.81)</td>
<td>9.10 (4.38)</td>
<td>2.52 (1.25)</td>
</tr>
<tr>
<td>Class 1&lt;sup&gt;e&lt;/sup&gt;</td>
<td>158</td>
<td>99 (62)</td>
<td>1.63 (1.39-1.86)</td>
<td>8.36 (4.08)</td>
<td>9.84 (3.90)</td>
<td>2.80 (1.16)</td>
</tr>
<tr>
<td>Class 2&lt;sup&gt;f&lt;/sup&gt;</td>
<td>185</td>
<td>104 (56)</td>
<td>1.25 (1.04-1.47)</td>
<td>7.32 (4.69)</td>
<td>8.64 (4.52)</td>
<td>2.37 (1.25)</td>
</tr>
<tr>
<td>Class 3&lt;sup&gt;g&lt;/sup&gt;</td>
<td>66</td>
<td>18 (27)</td>
<td>−0.47 (~1.05 to 0.12)</td>
<td>8.33 (6.39)</td>
<td>8.65 (4.85)</td>
<td>2.27 (1.36)</td>
</tr>
<tr>
<td>&lt;i&gt;P&lt;/i&gt; value</td>
<td></td>
<td>&lt;.01&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;i&lt;/sup&gt;</td>
<td>.10&lt;sup&gt;j&lt;/sup&gt;</td>
<td>.03&lt;sup&gt;i&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: Patient Health Questionnaire-9.
<sup>b</sup>ES: effect size.
<sup>c</sup>SD: standard deviation.
<sup>d</sup>Number of assessments: Number of PHQ-9s after week 4.
<sup>e</sup>Class 1: Early response after registration.
<sup>f</sup>Class 2: Early response after screening.
<sup>g</sup>Class 3: Early deterioration.
<sup>h</sup><i>χ</i><sup>2</sup> tests were performed, testing the association between class membership and categorized treatment outcome.
<sup>i</sup>1-way analysis of variances (ANOVAs) were performed, testing the association between class membership and mean d for pre-post change, usage time, number of modules of the Web intervention, and number of assessments.

Adding the dummy coded variables for class membership resulted in a further increase of 21.5% explained variance of treatment outcome (P≤.001). Thus, in total, 34% of variability of PHQ-9 change during the course of treatment was able to be explained by the model that contained initial PHQ-9, HRSD-24, and APOI_total scores, as well as early change patterns (see Table 3).

Patterns of Early Change and Adherence

Adherence assessed via the number of modules and number of assessments (number of completed PHQ-9s) was significantly associated with class membership (see Table 2). A 1-way ANOVA revealed significant associations between mean number of modules of the Web intervention and class membership (F<sub>2,406</sub>=3.65, P=.03). A post hoc test using Bonferroni correction showed that participants in C1 had accessed significantly more modules of the Web intervention than participants in C2 (d=0.28; pooled SDs between clusters were used to calculate between group effect-sizes). Concerning the number of assessments (F<sub>2,406</sub>=6.91, P=.001), similar results were found using Bonferroni corrected <i>P</i> values: Participants in C1 filled out more assessments than participants in C2 (d=0.36) and C3 (d=0.44). There was no significant difference between the subgroups regarding usage time (F<sub>2,406</sub>=2.32, P=.10).

For adherence measured by the number of modules of the Web intervention and the number of assessments completed, the predictive power of early change patterns was examined using stepwise regression analysis (see Table 3). In the first step of the analysis, impairment at screening (PHQ-9) was included in the equation. It was significantly associated with number of assessments (F<sub>1,406</sub>=15.21, P<.001) and explained 3.6% of variance. HRSD-24 at screening was excluded (t<sub>407</sub>=−0.03, P=.96) nor email support (t<sub>407</sub>=0.83, P=.41) enhanced predictability. In the second step, class membership was entered in the model. The addition of class membership explained an additional 1.5% of variance of number of assessments (P=.04). Thus, a total of 5.1% of variability of number of assessments was able to be explained by the final model, which included PHQ-9 at screening and class membership.
Table 3. Stepwise multiple regression analyses predicting outcome and adherence by patient characteristics, email-support, and patterns of early change.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Predictors</th>
<th>Outcome</th>
<th>Adherence</th>
<th>No. of modules in intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PHQ-9b at post</td>
<td>Adherence</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ΔR²</td>
<td>Beta</td>
<td>P</td>
</tr>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td></td>
<td>0.125</td>
<td>.008</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HRSD-24d</td>
<td></td>
<td>.199</td>
<td>&lt;.001</td>
<td>-0.043</td>
</tr>
<tr>
<td>APOIe</td>
<td></td>
<td>-0.124</td>
<td>.008</td>
<td>0.005</td>
</tr>
<tr>
<td>SupportEmail</td>
<td></td>
<td>-0.004</td>
<td>.96</td>
<td>0.066</td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td>0.215</td>
<td>0.015</td>
<td>0.04</td>
</tr>
<tr>
<td>PHQ-9</td>
<td></td>
<td>-0.040</td>
<td>.50</td>
<td>0.192</td>
</tr>
<tr>
<td>HRSD-24</td>
<td></td>
<td>0.045</td>
<td>.32</td>
<td>-0.024</td>
</tr>
<tr>
<td>APOI</td>
<td></td>
<td>-0.129</td>
<td>.002</td>
<td>0.001</td>
</tr>
<tr>
<td>SupportEmail</td>
<td></td>
<td>-0.068</td>
<td>.36</td>
<td>0.073</td>
</tr>
<tr>
<td>C2dummy</td>
<td></td>
<td>-0.346</td>
<td>&lt;.001</td>
<td>-0.030</td>
</tr>
<tr>
<td>C3dummy</td>
<td></td>
<td>0.342</td>
<td>&lt;.001</td>
<td>-0.132</td>
</tr>
<tr>
<td>Total R²</td>
<td></td>
<td>.34</td>
<td>0.05</td>
<td>.03</td>
</tr>
<tr>
<td>N</td>
<td></td>
<td>409</td>
<td>409</td>
<td>409</td>
</tr>
</tbody>
</table>

aPredictors included Patient Health Questionnaire-9 (PHQ-9) at screening, 24-item Hamilton Rating Scale for Depression (HRSD-24) at screening, attitudes toward Web-based intervention, email support, and early change patterns.
bPHQ-9: Patient Health Questionnaire-9.
cNo. of assessments = No. of PHQ-9 assessments after week 4.
dHRSD-24: 24-item Hamilton Rating Scale for Depression.
eAPOI: attitudes toward psychological online interventions.
fC2 and C3 are dummy coded class membership variables with Class 1: early response after registration, used as reference class.

Prediction of Early Change Based on Patient Intake Characteristics

Next, we investigated the relationships between class membership, initial impairment, participants’ intake characteristics and attitudes toward Web interventions via separate ANOVAs (APOI total, SF-12 physical health scale, SF-12 mental health scale, and FEP-2). Using Bonferroni corrected P values, baseline scores on the FEP-2, SF-12 physical health scale, and SF-12 mental health scale showed significant relationships with class membership.

With regard to the SF-12 physical health scale, C3 participants showed significantly lower values than C1 (d=0.40) and C2 (d=0.43) participants, indicating a higher level of physical impairment in C3 participants. On the SF-12 mental health scale, C2 participants reached significantly higher values than C1 (d=0.76) and C3 (d=0.49) participants, indicating that participants in C2 were less mentally impaired than participants in C1 and C3. Impairment measured by the FEP-2 differed significantly between C2 and C1 (d=0.42) as well as C2 between and C3 (d=0.44), with C2 showing the lowest values, indicating the lowest level of impairment.

When adding these significant variables and email support to multinomial logistic regressions, depressive symptoms measured by the PHQ-9 (χ²=75.4; P<.001) and HRSD-24 (χ²=34.8; P<.001) as well as physical health (SF-12 physical health scale; χ²=6.6; P=.04) demonstrated specific predictive power for class membership. Results of multinomial logistic regression analyses with patient characteristics as predictors of class membership are presented in Table 4.

PHQ-9 intake scores significantly discriminated between classes. Higher scores were associated with a lower probability of belonging to C3 or C2 compared with C1 and a higher probability of belonging to C3 compared with C2. In addition, HRSD-24 intake scores also discriminated between classes with higher scores associated with a lower probability of belonging to C2 compared with C1 and a higher probability of belonging to C3 compared with C2. Higher SF-12 physical health scale intake scores, indicating lower impairment, were associated with a lower probability of membership in C3 compared with C1.
Table 4. Prediction of class membership by patient intake characteristics via multinomial logistic regression analyses. $R^2 = .51$ (Cox & Snell) and 0.588 (Nagelkerke). Model $\chi^2 = 284.3$. For each comparison, the class mentioned first is used as the reference class in the multinomial logistic regression.

<table>
<thead>
<tr>
<th>Variables</th>
<th>regression coefficient B (standard error)</th>
<th>P</th>
<th>95% CI for odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1$^a$ versus class 2$^b$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>14.84 (2.96)</td>
<td>&lt;.001</td>
<td>0.18</td>
</tr>
<tr>
<td>PHQ-9$^c$</td>
<td>−1.31 (0.19)</td>
<td>&lt;.001</td>
<td>0.84</td>
</tr>
<tr>
<td>HRSD-24$^d$</td>
<td>−0.12 (0.03)</td>
<td>&lt;.001</td>
<td>0.32</td>
</tr>
<tr>
<td>FEP-2$^e$</td>
<td>0.19 (0.67)</td>
<td>.78</td>
<td>0.95</td>
</tr>
<tr>
<td>SF-12$^f$/Physical Health</td>
<td>−0.01 (0.02)</td>
<td>.73</td>
<td>0.97</td>
</tr>
<tr>
<td>SF-12$^f$/Mental Health</td>
<td>0.02 (0.03)</td>
<td>.44</td>
<td>0.30</td>
</tr>
<tr>
<td>Email support</td>
<td>0.07 (0.65)</td>
<td>.91</td>
<td>0.18</td>
</tr>
<tr>
<td>Class 1$^a$ versus class 3$^g$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>3.65 (2.72)</td>
<td>.18</td>
<td>0.60</td>
</tr>
<tr>
<td>PHQ-9$^c$</td>
<td>−0.26 (0.13)</td>
<td>.04</td>
<td>0.99</td>
</tr>
<tr>
<td>HRSD-24$^d$</td>
<td>0.04 (0.02)</td>
<td>.08</td>
<td>0.45</td>
</tr>
<tr>
<td>FEP-2$^e$</td>
<td>0.37 (0.60)</td>
<td>.54</td>
<td>0.92</td>
</tr>
<tr>
<td>SF-12$^f$/Physical Health</td>
<td>−0.05 (0.02)</td>
<td>.01</td>
<td>0.96</td>
</tr>
<tr>
<td>SF-12$^f$/Mental Health</td>
<td>0.01 (0.03)</td>
<td>.70</td>
<td>0.12</td>
</tr>
<tr>
<td>Email support</td>
<td>−0.77 (0.68)</td>
<td>.26</td>
<td>2.55</td>
</tr>
<tr>
<td>Class 2 versus class 3$^h$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−11.19 (3.12)</td>
<td>&lt;.001</td>
<td>1.07</td>
</tr>
<tr>
<td>PHQ-9$^c$</td>
<td>1.05 (0.20)</td>
<td>&lt;.001</td>
<td>0.29</td>
</tr>
<tr>
<td>HRSD-24$^d$</td>
<td>0.16 (0.03)</td>
<td>&lt;.001</td>
<td>0.92</td>
</tr>
<tr>
<td>FEP-2$^e$</td>
<td>0.19 (0.73)</td>
<td>.80</td>
<td>0.93</td>
</tr>
<tr>
<td>SF-12$^f$/Physical Health</td>
<td>−0.04 (0.02)</td>
<td>.07</td>
<td>0.12</td>
</tr>
<tr>
<td>SF-12$^f$/Mental Health</td>
<td>−0.01 (0.03)</td>
<td>.70</td>
<td>0.20</td>
</tr>
</tbody>
</table>

$^a$Class 1 = early response after registration.  
$^b$Class 2 = early response after screening.  
$^c$PHQ-9: Patient Health Questionnaire.  
$^d$HRSD-24 = 24-item Hamilton Rating Scale for Depression.  
$^f$SF-12: 12-item short form health survey.  
$^g$Class 3: early deterioration.

Discussion

Principal Findings

This study examined patterns of early change during the first 4 weeks of a 12-week CBT-oriented Web-based intervention for depression by applying a PGMM analysis. We were able to identify 3 early change patterns: The first was characterized by early improvement after screening, the second by early improvement after registration, and the third by early deterioration. Furthermore, latent classes differed with regard to outcome and adherence measured by the number of assessments (number of completed PHQ-9s) and number of modules used (for a duration of at least ten minutes), but not with regard to the overall amount of time spent using the system. Class membership improved outcome prediction by 21.5% over impairment at intake (PHQ-9 at screening, HRSD-24) and attitudes toward online interventions (APOI). In addition, initial impairment on the PHQ-9 and class membership significantly predicted the number of assessments. Furthermore, group
membership of patients was significantly predicted by initial impairment on the PHQ-9 and HRSD-24 as well as by impairment on the SF-12 scale physical health.

The early response and deterioration patterns identified in this study of a CBT-oriented Web-based intervention have also been found in studies of individual face-to-face therapy [23]. In this study, a more differentiated investigation of early response was made possible by including the phase from screening to registration in the analysis. The identification of a subgroup that improved before treatment started may be indicative of a regression to the mean or “spontaneous remission” effect for some patients. Yet spontaneous remission may only explain part of the effect in this group. The decision to start treatment and the knowledge of being screened and accepted for the Web intervention may have already created a positive effect by inducing hope and positive treatment expectations, therefore leading to continuous positive changes in outcome, reaching to the end of treatment. Interestingly, participants in this class had significantly less email support than the other 2 classes. Clearly, more studies, which consider the pretreatment phase in the study of early change patterns, are necessary.

In contrast, early response after registration may correspond to a response pattern, which has recently been described as the pliant response pattern [48]. For this patient group, the impact of the specific treatment is essential: response to treatment is excellent, if the treatment provided is excellent and poor and if the treatment provided is poor. In line with the results of previous studies [24,23], participants with early positive change were likely to be improved (reliably) at the end of the treatment and, on average, showed a higher mean effect size than other participants.

In our study, the rate of participants showing early deterioration (16.1%, 66/409) was somewhat higher than in other studies (4.6%, [23]; 2.4%, [43]), yet more studies are required before conclusions regarding the risk of deterioration during Web interventions can be drawn. Participants who deteriorate early may be facing crisis and be in need of more immediate help than can be provided by an Web intervention. They may especially benefit from treatment selection and the combination of face-to-face and Web interventions [49]. In any case, email support was not lower in this group than in the early response after registration group.

One possible explanation of the mixed findings regarding the frequency of early negative response patterns could be the varying settings, with different early response rates in face-to-face, medication, and Web interventions. However, further studies must also investigate the influence of varying (outcome?) instruments and definitions of early response within this area of investigation [23].

Although email support did not predict outcome, initial PHQ-9 and HRSD-24 scores as well as attitudes toward Web interventions remained significant predictors of outcome after controlling for class membership. The finding of an association between attitudes toward Web interventions and outcome fits well with findings concerning the contribution of treatment expectation to treatment outcome [50]. In Web interventions, one of the first aims should therefore be to promote positive attitudes and motivation with regard to the intervention, making improvement more likely, while preventing dropout.

With regard to adherence, it could be shown that participants with early symptom deterioration completed fewer modules of the intervention and fewer assessments than the early response after registration group. However, class membership predicted number of assessments only. Participants who experience improvement may feel more inclined to track their progress and to make maximum use of the limited time available (12 weeks), whereas participants who show less early improvement may be discouraged from using the intervention more intensively. While early response is often associated with shorter treatment length [51], it has also already been reported that in time-limited treatment protocols, early response participants tend to complete the protocol and are less likely to drop out of treatment [23].

Somewhat surprisingly, there was no difference between early response groups with regard to usage time. A possible explanation could be that the Web intervention was tailored to patients, resulting in individual patients taking different paths within the Web intervention. These paths varied in length, presenting participants with critical problems with more content and longer paths, which took more time.

Physical health was associated with a higher probability of belonging to the early response after registration group compared with the early deterioration group, indicating that physical health may be an important factor not only in face-to-face treatment but also in Web interventions. In addition, Web interventions may be needed, which take poor physical health into account, for example, by providing psychoeducation and/or special coping strategies for patients with symptoms of pain. This could increase adherence by addressing a possibly important concern of some participants who may otherwise feel like the intervention is not adequately targeting their problems [52]. Furthermore, poor physical health may decrease motivation and increase negative expectations such as “nothing is going to change” or “I can’t do this” leading to dropout or lack of improvement. In this case, the initiation of motivation and hope may be especially crucial. Similar to face-to-face settings, early change patterns during Web interventions may have important implications for treatment selection, the continuation and adaptation of treatment, as well as the development of new Web or blended interventions. Early response monitoring may support the decision-making process with regard to the addition of special content (eg, coping with physical impairment and enhancing positive treatment expectations) or the necessity of higher intensity treatments. Furthermore, physical health and attitudes toward Web interventions may be important factors that influence early response or early deterioration and may be useful indicators when deciding whether a specific Web intervention should be applied. Although some interventions target multiple problems [53], it is still unclear whether such interventions can raise the early positive response rate. Also, given that the participants in the early response after screening and early response after registration groups showed improvement, it may be that varying factors contribute to early response.
Conclusions

Clearly, hope and positive expectations have an impact on early response; however, we don’t yet know much about specific personal characteristics such as self-efficacy. It would be interesting to investigate whether participants that improve or show an early positive change differ with regard to self-efficacy and whether high or low self-efficacy influences outcome in the long-term.

To summarize, more research is still necessary to understand which factors contribute to early response, which factors are indicated risk of early deterioration or dropout, and how clinicians or developers of Web interventions can best adapt interventions, particularly in routine care settings [53,54].

In summary, identifying patterns of early change can have implications for treatment outcome and treatment completion rates. Session-by-session monitoring and feedback of this information may increase awareness of these early change patterns and be applied as part of a stepped-care treatment approach [49].

Limitations

The following limitations of this study should be considered when interpreting the results. Unfortunately, number of modules of the Web intervention and usage time could not be assessed on a weekly basis, limiting what can be said about the progression of adherence in relation to the progress of symptoms. Also, due to economic considerations, the PHQ-9 was used as the sole outcome measure over the course of treatment. In future studies, a broader range of outcome measures (eg, an anxiety measure) and usage variables could be regularly monitored, improving the estimation and investigation of outcome and adherence. In future studies, additional predictors of adherence should also be studied.

In addition, only participants with at least one assessment during the intervention were included in the analyses. We addressed this issue by testing for differences between included and excluded participants. Although we did not find any differences, these results should not be generalized to participants who, for whichever reason, did not complete any assessments during the first weeks of treatment.

In addition, it must be mentioned that the application of GMM and the associated selection of an optimal number of groups is not without disadvantages [55,56]. One disadvantage is the possibility of specification errors, which can result in the overextraction of trajectory classes through GMM [57]. For this reason, after examining 2 common fit indices (BIC and BLRT), we decided to take the 3-class model into account only. When interpreting early change patterns extracted using GMM, it should not be forgotten that the result is a simplification of a more complex reality, which warrants caution [55]. GMM remains just one possibility to identify early change patterns and other identification possibilities should be considered.

Despite these limitations, this study underlines the potential of early change patterns as predictors of treatment outcome as well as adherence, which, in the future, may guide treatment decisions regarding the content and continuation of Web interventions.
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Abstract

Background: Providing feedback is a technique to promote health behavior that is emphasized by behavior change theories. However, these theories make contradicting predictions regarding the effect of the feedback sign—that is, whether the feedback signals success or failure. Thus, it is unclear whether positive or negative feedback leads to more favorable behavior change in a health behavior intervention.

Objective: The aim of this study was to examine the effect of the feedback sign in a health behavior change intervention.

Methods: Data from participants (N=1623) of a 6-month physical activity intervention was used. Participants received a feedback email at the beginning of each month. Feedback was either positive or negative depending on the participants’ physical activity in the previous month. In an exploratory analysis, change in monthly step count averages was used to evaluate the feedback effect.

Results: The feedback sign did not predict the change in monthly step count averages over the course of the intervention (b=−84.28, P=.28). Descriptive differences between positive and negative feedback can be explained by regression to the mean.

Conclusions: The feedback sign might not influence the effect of monthly feedback emails sent out to participants of a large-scale physical activity intervention. However, randomized studies are needed to further support this conclusion. Limitations as well as opportunities for future research are discussed.
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Introduction

Background

In 2012, noncommunicable diseases (NCDs) such as diabetes, cardiovascular diseases, chronic respiratory diseases, or cancer were responsible for 68% of deaths worldwide [1].

Physical activity plays a crucial role in the prevention and management of NCDs, as it has been found to affect the incidence and course of NCDs such as diabetes [2], asthma [3], and cancer [4], as well as associated risk factors such as hypertension [5], overweight [6], or high blood sugar [7]. To reduce the burden of NCDs on the worlds’ health and health care systems, researchers have focused on the development of effective physical activity interventions among others.

Physical activity interventions often use feedback as a method to change behavior [8-11]. For example, in a review of technology-enabled health interventions [11], feedback was employed in 55 out of approximately 110 (50.0%) reviewed interventions targeting physical activity and was identified as the second-most used behavior change technique. Abraham and Michie [12] defined feedback as “providing data about recorded behavior or evaluating performance in relation to a set standard.
Feedback According to Control Theory

CT provides a model of self-regulation for intentional (or goal-directed) behavior (eg, walking 10,000 steps a day). Self-regulation is vital for physical activity promotion as it constitutes the basis for self-directed change [21], and physical activity interventions based on CT strategies have been found to be more effective than other physical activity interventions [22]. According to CT, people regulate their behavior by periodically comparing the perceived qualities of their own behavior with a salient reference value (eg, a goal) [23]. Whenever a discrepancy between one’s performance and a goal is recognized, a behavior is triggered in order to reduce the discrepancy (negative feedback loop). Thus, feedback affects behavior via the comparison with a set goal or standard, which has important implications for feedback design: performance is likely to be increased after negative feedback, as negative feedback informs the recipient that a goal or standard has not been met. In turn, performance is likely to be maintained or decreased after positive feedback, as positive feedback signals that the recipient exceeded the goal, which can thus be reached with less effort as well. Figure 1 illustrates the underlying causal processes of the effect of feedback according to CT.

Feedback According to Social Cognitive Theory

In contrast to CT, SCT assumes that the mere perception of behavior and standards is insufficient to regulate behavior. It rather posits that cognitions such as self-efficacy beliefs are central factors that impact goal pursuit and self-regulation [24]. Self-efficacy beliefs are personal beliefs about the capability to exercise control over one’s actions and constitute the foundation of human motivation and action [24]. More precisely, unless one believes that a desired health outcome (eg, walking 10,000 steps a day) can be produced by one’s own actions, he or she has no incentive to act in the first place. Furthermore, self-efficacy beliefs influence the regulation of behaviors in a variety of ways. According to SCT, self-efficacy directly influences how goals are set and how strong one feels committed to achieving them, what outcomes one expects to realize, and how impediments are viewed [24]. It further affects how failures are attributed and how one reacts to setbacks [25]. People holding strong self-efficacy beliefs tend to be more motivated to reach set goals as they are convinced of their own capabilities, expect to realize favorable outcomes with their actions, and view impediments as surmountable.

Understandably, a major source of self-efficacy includes personal experiences of success and failure [26]. Since feedback usually contains an evaluation of one’s performance with regard to a set goal, feedback conveys success if it is positive, that is, the recipient has achieved or exceeded the goal. In turn, feedback conveys failure if it is negative, that is, the recipient has not met the goal. Following the reasoning of SCT, performance is likely to increase after positive feedback because self-efficacy (and in turn performance) is increased. Consequently performance is decreased after negative feedback, which can undermine one’s confidence in the ability to reach a set standard. Figure 2 illustrates the underlying causal processes of the effect of feedback according to SCT.
Both CT and SCT contradict each other in their implications for feedback design. Whereas CT predicts that negative evaluation of performance leads to favorable behavior change, SCT predicts the same for positive evaluation of performance. Whether the feedback contains a positive or a negative evaluation of performance is often referred to as the sign of the feedback message [18]. Past research has so far produced inconclusive results regarding the effect of the feedback sign. In their meta-analysis, Kluger and DeNisi found no significant effect of the feedback sign, thus favoring neither of the two theoretical positions [18]. Both authors suggested later that the effect might be moderated by the regulatory focus of participants [27,28]. A more recent meta-analysis looking at the effect of feedback [29] could not evaluate the effect of the feedback sign, since too few studies directly compared positive and negative feedback. Consequently, it is unclear whether positive or negative feedback is more likely to change behavior when incorporated in physical activity interventions. Summarizing the line of reasoning above, we therefore pose the following research question: Does positive or negative feedback lead to more favorable behavior change in a physical activity intervention?

Methods

Procedure

In order examine the effects of positive and negative feedback, we exploratory analyzed data from a cluster-randomized trial that primarily focused on the effects of different incentives on the acceptance of a digital physical activity intervention [30]. This paper specifically examines the effect of monthly feedback emails that were sent out over the course of this intervention. The study was approved by the ethics committee of the authors’ university.

A total of 26,773 customers of a large Swiss health insurance company were invited through email, along with eligible family members, to participate in a physical activity intervention that was conducted from July 2015 to December 2015. In order to participate, customers had to be at least 18 years old, be registered in a complementary insurance program, accept participation conditions and privacy terms, and declare to be free of any medical condition that does not permit increased physical activity.

Before invitation, potential participants were clustered based on their state of residence and clusters were then randomly allocated to one out of three incentive conditions: In the financial incentive condition, participants received CHF10 (US $10) for each month they walked >10,000 steps a day on average. To prevent frustration, participants received CHF5 when their monthly step count average was below 10,000 but over 7500 steps, which matches the approximate minimum recommendation for daily physical activity [31]. The charitable incentive condition was equal to the financial incentive condition, except that participants could choose to donate an amount of choice of their earned money to a charitable organization. The control group received no incentives. To ensure fair treatment of all participants, the control group was entitled to financial incentives of CHF20 (for monthly averages above 10,000 steps) and CHF10 (for monthly averages below 10,000 and above 7500 steps) for the second half of the intervention. Participants completed a Web-based questionnaire at the beginning (T1) and at the end of the intervention (T2) to measure demographic and control variables relevant for the primary purpose of the study. A detailed description of the intervention as well as of all variables measured is available in Kowatsch et al [30].

In line with recommendations for health promotion, participants were advised to perform at least 150 min of moderate-intensity activity a week, which on average translates to a goal of 10,000 steps a day [31]. Via the Web-based customer account, participants could at any time gain insight into their physical activity data as well as their degree of achievement with regard to their goal of 10,000 steps a day.
Feedback Emails

Starting after the first month, every participant received a feedback message by email at the beginning of the month that contained information on goal achievement of the last month. Consequently, every participant received 5 feedbacks over the course of the intervention. If participants failed to reach an average step count of at least 7500 steps a day, a negative feedback was provided (e.g., “Unfortunately you did not reach the goal of 7500 steps a day on average last month”). In all other cases the feedback was positive (e.g., “Well done, you have achieved at least 7500 steps a day on average over the last month and did a lot for your health”). In the financial and charitable incentive condition, feedback emails also contained information about the amount of money earned in the past month. Moreover, and in line with theory [18], all feedback emails contained a season-based tip on how to increase physical activity over the next month (e.g., winter specific activities like snow shoe hiking or visiting Christmas markets were recommended in winter months, and outdoor activities like hiking or geocaching were recommended in summer and autumn months). Feedback emails were sent out by the insurance company. Figure 3 provides an example of a feedback email that was sent out in September.

Analyses

Descriptive Statistics

Data from the baseline questionnaire was used to describe the sample of this study. We calculated means and standard deviations (SDs) for continuous variables and absolute and relative frequencies for categorical variables. Data on age and gender of the participants was provided by the insurance company. Statistics on monthly average step counts were
obtained by calculating the mean of all participants’ mean step counts for each month.

**Effect of the Feedback Sign**

Because feedback on participants’ physical activity referred to monthly average step counts, we used the change in monthly step averages as the outcome variable to compare the effect of positive and negative feedback. Specifically, we calculated the difference between monthly step count averages before and after dispatch of the feedback email. Since each participant received 5 feedback emails, we consequently obtained 5 difference measures per participant. This difference indicates whether a participant increased or decreased his or her average monthly step count in the month after receiving feedback. Differences with an absolute value of more than 10,000 steps are likely to be the result of irregular recorded step counts (e.g., very few and very low recorded step counts in 1 month) and were regarded as outliers and excluded from analysis. Exclusion of outliers resulted in the removal of 26/8115 (0.03%) observations and did not affect the results of the analyses.

To determine what analyses should best be used to examine the effect of the feedback sign, a 2-level hierarchical linear model with measurements as level-1 unit of analysis and participants as level-2 unit of analysis was fit to the data. However, the comparison of an intercept-only and a random-intercept model revealed that modeling the nested data structure did not significantly improve the model fit ($\chi^2 = 0.0, P=0.99$). Hence, measurements were treated as independent, and a linear regression model was fit to the data in order to examine the effect of the feedback sign. Because the feedback emails informed participants in the incentive groups also about the amount of steps when compared with emails 1, 4, and 5.

**Descriptive Statistics**

In total, 1410 directly invited customers and 213 family members participated in the program resulting in a sample of N=1623 participants. On average, participants were 42.66 (SD=13.06) years old and slightly more men (848/1623, 52.25%) than women (770/1623, 47.44%) participated in the prevention program. Five participants (0.31%, 5/1623) did not disclose their gender. Compared with the Swiss population [33], people aged 20-39 years were overrepresented in the sample (46.40% [753/1623] vs 33.45% [2,225,129/6,651,623]), whereas people aged 64 years and above were underrepresented (7.64% [124/1623] vs 22.48% [1,495,052/6,651,623]). Moreover, program participants who filled out the Web-based questionnaire at T1 (n=1220) tend to have higher net income (between CHF 5000 and 10,000: 61.4% [593/966] vs 33.5%, more than CHF 10,000: 13.2% [127/966] vs 3.5%; no absolute values were available for the different income categories) and a lower chance of not obtaining a high school degree (2.30% [27/1172] vs 12.09% [564,889/4,671,164]; education data from the Federal Bureau of Statistics was available only for persons aged between 25 and 64 years and participants’ characteristics were adjusted accordingly). Additional participant characteristics obtained via the baseline questionnaire are outlined in Table 1.

Over the course of the intervention, participants walked on average 10,410 steps a day (Table 2), which can be considered high [31] but comparable with the results of other studies conducted with Swiss samples [34]. Monthly average step counts showed a slight negative trend over time. Naturally, step counts were higher for participants receiving a positive feedback mail because a positive feedback was sent out only if the average step count of the previous month exceeded 7500 steps. The attrition rate (23.35%, 379/1623) was comparable with previous pedometer-based interventions [35].

**Results**

**Effect of the Feedback Sign**

Descriptively, a clear pattern emerged from the data as it is apparent from Table 3. For every feedback mail, step count averages decreased after a positive feedback and increased after a negative feedback. In absolute terms, the average increase after negative feedback (450 steps, SD=2032) was comparable with the average decrease after positive feedback (~425 steps, SD=1858). For emails 2 and 3, the negative change after a positive feedback was less pronounced whereas for those emails the positive change after a negative feedback was almost twice the amount of steps when compared with emails 1, 4, and 5. However, mean changes in step counts were accompanied by large SDs, calling into question whether positive and negative feedback indeed led to significantly different changes in step counts. Moreover, the observed pattern of results can possibly be explained by a regression to the mean due to the dependency of the feedback sign on the participants’ physical activity.
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>T1 questionnaire, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n=1220)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>548 (44.92)</td>
</tr>
<tr>
<td>Professional school</td>
<td>208 (17.05)</td>
</tr>
<tr>
<td>High school</td>
<td>389 (31.89)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>23 (1.89)</td>
</tr>
<tr>
<td>Primary school</td>
<td>4 (0.33)</td>
</tr>
<tr>
<td>Not declared</td>
<td>48 (3.93)</td>
</tr>
<tr>
<td><strong>Place of residence</strong></td>
<td></td>
</tr>
<tr>
<td>Town</td>
<td>142 (11.64)</td>
</tr>
<tr>
<td>Outskirts of town</td>
<td>300 (24.59)</td>
</tr>
<tr>
<td>Village</td>
<td>598 (49.02)</td>
</tr>
<tr>
<td>Countryside</td>
<td>180 (14.75)</td>
</tr>
<tr>
<td><strong>Income in CHF</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;2500</td>
<td>62 (5.08)</td>
</tr>
<tr>
<td>2501-5000</td>
<td>184 (15.08)</td>
</tr>
<tr>
<td>5001-7500</td>
<td>383 (31.39)</td>
</tr>
<tr>
<td>7501-10,000</td>
<td>210 (17.21)</td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>127 (10.41)</td>
</tr>
<tr>
<td>Not declared</td>
<td>254 (20.82)</td>
</tr>
<tr>
<td><strong>Nationality</strong></td>
<td></td>
</tr>
<tr>
<td>Swiss</td>
<td>1098 (90.00)</td>
</tr>
<tr>
<td>German</td>
<td>55 (4.51)</td>
</tr>
<tr>
<td>Other</td>
<td>53 (4.34)</td>
</tr>
<tr>
<td>Not declared</td>
<td>14 (1.15)</td>
</tr>
<tr>
<td><strong>Pedometer brand</strong></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>782 (64.10)</td>
</tr>
<tr>
<td>Fitbit app</td>
<td>249 (20.41)</td>
</tr>
<tr>
<td>Garmin</td>
<td>130 (10.66)</td>
</tr>
<tr>
<td>Jawbone</td>
<td>59 (4.84)</td>
</tr>
<tr>
<td><strong>Pedometer bought for participation</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>673 (55.16)</td>
</tr>
<tr>
<td>No</td>
<td>511 (41.89)</td>
</tr>
<tr>
<td>Not declared</td>
<td>36 (2.95)</td>
</tr>
</tbody>
</table>
Table 2. Descriptive statistics of monthly average step counts by feedback sign.

<table>
<thead>
<tr>
<th></th>
<th>Positive feedback</th>
<th>Negative feedback</th>
<th>Total^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Month 1</td>
<td>-</td>
<td>-</td>
<td>10967.02 (3744.64)</td>
</tr>
<tr>
<td>Month 2</td>
<td>11581.79 (3273.48)</td>
<td>6293.99 (2668.99)</td>
<td>10710.19 (3732.68)</td>
</tr>
<tr>
<td>Month 3</td>
<td>11639.40 (3145.38)</td>
<td>6470.87 (2298.96)</td>
<td>10714.99 (3597.49)</td>
</tr>
<tr>
<td>Month 4</td>
<td>11533.57 (3326.82)</td>
<td>6450.72 (2269.40)</td>
<td>10657.20 (3717.10)</td>
</tr>
<tr>
<td>Month 5</td>
<td>11216.21 (3395.22)</td>
<td>6046.97 (1945.79)</td>
<td>10366.47 (3742.52)</td>
</tr>
<tr>
<td>Month 6</td>
<td>11308.43 (4283.81)</td>
<td>5968.97 (2144.36)</td>
<td>10299.51 (4479.57)</td>
</tr>
<tr>
<td>Total</td>
<td>11462.60 (3489.37)</td>
<td>6252.79 (2291.78)</td>
<td>10409.96 (3427.29)</td>
</tr>
</tbody>
</table>

^aValues represent monthly average step counts depending on the feedback at the beginning of the month.

Table 3. Descriptive statistics of change in monthly step count averages by feedback sign.

<table>
<thead>
<tr>
<th></th>
<th>Positive feedback</th>
<th>Negative feedback</th>
<th>Total^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mail 1</td>
<td>-482.71 (2035.95)</td>
<td>363.30 (2114.51)</td>
<td>-349.37 (2070.88)</td>
</tr>
<tr>
<td>Mail 2</td>
<td>-328.77 (1858.73)</td>
<td>717.76 (2153.88)</td>
<td>-148.82 (1952.29)</td>
</tr>
<tr>
<td>Mail 3</td>
<td>-399.11 (1869.87)</td>
<td>587.71 (2012.82)</td>
<td>-234.52 (1929.12)</td>
</tr>
<tr>
<td>Mail 4</td>
<td>-497.77 (1854.33)</td>
<td>215.26 (1654.28)</td>
<td>-382.55 (1842.09)</td>
</tr>
<tr>
<td>Mail 5</td>
<td>-422.96 (1607.90)</td>
<td>329.19 (2112.57)</td>
<td>-285.12 (1735.20)</td>
</tr>
<tr>
<td>Total</td>
<td>-425.34 (1858.38)</td>
<td>450.29 (2032.06)</td>
<td>-279.51 (1916.24)</td>
</tr>
</tbody>
</table>

^aValues represent the mean change in monthly average step counts after dispatch of the feedback mail.

Table 4. Summary of multiple regression results predicting change in average step counts.

<table>
<thead>
<tr>
<th>Model parameter</th>
<th>b</th>
<th>Standard error (b)</th>
<th>Beta</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-139.97</td>
<td>98.39</td>
<td>-</td>
<td>.16</td>
</tr>
<tr>
<td>Time</td>
<td>-24.98</td>
<td>15.84</td>
<td>-0.018</td>
<td>.12</td>
</tr>
<tr>
<td>Baseline physical activity^a</td>
<td>-0.13</td>
<td>0.01</td>
<td>-0.239</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group: financial incentives^b</td>
<td>3.71</td>
<td>80.30</td>
<td>.002</td>
<td>.96</td>
</tr>
<tr>
<td>Group: charitable incentives^b</td>
<td>5.42</td>
<td>81.85</td>
<td>.001</td>
<td>.95</td>
</tr>
<tr>
<td>Feedback sign^c</td>
<td>-84.28</td>
<td>78.74</td>
<td>-0.062</td>
<td>.28</td>
</tr>
</tbody>
</table>

^aBaseline physical activity was centered before entering the model.
^bGroup membership was represented as 2 dummy variables with the control group serving as the reference group.
^cFeedback sign was represented as 1 dummy variable with negative feedback serving as the reference group.

Results of the multiple regression analysis of change in monthly step counts on time, baseline physical activity, group, and feedback sign are presented in Table 4. Overall, the linear model significantly predicted the changes in monthly average step counts ($F_{5,6836}=90.84, P<.001$) with $R^2=.062$. Baseline physical activity emerged as the only significant predictor of change in step counts. The feedback sign did not significantly predict the change in monthly average step counts when controlling for the effects of time, group, and baseline physical activity (Figure 4, right plot), indicating that the descriptive patterns in Table 3 were caused by regression to the mean.
Figure 4 helps to further disentangle the effects of the feedback sign and baseline physical activity. The scatterplot in Figure 4 plots the dependent variable against participants’ baseline physical activity to illustrate the influence of regression to the mean using data from the first feedback email [32]. The colored lines represent separate regression lines for participants that received positive and negative feedback. The slopes of the regression lines indicate that the change in physical activity following the feedback mail is dependent on physical activity in the previous month for both positive and negative feedback. More specifically, changes in physical activity occurred predominantly for individuals with extreme baseline values. In line with the assumption of regression to the mean being the cause of the observed change, participants with very low baseline activity levels increased their activity in the following month, whereas participants with very high baseline levels showed a decrease in the following month. The descriptively observed difference between positive and negative feedback vanishes when controlling for baseline physical activity (Figure 4, right plot).

Discussion

Principal Findings

In this paper we analyzed the effect of positive and negative feedback emails on physical activity of participants of a large-scale physical activity intervention. Using a quasi-experimental approach, we found no difference between the effect of positive and negative feedback emails. Substantial differences found on a descriptive level could be explained by regression to the mean. Contrary to the theory outlined in this paper, our results might suggest that the feedback sign does not influence the effect of feedback. Similar results have been found by previous research in other behavioral domains [18]. However, due to the quasi-experimental setting and possible alternative explanations for our results, we refrain from drawing firm conclusions regarding our research question.

Both frequency and relevance of the feedback could have limited the general effect of feedback on participants’ physical activity levels in our study, thereby, explaining the missing effect of the feedback sign. Feedback in our study was only provided once at the beginning of each month, which might have not been frequent enough to affect monthly physical activity levels. Indeed, meta-analyses of feedback interventions in the area of health care demonstrate that feedback is more effective if it is delivered more frequently, for example, weekly [14]. Moreover, although the feedback messages contained novel and potentially interesting information (such as the final confirmation of earning a reward or tips on how to increase physical activity levels), the relevance of the feedback messages may have been compromised due to the permanent opportunity for participants to receive information on their step counts via their Web-based customer account or their activity tracker. Because irrelevant feedback is less likely to be processed by the recipient [36], this as well could have limited the effectiveness of the feedback emails. Including further personal information that is not yet provided by the activity tracker (eg, social comparisons) could enhance relevance of the feedback messages and might reveal differences between positive and negative feedback.

Limitations

Some methodological issues arise as part of the practical setting of our study. Participants were not randomly allocated to a negative feedback and a positive feedback condition. Rather, positive and negative feedback was dependent on participants’ physical activity. As a consequence, we must not infer causality as inherent group differences beyond the included control variables may have affected our results. Furthermore, the internal validity of our results is limited as we were not able to check whether participants actually read the feedback emails. If a
substantial proportion of participants ignored the feedback, we might be able to observe an effect of the feedback sign only within a subgroup of our sample that read the feedback emails. Finally, we were not able to include a true control group that did not receive any feedback emails. However, providing evidence for the general effectiveness of feedback was not the primary focus of this paper as this has been investigated and confirmed in other studies [8,14,18]. Feedback represents a widely used technique of physical activity interventions and is likely to be continuously used in the future due to the central role of self-regulation for both theoretical models of behavior change [20,21,37] and the practical effectiveness of physical activity interventions [22,38]. We therefore chose to focus on the comparison between positive and negative feedback to explore the way to best incorporate feedback into physical activity and health behavior change interventions.

**Future Research**
Research regarding the effect of feedback in health behavior change interventions is in its infancy. Thus, we urgently call for the conduction of randomized controlled trials examining the effects of feedback on health behavior as well as related mediators and moderators. Results of those studies can help researchers and practitioners to decide how to best incorporate feedback in their health behavior interventions and thereby ensure a positive effect of feedback. In this context, digital technology might be a promising resource to maximize the effect of feedback [29]. Digital technology not only allows the delivery of automated and personalized feedback [39], sensors incorporated in mobile phones and wearables also facilitate so called just-in-time adaptive interventions (JITAIs) [40]. JITAIs are digital interventions that provide support to the user considering his or her state of vulnerability, opportunity, and receptivity. In other words, JITAIs provide support only to those persons who need it at the exact moment when they need it and can most benefit from it. Using the mobile phone, for example, feedback messages could be sent out only when the recipient is likely to actively process the feedback message (eg, when she is at home and no activities are scheduled in her calendar). Identifying the right conditions and context for feedback to be most effective holds great potential for health behavior change interventions.

**Conclusions**
There is no difference between the effect of positive and negative feedback emails that were sent out on a monthly basis in a large-scale physical activity intervention. Framing of the feedback in terms of success and failure may not be crucial when the feedback is given infrequently and in situations when individuals are likely to be aware of their levels of behavior. However, feedback characteristics, including the feedback sign, should be carefully considered when designing feedback to change health behaviors.
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Abstract

Background: Adolescents and young adults (AYAs) are of special interest in a group of children exposed to family violence (FV). Past-year prevalence of exposure to FV is known to be highest in AYAs and has severe consequences. Peer support is an effective approach to behavior change and the Internet is considered suitable as a mode of delivery.

Objective: The study aimed to evaluate both effectiveness and feasibility of a randomized controlled trial (RCT) and feasibility study of the Internet-based self-support method “Feel the ViBe” (FtV) using mixed-methods approach to fully understand the strengths and weaknesses of a new intervention.

Methods: AYAs aged 12-25 years and exposed to FV were randomized in an intervention group (access to FtV + usual care) and a control group (minimally enhanced usual care) after they self-registered themselves. From June 2012 to July 2014, participants completed the Impact of Event Scale (IES) and Depression (DEP) and Anxiety (ANX) subscales of the Symptom CheckList-90-R (SCL-90) every 6 weeks. The Web Evaluation Questionnaire was completed after 12 weeks. Quantitative usage data were collected using Google analytics and content management system (CMS) logs and data files. A univariate analysis of variance (UNIANOVA) and mixed model analysis (intention-to-treat [ITT], complete case) were used to compare groups. Pre-post t tests were used to find within-group effects. Feasibility measures structurally address the findings. The CONsolidated Standards Of Reporting Trials of Electronic and Mobile HEEalth Applications and onLine TeleHealth (CONSORT-EHEALTH) checklist was closely followed.

Results: In total, 31 out of 46 participants in the intervention group and 26 out of 47 participants in the control group started FtV. Seventeen participants (intervention: n=8, control: n=9) completed all questionnaires. Mixed model analysis showed significant differences between groups on the SCL-90 DEP \( (P=.04) \) and ANX \( (P=.049) \) subscales between 6 and 12 weeks after participation started. UNIANOVA showed no significant differences. Pre-post paired sample t tests showed significant improvements after 12 weeks for the SCL-90 DEP \( (P=.03) \) and ANX \( (P=.046) \) subscales. Reported mean Web-based time per week was 2.83 with a session time of 36 min. FtV was rated a mean 7.47 (1-10 Likert scale) with a helpfulness score of 3.16 (1-5 Likert scale). All participants felt safe. Two-thirds of the intervention participants started regular health care.

Conclusions: No changes on the IES were found. SCL-90 DEP and ANX showed promising results; however, the calculated sample size was not reached \( (n=18) \). FtV functions best as a first step for adolescents and young adults in an early stage of change. FtV can be easily implemented without extensive resources and fits best in the field of public health care or national governmental care.
domestic violence; child abuse; exposure to violence; adolescent; young adult; telemedicine; peer group; peer influence; Internet; feasibility studies; randomized controlled trial; delivery of health care

**Introduction**

Family violence (FV) mostly affects women and children—about 30% of all women in a relationship reported to have experienced some form of violence in their relationship [1,2]; and in approximately 60% of the cases, children are living in these violent households [3,4]. Nowadays, it is widely acknowledged that children in violent homes are almost always exposed to this violence. The most common form of exposure to FV is exposure to intimate partner violence, including assaults by parents on siblings or among siblings. There are many possible forms of exposure that vary from direct exposure (seeing or hearing the violence) to indirect exposure (having to deal with the consequences of the violence for daily life) [5]. Recent studies show that 8-12% of all children were exposed to some form of FV in the preceding year [4,6,7]. In the last two decades, numerous studies were published on the effects of exposure to FV on children. Exposure to violence is associated with emotional, behavioral, and adjustment problems as internalizing and externalizing behavior, educational dropout, and mental health disorders such as post-traumatic stress disorder (PTSD), affective and depressive disorders, and suicidal attempts. It is associated with adolescent dating violence, high-risk sexual behavior, teenage pregnancy, and intergenerational transmission—becoming a victim or perpetrator of FV in adult life [8-20]. These consequences closely resemble those of direct victims of physical abuse. In the Netherlands, exposure to FV is therefore considered a form of child abuse [21].

Adolescents and young adults (AYAs) are a group of special interest in a group of children exposed to FV. Hamby (2011) showed that the past-year prevalence of any exposure to FV was highest in 14-17 year olds (13.8%) [6]. Adolescence is an important and life-altering period in human life with tremendous physical and psychological changes [22,23]. In this period, peers are highly important and are considered, more than family, significant others when facing problems.

The transtheoretical stages-of-change model by Prochaska and DiClemente [24] describes the process of intentional behavior change and can be used to describe the situation of AYAs exposed to FV. We hypothesize that AYAs exposed to FV to be in a precontemplation phase. In this phase, they are not yet ready to take action to change their situation. AYAs in a precontemplation phase may be unaware of the abnormality of their living situation and therefore unable to change it. In this phase, education focusing on what is and what is not normal in families could help move AYAs from precontemplation to a contemplation phase. This could make AYAs aware of the abnormality of their home situation and thus help them move from precontemplation to contemplation.

In the contemplation phase, AYAs exposed to FV are aware of the abnormality of this violence but are not committed to change this: they might be hesitant to share experiences with peers or significant others out of shame or fear that their home situation may harm their status (peer pressure) [25,26]. Besides, knowing that AYAs often support their mother by trying to protect her instead of being protected, they are not likely to seek help for themselves [27-29]. To induce change to a preparation phase, in which someone is ready to initiate change, it is needed to educate a person in a general and nonprovocative manner. Therefore, it is important to identify and reach AYAs exposed to FV as soon as possible.

Several reviews have addressed adolescent help-seeking behavior for mental health problems, including being a victim of violence. Barriers include attitude toward health care; confidentiality and trust issues; fear or stress about help-seeking; and lack of knowledge, accessibility, or recognition by others [30-32]. Having detected them, it is challenging to provide health care that is appropriate to both the age group and their specific problems [32-34]. Traditional programs are often not ready for participants in a precontemplation phase—directed at immediate change, they are not suitable for participants who are still weighing the pros and cons of changing their situation. Besides, most interventions need parent involvement, are regional, or do not offer specialized care.

In need of alternative ways to provide low threshold care to AYAs exposed to FV, the Internet could be an effective way to deliver care. In 2013, 100% of the adolescents between 12-25 years old in the Netherlands had access to the Internet [35]. The Internet is used by AYAs to retrieve health information and to self-disclose problems to peers on the Web, rather than asking for help elsewhere [36-38]. eHealth is a rapidly developing and upcoming mode of therapy. Internet-based intervention have been shown to be cost-effective in different health problems [39-43], including mental health in an adolescent population [44-46]. Provision of information, sharing experiences, and peer modeling are known to increase self-management [47-49] and peer- and social support are effective methods to change behavior, both offline and on the Web [49-55]. Furthermore, social support has proven to be effective in adults exposed to violence and is associated with good mental and physical health outcomes [56-58].

It is likely that AYAs exposed to FV will search for information on the Internet too. Therefore, an Internet-based self-help intervention targeted at this group could be a way to reduce barriers to help-seeking and help AYAs exposed to FV to
become ready for change. To the best of our knowledge, there are no eHealth interventions for AYAs exposed to FV. Therefore in 2011, “Feel the ViBe” (feel the violence beaten) was developed as an alternative way to reach and support AYAs exposed to FV.

This study first describes a randomized controlled trial (RCT) and then, a feasibility study performed with the following research question: “Is Feel the ViBe an effective and feasible way of reaching and delivering support to adolescents and young adults exposed to family violence?”

Methods

Intervention

Feel the ViBe (FtV) is a freely-available, Internet-based self-support method for AYAs exposed to FV (self-assessed) [59,60] with three main goals: (1) providing information, (2) offering (peer) support, and (3) lowering the threshold to regular health care services by supporting participants to move to a higher level of change and to find health care fitting their needs. The intervention comprises a variety of elements, being among others a forum, a chat function, informational pages, and an “ask the expert” function (Table 1). A community manager (CM) moderates the intervention, answers questions, assesses safety, and supports participants when needed, both on demand when asked for, and actively when they judge a participant could use support of additional information. The CM is a semiprofessional with a background in health care and additional training on FV.

eHealth interventions often suffer from the law of attrition: the phenomenon of participants stopping usage or being lost to follow-up [61,62]. To facilitate exposure, we used expert literature and interviews with AYAs exposed to FV to compose the intervention and information on the Web, performed a search-engine optimization (SEO), and included general information about FV on the website of FtV to facilitate exposure for first-time visitors.

Participants could access FtV from any computer; they needed only their login name and password. FtV is to be used ad libitum without endpoint to the intervention; however, to facilitate exposure for returning visitors we included structured events and reminders [63-65]. FtV is described in detail in the study protocol of FtV [60]. The CONSORT-EHEALTH checklist was closely followed [66].

Participants

Participants included were AYAs aged 12-25 years, exposed to FV as defined previously, and who registered themselves at the homepage of FtV (feel-the-vibe.nl). Participants were included from June 2012 to January 2014. We did not actively recruit participants; all participants found FtV on Google or through other websites. In this early phase, inquiring participants about the type and severity of the violence would enlarge the threshold for participation. Therefore, we chose to consider every potential participant eligible as target group. All participants who started to use FtV were exposed to FV, including 2 participants who were excluded after randomization because of their age. Excluded were participants not in command of the Dutch language, as FtV is in Dutch.

If participants read the patient information letter available on the homepage and had no further questions, they were eligible to participate and were randomized in 2 parallel groups with a 1:1 allocation ratio: an intervention group, having access to FtV + usual care (UC), and a control group, having access to minimally enhanced usual care (mEUC), meaning that they were placed on a waiting list for 12 weeks with access to 24 h emergency care. Both groups have been extensively described in the study protocol of FtV (Figure 1) [60].

On their first login, participants and parents of participants aged 12 to 16 years gave informed consent electronically. Multiple identities were prevented by making the registration a manual process, including an Internet protocol (IP) address check and email contact, and the informed consent process.

A safety protocol ensured participant safety: FtV is based on a secured server and participants had to use a nickname. All personal data on the Web was removed by a CM, who also monitored the intervention. Participants could contact the CM in case of emergency, independent of their randomization group and electronic consent. All participants were obligated to give contact details of any adult they trust. In case of severe danger, the CM could contact this person with consent of the participant; or, if a participant was below 16 years, the CM could also contact without consent. Participants could not be blinded due to the nature of the study. Participants, recruitment, randomization, consent, and intervention are all described in detail in the study protocol of FtV [60].
**Table 1.** Overview of “Feel the ViBe” elements.

<table>
<thead>
<tr>
<th>Element</th>
<th>Extra information</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>General information on exposure to family violence</td>
<td>Information by age (under 12 years, 12-17 years, 18-25 years, and parents) and by subject.</td>
<td>Public</td>
</tr>
<tr>
<td>Research information and disclaimer</td>
<td>Information for participants and parents about research, safety, and privacy.</td>
<td>Public</td>
</tr>
<tr>
<td>Information on sponsoring</td>
<td>Homepage, bottom left.</td>
<td>Public</td>
</tr>
<tr>
<td>Contact page</td>
<td>Option to register or ask questions to the community manager or researchers.</td>
<td>Public</td>
</tr>
<tr>
<td>News page</td>
<td>Twitter newsfeed included. The news page states important information for participants such as major bug fixes, changes in content, and scheduled maintenance.</td>
<td>Public</td>
</tr>
<tr>
<td>Emergency exit</td>
<td>A button on every page directing participants to a search engine without option to go back in the browser.</td>
<td>Public</td>
</tr>
<tr>
<td>Electronic consent for participants</td>
<td>Consent is necessary to get access to other elements behind login</td>
<td>Available after first login</td>
</tr>
<tr>
<td>Electronic consent for parents</td>
<td>Consent is necessary for participants under 16 years old to get access to other elements behind login</td>
<td>Accessible by email with a code.</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>Questionnaires will be activated in the personal menu. Questionnaires can be filled out one-by-one. Whenever possible, adaptive questioning is being used to make the burden as low as possible. There is a maximum of 15 questions per page. All items need to be filled out to submit a questionnaire. Participants cannot review their answers.</td>
<td>Available after first login, and every 6 weeks.</td>
</tr>
<tr>
<td>Personal menu</td>
<td>Menu for the participants with overview to all the available elements, access to the participants profile, digital testament, research information, and contact information.</td>
<td>Login needed</td>
</tr>
<tr>
<td>User profile</td>
<td>The profile contains information on the participant, being: full name, nickname, avatar, sex, age, contact details, and contact person. Only the nickname is available for other participants. The participant can choose a theme for the layout.</td>
<td>Login needed</td>
</tr>
<tr>
<td>Digital testament</td>
<td>The digital testament is required to fill out and lets participants choose how their data must be handled if they stop their participation.</td>
<td>Login needed</td>
</tr>
<tr>
<td>Ask the expert</td>
<td>Option to ask questions by email to several experts, including a general practitioner, a sexologist, a psychologist, and an expert in the field of family violence. Participants can also contact the community manager for general questions and questions regarding regular health care services. Response is given within 72 h.</td>
<td>Login needed</td>
</tr>
<tr>
<td>Forum</td>
<td>The forum is meant to stimulate peer support. The community manager moderates the forum and stimulates contact.</td>
<td>Login needed</td>
</tr>
<tr>
<td>Chat</td>
<td>Every 2 weeks we will offer a chat session for the participants with a specific theme and supported by an expert and the community manager. Every other week there will be an unguided chat.</td>
<td>Login needed</td>
</tr>
<tr>
<td>Information</td>
<td>Depending on the age in the profile, participants have access to tailored information about partner violence, sexual health, reproductive health, relations, and health care.</td>
<td>Login needed</td>
</tr>
<tr>
<td>Facts and figures</td>
<td>In a 12-week cycle, participants receive a 1-sentence fact of figure about family violence, sexual health, or reproductive health every day on their mobile or by email.</td>
<td>Consent needed</td>
</tr>
</tbody>
</table>

**Primary Outcomes**

The Impact of Event Scale (IES) was chosen to measure PTSD symptoms. The IES is a short set of 15 questions measuring the impact of events and the amount of distress associated with events. It comprises the subscales Intrusion (8 items, mean alpha=.86) and Avoidance (7 items, mean alpha=.82) [67-70].

The Depression and Anxiety subscales of the Symptom CheckList-90-R (SCL-90-R DEP and ANX) were chosen to measure an improvement in symptoms of depression and anxiety. The SCL-90-R DEP and ANX subscales measure symptoms of depression and anxiety during the previous week on a 5-point Likert scale. Both subscales showed good convergent and divergent validity and high internal consistencies. The SCL-90-R is validated for participants aged 12 years and older. The Depression subscale comprises 16 items (alpha=.90), and the Anxiety subscale comprises 10 items (alpha=.88) [71].

**Feasibility and General Measures**

The General Questionnaire (GQ) collected data on demographics and other (health) care and support received.

The Web Evaluation Questionnaire (WEQ) contained questions about content, layout, and the perceived effectiveness and usefulness of the website. The WEQ was meant to identify issues for further improvement of FtV, collect possible facilitators and barriers for implementation, and evaluate if the website met the expectations of the target group.
“Use” was measured by the collection of quantitative data (login frequency and duration, visited pages, and visitor numbers) and qualitative data (forum and chat entries and questions asked to the experts) and was monitored on a continuous base [63,72]. Qualitative data were collected from open-ended questions in questionnaires and from CM reports, including their daily activities and actions [73-75].

Data Collection
Participants in both groups were asked to complete the IES and SCL-90 DEP and ANX at baseline (T0) and every 6 weeks until 24 weeks after inclusion (T1-T2-T3-T4). The GQ was completed at baseline and after 12 (T2) and 24 (T4) weeks. The WEQ was completed 12 weeks after receiving full access to FiV, T2 for the intervention group and T4 for the control group. According to protocol, participants received up to 2 reminders if they did not complete a questionnaire within 1 week. All outcomes were self-assessed through Web-based questionnaires. All other data were collected on a continuous basis from Google analytics, content management system (CMS) logs, and data files (Figure 1).

Sample Size
As described in the study protocol, we calculated the sample size from studies on eHealth also using the IES as primary outcome measure [44,45,76,77]. From these studies we estimated that we needed 9 participants in each group after 12 weeks. Considering the relatively high effect sizes found in these studies and the expected loss to attrition, we aimed to include 50 participants for each group. We managed to include 93 participants within the inclusion period, of which 40 participants completed their baseline questionnaires and 17 participants (8 intervention, 9 control) completed at least their T1 and T2 questionnaires. This means that we did not reach our estimated sample size of 9 participants in each group.

Changes to Protocol and Unexpected Events
No changes were made to the intervention. During the study period, every month between 1:00 AM and 6:00 AM there were brief (5-15 min) security updates. There were 5 bug fixes, three for the chat function, one for the login procedure, and one for the firewall. Bug fixes were planned in the night and lasted a maximum of 30 min. No content was changed. The procedure book for the intervention had minor changes 2 times during the intervention, none of which had visible impact for participants.

In the study protocol, we stated that all questionnaires were obligatory. In practice, however, due to ethical concerns, we did not exclude participants if they didn’t complete all baseline questionnaires. We were not able to report results on routine outcome measurements (ROM); participants often used the emergency exit instead of logging out, making results on ROM unusable. The adapted version of the “Seks onder je 25e” (Sex-under-25) questionnaire was hardly completed by participants because they did not feel comfortable with the subject. Therefore, we could not use the questionnaire and excluded it from analysis.

Data Analysis
Effectiveness
Participant characteristics were collected from the contact forms and GQ. To maximize feelings of safety and anonymity, data on FiV exposure was not actively collected. Therefore, data on FiV exposure was collected from qualitative data. Characteristics of the intervention and the control group were compared to check whether randomization resulted in similar groups.

Initially, we planned an intention-to-treat (ITT) analysis, in which the intervention group, irrespective of Web-based activity and adherence to protocol, was compared with the control group at T0, T1, and T2. However, imputing missing data, which is essential to perform a full ITT analysis, is an important problem we expected to happen in an Internet-based self-support intervention for AYAs because of loss to attrition. After consultation of a medical statistician, we decided not to use imputation techniques for missing data, as this would lead to a too large level of uncertainty in the relatively small group.

Therefore we primarily performed a complete case analysis using univariate analysis of variance (UNIANOVA) and mixed model analysis in statistical package for the social sciences (SPSS version 22; IBM Corp) to analyze any effects of using FiV in the first 12 weeks, based on the randomization in the initial group (ITT).

Second, we performed a pre-post t test analysis for all participants being an active user during 12 weeks, independent of their original randomization group. P values <.05 were considered statistically significant. Whenever relevant, age-related differences were included.

Feasibility
Feasibility studies aim to study several areas of focus to be able to fully understand the strengths and weaknesses of a new intervention: the potential for success when implementing it in the real-world. Feasibility was analyzed using several areas of focus, as suggested by Bowen et al (2009) [78,79]. Participant characteristics and Google analytics were used to assess expressed interest. Quantitative usage data were used to assess demand. First we focused on intention to use, followed by an analysis of actual use to assess continued use. Both individual elements as total usage time were included. Quantitative data were supported by self-reported qualitative data on use. Quantitative and qualitative satisfaction assessed acceptability. Appropriateness was evaluated comparing user’s wishes and needs, including safety, with expected goals as reported in the GQ. CM reports and a costs analysis were used to investigate possibilities for implementation in an uncontrolled design.

All qualitative data were analyzed using a thematic coding approach. Two researchers (KRN and SLFW) read and coded all qualitative log files. Consensus was reached in mutual discussion. Coded fragments were grouped in themes using feasibility measures as overall guideline. Any disagreements in coding were discussed in the supervising research team. Quotes are given a quote number corresponding with the number in Table 6.
Figure 1. Flowchart.

Contact forms, assessed for eligibility (n=194)

Excluded (n=24):
  - Missing contact details (1), exact duplicates (7), 2 responses considered as 1 because of content (5), already received login (1), current participants questions (10).

Unique responses (n=170)

Excluded (n=70):
  - Not meeting inclusion criteria (n=49); bystanders asking information (16), life story non target group (6), general information request by professional (5), request interview or information (13), or other (9).
  - Declined to participate (n=21): no reaction after e-mail concerning participant information, no reaction to reminder (21).

Randomisation (n=100)

Allocated to Intervention group (I): n=50
  - Did not receive allocated intervention (n=19)
    - Excluded (n=4): false age (1), wrong contact details (1), refused parent consent (1), double account (1)
    - Never used login (n=10)
    - Did not complete consent (n=5)

Allocated to Control group (C): n=50
  - Did not receive allocated intervention (n=24)
    - Excluded (n=3): false age (1), refused parent consent (1), double account (1)
    - Never used login (n=16)
    - Did not complete consent (n=5)

Received Allocated Intervention Access Feel the ViBe:
n=31
  - After 12 wks access Active User: n=17 (54.8%)
  - After 24 wks access Active User: n=14 (45.2%)
  - After 36 wks access Active User: n=9 (29.0%)

Randomised Controlled Trial

Use & Qualitative data on Continuous Base

T0 completed n=20
  - T1 completed n=11
    - T2 completed n=8 (total available n=11)
    - T3 completed n=3 (total available n=5)
    - T4 completed n=3 (total available n=9)

T0 completed n=20
  - T1 completed n=11
    - T2 completed n=9 (total available n=14)
    - T3 completed n=7 (total available n=9)
    - T4 completed n=6 (total available n=8)

Received Allocated Intervention Access mEUC:
n=26
  - After 12 wks mEUC Access Feel the ViBe:
n=26 (100%)
  - After 24 wks access Active User: n=11 (42.3%)
  - After 36 wks access Active User: n=10 (38.5%)

<table>
<thead>
<tr>
<th>T0 (baseline)</th>
<th>T1 (6 wks)</th>
<th>T2 (12 wks)</th>
<th>T3 (18 wks)</th>
<th>T4 (24 wks)</th>
<th>Use</th>
<th>Qualitative data</th>
</tr>
</thead>
<tbody>
<tr>
<td>IES</td>
<td>IES</td>
<td>IES</td>
<td>IES</td>
<td>IES</td>
<td>Google analytics</td>
<td>Open-ended questions</td>
</tr>
<tr>
<td>SCL-90 DEP</td>
<td>SCL-90 DEP</td>
<td>SCL-90 DEP</td>
<td>SCL-90 DEP</td>
<td>SCL-90 DEP</td>
<td>CMS Logs</td>
<td>CMS Data</td>
</tr>
<tr>
<td>SCL-90 ANX</td>
<td>SCL-90 ANX</td>
<td>SCL-90 ANX</td>
<td>SCL-90 ANX</td>
<td>SCL-90 ANX</td>
<td>CMS Data</td>
<td>CM reports</td>
</tr>
<tr>
<td>GQ</td>
<td>GQ</td>
<td>GQ</td>
<td>WeQ (for I)</td>
<td>WeQ (for C)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Participant characteristics as measured in the General Questionnaire (n=40).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Intervention (N=20)</th>
<th>Control (N=20)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean age</td>
<td>18.40 (SD 3.62)</td>
<td>18.20 (SD 3.02)</td>
<td>.85</td>
</tr>
<tr>
<td>12-17</td>
<td>8</td>
<td>10</td>
<td>.54</td>
</tr>
<tr>
<td>18-25</td>
<td>12</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Male</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>19</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Netherlands</td>
<td>20</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td><strong>Country of birth mother</strong></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Netherlands</td>
<td>17</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td><strong>Country of birth father</strong></td>
<td></td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Netherlands</td>
<td>17</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>Christianity</td>
<td>11</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Islam</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>No religion</td>
<td>5</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Importance of religion</strong></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Not important</td>
<td>11</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>A bit important</td>
<td>7</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Very important</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Full time education</td>
<td>10</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Both studying and job</td>
<td>6</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Disabled</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Lower education</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Middle education</td>
<td>9</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Higher education</td>
<td>8</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Participant characteristics</td>
<td>Intervention (N=20)</td>
<td>Control (N=20)</td>
<td>P value</td>
</tr>
<tr>
<td>----------------------------</td>
<td>--------------------</td>
<td>---------------</td>
<td>---------</td>
</tr>
<tr>
<td><strong>Current relationship</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boyfriend</td>
<td>5</td>
<td>7</td>
<td>.38</td>
</tr>
<tr>
<td>Girlfriend</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Dating</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>14</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td><strong>Living situation</strong></td>
<td></td>
<td></td>
<td>.71</td>
</tr>
<tr>
<td>At home with parents</td>
<td>14</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>With partner</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Sheltered housing</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>Alcohol use</strong></td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>Daily</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>&gt;1 time/week</td>
<td>3</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>&lt;1 time/week</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Yes</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>16</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td><strong>Use of drugs</strong></td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>&gt;1 time/week</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>&lt;1 time/week</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>18</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>
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The Committee on Research Involving Human Subjects of the Radboud University Nijmegen Medical Centre (Dutch initials: CMO) has assessed this study and judged that the study does not fall within the remit of the Medical Research Involving Human Subjects Act (WMO). Therefore, the study could be carried out (in the Netherlands) without approval by an accredited research ethics committee (2011/053. NL nr 35813.091.11. March, 16th, 2012).

**Results**

**Effectiveness**

100 participants, of which 9 male and 91 female participants with a mean age of 18.55 (SD 4.23) were included. After randomization, 7 participants were excluded. Fifteen participants in the intervention group and 21 participants in the control group did not give electronic consent, meaning that 31 out of 46 participants in the intervention group and 26 out of 47 participants in the control group started to use FtV. Of these participants, 20 participants in each group completed their baseline questionnaires and were included in the analysis (Figure 1). All these participants were exposed to FV. Eight participants in the intervention group, compared with 7 in the control group, were not only exposed but also a direct victim of FV. Overall participant characteristics are in Table 2.

Of the 40 participants who completed their baseline participants, 17 participants completed all questionnaires. There were no significant differences in age, sex, and type of violence between the participants who completed T0 (n=40, mean age 18.38 [SD 3.23]) and the participants who did not (n=17, mean age 16.94 [SD 3.49]) (P=.14). There were no significant differences in patient characteristics between the intervention and the control group at T0 (Table 2), except for country of birth and baseline measurements: The intervention group scored significantly lower scores on the IES with a mean score of 33.95, interpreting as “powerful impact event,” whereas the control group scored 45.60, interpreting as “severe impact event” (P=.01). Dropouts, participants who completed T0 but not T2 (n=15), were compared with completers (n=25); there were no significant differences at T0 for the intervention group, but in the control group, dropouts scored higher on the IES avoidance subscale (not significant, ns) and significant lower on the IES intrusion subscale (16.67 [SD 9.69] vs 24.64 [SD 5.40], P=.03).
We performed a UNIANOVA to correct for the differences on baseline scores. This showed no overall significant differences between T0 and T2 (Table 3).

A mixed model analysis showed that the course of intervention participants is significant different for control participants on the SCL-DEP and ANX subscores. Repeating the analysis for separate age groups, results follow the same course, although results are no longer significant (Figure 2).

According to the protocol, the control group received full access to FtV after 12 weeks (Figure 1). Considering their T2-T4 measurements as T0-T2, we performed pre-post test measurements to further investigate the aforementioned findings. Considering them as two separate intervention groups, we saw that both groups improve on the SCL-90 DEP and ANX subscales between T0 and T2. For group 2, who had been on a waiting list for 12 weeks before receiving access, these differences were significant for all measurements (Table 4).

**Qualitative Effectiveness**

Of the participants who completed the WEQ, 58% (11/19) answered to an open-ended question that they were doing okay-to-fine at that moment. To investigate subjective efficacy, we asked participants whether FtV was helpful for them: on a 1-5 Likert scale, the helpfulness score was 3.16, with 42% (8/19) of participants saying that FtV was helpful or very helpful and 26% (5/19) saying that FtV was partly helpful. Additionally, 5% (1/19) said that FtV was not helpful at all. Being asked to motivate, participants said that “meeting others who experience violence” (58%, 11/19), “recognizing other’s stories” (58%, 11/19), and “being able to ask questions about violence” (58%, 11/19) was helpful. “Talking about their personal situation” (53%, 10/19) and “finding out if something was normal or not” (53% 10/19) were also indicated as helpful. Forty-two percent (8/19) of all participants said that giving support to others was also helpful for themselves.

**Feasibility**

**Demand and Use**

Google analytics data showed that 18,534 visitors visited the public website of FtV from June 1, 2012 to January 1, 2014. About 65.00% (12,047/18,534) of the users visited FtV only once with a bounce rate (percentage of users that leaves feel-the-vibe.nl after the first page they visit) of 58.00% (6987/12,047), which is considered good. The remaining 35.00% (6487/18,534) were recurrent visitors, visiting an average of 7.5 pages in 7 min per visit in the public part of the website. Most visitors accessed FtV either directly (32.00%, 5930/18,534) or by Google (47.00%, 8711/18534). A minority accessed FtV trough links on websites giving general information on child abuse or FV. Furthermore, 84% (16/19) of all participants who completed the WEQ agreed that FtV was easy to find on Google. A total of 194 visitors submitted a contact form. From these, 11 visitors (5.7%) still had questions after they had read the messages on the website. Eighty-nine percent (171/194) of these visitors agreed that FtV was easy to find on Google.
100 concerned eligible participants. Seven participants were excluded after randomization. Additionally, 31 out of 46 participants in the intervention group and 26 out of 47 participants in the control group started to use FtV (Figure 1). Participants under 16 years (needing parental consent), did not give less consent compared with older participants (65% [13/20] compared to 62% [44/71], respectively). Young adults (18-25 years) tend to give less often consent (55%, 27/49) than adolescents (12-17) (71%, 30/42), however, not significant ($P=13$). After giving consent, 29 participants (among which all male participants) did not use the intervention. Four users used the intervention for 12-24 weeks. The remaining 24 users used FtV for 24 weeks or longer. There were no significant differences between adolescents (12-17) and young adults (18-25) in login count or session time, but adolescents (12-17) used the chat significant more than young adults in their first 12 weeks of access. Overall participant activity can be found in Table 5. Table 5 shows usage data of participants during their first and second 12 weeks on the Web.

Table 3. Effect of “Feel the ViBe” after 6 weeks (T1) and 12 weeks (T2) controlling for T0 (intention-to-treat, complete case). UNIANOVA calculating mean score, controlling for T0 to correct for differences between groups.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Time</th>
<th>Intervention (n=8) Mean (95% CI)</th>
<th>Control (n=9) Mean (95% CI)</th>
<th>B</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact of Event Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T1a</td>
<td>42.34 (34.71-49.97)</td>
<td>38.59 (31.44-45.73)</td>
<td>3.75</td>
<td>.48</td>
</tr>
<tr>
<td></td>
<td>T2a</td>
<td>42.89 (34.38-51.40)</td>
<td>44.54 (36.57-52.51)</td>
<td>−1.65</td>
<td>.78</td>
</tr>
<tr>
<td>Symptom CheckList-90-R, Depression subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T1b</td>
<td>56.44 (48.60-64.29)</td>
<td>43.61 (36.21-51.00)</td>
<td>12.84</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>T2b</td>
<td>47.70 (38.73-56.67)</td>
<td>52.60 (44.15-61.05)</td>
<td>−4.90</td>
<td>.41</td>
</tr>
<tr>
<td>Symptom CheckList-90-R, Anxiety subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>T1c</td>
<td>34.67 (28.16-41.18)</td>
<td>8.60</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T2c</td>
<td>26.07 (19.96-32.18)</td>
<td>28.73 (25.41-32.05)</td>
<td>.45</td>
<td>.85</td>
</tr>
</tbody>
</table>

*a Mean score at T1 and T2 corrected for the overall mean score at T0 = 39.76 (n=17).
*b Mean score at T1 and T2 corrected for the overall mean score at T0 = 52.18 (n=17).
*c Mean score at T1 and T2 corrected for the overall mean score at T0 = 30.29 (n=17).

Table 4. Pre-post test analysis (n=14).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Group 1 Mean (SD) (n=8)a</th>
<th>Group 2 Mean (SD) (n=6)b</th>
<th>All Mean (SD) (n=14)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T0</td>
<td>T2</td>
<td>P</td>
</tr>
<tr>
<td>IES$^c$ sum</td>
<td>31.38 (18.25)</td>
<td>37.25 (15.12)</td>
<td>.07</td>
</tr>
<tr>
<td>SCL-90 DEP$^d$</td>
<td>50.38 (17.70)</td>
<td>46.38 (15.93)</td>
<td>.47</td>
</tr>
<tr>
<td>SCL-90 ANX$^e$</td>
<td>26.00 (9.18)</td>
<td>25.00 (8.91)</td>
<td>.54</td>
</tr>
</tbody>
</table>

*a Originally randomized to intervention group.
*b Originally randomized to control group, considering T2-T4 measurements (after receiving full access) as T0-T2.
$c$ IES: Impact of Event Scale.
$d$ SCL-90 DEP: Symptom Checklist-90 Depression subscale.
$e$ SCL-90 AUX: Symptom Checklist-90 Anxiety subscale.

Actual use measured on the Web corresponded well with self-reported data by participants. The 19 participants who completed the WEQ reported a mean Web-based time of 2.83 (2-3 times a week), with a mean Web-based session time of 36 min. Participants said they visited the forum and chat most and information on sex and relations least often, which corresponds with the quantitative usage data.
Table 5. Participant activity for all active users ≥24 weeks (n=24). It shows usage data of participants during their first and second 12 weeks on the Web.

<table>
<thead>
<tr>
<th>Activity</th>
<th>0-12 weeks access</th>
<th>12-24 weeks access</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Total sessions (n)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages (n=24)</td>
<td>16 (15.63)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>50 (45.57)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 12-17 years (n=11)</td>
<td>43 (45.56)</td>
<td>19 (15.29)</td>
<td>.05</td>
</tr>
<tr>
<td>Age 18-25 years (n=13)</td>
<td>55 (46.72)</td>
<td>13 (15.89)</td>
<td>.001</td>
</tr>
<tr>
<td>Session duration minutes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages (n=24)</td>
<td>27 (14.12)</td>
<td>23 (14.37)</td>
<td>.35</td>
</tr>
<tr>
<td>Age 12-17 years (n=11)</td>
<td>31 (13.46)</td>
<td>24 (14.14)</td>
<td>.32</td>
</tr>
<tr>
<td>Age 18-25 years (n=13)</td>
<td>24 (14.36)</td>
<td>21 (15.00)</td>
<td>.71</td>
</tr>
<tr>
<td>Chat per session</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages (n=24)</td>
<td>0.54 (0.28)</td>
<td>0.61 (0.34)</td>
<td>.16</td>
</tr>
<tr>
<td>Age 12-17 years (n=11)</td>
<td>0.73 (0.21)</td>
<td>0.69 (0.26)</td>
<td>.31</td>
</tr>
<tr>
<td>Age 18-25 years (n=13)</td>
<td>0.37 (0.22)</td>
<td>0.55 (0.40)</td>
<td>.04</td>
</tr>
<tr>
<td>P</td>
<td>.23</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td>Forum per session</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages (n=24)</td>
<td>0.69 (0.32)</td>
<td>0.65 (0.38)</td>
<td>.56</td>
</tr>
<tr>
<td>Age 12-17 years (n=11)</td>
<td>0.59 (0.35)</td>
<td>0.49 (0.45)</td>
<td>.09</td>
</tr>
<tr>
<td>Age 18-25 years (n=13)</td>
<td>0.78 (0.27)</td>
<td>0.79 (0.24)</td>
<td>.86</td>
</tr>
<tr>
<td>P</td>
<td>.15</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Chat and/or Forum per session</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages (n=24)</td>
<td>0.91 (0.12)</td>
<td>0.91 (0.15)</td>
<td>.99</td>
</tr>
<tr>
<td>Age 12-17 years (n=11)</td>
<td>0.95 (0.06)</td>
<td>0.91 (0.09)</td>
<td>.18</td>
</tr>
<tr>
<td>Age 18-25 years (n=13)</td>
<td>0.89 (0.15)</td>
<td>0.91 (0.19)</td>
<td>.66</td>
</tr>
<tr>
<td>P</td>
<td>.21</td>
<td>.98</td>
<td></td>
</tr>
<tr>
<td>Information per session</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages (n=24)</td>
<td>0.10 (0.09)</td>
<td>0.05 (0.07)</td>
<td>.02</td>
</tr>
<tr>
<td>Age 12-17 years (n=11)</td>
<td>0.11 (0.11)</td>
<td>0.05 (0.07)</td>
<td>.09</td>
</tr>
<tr>
<td>Age 18-25 years (n=13)</td>
<td>0.09 (0.07)</td>
<td>0.05 (0.08)</td>
<td>.12</td>
</tr>
<tr>
<td>P</td>
<td>.64</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>Ask-the-Expert per session</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages (n=24)</td>
<td>0.05 (0.05)</td>
<td>0.05 (0.11)</td>
<td>.91</td>
</tr>
<tr>
<td>Age 12-17 years (n=11)</td>
<td>0.06 (0.06)</td>
<td>0.04 (0.07)</td>
<td>.27</td>
</tr>
<tr>
<td>Age 18-25 years (n=13)</td>
<td>0.04 (0.04)</td>
<td>0.06 (0.14)</td>
<td>.60</td>
</tr>
<tr>
<td>P</td>
<td>.33</td>
<td>.65</td>
<td></td>
</tr>
</tbody>
</table>
Acceptability

Results from the baseline GQ and WEQ show that first impressions of FtV were positive—participants were enthusiastic (47%, 9/19) or felt that FtV was made especially for people in their own situation (32%, 6/19). At T0, “contact with fellow sufferers” was said to be both the most important wish and the most important need for their participation in FtV, followed by “someone listening without taking action right away.” “Gathering information” and “receiving support or advice” were other frequently named wishes, also expressed as need. “Receiving help from Web-based health care providers” was indicated third most expressed wish for FtV but was not named as a need. Asked to goals, both in open and multiple-choice questions, the same 5 categories were named as most important (Table 6, Q1).

Table 6. Qualitative quotes by participants and community managers.

<table>
<thead>
<tr>
<th>Question number</th>
<th>Participant number</th>
<th>Age</th>
<th>Source</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>290</td>
<td>19</td>
<td>GQ&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Giving people information and helping or supporting. And chatting with people who have gone through the same en by doing this helping each other.</td>
</tr>
<tr>
<td>Q2</td>
<td>209</td>
<td>20</td>
<td>WEQ&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Keep up the good work. I wish there were more people like you guys.</td>
</tr>
<tr>
<td>Q3</td>
<td>204</td>
<td>24</td>
<td>WEQ</td>
<td>I think the website is super, good initiative. You can find good and clear information. For me though I am not feeling a real connection or click with the others, which I think is because of the age difference. I pity that.</td>
</tr>
<tr>
<td>Q4</td>
<td>241</td>
<td>17</td>
<td>WEQ</td>
<td>The professional and the other participants answer your questions directly and help you immediately, and it feels like a relieve when you had a conversation like that.</td>
</tr>
<tr>
<td>Q5</td>
<td>207</td>
<td>21</td>
<td>WEQ</td>
<td>I don’t think this is relevant, sex has, to my opinion, not always something to do with domestic violence. Sometimes it seems that, if it concerns adolescents, there always has to be a part about sexual education</td>
</tr>
<tr>
<td>Q6</td>
<td>228</td>
<td>17</td>
<td>WEQ</td>
<td>I feel safe because there is an emergency exit and your contact details are being stored, so when you really need help they can help you and they answer your questions personally.</td>
</tr>
<tr>
<td>Q7</td>
<td>209</td>
<td>20</td>
<td>WEQ</td>
<td>The Community Manager is very committed and gives you a warm feeling. I am not scared at all that she will tell anybody or forces me to do anything (which I know from my own experience).</td>
</tr>
<tr>
<td>Q8</td>
<td>CM&lt;sup&gt;c&lt;/sup&gt;1</td>
<td>51</td>
<td>CM report</td>
<td>A strength of FtV is the time for participants to build a trusting relation and I fear this is not possible with a student.</td>
</tr>
<tr>
<td>Q9</td>
<td>CM3</td>
<td>26</td>
<td>CM report</td>
<td>I feel that FtV works, because it is not seen as healthcare by the participants, being not linked to any kind of organisation (...) thus feeling safe.</td>
</tr>
</tbody>
</table>

<sup>a</sup>GQ: general questionnaire.
<sup>b</sup>WEQ: Web evaluation questionnaire.
<sup>c</sup>CM: community manager.

Whereas support and information were very important, direct action was less asked for: Only one in five participants wished the violence at home would stop because of their participation and no participants identified it as a need. “Stopping the violence” (21%, 4/19) and “getting someone to receive help from a health care provider” (16%, 3/19) were chosen least often as goals of FtV.

After being on the Web for 12 weeks, participants expressed mostly joy about the existence of FtV (58%, 11/19) but only 16% (3/19) felt FtV had already helped them solve their problems. FtV was rated a mean score of 7.47 (range 6-9) on a 1-10 Likert scale (Q2, Q3). Overall, content, language, structure, user interface, and layout were rated good. Guided chat (42%, 8/19) and forum (37%, 7/19) were chosen the best parts of FtV because of the possibility to share stories and ask questions (Q4). All theme chats were valued positively, including the professional contact options and information about FV. Least valued were the unguided chat and informational pages, especially on sex and relations (Q5).

Safety

Safety was named second most frequently as need for FtV, direct after “contact with fellow sufferers.” All participants said they felt safe, because of the relative anonymity (26%, 5/19); the emergency exit (21%, 4/19); acknowledgement and recognition by peers and professionals (21%, 4/19); the enjoyable, pleasant, and cozy environment (16%, 3/19); the approach and availability of the CMs (11%, 2/19); reliability of FtV (5%, 1/19); the technical security protocols (5%, 1/19); and/or having a safety protocol with contact details in case of participant danger (5%, 1/19) (Q6, Q7).

Seventy-four percent (14/19) of the participants thought that a personal message with the results of their questionnaires would make them feel even safer and 16% (3/19) thought that a better explanation of the safety protocols or 1 phone call with the CM could improve safety. In general, however, participants would not want more of their details to be known. Parent consent was perceived negatively.
Implementation and Practicality

CMs spent an average of 14 h a week on FtV. A guided chat lasted a mean 100 min, an individual chat, held only in case of danger or request for immediate help, 70 min. Around 70% (136/194) of all contact forms were answered within 36 h, the remaining 30% (58/194) within the maximum 72 h. All emergency messages were answered within 24 h, mainly within 6 h. CMs were asked to name essentials for success (Table 7). If these cannot be met, risks indicated mainly harm for the participant and suboptimal care, but also a risk of burn-out for the CM, when time investment and commitment are too high.

Table 7. Essentials for successful implementation of “Feel the ViBe.”

<table>
<thead>
<tr>
<th>General essentials</th>
<th>Community manager characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unrestricted access to the Internet for community managers</td>
<td>Computer and Internet skills</td>
</tr>
<tr>
<td>Unrestricted access to the internet for participants</td>
<td>Trained in giving Web-based support and help</td>
</tr>
<tr>
<td>Safety protocols to handle the variety of problems and participants</td>
<td>Trained in assessing safety during Web-based communication</td>
</tr>
<tr>
<td>24/7 availability in case of emergency (ICE) from pool of community managers</td>
<td>Flexible and able to adapt quickly in time, nature, and language of help provided</td>
</tr>
<tr>
<td>Colleagues to discuss participants’ situation</td>
<td>-</td>
</tr>
</tbody>
</table>

aCommunity managers were asked to name elements essential for FtV.
bCommunity managers were asked to identify personal characteristics of community managers essential for FtV.

An estimation of costs of development, execution, and future implementation was made calculating the costs from 2012 to 2014 (Table 8). Costs were calculated using actual costs for 2012, 2013, and 2014 (mean score is given when applicable).

Table 8. Estimation of costs for implementation of “Feel the ViBe.” Costs were calculated using actual costs for 2012, 2013, and 2014 (mean score is given when applicable).

<table>
<thead>
<tr>
<th>Category</th>
<th>Necessity</th>
<th>Costs (US $)</th>
<th>Recurrent?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention</td>
<td>Development only</td>
<td>50,000</td>
<td>One-time only</td>
</tr>
<tr>
<td>Mobile app</td>
<td>Optional</td>
<td>10,000</td>
<td>One-time only</td>
</tr>
<tr>
<td>Hosting, security, and updates</td>
<td>Essential</td>
<td>12,000</td>
<td>Yearly</td>
</tr>
<tr>
<td>Internet, mobile and office resources, for example, computer, mobile phone, subscriptions.</td>
<td>Essential</td>
<td>2000</td>
<td>Yearly</td>
</tr>
<tr>
<td>Salary costs: community manager (20h/week), coordinator (8h/week)</td>
<td>Essential</td>
<td>48,000</td>
<td>Yearly</td>
</tr>
<tr>
<td>Professionals on consultation base</td>
<td>Essential</td>
<td>6000</td>
<td>Yearly</td>
</tr>
</tbody>
</table>

aAdaptation will cost about 10-25% of development costs, depending on need for translation.
bCosts based on minimally needed resources.
cCosts are calculated for Dutch salary norms, meaning that the actual costs can vary across countries depending on the salary norms.
dCosts could be lowered using trained volunteers or medical students.

CMs agreed that their work might be done by a student or volunteer with a background in health care, although they feared that the continuity of care would be endangered (Q8). Above that, they felt that the strain on personal life and the risk to become too personally involved were rather high.

To identify the position of FtV within the current field of health care, we asked participants in the baseline GQ to identify all possible sources of help when encountering FV. The mentor (73%, 29/40) and the school counselor (60%, 24/40) were the most named persons. The family physician was the most well-known health care provider—55% (22/40) knew how to get help there. One third of the participants did not know they could ask for help at the national emergency line and the police. At baseline, 18 participants received another form of health care, being mostly informal care from a mentor (15%, 6/40) or school counselor (13%, 5/40), or formal care from a psychologist (10%, 4/40). After the first 12 weeks of the intervention, 24 participants filled out the follow-up GQ. Two-thirds of them (15/24) started regular health care: mental health care (10/15), general practice (1/15), counselor or mentor (4/15), youth care (2/15), other Web-based help (2/15).

CMs agreed that FtV should be integrated within public health care or as part of the national services for FV and child abuse instead of existing health care institutions: they feared limited availability and accessibility, lack of anonymity, legal rules and/or regulations, and insurance requirements. CMs thought this would lower feelings of safety and enlarge the threshold for participation (Q9).
Discussion

Principal Findings

AYAs exposed to FV need health care in an early phase to deal with the consequences of this exposure. FtV was developed as a low-threshold, Internet-based, self-support intervention to provide AYAs exposed to FV with (peer) support and information, to lower the threshold to regular health care for those who need this. This study investigated first, the efficacy of FtV and second, the feasibility of FtV using a mixed methods approach. To our knowledge, we are the first to use this approach for the evaluation of an eHealth method in the field of FV. No strict conclusions on efficacy could be drawn as the participant rate was rather low. We conclude that the acceptability for FtV, including satisfaction and safety, was good. In the following paragraphs we would like to highlight some of the most important findings.

Effectiveness

Overall we feel that FtV is a suitable and satisfying intervention for the target group. However, in a small population with large differences in characteristics, it is difficult to find meaningful effects. Besides, we did not reach the sample size (17 instead of 18 participants). In our study sample, mean scores at baseline were very high, indicating a potential post-traumatic stress disorder in almost all participants. Intervention participants worsened in their scores before improving to levels above their start level. Control group participants showed the other way around. Further research exploring possible explanations is needed: One could hypothesize that control group participants improve because they are happy to have sought help, stepping up to a higher level of change, whereas intervention participants become aware of their situation and the abnormality of it. Depressive thoughts could increase as well as anxiety out of fear for the consequences of seeking help for their situation.

Overall, it is well known from literature that AYAs exposed to FV suffer from mental health problems, comparable with being a victim of child abuse themselves [6,8,25,80-82]. Treating this may take much longer than 6 or 12 weeks. Considering that, results indicating that SCL-90 ANX and DEP scores improve significantly within the second 6 weeks of access are promising. The subjective effect is high: participants feel helped by their participation and two-thirds of all participants started other health care while being a participant of FtV. Therefore, we think that FtV is a promising intervention, although future research should study prolonged effects over time.

Stages of Change

Characteristics of participants registering for FtV are diverse. All participants were exposed to FV. Fifteen participants were not only exposed but also a victim themselves, which is in accordance with literature [4]. Wishes, needs, and goals, however, are quite uniform and mainly directed at support, information, and safety, which is in line with other studies [28,30,31,33,83-86].

As we described in the introduction, we used the transtheoretical model of behavior change of Prochaska and Di Clemente [24] to categorize potential participants of FtV and hypothesized that most of them would be in a precontemplation phase, whereas regular health care is mostly directed at participants in an action phase. Results show us that the bounce rate is relatively low, meaning that many visitors visiting FtV want to know more about the subject. However, only a small part of the visitors to the public website of FtV send a contact form. This corresponds with a precontemplation phase; recognizing that their situation at home is different, participants in this phase might be looking for information only. This could be a too early phase to participate in FtV. Therefore, it is important to optimize access to FtV by extending both the public part of the intervention and Google optimization. Participants who send a contact form, use their login, and give consent might be one step further than what we hypothesized: in the preparation or planning phase. Participants in this phase are thinking about how to change their situation and are ready to take action in the near future. For them, it is important to lower the threshold to start their participation as far as possible; questionnaires and other obliged parts could hinder participants in this still early phase of change. Of the 57 participants who gave consent, only 40 participants completed their baseline questionnaires and 28 participants became active users. Therefore, interventions that mainly support participants in (precontemplation and preparation phases should focus first on safety and second on support and advice. A major pitfall in these phases is intervention requirements which enlarge the threshold for continued participation. In our target group for example, the safety protocol, including the contact person, could have enlarged the threshold for participation.

Attrition

eHealth interventions have to cope with the law of attrition: high levels of nonusage and dropout, which can be as high as 80-90% [61]. Considering these percentages, drop out for FtV is relatively low, with one-third of the participants still active after 36 weeks. Attrition can partly be explained by the stages of change model, but it is also important to identify possible other factors influencing nonusage and dropout since this influences the feasibility of the intervention. The threshold for participation in FtV was made as low as possible without compromising safety. However, a low threshold to participation and easy enrolment could lead to high dropout, as users fully realize the consequences of their participation only after they start participating. More strict information, personal contact (telephone, face-to-face), and making participants pay for their participation, all decrease nonusage and dropout but also increase the threshold, which does not fit the early stage of change of most participants.

Another important factor in this study could be expectation management. Only after randomization and consent participants could see the intervention content and layout. Looking at the wishes and needs indicated by the participants, encountering others is very important. Finding out that there are not many participants in your first visit could lead to nonusage and dropout, meaning that new participants encounter the same problem again. We tried to solve this problem by giving the CMs more time to be on the Web and participate in discussions and chats in the first months of FtV.
Personal contact lowers dropout attrition rate. As FtV focuses on (peer) support from CMs and participants, this could have lowered the dropout attrition rate.

**eHealth and Violence**

Especially in this target group, that values safety besides peer support as most important need for participation, the advantages of an eHealth intervention are numerous. Due to its nature, it is easier to conserve anonymity and safety, lowering the threshold for participation. It is flexible and accessible. The participants lived in a large geographical range, and more often, they had difficulties visiting other health care institutions because they had to use public transport and needed money to do that. Being able to include participants from a large geographical range means that it is easier to collect enough people to give adequate support and to be economically profitable. Besides, eHealth means not having to explain absence due to therapy or other treatment requirements. To our opinion, this makes eHealth an ideal method to start health care for AYAs exposed to FV.

**Limitations**

eHealth studies have to deal with a wide range of challenges and traditional designs may be less suitable for an Internet-based self-support intervention [87]. Therefore, we chose not only a traditional RCT design but also an innovative feasibility design using mixed methods. However, there are limitations that should be considered when interpreting the findings of this study. First, it is only possible to apply the results to female participants, as no male participants completed their participation. Only 9 males applied; none of which completed their questionnaires. The set-up of FtV, explicitly stating that FtV gives (peer) support and information, could be more attractive to women. Males may be less hesitating to find regular health care, having less fear to harm family and surroundings. Besides, they are also more at risk for externalizing behavioral problems, which might need a different approach.

Second, in our study the control group and the intervention group differed on their baseline measurements. There could be several explanations for this finding. Due to the nature of this study, participants knew their group when starting to fill out the questionnaires. Participants in the control group may have felt let down or could have wanted to show their need for participation. It could also mean that less severe affected participants don’t start the waiting list because their problems are not severe enough. The groups did not differ on depression and anxiety at T0.

A limitation is the fact that, due to safety protocols and according to protocol, control group participants received mEUC, meaning that they could send an emergency message when they felt they needed this. Although in none of the cases there was actual danger and all messages were handled according to protocol, we still feel that participants may experience these short contacts as support, thus influencing results.

**Implications and Recommendations**

FtV is a promising intervention. Future research should focus on larger samples and investigate the optimal intervention duration.

We found that the role of the CM is very important. The CM supports, informs, and motivates, thus functioning as a coach around the clock. However, in the design of FtV, the CM was only intended to monitor, support, and inform from the background. Therefore, further research should investigate the position of the CM in a qualitative manner.

As we concluded that eHealth seems an adequate method to provide AYAs exposed to FV with care, we recommend further research to study eHealth in other groups coping with violence. One could expect results to be similar, although Internet literacy and access could be limiting potential effects.

FtV can be easily implemented without extensive resources. Nevertheless, implementing FtV within an existing health care organization, could lead to an enlargement of the threshold, or a situation in which participants who need more care are not always referred to the best health care option because of incomplete knowledge or strategy of the implementing organization. Therefore, we feel that FtV, when implemented, should be in the field of public health care or national governmental care, to provide the lowest possible threshold and long-term sustainability. FtV functions, to our opinion, best as a first step for AYAs in an early stage of change to get them ready for action and to fill the gap between exposure to FV and starting regular health care to stop violence and treat the consequences.

**Conclusions**

Based on the available data, we conclude that preset goals for FtV, that is, peer support, giving information, and support in finding regular health care, have been met, making FtV a promising intervention. Reaching back to the stages of change model, we feel that participants who are in a preparation stage benefit best from FtV in gathering information and receiving support, maximizing safety, and minimizing external control. FtV may help them to move on to the action stage, get ready to start regular health care treatment, or discover that they do not need more help as FtV provides them with sufficient support.
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Abstract

Background: Depression is highly prevalent in the working population and is associated with significant loss of workdays; however, access to evidence-based treatment is limited.

Objective: This study evaluated the effectiveness of a Web-based intervention in reducing mild to moderate depression and sickness absence.

Methods: In an open-label randomized controlled trial, participants were recruited from a large-scale statutory health insurance and were assigned to two groups. The intervention group had access to a 12 week Web-based program consisting of structured interactive sessions and therapist support upon request. The wait-list control group had access to unguided Web-based psycho-education. Depressive symptoms were self-assessed at baseline, post-treatment, and follow-up (12 weeks after treatment) using the Patient Health Questionnaire (PHQ-9) and Beck Depression Inventory (BDI-II) as primary outcome measures. Data on sickness absence was retrieved from health insurance records. Intention-to-treat (ITT) analysis and per-protocol (PP) analysis were performed.

Results: Of the 180 participants who were randomized, 88 completed the post-assessment (retention rate: 48.8%, 88/180). ITT analysis showed a significant between-group difference in depressive symptoms during post-treatment in favor of the intervention group, corresponding to a moderate effect size (PHQ-9: d=0.55, 95% CI 0.25-0.85, P<.001, and BDI-II: d=0.41, CI 0.11-0.70, P=.004). PP analysis partially supported this result, but showed a non-significant effect on one primary outcome (PHQ-9: d=0.61, 95% CI 0.15-1.07, P=.04, and BDI-II: d=0.25 95% CI −0.18 to 0.65, P=.37). Analysis of clinical significance using reliable change index revealed that significantly more participants who used the Web-based intervention (63%, 63/100) responded to the treatment versus the control group (33%, 27/80; P<.001). The number needed to treat (NNT) was 4.08. Within both groups, there was a reduction in work absence frequency (IG: −67.23%, P<.001, CG: −82.61%, P<.001), but no statistical difference in sickness absence between groups was found (P=.07).

Conclusions: The Web-based intervention was effective in reducing depressive symptoms among adults with sickness absence. As this trial achieved a lower power than calculated, its results should be replicated in a larger sample. Further validation of health insurance records as an outcome measure for eHealth trials is needed.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 02446836; http://www.isrctn.com/ISRCTN02446836 (Archived by WebCite at http://www.webcitation.org/6jx4SObnw)
Introduction

Depression is highly prevalent in the working population [1]. It is estimated that over the course of one year, up to 26.7% of adults experience depressive symptoms and about 8.9% fulfill all criteria for a depressive disorder [2]. The resulting impairment and functional disability poses a substantial burden for the affected individual as well as the economy. Depressed employees have higher health care costs than those without depression [3,4], which in Europe contribute to a total estimated cost of 118 billion Euros per year [5].

Depression is linked to a high loss of work days [6]. In Germany, depression is a major driver of sickness absence and produces higher durations of sickness absence than other diagnoses of mental disorders [7]. When employees return to work after a depressive episode, distress often remains and performance is reduced [8,9]. Therefore, maintaining work capacity should be an important goal of clinical interventions. However, health promotion interventions targeting occupational health in employees with depression have been developed with mixed results [10-13]. Access to treatment remains limited, and the existing personal and structural barriers prevent those affected by depression from seeking timely, evidence-based help [14-16].

Web-based interventions are a promising tool to overcome the treatment gap in depression [17]. While generally using similar techniques as face-to-face therapy, such interventions are commonly delivered through websites and allow participants to access content at any time and work through lessons at their own pace. Web-based interventions vary in the level of therapist support [18], from entirely self-help to guided formats including regular therapist contact (eg, feedback via email). The advantages of Web-based interventions are their accessibility, a low threshold for help-seeking, relative anonymity, the patients’ active role in (guided) self-help, and their low costs. However, in studies comparing Web-based interventions to usual care, risks associated with the dissemination of Web-based interventions have been reported as well [19,20]. Among the working population, Web-based interventions could especially benefit those who do not want to seek regular treatment because of negative perceptions of mental ill-health at the workplace.

The effectiveness of Web-based interventions in reducing depressive symptoms has been demonstrated repeatedly, but effect sizes vary considerably across studies [21-23]. For example, in the 19 studies that were included in the meta-analysis by Richards and Richardson [21], depression improvement in comparison with a control group ranged from no effect ($d=−0.03$) to strong effects ($d=1.43$). This heterogeneity makes it necessary to evaluate the interventions separately. Methodologically, weak control groups (eg, wait-list control instead of active control groups) and failure to employ intention-to-treat principles lead to an overestimation of the treatment effect [24]. Web-based interventions for depression have been studied among different clinical populations in Germany [25-29] but, to the best of our knowledge, no studies have yet focused on a Web-based intervention among a population with sick leave due to depression. Participant self-reports are the primary outcome measure of eHealth trials. However, the lack of independent outcome assessments and the sole reliance on self-report measures limits this evolving field. For example, a report on the methodological quality of randomized controlled trials of Web-based interventions concluded that an increased use of independent outcome measurements is needed to improve the validity of efficacy studies [24]. To date, few studies employ independent outcomes and such attempts are limited to observer ratings of symptoms and do not extend to objective behavioral measurement of work absenteeism [30-32]. The lack of objective sickness absence measurements in research on Web-based interventions is surprising because sickness absence is frequently used as an integrated measure of health in other fields [33].

This study examined the effectiveness of a guided Web-based intervention in reducing depression and sickness absence among a high-risk population using both self-assessed depression and sickness absence assessments from health insurance records. We hypothesized that the Web-based intervention would be more effective in reducing depressive symptoms and sickness absence than the control group.

Methods

Study Design

This was a two-armed open-label randomized controlled trial. Participants were randomly assigned to either the intervention group (IG), with access to the guided Web-based intervention, or the wait-list control group (CG), with access to unguided Web-based psycho-education.

We used a computerized block randomization procedure (allocation ratio 1:1, block size 10). The researcher conducting the randomization had no information about the participants apart from their 6-digit codes and did not participate in the enrollment and assignment of the participants to study groups, which was handled by two different researchers. Outcome variables were assessed at baseline (T0) and 12 weeks after randomization (post-treatment, T1). In addition, a follow-up measurement was assessed 24 weeks after randomization (12 weeks after treatment, T2). Sample size calculation was based on expected between-group differences at follow-up. G*Power was used for sample size calculation [34]. First, we assumed a power of 0.80, an alpha level of 0.05, and a small to medium effect size ($d=0.3$), which results in $N=357$ to perform a two-sided $t$ test for differences between two independent means. Second, adding 20% attrition rate at inclusion, post-assessment, and follow-up, we calculated that $N=608$ participants needed to be enrolled.
The study was approved by the ethical review board at Leuphana University of Lüneburg. The study was registered retrospectively on February 1, 2013, under the International Standard Randomized Controlled Trial Number ISRCTN02446836; http://www.controlled-trials.com/ISRCTN02446836. Despite retrospective registration, no participants were enrolled before registration.

**Recruitment**

Participants were recruited from a large-scale German statutory health insurance between January 2013 and April 2014, with the first participant enrolled in February 2013. We recruited members from Kaufmännische Krankenkasse (KKH), a statutory health insurance company with about 1.8 million members nationwide. First, to identify participants who were at high risk for sick leave due to depression, insurance members were screened for previous diagnosis of depression (International Classification of Disease codes F32.0, F32.1, F33.0, F33.1, and F34.1), previous sickness absence due to depression, and current sickness absence. Second, the study team sent an invitation letter to all positively screened insurance members along with study information, the informed consent form (see Multimedia Appendix 1), and a 6-digit code to login into the platform. Adults with a previous episode of mild to moderate depression (International Classification of Disease codes F32.0, F32.1, F33.0, F33.1) or dysthymia (F34.1) were included to avoid giving less intensive treatment than necessary. Before registration on the platform, a screening for exclusion criteria was performed. Participants with a score of ≥20 on the Patient Health Questionnaire (PHQ-9), indicating severe depression, were excluded. A second exclusion criterion was suicidality as measured by one item on the presence of suicidal thoughts. All participants had unrestricted access to treatment as usual during the study period, including access to the treatments and services which are typically available for depression in the German health care system (eg, psychotherapy and medication).

**Intervention**

The Web-based intervention “HelpID” is a 12-week, Web-based program based on cognitive-behavioral therapy, awareness training, and systemic counseling. The program was structured into 12 weekly sessions. Each lasted 30 to 45 minutes and included interactive elements, videos, and audios that explained depression-related themes (eg, symptoms and course) as well as graphs, illustrations, exercises, and guidance for awareness and relaxation. Each session was available one week after completing the prior session. Participants received weekly reminder emails when a new session was available. The program had a guided format with therapist contact upon request, that is, psychologists (bachelor level or higher) trained in the intervention approach provided feedback via email or telephone. The intervention was developed by a team of clinical psychologists headed by Dr Despina Lion, a clinical psychologist and therapist with extensive experience in systemic counseling, cognitive-behavioral therapy, and neurological psychology. It is accessible online [35] (see Multimedia Appendix 2). Since July 2016, the copyright of “HelpID” is owned by IVPNetworks GmbH, a private integrated care company. The intervention is commercially available to single users and is included in health care plans of statutory health insurances.

The intervention’s psychological approach includes cognitive-behavioral therapy, mindfulness training, and systemic counseling. During the development process, current research evidence on the respective therapies was used as the basis, and special emphasis was placed on a “person-based” approach, focusing on the perspectives of the people who would use the intervention. Cognitive-behavioral therapy is the most extensively researched psychological treatment approach in Web-based interventions [36]. From cognitive-behavioral therapy, the intervention used elements of cognitive restructuring, with an emphasis on dealing with negative moods and automatic thoughts, as well as exercises for behavioral activation. Mindfulness training has been used increasingly in psychotherapy over the past years. It was shown to be effective for depressive symptoms and can be adapted to online formats [37,38]. The intervention module on mindfulness engages the user in exercises to observe the self and to practice mindfulness in daily situations. Systemic counseling is a therapeutic approach that highlights the social context surrounding the individual and its resources [39]. Specifically, systemic questioning techniques and instructions were employed to make use of the participants’ social support. Systemic principles were presented in specific weekly sessions, while homework exercises on systemic therapy encouraged the participants to adopt a systemic viewpoint and behavior change in their everyday interactions.

**Control Group**

The control group was a wait-list plus psycho-education condition. During the 12-week study period, participants had access to text-based information on the nature of depression and its symptoms and treatment. The psycho-education content was developed by a team of trained psychologists (bachelor degree or higher) and was based upon scientific literature on depression (eg, the German S3-Guideline) [40]. This type of control condition was chosen because more active control groups (ie, psycho-education) are considered to be more methodologically valid than passive control groups (ie, wait-list conditions) [24]. There is evidence that psycho-education can reduce depressive symptoms and serve as an initial treatment in primary care [41]. The control group did not have access to therapist guidance. Participants were eligible to access the intervention after study completion, if they requested access.

**Outcomes**

The primary outcomes were self-assessed depressive symptoms with the Patient Health Questionnaire (PHQ-9) and the Beck Depression Inventory (BDI II). The PHQ-9 measured the severity of depressive symptoms over the preceding 2 weeks, resulting in a score between 0 to 27 points with higher values indicating more severe depression [42,43]. The PHQ-9 was shown to have good reliability and construct validity [42]. The BDI II uses 21 items to measure depression severity [44,45]. The BDI II showed good psychometric properties in German-speaking samples in regard to internal consistency, retest-reliability, and construct validity [46]. As a secondary outcome, quality of life was assessed using the Manchester Short Assessment of Quality of Life (MANSA) [47]—a 12-item survey designed for use in primary care.
scale rating the participants’ satisfaction with different life domains. The MANSA has been validated in a Swedish sample and showed satisfactory internal consistency and construct validity [48]. User satisfaction was measured at post-assessment using the item “Overall, how satisfied are you with the program?” with four answer options: 1=very good, 2=good, 3=satisfactory, and 4=poor.

Information on work absenteeism was retrieved from health insurance records. In the German health care system, such standardized health data is collected routinely. Its primary purpose is cost reimbursement and quality assurance, but it can be made available for secondary analysis. Due to the routine data collection, health insurance records are assumed to have high ecological validity. We matched health insurance records from KKH health insurance with participants’ data using a 6-digit participant code as identifier. The code was generated for each positively screened insurance member and was also used for registration on the study platform. We analyzed sickness absence data that covered the 90 days before randomization (baseline) and 90 days after intervention (post-assessment). Three sickness absence measures were constructed according to Hensing et al [33]. First, the number of persons who were absent at least once, second, absence frequency as the number of times a person was absent during the 90 day period irrelevant of duration, and third, absence duration as the total number of absence days during the 90 day period. Sickness absence data was not diagnosis-specific.

Statistical Analysis

Statistical analysis was performed on an intention-to-treat (ITT) basis according to the recommendations in the CONSORT statement [49] and its adaption for eHealth trials [50] (see Multimedia Appendix 3). Missing data at post-treatment was imputed using the Markov Chain Monte Carlo multiple imputation (missing data module in IBM SPSS version 22), where 10 estimations per missing value were specified and, besides the outcome variables, group assignment was included as an additional variable. Under the assumption that data is missing at random, multiple imputation was considered suitable to produce more precise estimates of the true intervention effect than other imputation methods, that is, last observation carried forward [51]. In addition, per-protocol (PP) analysis was performed to examine the robustness and sensitivity of the findings when including only participants who completed the post-assessment. t tests were used to determine differences in baseline characteristics and for within-group differences. The difference in the intervention outcomes between the intervention group and the control group at post-treatment was estimated using analysis of covariance (ANCOVA) with baseline scores as the covariate. Cohen $d$ was calculated as a measure of the effect size, using pooled standard deviations [52]. For the between-group effect sizes, Cohen $d$ was computed from the mean differences.

To assess clinical significance on an individual level, the reliable change index (RCI) was computed for the PHQ-9 [53]. Cronbach $\alpha=.89$ from Kroenke et al [42] was used as an estimate of the reliability of the PHQ-9, along with pre-treatment standard deviations from the current study. Participants were classified as “responders” if they displayed a reliable positive change, or as “deteriorated” if they displayed a negative change on the RCI. A reliable positive change corresponds to less than $-1.96$ on the RCI and a change of PHQ-9 points to greater than $-4.05$. A reliable negative change corresponds to less than $-1.96$ on the RCI and a change in PHQ-9 points to greater than $4.05$. Finally, the number needed to treat (NNT) [54] was computed.

All analysis was performed using Stata 13. The reported $P$ values are two sided and in the 95% CI.
Results

Participant Characteristics

Figure 1 shows the flow of participants through the study. The complete pool of insurance members was screened, which resulted in 3929 positively screened insurance members who were subsequently invited to participate. Of those, 180 responded, met the inclusion criteria, provided informed consent, and were randomized. Of the 180 participants, 88 completed the post-assessment after 12 weeks (retention rate: 48.8%, 88/180), and 58 completed the follow-up assessment after 24 weeks (retention rate: 32.2%, 58/180). To estimate achieved power, a post-hoc power analysis was conducted. This revealed that with the sample of 180 participants, the achieved power to detect an effect of $d=0.3$ was 0.51.

Baseline characteristics between participants who completed the post-assessments and those who were lost to follow-up were tested for differences. Older participants (PHQ at T1: $P=.02$, BDI at T2: $P=.03$) and participants with higher education (PHQ at T1: $P=.03$, BDI at T2: $P=.04$) were more likely to complete the post-assessment on the primary outcome and the follow-up assessment. Participants who were not in psychotherapy during study enrollment were more likely to complete post-assessment on one of the primary outcomes (BDI at T1: $P=.04$) and the follow-up assessment (BDI at T2: $P=.04$) as compared with participants who were on a waiting list or in psychotherapy at enrollment. No other relevant differences between those who completed the post-assessments and those who were lost to follow-up were found.

Table 1 shows the participant characteristics at baseline. Participants had an average age of 48 years and were predominantly female (68%). The majority were married or had a partner (56%) and had completed secondary education or higher (85%). About half of the sample was working full-time (51%) and another 27% were working part time, while 20% of those working had an executive position. About one-fifth (21%) were not working. The majority had experienced a previous depressive episode (51%) or reported to have chronic depression (30%). During study enrollment, half of the participants were prescribed with depression medication (50%), 26% were in psychotherapy, and 13% were on a psychotherapy waiting list. Of the total number of enrolled participants, 43% had a sick leave certificate at the time. The mean baseline depressive symptoms in the sample were 11.10 points on the PHQ-9 (SD=4.45), indicating moderate depression. No clinically relevant differences in terms of any baseline characteristics were found, and we concluded that randomization was successful.
Table 1. Participant characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group n=100</th>
<th>Control group n=80</th>
<th>Total sample n=180</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9 Score, mean (SD)</td>
<td>11.53 (4.35)</td>
<td>10.56 (4.53)</td>
<td>11.10 (4.45)</td>
<td>.15</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>47.01 (10.36)</td>
<td>48.66 (11.59)</td>
<td>47.74 (10.92)</td>
<td>.31</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>34 (34.0)</td>
<td>23 (28.7)</td>
<td>57 (31.7)</td>
<td>.45</td>
</tr>
<tr>
<td>Female</td>
<td>66 (66.0)</td>
<td>57 (71.3)</td>
<td>123 (68.3)</td>
<td></td>
</tr>
<tr>
<td>Relationship, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>24 (24.0)</td>
<td>18 (22.5)</td>
<td>42 (23.3)</td>
<td>.93</td>
</tr>
<tr>
<td>Married/Partner</td>
<td>56 (56.0)</td>
<td>46 (57.5)</td>
<td>102 (56.7)</td>
<td></td>
</tr>
<tr>
<td>Divorced/Separated</td>
<td>15 (15.0)</td>
<td>14 (17.5)</td>
<td>29 (16.1)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>5 (5.0)</td>
<td>2 (2.5)</td>
<td>7 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>13 (13.3)</td>
<td>13 (16.2)</td>
<td>26 (14.6)</td>
<td>.38</td>
</tr>
<tr>
<td>Middle</td>
<td>63 (64.3)</td>
<td>42 (52.5)</td>
<td>105 (59.0)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>22 (22.4)</td>
<td>25 (31.3)</td>
<td>47 (26.4)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>51 (52.0)</td>
<td>39 (50.6)</td>
<td>90 (51.4)</td>
<td>.41</td>
</tr>
<tr>
<td>Part-time</td>
<td>30 (30.6)</td>
<td>18 (23.4)</td>
<td>48 (27.4)</td>
<td></td>
</tr>
<tr>
<td>Not working</td>
<td>17 (17.3)</td>
<td>20 (26.0)</td>
<td>37 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Executive position, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (22.0)</td>
<td>13 (17.6)</td>
<td>33 (20.0)</td>
<td>.48</td>
</tr>
<tr>
<td>No</td>
<td>71 (78.0)</td>
<td>61 (82.4)</td>
<td>132 (80.0)</td>
<td></td>
</tr>
<tr>
<td>Previous depressionb, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>18 (18.0)</td>
<td>14 (17.7)</td>
<td>32 (17.9)</td>
<td>.53</td>
</tr>
<tr>
<td>Episodic</td>
<td>54 (54.0)</td>
<td>38 (48.1)</td>
<td>92 (51.4)</td>
<td></td>
</tr>
<tr>
<td>Chronic</td>
<td>28 (28.0)</td>
<td>27 (34.2)</td>
<td>55 (30.7)</td>
<td></td>
</tr>
<tr>
<td>Depression medication, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>53 (53.0)</td>
<td>36 (45.6)</td>
<td>89 (49.7)</td>
<td>.33</td>
</tr>
<tr>
<td>No</td>
<td>47 (47.0)</td>
<td>43 (54.4)</td>
<td>90 (50.3)</td>
<td></td>
</tr>
<tr>
<td>In psychotherapy, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>30 (30.0)</td>
<td>16 (20.3)</td>
<td>46 (25.7)</td>
<td>.15</td>
</tr>
<tr>
<td>No</td>
<td>57 (57.0)</td>
<td>52 (65.8)</td>
<td>109 (60.9)</td>
<td></td>
</tr>
<tr>
<td>Waiting List</td>
<td>13 (13.0)</td>
<td>11 (13.9)</td>
<td>24 (13.4)</td>
<td></td>
</tr>
</tbody>
</table>

aAll values (except for P values) are mean (SD) or n (%).
bOriginal item: “Did you have these symptoms for the first time?” Answer options: 1. “Yes,” 2. “No; I had one or multiple episodes,” 3. “No; the symptoms last for several years.”

Intervention Effectiveness

Table 2 shows the mean scores, standard deviations for the intervention outcomes at baseline and at post-assessment, effect sizes, and statistical significance, based on the intention-to-treat sample (imputed data). A significant between-group difference in favor of the intervention group was found for the PHQ-9 ($F_{1,179}=15.06, P<.001$), which corresponds to a medium effect size ($d=0.55, CI 0.25-0.85$). For those in BDI-II, a significant between-group difference at post-treatment was found ($F_{1,179}=8.69, P=.004$), which corresponds to a moderate effect size ($d=0.40, CI 0.10-0.70$).
Table 2. Means, standard deviations (SD), effect sizes, and statistical significance for intervention outcomes based on intention-to-treat sample (imputed data).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Mean (SD)</th>
<th>Effect Size&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Statistical Significance&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline (T0)</td>
<td>Post-assessment (T1)</td>
<td>Difference (T0−T1)</td>
</tr>
<tr>
<td>PHQ-9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>11.53 (4.35)</td>
<td>6.51 (2.87)</td>
<td>−5.02 (3.62)</td>
</tr>
<tr>
<td>Control</td>
<td>10.56 (4.53)</td>
<td>7.76 (3.63)</td>
<td>−2.80 (4.42)</td>
</tr>
<tr>
<td>BDI-II</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>20.07 (7.99)</td>
<td>13.55 (6.46)</td>
<td>−6.17 (6.39)</td>
</tr>
<tr>
<td>Control</td>
<td>18.78 (9.84)</td>
<td>15.52 (8.62)</td>
<td>−3.56 (6.68)</td>
</tr>
<tr>
<td>MANSA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>3.27 (0.72)</td>
<td>3.50 (0.67)</td>
<td>0.14 (0.71)</td>
</tr>
<tr>
<td>Control</td>
<td>3.30 (0.85)</td>
<td>3.44 (0.70)</td>
<td>0.22 (0.55)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Between-group effect size from mean differences.

<sup>b</sup>Based on ANCOVA controlling for baseline scores (T0).

In addition, both the intervention and the control group showed reductions in depressive symptoms as measured by within-group changes from baseline to post-assessment. In the intervention group, a mean reduction of 5 points on the PHQ-9 was found \( (t_{99}=14.28, P<.001) \), which corresponds to a large within-group effect size \( (d=1.42, CI 1.14-1.71) \). In the control group, a mean reduction of 2.79 points was found \( (t_{79}=5.82, P<.001) \), corresponding to a moderate effect size \( (d=0.65, CI 0.41-0.89) \).

In the per-protocol analysis, we tested for differences in PHQ-9 scores between intervention completers and noncompleters at post-assessment. No significant difference was found \( (t_{178}=−2.8, P_{=.78}) \). Table 3 presents the results of the per-protocol analysis.

For the PHQ-9, a significant between-group difference in favor of the intervention group was found among completers \( (PHQ-9: F_{1,77}=8.98, P=.04) \), corresponding to a moderate effect size \( (d=0.61, CI 0.15-1.07) \). The mean PHQ-9 scores among completers were reduced by 5.70 points in the intervention group and by 2.24 points in the control group—this corresponds to a large effect size \( (d=1.72, CI 1.23-2.22) \) and a moderate effect size \( (d=0.49, CI 0.14-0.82) \) for within-group changes, respectively. For the BDI-II, the between-group effect failed to reach statistical significance in the per-protocol analysis \( (F_{1,77}=0.81, P=.37, d=0.25, CI −0.18 to 0.65) \). BDI-II within-group changes were significant in the intervention group \( (t_{43}=3.68, P<.001) \) and the control group \( (t_{42}=4.70, P<.001) \).

Table 3. Means, standard deviations (SD), effect sizes, and statistical significance for intervention outcomes based on per-protocol sample (nonimputed data).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Mean (SD)</th>
<th>Effect Size&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Statistical Significance&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline (T0)</td>
<td>Post-assessment (T1)</td>
<td>Difference (T0−T1)</td>
</tr>
<tr>
<td>PHQ-9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>11.53 (4.35)</td>
<td>6.50 (3.85)</td>
<td>−5.03 (3.29)</td>
</tr>
<tr>
<td>Control</td>
<td>10.56 (4.53)</td>
<td>7.95 (4.62)</td>
<td>−2.61 (4.61)</td>
</tr>
<tr>
<td>BDI-II</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>20.07 (7.99)</td>
<td>14.86 (8.05)</td>
<td>−5.21 (7.59)</td>
</tr>
<tr>
<td>Control</td>
<td>18.78 (9.84)</td>
<td>15.32 (10.34)</td>
<td>−3.46 (6.32)</td>
</tr>
<tr>
<td>MANSA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>3.27 (0.72)</td>
<td>3.52 (0.86)</td>
<td>0.25 (0.64)</td>
</tr>
<tr>
<td>Control</td>
<td>3.30 (0.85)</td>
<td>3.42 (0.83)</td>
<td>0.12 (0.79)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Between-group effect size from mean differences.

<sup>b</sup>Based on ANCOVA controlling for baseline scores (T0).
The within-group absence reductions were significant (t = 8.59, p < .001). This resulted in a NNT of 4.08. One participant in the intervention group experienced symptom deterioration, and five participants in the control group experienced symptom deterioration.

**Sickness Absence**

Information on sickness absenteeism was available for 160 participants (Intervention group: n = 88, control group: n = 72). For 20 participants, sickness absenteeism could not be retrieved from insurance records, and therefore the data from these participants was unavailable.

Table 4 shows persons who were absent at least once, with absence frequency and absence duration at baseline and at post-assessment. The majority of the participants were absent at least once during the baseline period: IV: 85% (77/85), CG: 80% (58/72). Overall, significantly fewer participants were absent at least once during post-assessment (IV: 28%, CG: 16%). The within-group absence reductions were significant (IV: t = 6.54, p < .001, CG: t = 6.17, p < .001).

Regarding absence frequency, participants in the intervention group were absent on average 1.2 times at baseline and 0.4 times at post-assessment. In the control group, participants were absent 1.2 times at baseline and 0.2 times at post-assessment. The within-group reductions in absence frequency were significant (IV: t = 7.49, p < .001, CG: t = 8.59, p < .001).

Similarly, high absence durations at both baseline and post-assessment were found. From the 90 days examined at each time point, participants in the intervention group were absent from work 26 days at baseline and 25 days at post-assessment. In the control group, participants were absent 28 days at baseline and 24 days at post-assessment. However, there were no significant differences in absence duration from baseline to post-assessment (IV: t = 26, p = .79, CG: t = 95, p = .34). For all three measurements, the between-group differences at post-assessment failed to reach statistical significance (absence at least once: F = 3.39, p = .07, absence frequency: F = 3.24, p = .07, absence duration: F = 3.02, p = .08).

**Secondary Outcome**

No significant difference in quality of life as measured by MANS was found (F = .40, d = .13, CI = .21 to 0.41).

**Long-term effect**

No significant between-group difference for BDI-II depression scores at 24-week follow-up was found (F = .33). However, significant within-group changes were sustained for both the intervention and the control group. In the intervention group, there was a mean reduction from baseline to follow-up assessment of 5.46 points on the BDI-II (t = 6.81, p < .001), which corresponds to a moderate effect size (d = .68, CI 0.46-0.90). In the control group, there was a mean reduction of 4.69 points (t = 4.37, p < .001), corresponding to a small effect size (d = .48, CI 0.26-0.72).

**User Satisfaction**

87 participants completed the user satisfaction survey at post-assessment. In the intervention group, 63% (63/100) of the participants showed a reliable symptom change from baseline to post-intervention and were thus classified as responders. In the control group, 33% (27/80) were classified as responders. The within-group absence reductions were significant (t = 7.49, p < .001). This resulted in a NNT of 4.08. One participant in the intervention group experienced symptom deterioration, and five participants in the control group experienced symptom deterioration.

**Discussion**

Principal Findings

This study compared the effectiveness of a Web-based intervention in reducing depressive symptoms and sickness absence among adults with immediate risk for sickness absence due to mild to moderate depression. When compared with a
wait-list plus psycho-education control group, participants who used the Web-based intervention showed a significantly greater reduction in depressive symptoms. However, because of the low response and high attrition in this study, one primary outcome did not reach statistical significance among participants who completed the intervention (per-protocol analysis) and at follow-up, only within-group changes were sustained but the intervention effect was not. In terms of individual clinical significance, significantly more participants in the intervention group responded to the treatment. We used health insurance records to measure sickness absence and found that sickness absenteeism declined in both groups, but there were no statistical differences in work absence between groups. The achieved power of this trial was lower than calculated. Therefore, its results should be replicated in a larger sample.

**Comparison With Prior Work**

These findings are especially relevant when considering the increasing impact of mental ill-health on workforces across industrialized countries [55]. Depression is a significant cause for workday losses and produces more absence durations than other mental illnesses. To reduce the illness burden, widespread access to evidence-based treatment is needed to maintain workers’ mental health before companies and individuals face more serious burdens as the illness progresses. In general, Web-based interventions provide a promising treatment tool because these interventions can be accessed at any time and at different locations at the users’ own pace. Due to their relative anonymity, Web-based interventions may especially benefit employees with depression who wish to avoid the negative perceptions of being mentally ill in the workplace. However, risks associated with the dissemination of Web-based interventions in the health care system have been reported as well. According to meta-analysis, the effects of Web-based interventions vary, making it necessary to evaluate each intervention separately. If Web-based interventions that are effective in reducing depressive symptoms are more widely implemented and adopted, a positive impact on the burden and impairment caused by depression can be expected. It can also help to overcome the shortcomings of conventional treatment (eg, waiting lists).

This study contributes to the growing body of research that supports the effectiveness of Web-based interventions for depression. Within this research, a critical mass of efficacy studies is needed to identify subgroups for which these interventions work [56]. Adults who are at high risk for sick leave from work due to mild to moderate depression have not yet been targeted specifically by Web-based interventions. In terms of effect sizes, previous research has found significant heterogeneity between studies. This makes it necessary to evaluate each intervention separately. The effect sizes reported in this study are comparable to other studies evaluating guided interventions for depression, including those included in the meta-analysis by Andersson and Cuijpers [23] where a mean between-group effect size of $d=0.41$ is reported. The amount of therapy guidance that is necessary to increase intervention effectiveness and adherence remains a subject of debate in the field of Web-based interventions [18,57]. Considering that this intervention provided only minimal therapist support upon request and achieved similar outcomes to studies with more intense guidance, we speculate that merely having the option to contact a therapist during the intervention—versus regular therapist contact—is sufficient for the needs of many participants and works equally well. However, it is possible that the number of dropouts could have been reduced with regular guidance. The examination of support preferences was not within the scope of this study and further research on this subject is needed.

We found that health insurance records are a suitable outcome for effectiveness research in Web-based interventions. Both groups showed reductions in work absence frequency, however, no statistical difference in work absence between groups was found. Several explanations may account for this finding. First, we cannot rule out the possibility that the decline in work absence frequency over time was caused by regression toward the mean or spontaneous remission. Our sample was recruited during a period of high levels of sickness absence, as seen in the data (see Table 3). Consequently, due to statistical chance, the frequency of sickness absence tended to approach lower levels at post-assessment. A healthy control group is needed to compare baseline levels of sickness absence, which was unavailable in this study. Second, it is possible that the 90-day time period in our study was not sufficiently long to appropriately detect changes in work absence. Previous population studies on sickness absence due to mental health problems found a median absence duration of 79 days [58]. This indicates that sickness absence started or ended outside of the time period of this study. Similarly, our sample was not adequately powered to detect small differences in work loss days. Third, organizational factors (ie, high work demands, job security) could have influenced work absence in this study. Unfortunately, we could not measure organizational variables.

To disentangle these explanations, future studies on the effect of Web-based interventions on work absence should include a longer time period, information on organizational factors that may be related to sickness absence, and work absence data from a healthy control group for baseline comparisons. Integrating objective behavioral parameters (ie, sickness absence data from health insurance companies) can increase the validity of effectiveness studies and might be a valuable addition to self-reported outcome measurements.

**Privacy and Data Security**

In Web-based interventions, health-related information is processed and stored electronically. Therefore, data security and confidentiality issues need to be taken seriously. This study used several measures to ensure the privacy of the study participants. Person-related information and study data were stored on separate servers to ensure that individuals could not be identified. Communication between the users’ Web browsers and the servers were encrypted via a Secure Sockets Layer (SSL) connection. All data were stored on servers located in Germany.

**Limitations**

There are several limitations to this study that must be acknowledged. First, although reporting the effect of the Web-based intervention was within the scope of our study, it remains unclear as to which specific elements and properties of
the intervention contributed to its effectiveness. Regarding the length of the intervention, evidence on the dose-response relationship in psychotherapy points to the conclusion that most progress occurs in the first few sessions of an intervention [59]. Similarly, Web-based interventions with 8 or less sessions were found to be more effective than interventions with more than 8 sessions [21]. This indicates that the present intervention with its 12 sessions could be shortened in length while maintaining its effectiveness.

A second limitation concerns the response rate. Response from the pool of positively screened insurance members was low (5.8%, 226/3929). This raises the concern that participants were particularly motivated to use a Web-based intervention when compared with nonparticipants, especially because nonparticipants were positively screened for sickness absence due to depression and thus belonged to the target group. Ideally, data from nonparticipants should have been collected as a baseline comparison group, but this data was unavailable in this study because of a lack of informed consent. When the complete pool of insurance members was screened and all positively screened insurance members were invited, recruitment was stopped. This resulted in a substantially smaller sample than was previously calculated in the power analysis (calculated N=680 vs actual N=180).

Third, attrition during the study was high. At post-assessment, 45.5% of the participants had dropped out, and at follow-up, 67.7% of participants had dropped out. In general, dropout is a common problem in Web-based interventions [60]. However, the dropout in this study was remarkably higher than the average attrition rate for Web-based interventions with therapist support, as reported in the meta-analysis by Richards and Richardson (28%) [21]. Several recent studies on Web-based interventions showed dropout rates that were remarkably lower [27,32]. One possibility for the relatively high attrition in this study is that participants who failed to complete a weekly session were reminded via email only. Comparable studies, which used telephone reminders, achieved substantially higher participant compliance. A second explanation is that therapist guidance was available upon request only. Guided interventions have lower attrition rates as compared to unguided interventions. Thus, it is possible that participants who were at risk for dropout were less likely to use therapist guidance. Despite our analysis of per protocol and imputed data showing comparable results, which indicates no difference in intervention completers versus noncompleters, the risk remains that study dropout could have biased the results. Due to the associations of several baseline characteristics (age, education, and being in psychotherapy) with the likelihood to complete the outcome assessments, the missing at random assumption could have been violated. Overall, the high attrition rates limit the conclusions drawn from this study.

Third, the positive relationship of age and education with study dropout seen here limits the generalizability of the findings to younger and less educated groups. This is supported by the composition of the study sample, where highly educated participants and those in executive positions are over-represented. Further studies with more statistical power are needed to identify effectiveness among different subgroups.

Fourth, participants had access to treatment as usual during the study, including psychotherapy and medication. Therefore we cannot exclude the possibility that within-group changes in depression scores were affected by third factor variables. Thus, within-group changes must be interpreted with caution.

Fifth, no clinical interviews were conducted to assess depression. Structured clinical interviews represent the gold standard of clinical assessment, with superior validity and reliability. Due to limited resources, this study relied solely on participants’ self-reports to assess clinical symptoms.

Sixth, the amount and duration of provided therapeutic support during the study was not measured, making it difficult to compare the results with other studies on Web-based interventions that have used different levels of support, ranging from no support to more intensive and regular support. In this study, support was provided upon request, which could have prevented some participants from using support, thus lowering adherence.

Seventh, we used a wait-list plus psycho-education control group. Wait-list control groups undermine internal validity and may lead to an over-estimation of the treatment effect [24]. Thus, active control groups are considered to be less biased. To maximize participant response, we decided to inform control group participants that they could access the intervention upon request after study completion. This may have lowered expectations with regard to the control condition. Furthermore, control group participants were active during the study period as they had access to psycho-education. As a result, we observed mean symptom reductions in the control group, which is consistent with the finding that Web-based psycho-education can reduce depressive symptoms [41]. At the same time, it is possible that psycho-education has adverse effects in some participants, because it sensitizes patients to the topic of depression, leading to an over-reporting of symptom severity at follow-up. For example, a study that used a psycho-education control group found that the incidence of depression was higher than usual [32]. Our results show that reliable symptom deterioration was low overall, but occurred more frequently in the control group (6.25%, 5/80) as compared with the intervention group (1%, 1/100). This suggests that adverse effects in the control groups were present, but were unlikely to bias the treatment effect. As we did not collect data on usage and engagement with the psycho-education in the control condition, the perceived credibility of the psycho-education remains unknown.

Eighth, this was an open-label trial, where participants and researchers were aware of which group was receiving which treatment. Furthermore, only questionnaire data was assessed as a proxy of use parameters, but no uptake data was available on the actual usage of the program (eg, frequency and length of website usage). Data on how the participants interacted with the program could provide valuable insights into the effectiveness of specific intervention elements.

Conclusions
The Web-based intervention reduced depressive symptoms among adults with sickness absence. As this trial achieved a
lower power than calculated, its results should be replicated in a larger sample. Further validation of health insurance records as an outcome measure for eHealth trials is needed.
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Abstract

Background: Tobacco smoking is a worldwide public health problem. In 2015, 26.3% of the Dutch population aged 18 years and older smoked, 74.4% of them daily. More and more people have access to the Internet worldwide; approximately 94% of the Dutch population have online access. Internet-based smoking cessation interventions (online cessation interventions) provide an opportunity to tackle the scourge of tobacco.

Objective: The goal of this paper was to provide an overview of online cessation interventions in the Netherlands, while exploring their effectivity, cost effectiveness, and theoretical basis.

Methods: A mixed-methods approach was used to identify Dutch online cessation interventions, using (1) a scientific literature search, (2) a grey literature search, and (3) expert input. For the scientific literature, the Cochrane review was used and updated by two independent researchers (n=651 identified studies), screening titles, abstracts, and then full-text studies between 2013 and 2016 (CENTRAL, MEDLINE, and EMBASE). For the grey literature, the researchers conducted a Google search (n=100 websites), screening for titles and first pages. Including expert input, this resulted in six interventions identified in the scientific literature and 39 interventions via the grey literature. Extracted data included effectiveness, cost effectiveness, theoretical factors, and behavior change techniques used.

Results: Overall, many interventions (45 identified) were offered. Of the 45 that we identified, only six that were included in trials provided data on effectiveness. Four of these were shown to be effective and cost effective. In the scientific literature, 83% (5/6) of these interventions included changing attitudes, providing social support, increasing self-efficacy, motivating smokers to make concrete action plans to prepare their attempts to quit and to cope with challenges, supporting identity change and advising on changing routines, coping, and medication use. In all, 50% (3/6) of the interventions included a reward for abstinence. Interventions identified in the grey literature were less consistent, with inclusion of each theoretical factor ranging from 31% to 67% and of each behavior change technique ranging from 28% to 54%.

Conclusions: Although the Internet may provide the opportunity to offer various smoking cessation programs, the user is left bewildered as far as efficacy is concerned, as most of these data are not available nor offered to the smokers. Clear regulations about the effectiveness of these interventions need to be devised to avoid disappointment and failed quitting attempts. Thus, there is a need for policy regulations to regulate the proliferation of these interventions and to foster their quality in the Netherlands.
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Introduction

Tobacco Smoking

Tobacco smoking is a worldwide public health problem, with more than 5 million deaths being attributable to direct smoking [1]. Nonsmokers are also impacted by tobacco smoke as a result of second-hand smoke (passive smoking); an estimated 600,000 deaths are caused by smoking behavior, which affects various related diseases such as lung cancer, heart diseases, and chronic obstructive pulmonary disease. In the Netherlands, smoking is a public health problem. In 2015, 26.3% of the Dutch population aged 18 years and older smoked, 74.4% of them daily [2]. Of all smokers, 15.6% were considered heavy smokers, meaning that these individuals smoke an average of 20 or more cigarettes per day [2]. Estimates showed that in 2013, 19,000 deaths were attributable to smoking-related diseases in the Netherlands [3].

Online Smoking Cessation Interventions

In an attempt to tackle the scourge of tobacco smoking, many smoking cessation interventions have been developed and proven effective, especially the more intensive interventions such as one-to-one behavioral therapy [4]. Each intervention has strengths and limitations. The more intensive interventions are often expensive, inconvenient to the recipient (eg, waiting list and the need to take time off work), and reach only a small proportion of smokers [5]. The Internet provides opportunities to address the smoking problem, as the Internet has grown to be an extremely important medium and is embedded in daily life worldwide. In 2016, approximately 94.4% of the Dutch population had access [6] (98.9% of those aged 25 to 45 years, 98.3% aged 45 to 65 years, and 77.6% aged 65 years or older [7]). The level of access for the younger population, aged between 12 and 25 years, was 99.1% in 2015 [7]. Moreover, individuals having access to the Internet in the Netherlands range from 87.0% for the lower educated to 99.5% for the higher educated [7]. However, reach may be a too narrow construct to reflect Internet usage, as activities in use differ [8]. Educational level might, for instance, play a role in online behavior because many individuals may not be sufficiently literate to understand the high literacy level of most written information on the Internet [9]. Yet, a recent study in the Netherlands indicated that usage of eHealth interventions, as recommended, did not differ among education levels. The study also found that eHealth interventions are more often used as recommended to people with a greater need for health care information [10]. As well as Internet access, online cessation interventions allow other opportunities, such as being interactive and tailoring messages to individuals, which has been shown to be effective in changing health behaviors such as enhancing smoking cessation [11]. In addition, due to the low costs per person, online cessation interventions can be cost effective [12]. Therefore, it is relevant to explore the online cessation interventions that are available in the Netherlands and investigate the extent to which these are effective and cost effective.

Cost effectiveness is explored in economic evaluation studies that determine the costs and effects associated with an intervention and compare these with the costs and effects of other interventions or current practice [13]. A typical economic evaluation consists of five steps: (1) identification of relevant costs and effects, (2) measurement of costs and effects, (3) valuation of measured costs and effects, (4) calculation of cost-effectiveness ratio, and (5) sensitivity analysis [14].

Evaluating Content: Theoretical Basis

Because many online cessation interventions may not have been tested in a randomized controlled trial (RCT), scholars have become interested in evaluating relevant characteristics of behavioral interventions, such as online cessation interventions. The literature shows that the theoretical basis of an intervention and behavior change techniques (BCTs) are characteristics that may influence the impact of behavior [15-17]. Three theories—the social cognitive theory [18], the transtheoretical model [19], and the theory of planned behavior [20]—were particularly important in developing the intervention; their usage in intervention development was associated with increases in effect size [21]. Various sociocognitive theories, including the three mentioned, are integrated in the Integrated Change (I-Change) Model [22-25]. This explains adoption of health behavior in (at least) three phases (ie, awareness, motivation, and action phase), each of which has phase-specific determinants, such as attitudes, social support, and self-efficacy for understanding motivation, and action planning and coping plans to understand the final step from intentions to behavior. Another way to evaluate the content of an intervention is by assessing whether or not the online cessation interventions use specific BCTs that are associated with higher success rates in smoking cessation [26-28]. Five BCTs that are applicable to online interventions and mobile-based interventions have been found to be associated with higher cessation rates [26]. These are (1) strengthening exsmoker identity (eg, clear boundaries offered), (2) providing rewards contingent on stopping successfully (eg, use praise or advise on rewarding oneself for moving toward the goal of becoming an exsmoker), (3) advising on changing routines (eg, advising on avoiding cues that will trigger strong urges to smoke), (4) advising and assisting with ways of coping with urges to smoke (eg, develop effective ways of distracting attention from smoking cues in the environment and from urges to smoke), and (5) advising on use of stop-smoking medications (eg, explain the medication available, its benefits, and promote use). The theoretical underpinnings
(theoretical factors and BCTs) of interventions, especially those that are not tested in RCTs, may thus provide insights into the content of online cessation interventions (ie, specifying interventions based on relevant theories and BCTs used).

Objective

Web-based interventions are usually developed for a specific platform, made accessible via computers, tablets, or mobile phones. Not all may be optimized for all platforms. A distinction is made between online interventions (accessed via computer), referred to as eHealth, and mobile-based interventions (apps), referred to as mHealth [29]. Online cessation interventions in this study are defined as online interventions—developed to be accessed via a computer—aimed at enhancing smoking cessation among individual smokers. To explore a broader range of online cessation interventions, combinations of an online intervention and a counselor were deemed relevant. This led to the study goal: to provide an overview of online cessation interventions in the Netherlands and explore their effectivity, cost effectiveness, and theoretical basis.

Methods

This study used a mixed-methods approach, including (1) a scientific literature search, (2) a grey literature search, and (3) expert input. The methods and the analysis are detailed subsequently.

Scientific Literature Search

In the search for online cessation interventions, we used a systematic review of Cochrane [5] regarding the effectiveness of Internet-based interventions, to screen for the Dutch interventions. Because this review was last updated in April 2013, we conducted an additional systematic literature search to explore recent online cessation interventions in the Netherlands up to July 2016. The selection process is depicted in a flowchart (see Figure 1).

The Cochrane review included randomized or quasi-RCTs with smokers that participated in online cessation interventions [5]. All types of online cessation intervention were included; there was no exclusion with respect to method or duration. Also, combinations of interventions were included (when the Internet component was subject to evaluation), if the Internet intervention was an adjunct to behavioral therapy or pharmacotherapy. Trials were excluded if they used Internet solely for recruitment or as a reminder of offline appointments (eg, face-to-face therapy or pharmacotherapy). Moreover, text messaging interventions and mobile-based interventions were not covered. Also, trials with fewer than four weeks of follow-up were excluded.

Similar to the Cochrane review [5], the search strategy for the update of literature was based on the specialized register of the Cochrane Tobacco Addiction Group, including the terms “Internet” or “www” or “web” or “net” or “online” in the title, abstract, or as keywords since 2013. Databases of Cochrane Central Register of Controlled trials (CENTRAL), MEDLINE, and EMBASE were searched via OVID. For full search strategies, see the Tobacco Addiction Group Module [30]. The search led to a total of 651 papers (CENTRAL=96, MEDLINE=163, and EMBASE=392), which two researchers (KLC and BW) screened independently for title and abstract. Inclusion criteria were (1) English or Dutch language, (2) smoking cessation intervention, (3) eHealth (ie, Internet or computer), and (4) original research (excluding study protocols and conference abstracts). Interventions directed at indirect populations (eg, clinicians and nurses) were excluded, as well as lifestyle, telephone, and prevention interventions. The two researchers resolved disagreements through discussion, resulting in 79 potentially relevant papers. The full-text papers were screened by KLC and BW, resulting in exclusion of 10 additional papers. For the relevant Dutch online cessation interventions, the researchers searched through the full-text papers and the Cochrane review [5]. Excluding all non-Dutch intervention studies, the Cochrane review yielded three relevant papers, whereas the updated search (ie, between 2013 and July 2016) yielded six papers. The updated literature search had six papers on Dutch online cessation interventions, from which one was a cost-effectiveness study aiding a study included in the Cochrane review, and four papers were studies on the same intervention (with the same lead author). Due to expert input (described in “Expert Input” section), one intervention was added to the list. Hence, this search led to a final list of six unique online cessation interventions in the Netherlands that were reported in the scientific literature.
Grey Literature Search

Most online cessation interventions in the Netherlands were not described in peer-reviewed journals. Hence, a Google search was conducted to capture interventions in the grey literature. In line with a previous Dutch study on identifying online tobacco control methods [31], we conducted a Google search to identify actual interventions rather than a search strategy aiming for identifying documents. This is now elaborated in the text. The free-text terms *stoppen met roken* ("smoking cessation") and *online roken* ("online smoking") were used, with the intention to capture a broad range of online cessation interventions. For each of the text terms, the first five pages (50 hits) of Google were explored, yielding 100 results (September 25, 2016). These were then screened by two researchers together (KLC and BW) looking at the title (of the page) and content of the site (for potential online cessation interventions), leading to 47 results. Lifestyle interventions, websites targeting indirect groups (eg, clinicians), or telephone-only interventions were excluded. These websites were then screened independently (KLC and BW) for content, including online cessation interventions in the Dutch language. For each website where there was disagreement, consensus was reached via discussion. Here we included a broad range of interventions, including informative static websites and websites promoting any intervention in online form (eg, online counseling). Websites that solely referred to other websites were excluded, as were standalone apps. Six interventions were added due to expert input (described in “Expert Input” section). This led to a final list of 39 online cessation interventions in the Netherlands that were reported in the grey literature.

Expert Input

To check and complement the previously mentioned searches, Dutch experts in smoking cessation (eg, smoking cessation research and/or online smoking cessation interventions) were recruited using a convenience sampling strategy, in which researchers created a list of potential participants based on personal networks. Twenty experts were approached via email, outlining the goal of the study and asked whether they were able to provide input. Five (25% response rate) provided input for the questionnaire. We asked experts to list the online
cessation interventions they knew, adding to the list from the literature search. They provided a list of 21 interventions in total, with seven unique interventions added to the final list (compiled from the literature and grey literature search). One online cessation intervention was added to the scientific literature search, and six to the grey literature search.

Data Extraction and Analysis
For each included online cessation intervention, two independent reviewers (KLC and BW) systematically extracted data using a predefined extraction form that included general characteristics, four theoretical components (ie, attitudes, social support, self-efficacy, and action planning and coping plans), and five BCTs (ie, strengthening exsmoker identity, providing rewards contingent on stopping successfully, advising on changing routines, advising and assisting with ways of coping with urges to smoke, and advising on use of stop-smoking medications) for the content analysis. Two separate extraction forms were developed (one for scientific literature and one for grey literature), based on literature (theoretical underpinnings) and discussions in the research team. The two reviewers piloted and discussed the extraction form for two interventions, which led to minor adjustments to the data extraction forms.

The extracted data for the interventions identified in the scientific literature included four categories: general study and intervention information; effectiveness, cost effectiveness, and outcome information; theoretical factors; and BCTs. General study and intervention information included intervention name, brief description, and target population. Effectiveness, cost effectiveness, and outcome information included effectiveness (yes, no, and not reported [NR]), effect (in relative risk [RR]), number and percentage abstinent in the intervention condition and in the control condition, control group, outcome measure (for smoking cessation), and cost effectiveness (yes, no, NR). Theoretical factors included were based on the I-Change Model and assessed the presence or absence of the core factors for motivation and behavioral change (yes, no): attitude (discussing advantages and disadvantages of smoking), social influence (addressing social influence or social support), self-efficacy (enhancing one’s capability to become an exsmoker), and action/coping planning (supporting creation or advising on action or coping plans). Literature concerning BCT revealed a large range of potential BCTs that could be selected for reviewing the efficacy of interventions, amounting to 40 different BCTs [21]. Therefore, five BCTs that were especially applicable and relevant to online interventions and mobile-based interventions were included [26]. Consequently, the BCTs included the five BCTs discussed (yes, no): supporting identity change, rewarding abstinence, advising on changing routines, advising on coping, and advising on medication use.

Data were independently extracted by the two researchers and the first author then checked and compared the extracted data. Any disagreements between the researchers were resolved through discussion until consensus was reached [5,26]. Extracted data are presented in tables. Whenever an intervention was shown to be cost effective, this is elaborated in the results section. Information was extracted from the literature and, when available, the researchers checked the online cessation intervention. Suggested interventions by experts are indicated in the tables.

Results
The mixed-methods yielded 45 unique online cessation interventions (scientific literature: n=6; grey literature: n=39).

Scientific Literature
The literature revealed six interventions in the Netherlands, which typically targeted adult smokers, who were motivated to quit smoking (thus willing to set a quitting date) (see Table 1). These interventions typically involved tailoring health messages based on the I-Change Model. The exception was the Web-based Attentional Bias Modification (ABM) self-help intervention [32], which aimed to reduce attentional bias and generalize to influence an approach bias for cigarettes and success in quitting. The effectiveness, cost effectiveness, and outcome information of these interventions are detailed in Table 2.
Results indicate no overall effectiveness evidence for the ABM intervention except only for heavy smokers. The effective interventions incorporated health messages tailored to responses in an initial questionnaire, which was based on the I-Change Model. Long-term effects were shown in Stay Quit For You (SQ4U) [34,35], Personal Advice in Stopping smoking (PAS) [22,36], and Support to Quit (STQ) [38-41], using a 12-month follow-up. Table 1, a table showing general study and intervention details of smoking cessation interventions in the scientific literature (n=6). Table 2, a table showing effectiveness, cost effectiveness, and outcome information of smoking cessation interventions in the scientific literature (n=6).
outcome measure. For these interventions with long-term follow-ups, we conducted a meta-analysis in which the Mantel-Haenszel fixed-effect model was used to pool the effectiveness of these interventions. This resulted in a pooled RR of 1.39 (95% CI 1.18-1.65). For two interventions (PAS and STQ), studies also found support for its cost effectiveness from a societal perspective. Using prolonged abstinence as the outcome measure, the cost-effectiveness study for PAS showed that the mere multiple computer-tailored program had the highest probability of being cost effective as in this group €5100 had to be paid for each additional abstinent participant (compared to usual care) [22]. Using prolonged abstinence, the study for STQ indicated that with a willingness to pay €1500, the video-based intervention was likely to be the most cost-effective treatment. For each additional abstinent participant, €1500 had to be paid within the video-based intervention [38]. Given the fact that, in the Netherlands, cost effectiveness is concluded when the additional costs (for an additional quality-adjusted life year [QALY]) are between €20,000 and €80,000, the conclusion is that these interventions were highly cost effective [44]. Normally, this threshold is dependent on the severity of the disease. In prevention, a threshold of €20,000 is often considered [45].

The interventions were also evaluated and analyzed with regard to the theoretical factors and BCTs used (see Table 3). For the theoretical factors, all interventions (with one exception) addressed attitudes, social influence, self-efficacy, and action or coping planning (83%, 5/6). The exception was the ABM intervention [32], which had a different theoretical basis, namely retraining implicit associations (automatic attentional processes). Attentional bias is the tendency of certain cues in a person’s environment to attract and/or hold the individual’s attention preferentially, such as cigarettes. This attentional bias could be retrained toward or away from the substance-related cues [32]. The SQ4U [34,35] and STQ [38-41] interventions included all BCTs, whereas half of the interventions included all BCTs, except rewarding abstinence (50%, 3/6).

### Table 3. Theoretical factors and behavior change techniques (BCTs) of smoking cessation interventions in the scientific literature (n=6).

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Attitude</th>
<th>Social influence</th>
<th>Self-efficacy</th>
<th>Action &amp; coping planning</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQ4U&lt;sup&gt;b&lt;/sup&gt; [34,35]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>PAS&lt;sup&gt;b&lt;/sup&gt; [22,36]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes NR Yes Yes Yes Yes</td>
</tr>
<tr>
<td>Smoke Alert [37]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes Yes Yes Yes Yes Yes</td>
</tr>
<tr>
<td>Quit Smoking 2.0&lt;sup&gt;b&lt;/sup&gt; [33]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes Yes No Yes Yes Yes</td>
</tr>
<tr>
<td>STQ&lt;sup&gt;b&lt;/sup&gt; [38-41]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No No No No No No No</td>
</tr>
<tr>
<td>ABM&lt;sup&gt;b&lt;/sup&gt; [32]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No No No No No No No</td>
</tr>
<tr>
<td>Percentage; n (%)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>5 (83)</td>
<td>5 (83)</td>
<td>5 (83)</td>
<td>5 (83) 5 (83) 3 (50) 5 (83) 5 (83)</td>
</tr>
</tbody>
</table>

<sup>a</sup> BCT1: Supporting identity change; BCT2: rewarding abstinence; BCT3: advising on changing routines; BCT4: advising on coping; and BCT5: advising on medication use.
<sup>b</sup> Mentioned by experts.
<sup>c</sup> Percentage (%) interventions of scientific literature including this factor/BCT.

**Grey Literature**

The grey literature revealed 39 interventions in the Netherlands, which typically were targeted at smokers (see Table 4). The online cessation interventions were grouped as websites providing only static information (n=23) and websites incorporating an interactive component (n=17). Seven unique interventions were added due to expert input (see Tables 3 and 4). Some experts indicated that it was difficult to evaluate the effectiveness of the online cessation interventions, with the exception of a few reported in scientific literature. The grey literature yielded a variety of online cessation interventions with different providers, but only minimal research has been conducted to test their effects, resulting in little scientific support for their evidence. One intervention was identified in both the grey literature and in the scientific literature (Smoke Alert [37], which—as outlined previously—was effective in preventing the initiation of smoking among adolescents [37]). An intervention (Online zelfhulp tabak [46]) identified in the grey literature search and via expert input was reported to be effective; it was to be tested in a RCT. After contacting the provider of the intervention, it was revealed that the claim on effectiveness was based on a trial of a similar intervention on alcohol [47]. It was stated that “due to the generalizability of the self-help module, the self-help tobacco module was recognized as well.” Hence, the quality of the interventions identified in the grey literature search seems to lack scientific basis because the number of effectiveness studies is limited.
<table>
<thead>
<tr>
<th>Intervention</th>
<th>Provider</th>
<th>Target population</th>
<th>Static?</th>
</tr>
</thead>
<tbody>
<tr>
<td>De StopSite (The QuitSite)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Luchtsignaal</td>
<td>Smokers aged ≥18 years</td>
<td>Interactive</td>
</tr>
<tr>
<td>uQuit.nl&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Universiteit Nijmegen, VU Amsterdam, and IVO</td>
<td>Smokers / student smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Tabakstop (Tobaccostop)</td>
<td>Stichting tegen kanker</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>ExSmokers (iCoach)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>European Commission</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Stoppen met roken (Smoking cessation)</td>
<td>Pfizer</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Roeken de Baas (Boss of your smoking)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Tactus Verslavingszorg</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>CZ Stoppen met roken coach (CZ smoking cessation coach)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>CZ</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Stoppen met roken (Smoking cessation)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Minddistrict</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>StopExpert&lt;sup&gt;a&lt;/sup&gt;</td>
<td>ExaCare</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Online zelfhulp tabak (Online self-help tobacco)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Jellinek</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Stoppen met roken, in één dag van het roken af (Smoking cessation, quit in one day)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>De opluchting</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Wat doe je om te stoppen met roken? De PZP helpt (What do you do to quit smoking? PZP helps)</td>
<td>PZP</td>
<td>Smokers with an insurance for the police (PZP)</td>
<td>Interactive</td>
</tr>
<tr>
<td>Home Roken—Ja (Home Smoking—Yes)</td>
<td>Victas</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Training stoppen met roken—Kentra (Training smoking cessation—Kentra)</td>
<td>Kentra</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>stoppen met roken (smoking cessation) iLifecoach</td>
<td>iLifeCoach</td>
<td>Smokers</td>
<td>Interactive</td>
</tr>
<tr>
<td>Online cursus stoppen met roken</td>
<td>Zo stop je wel (Online course smoking cessation</td>
<td>You’ll quit like this)</td>
<td>Smokers</td>
</tr>
<tr>
<td>Stoppen met roken (Smoking cessation)</td>
<td>Gezondheidsnet.nl</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>ikstopnu.nl (Iquitnow.nl)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Iksopenu.nl</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Ik stop! (I quit!)</td>
<td>Ikstop.nl</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>NuStoppenmetRoken.nl-Stoppen met Roken (Quitsmoking-now.nl—Smoking cessation)</td>
<td>NuStoppenmetRoken.nl</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Stoppen met roken (Smoking cessation)</td>
<td>Nederlands Huisartsengenootschap</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Stoppen met roken (Smoking cessation)</td>
<td>Medical Media BV</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Hoe kan ik stoppen met roken? (How can I quit smoking?)</td>
<td>Stichting Opvoeden.nl</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Rokeninfo.nl (Smokinginfo.nl)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Trimbos Instituut</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Ex rokers (Former smokers)</td>
<td>Ex rokers</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Tips stoppen met roken (Tips to quit smoking)</td>
<td>Christelijke Mutualiteit</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Hoe kan ik stoppen met roken? (How to quit smoking?)</td>
<td>GGD</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Ik Wil Stoppen Met Roken.NU (I Want To Quit Smoking.NOW)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Ik Wil Stoppen Met Roken.NU</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Welkom bij de stoppen met roken test! (Welcome to the smoking cessation test)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>ProStop</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>soChicken</td>
<td>soChicken</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Waarom stoppen met roken? (Why quit smoking?)—Watchtower ONLINE LIBRARY</td>
<td>Watchtower</td>
<td>Jehovah’s Witnesses</td>
<td>Static</td>
</tr>
<tr>
<td>Stoppen met Roken (Smoking cessation)</td>
<td>Verslaving.nu</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Stoppen met Roken? (Quit smoking?)</td>
<td>Dokteronline.com</td>
<td>Smokers</td>
<td>Static</td>
</tr>
<tr>
<td>Stoptober&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Stoptober&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Smokers</td>
<td>Static</td>
</tr>
</tbody>
</table>
The interventions were extracted on theoretical factors and BCTs (see Multimedia Appendixes 1 and 2) with the exception of those that were not accessible to the researchers. This was especially the case for interactive interventions, with tailored messages or combined with feedback from a counselor. For those that could be evaluated, the results show that at least 67% (26/39) addressed attitude, mentioning the advantages and disadvantages of smoking cessation. Many interventions also addressed social influence and action or coping planning (at least 44%, 17/39 and 51%, 20/39, respectively), by advising on social support, planning to continue to abstain from smoking, or dealing with difficult situations. At least 31% (12/39) of the interventions addressed the self-efficacy of smokers by persuasion or via modeling, enhancing beliefs that the smoker is able to become an exsmoker. Regarding BCTs, most online cessation interventions provided information and advice on the importance of changing routines (at least 49%, 19/39) and medication usage (at least 54%, 21/39). A moderate number of interventions supported identity change (at least 28%, 11/39), provided tips or provided rewards for abstinence (at least 38%, 15/39), and advised on coping strategies (at least 44%, 17/39).

**Discussion**

This study provides an overview of online cessation interventions in the Netherlands, up to 2016. They are broadly categorized in two lists: interventions reported in the scientific literature and those identified in the grey literature. Expert input overlapped with the lists and added a few unique interventions.

**Summary of Evidence**

The first goal of this study was to assess the effectiveness of online interventions concerning smoking cessation as defined by the most strictly reported outcome measure. Our search revealed that six online cessation interventions in the Netherlands were investigated for their effectiveness in trials. With one exception, these were all interactive individually tailored interventions based on sociocognitive models (ie, the I-Change Model). Smokers filled in questionnaires dealing with demographics, smoking behavior, and sociocognitive constructs. The answers were used to yield tailored motivational messages. The exception was the ABM intervention, which focused on reducing attentional bias and inducing more distant generalization effects regarding approach bias and success in quitting [32]. The effects indicated that smokers using an online cessation intervention are 1.15 to 2.84 times more likely to become a former smoker compared to the control condition. This range and the meta-analysis (with a pooled RR 1.39, 95% CI 1.18-1.65) seem in line with the Cochrane review with a pooled RR (Mantel-Haenszel fixed-effect) of 1.41 for computer-tailored online smoking cessation interventions (95% CI 1.11-1.78) [5]. These reported effects of online smoking cessation interventions may perhaps be underestimated because conservative analyses were used, including penalized imputation which categorizes missing data as smoking. A recent study showed that penalized imputation biases the reported effects of online smoking cessation interventions, favoring the condition with the lowest proportion of missing data [48]. Interestingly, many more interventions were identified using grey literature; yet, none of them were evaluated in terms of their effectiveness.

A second goal was to identify the cost effectiveness of online cessation interventions in the Netherlands. Of the six interventions identified, two were tested and shown to be cost effective, meaning that the costs for an additional quitter (or QALY) did not surpass a conservative threshold of €20,000. PAS was cost effective, with costs of €1500 per additional quitter [22], and STQ with its tailored video-based intervention was cost effective with costs of €1500 per additional quitter [38]. When the additional costs for an additional QALY is between €20,000 and €80,000, an intervention is considered to be cost effective in the Netherlands. Normally, this threshold is dependent on the severity of the disease. In prevention, often a threshold of €20,000 is considered [45]. There is, however, no cut-off point with regard to smoking abstinence rates as outcome, which suggests future research should identify an acceptable cut-off point for the willingness to pay per abstinence participant [49]. Extracting data on theoretical components and BCTs revealed that these I-Change Model-based interventions all addressed attitudes, social influence, self-efficacy, and action or coping planning. It also revealed that these interventions support identity change, and advise on changing routines and on coping. Because not all interventions were available to the public or researchers, there is some uncertainty about the percentage interventions rewarding abstinence and advising on medication. Other interventions that have potential to be implemented are SQ4U (scoring high on all BCTs and shown to be effective) [34] and Quit Smoking 2.0 (shown to be effective and recommended based on quality, practicability, and effectiveness on loketgezondheid.nl) [33]. However, data
concerning their cost effectiveness are lacking, and for Quit Smoking 2.0 the follow-up is 6 months only [33]. Hence, because a follow-up of 12 months indicates long-term effects, SQ4U [34,35] and especially PAS [22,36] and STQ [38-41] appear to be promising interventions for implementation in the Netherlands. The effective interventions (ie, Quit Smoking 2.0, SQ4U, PAS, and STQ), are no longer publicly available because they were part of a research study. Yet, if organizations are interested, they can be obtained via Vision2Health (a health consultancy initiative offering evidence-based health promotion interventions). For instance, Quit Smoking 2.0 has been offered by several regional health authorities on request. The youth intervention Smoke Alert is still online because it is offered by Trimbos and has received approximately 13,000 unique visitors. Interestingly, it was shown that such online interventions did not differ in usage as recommended by individuals with different educational levels [10]. This indicates the potential to be effectively implemented for smokers with different levels of education [50].

A third goal was to assess the theoretical underpinnings of the interventions. The majority of the interventions that were also evaluated for their effectiveness and cost effectiveness used most, if not all, of the theoretical factors and the five BCTs. The interventions identified from the grey literature also used some of these factors and techniques. Some appeared to have included several, from which one might conclude that they are more likely to be successful. They could be candidates for testing in RCTs. But the theoretical factors and BCTs have to be applied according to parameters, which impact on the degree of effectiveness [51].

In conclusion, it would be beneficial to many smokers, and even cost effective from a societal perspective, if effective and cost-effective interventions were to become available to the public after completion of a RCT study. For public health impact, it is important that these evidence-based interventions are not only available online, with no marketing (passive availability), but that they be promoted proactively, involving marketing to various stakeholders within health care (eg, general practitioners, dental practices, and other primary health care providers) and public health organizations (eg, regional health education authorities). Moreover, it is important for universities and research institutes to consider implementation of the intervention and to create a business model [52]. Researchers need to include this step, enhancing availability and usage of the developed intervention. Furthermore, more funding is needed to implement interventions that are proven to be effective and cost effective, in order to enhance usage and availability of those already online, such as PAS [22,36] and STQ [38-41]. In addition, future research may also look at the cost effectiveness to bridge the gap between research and practice because cost-effectiveness studies provide a financial argument for investment in effective interventions, such as SQ4U [34,35]. Many interventions were identified in the grey literature, more than in the scientific literature. Some may be promising if they address theoretical factors and BCTs, but they lack scientific support for effectiveness. This may be an argument for introducing a quality mark to reflect the extent of the scientific evidence. Providers could then submit their intervention for evaluation. Such a mark is important for health care stakeholders and smokers to identify quality online cessation interventions.

Limitations

This study has several limitations. One is the lack of an evaluation tool to investigate the quality or effectiveness of nontested reports identified in the grey literature. To evaluate the content, we assessed whether the interventions implemented relevant theoretical components and BCTs, identified as being associated with smoking cessation [21,26-28]. However, BCTs have limitations because they simplify reality [51]. They are generic and their application varies. Current practice often does not recognize that these BCTs have parameters for effectiveness and that methods can interact with one another. Context factors may also impact the effectiveness of BCTs [51]. Hence, the evaluation of whether interventions include BCTs may result in overly simplistic or even incorrect conclusions about the quality of the identified interventions. As well as the evaluation of the content via BCTs, the delivery, such as engagement and ease-of-use features, is important [26]. Delivery evaluation was not included in this study. Similarly, previously mentioned criticism of BCTs also applies with regard to the inclusion of theoretical factors in the interventions. This study is cautious in its recommendations based on the inclusion of theoretical factors and BCTs. Another limitation of the study may be the limited generalizability of results to other countries. Findings reflect the online cessation interventions in the Netherlands; other countries may have implemented and tested different interventions. It would, therefore, be interesting to conduct similar studies in other countries and compare potential differences. Moreover, no risk of bias assessment (eg, a quality checklist) was conducted, which may have over- or underemphasized the strength of the evidence of some studies when calculating the pooled effect. Yet, our estimates were in line with others reported in, for example, the Cochrane review on online cessation interventions [5]. Nevertheless, study results should be interpreted with some caution.

The usage of mobile phones in everyday life is becoming increasingly important, indicating that online cessation interventions (developed to be accessed via a computer) may also need to function on a mobile platform. In the most recent Cochrane review on mobile-based smoking cessation interventions, only five studies were included [53]. None of them was developed for the Dutch population; results were heterogeneous with three of five interventions crossing the line of no effects. Hence, more research is required to explore opportunities for mobile-based interventions by investigating effectiveness and cost effectiveness. The lack of Dutch mobile phone-based interventions—tested for effectiveness—indicates the need to transfer the effective online cessation interventions to the mobile phone. Whereas mHealth interventions may have great potential, a recent Dutch study found that eHealth was more effective in realizing physical activity [54]. This does not imply that mHealth cannot be effective, but rather that we need to identify how to use the two modalities optimally. The potential of mHealth, as well as issues such as effectiveness, cost effectiveness, and usability [55,56], should be topics for future research, as well as exploring ways of improving
computer tailoring of health messages (via different algorithms) [57].

Conclusions

This study provides an overview of Dutch online cessation interventions, while assessing their effectiveness, cost effectiveness, and theoretical basis. This mixed-methods study may also serve as a vantage point for future overviews in other countries. Although the Internet may well provide the possibility of offering various smoking cessation interventions, the user in the Netherlands is left bewildered about its efficacy because most of the data are not available or are not offered to the smokers. If the Internet wants to live up to its promise, clear regulations governing effectiveness of interventions have to be devised to avoid disappointment and failed quit attempts. Policy regulations may be needed to regulate the proliferation of interventions and foster quality. As nonadoption of cost-effective eHealth interventions is both detrimental at the micro level (smokers not profiting from effective interventions) as well as the macro level (unnecessary high costs of smoking due to nonimplementation of effective methods), reasons for nonadoption, as well as strategies enhancing such an adoption, are a prerequisite to ensure a significant public health impact of effective eHealth and mHealth interventions.
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Abstract

Background: Weight loss is challenging and maintenance of weight loss is problematic. Web-based programs offer good potential for delivery of interventions for weight loss or weight loss maintenance. However, the precise impact of Web-based weight management programs is still unclear.

Objective: The purpose of this meta-systematic review was to provide a comprehensive summary of the efficacy of Web-based interventions for weight loss and weight loss maintenance.

Methods: Electronic databases were searched for systematic reviews and meta-analyses that included at least one study investigating the effect of a Web-based intervention on weight loss and/or weight loss maintenance among samples of overweight and/or obese individuals. Twenty identified reviews met the inclusion criteria. The Revised Assessment of Multiple SysTemAtic Reviews (R-AMSTAR) was used to assess methodological quality of reviews. All included reviews were of sufficient methodological and outcome data were extracted from each review.

Results: Web-based interventions for both weight loss and weight loss maintenance were more effective than minimal or control conditions. However, when contrasted with comparable non-Web-based interventions, results were less consistent across reviews.

Conclusions: Overall, the efficacy of weight loss maintenance interventions was stronger than the efficacy of weight loss interventions, but further evidence is needed to more clearly understand the efficacy of both types of Web-based interventions.

Trial Registration: PROSPERO 2015: CRD42015029377; http://www.crd.york.ac.uk/PROSPERO/display_record.asp?ID=CRD42015029377 (Archived by WebCite at http://www.webcitation.org/6qkSafdCZ)
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Introduction

 Obesity and overweight have reached epidemic proportions globally and pose a major risk for serious chronic diseases, including type 2 diabetes, cardiovascular disease, hypertension, sleep apnea, osteoarthritis, and certain forms of cancer [1]. Such conditions may further impact individuals’ quality of life and well-being [2]. Moreover, people suffering from weight disorders are at greater risk of social, emotional, and psychological problems such as depression, poor self-esteem, and social isolation [3]. Functional interventions aimed at reducing weight and maintaining weight loss, while working on related pathologies, are typically combined treatment options (nutritional, physical, behavioral, psychological, pharmacological, surgical) [4]. Although these usually lead to short-term weight loss, long-term maintenance of results is rarely achieved [5,6]. Consequently, alternative integrative programs aimed at supporting long-lasting weight loss are typically needed. As a result, a number of Web-based interventions for weight loss or weight loss maintenance have been recently developed, and their efficacy has been tested in a number of randomized controlled trials (RCTs). Web-based therapy could help patients overcome barriers to treatment such as long distances to clinics and long waiting times. Most Web-based interventions have zero waiting time, and all are considerably cheaper than face-to-face therapy, enabling widespread dissemination of treatment [7]. Furthermore, Web-based interventions are cost-effective and provide greater user access, flexibility, and anonymity [8]. Therefore, Web-based interventions are especially relevant for patients who might not otherwise access treatment for reasons such as fear of social stigma associated with seeking treatment.

The published systematic reviews and meta-analyses of Web-based interventions for weight loss and weight loss maintenance reveal conflicting conclusions. Thus, the purpose of this meta-review was to (1) examine the published systematic reviews that included at least one study assessing the efficacy of a Web-based intervention for weight loss and/or weight loss maintenance for samples of participants who are either overweight or obese, (2) produce a summary of the scientific evidence, (3) identify the strengths and weaknesses of Web-based interventions to help clinicians select the best treatment option for their patients, and (4) provide empirically supported suggestions for practice.

Methods

This review was carried out according to the guidelines proposed by Smith et al [9]. The protocol for this study was registered in 2015 in the International Prospective Register of Systematic Reviews (PROSPERO).

Inclusion and Exclusion Criteria

Given the absence of an established standard definition for systematic reviews, the following inclusion and exclusion criteria provide the parameters used for defining systematic reviews for this meta-review. Only reviews that satisfied the following criteria were included: (1) used a systematic review method (eg, critical review, literature review, meta-analysis), (2) indicated the method for identifying and evaluating studies for inclusion, (3) included at least one study assessing the efficacy of a Web-based intervention for weight loss and/or weight loss maintenance on the absolute variation and/or the change in percentage of body weight or body mass index (BMI) for a sample of overweight and/or obese people, and (4) received a methodological quality score of 22 or higher on the Revised Assessment of Multiple SysTemAtic Reviews (R-AMSTAR; see methodological quality assessment section for details). There were no restrictions for participant age, publication year, or publication language to obtain the maximum number of reviews possible. Non-English publications were translated to facilitate data extraction.

Search Methods

As suggested by Smith et al’s guidelines [9], the following electronic databases were searched: PubMed, the Cochrane Library, PsycINFO (ProQuest platform), and the Centre for Review and Dissemination (CRD), which includes the Database of Abstracts of Reviews of Effects (DARE). Search terms were identified for each of the following relevant categories: population (obese, obesity, overweight), intervention (online, Web, computer), outcome (weight loss, weight loss maintenance), and review type (review, meta-analysis). Boolean searches were then conducted to systematically link the various combinations of category terms (and their variations through truncation) as search terms, Medical Subject Headings (MeSH) keywords and Emtree keywords to identify potential systematic reviews [10]. (“Review”[MeSH]) OR (“Meta-Analysis”[MeSH]) OR review OR meta-analysis AND (“Computers”[MeSH]) OR online OR web OR computer AND (“Weight Loss”[MeSH]) OR weight loss OR weight loss maintenance AND (“Obesity”[MeSH]) OR (“Overweight”[MeSH]) OR obese OR obesity OR overweight.

In addition, the contents of Obesity Reviews, Annual Review of Public Health, and the Journal of Medical Internet Research were searched using the following syntax: (review OR meta-analysis) AND (online OR web OR computer) AND (“weight loss”) AND (obes* OR overweight).

As a supplement to electronic searching, reference lists were checked to identify additional potential systematic reviews. The search was performed for records published through December 2015.

Selection Process

Titles and abstracts of records resulting from the literature search were independently screened by authors FR and SP. When further clarification was needed, the full text was retrieved. Disagreements were resolved by a third author (AS). In accordance with one of Smith et al’s recommendations [9], the review team included at least one person with methodological expertise in conducting systematic reviews (GMM and AS) and at least two experts on the topic under review (GC, GMM, and GP).

Data Extraction and Management

Authors SP and FR independently extracted the following data and resolved any disagreements in consultation with a third
author (AS): (1) authorship and publication-related information; (2) aims of the review; (3) searched databases; (4) inclusion criteria; (5) number of included studies; (6) overall sample size and participant age, gender, race, and BMI; (7) overall length of treatment, including follow-up time points; (8) country in which the interventions were developed; and (9) outcomes of the interventions.

Reviews that included studies that did not investigate the efficacy of weight loss and/or weight loss maintenance programs among obese and overweight participants were coded for the total number of included studies and the number of included studies involving treatments for weight loss and/or weight loss maintenance in a sample of obese and/or overweight persons. Additional relevant information was obtained by retrieving original studies and contacting review authors as necessary for coding purposes.

Methodological Quality Assessment

The R-AMSTAR [11] was used to quantitatively measure the methodological quality of included systematic reviews by assessing the presence of the following 11 domains: (1) an a priori design, (2) duplicate study selection and data extraction, (3) a comprehensive literature search, (4) the use of status of publication as an inclusion criteria, (4) a list of included/excluded studies, (5) characteristics of included studies, (6) documented assessment of the scientific quality of included studies, (7) appropriate use of the scientific quality in forming conclusions, (8) the appropriate use of methods to combine findings of studies, (8) assessment of the likelihood of publication bias, and (9) documentation of conflicts of interest. Each domain’s score ranged between 1 and 4, and the R-AMSTAR total scores had a range of 11 to 44.

A total score of 22 (ie, a mean of two criteria for each item were satisfied) was required for systematic review inclusion, thus excluding low-scoring systematic reviews [11]. The authors in charge of extracting data from the selected reviews (SP and FR) also preliminarily and independently assessed the methodological quality of the contributions. A third author (AS) resolved any discrepancies.

Data Synthesis

First, reviews were analyzed and relevant information was extracted and recorded. Then, the results across the different reviews were aggregated through a second-order qualitative synthesis of treatment efficacy conclusions for weight loss interventions and then for weight loss maintenance interventions. Quantitative results were recorded but no second-order overall effect was calculated from the included meta-analyses including similar sets of studies because a meta-analysis of meta-analyses is possible only if the data from individual studies have not been used in more than one meta-analysis [9]. Thus, pooled effects of overlapping reviews were only compared in order to investigate the consistency of results. Ultimately, the strengths and weaknesses of the various Web-based interventions listed across the reviews were summarized.

Results

Included Reviews

A flowchart indicating the selection of included systematic reviews is presented in Figure 1. Searches of electronic databases identified 561 reports, of which 43 were duplicate and 437 were excluded based on information from the title and abstract. The remaining 81 reports were then evaluated for inclusion by reviewing the full text of each report, resulting in the exclusion of 61 reports for the following reasons (3 reports were omitted for more than one reason): (1) no systematic review was presented (n=17), (2) none of the included studies evaluated the efficacy of a Web-based treatment for weight loss and/or weight loss maintenance (n=34), (3) the included study samples were not exclusively comprised of overweight and/or obese participants (ie, study samples were also comprised of normal-weight participants; n=9), (4) weight change (loss or maintenance) was not measured or summarized in terms of absolute variation and/or change in percentage of body weight or BMI (n=2), and (5) the review R-AMSTAR methodological quality score was less than 22 (n=2). A total of 20 systematic reviews were finally included [12-31]. Multimedia Appendix 1 details the reasons for exclusion and whether inclusion or exclusion was based on information from the title and abstract or full text for each of the evaluated reports.
Description of Included Systematic Reviews

Tables 1 and 2 provide a summary of the characteristics of each included systematic review. Overall, 10 [12-21] of the 20 systematic reviews examined the effects of Web-based interventions for weight loss and/or weight loss maintenance, whereas the other 10 systematic reviews [22-31] examined the effects of both Web-based and traditional interventions for weight loss and/or weight loss maintenance. Inclusion criteria for the majority of the systematic reviews consisted of age restrictions (only adults [12-18,20,22-24,26,27,31]), research design restrictions (only RCT [12-17,19,21,24,28-30]), and outcome restrictions (differences in weight loss or weight loss maintenance as primary treatment effects [12,13,16-20,26,29,31]). In terms of other age-related inclusion criteria, five systematic reviews had no age restriction [19,21,25,29,30] and only one restricted inclusion to participants younger than 18 years [28]. In terms of BMI score inclusion criteria, with the exception of two systematic reviews that restricted study inclusion to participants with a BMI greater than 28 [26] and 30 or greater [29], the BMI cut-off was 25 or greater in the other 18 systematic reviews.
### Table 1. Characteristics of the included systematic reviews (N=20).

<table>
<thead>
<tr>
<th>Author(s), publication year</th>
<th>Aim of the review</th>
<th>Searched databases</th>
<th>Inclusion criteria of studies</th>
<th>Included (relevant) studies, n (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsai et al, 2005 [22]</td>
<td>Describe the components, costs, and efficacy of weight loss programs</td>
<td>Medline</td>
<td>Only adults, in USA, ≥1-year follow-up assessment(s), ≥10 participants and treatment started and program lasted ≥12 weeks</td>
<td>10 (1)</td>
</tr>
<tr>
<td>Osei-Assibey et al, 2010 [24]</td>
<td>Evaluate the effectiveness of dietary and lifestyle weight loss interventions</td>
<td>Medline, EMBASE, CCTR, CINAHL, Web of Science, Scopus, PsycINFO</td>
<td>Only adults, RCT, ≥50% of participants were minorities, treatment lasted ≥6 months</td>
<td>19 (1)</td>
</tr>
<tr>
<td>Arem and Irwin, 2011 [13]</td>
<td>Summarize the state of the science of Internet-delivered weight loss interventions and highlight their strengths and weaknesses</td>
<td>PubMed</td>
<td>Only adults, RCT, BMI≥25, primary outcome weight loss or weight loss management, website or Web-based programming</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Kodama et al, 2012 [15]</td>
<td>Review the weight loss or weight loss management effect of the Internet component in obesity treatment programs</td>
<td>Medline, EMBASE</td>
<td>Only adults, RCT, BMI≥25, website or Web-based programming</td>
<td>23 (23)</td>
</tr>
<tr>
<td>Reed et al, 2012 [17]</td>
<td>Evaluate the impact of computer-based technology on interventions for weight loss</td>
<td>Medline, CC, CINAHL, PsycINFO</td>
<td>Only adults, RCT, BMI≥25, used computer/interactive technologies, primary outcome weight loss or weight loss management, control group received non-computer-based intervention</td>
<td>11 (11)</td>
</tr>
<tr>
<td>Wieland et al, 2012 [18]</td>
<td>Assess the effect of interactive computer-based interventions for weight loss or weight loss management</td>
<td>CC, Medline, EMBASE, CINAHL, LILACS, PsycINFO</td>
<td>Only adults, BMI≥25, includes RCTs or quasi-RCTs, primary outcome weight loss or weight loss management, website or Web-based programming, lasted ≥4 weeks</td>
<td>18 (18)</td>
</tr>
<tr>
<td>Author(s), publication year</td>
<td>Aim of the review</td>
<td>Searched databases*</td>
<td>Inclusion criteria of studies</td>
<td>Included (relevant) studies, n (n)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------------</td>
<td>---------------------</td>
<td>-------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Young et al, 2012 [26]</td>
<td>Investigate the effectiveness of weight loss and weight loss management interventions and identify the characteristics associated with effectiveness</td>
<td>CINAHL, EMBASE, Medline, PsycINFO, PubMed, Sport Discus, Scopus, Web of Science</td>
<td>Only adults, BMI&gt;28, primary outcome weight loss or weight loss management, only male participants</td>
<td>24 (6)</td>
</tr>
<tr>
<td>Chang et al, 2013 [19]</td>
<td>Describe the use and impact of social media in online weight management program</td>
<td>PubMed, PsycINFO, EMBASE, Web of Science, Scopus</td>
<td>RCT, published in peer-reviewed journal, primary outcome weight loss or weight loss management, social media component</td>
<td>20 (20)</td>
</tr>
<tr>
<td>Grunenberg et al, 2013 [21]</td>
<td>Investigate the effectiveness of Web-based psychological interventions for weight loss</td>
<td>Medline, PsycINFO, Psyn dex</td>
<td>RCT, BMI≥25, primary outcome weight loss or weight loss management, website or Web-based programming, control either waitlist or standard waiting treatment, psychologically based intervention for behavioral modification</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Bennett et al, 2014 [20]</td>
<td>Evaluate the efficacy of eHealth weight management programs</td>
<td>PubMed, EMBASE, CINAHL, CL, Web of Science</td>
<td>Only adults, in USA, English, BMI≥25, primary outcome weight loss or weight loss management, used computer/interactive technologies</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Hartmann-Boyce et al, 2014 [27]</td>
<td>Determine the clinical effectiveness of multicomponent behavioral weight management program</td>
<td>BIOSIS, CL, CC, CP, DR, EMBASE, HT, Medline, PsycINFO, SCI</td>
<td>Only adults, BMI≥25</td>
<td>8 (1)</td>
</tr>
<tr>
<td>Altman and Wilfley, 2015 [28]</td>
<td>Evaluate the evidence for overweight and obesity treatments</td>
<td>PubMed, PsycINFO, Google Scholar</td>
<td>RCT, treated children and adolescents, estimated costs for childhood obesity treatments</td>
<td>9 (1)</td>
</tr>
<tr>
<td>Gilmartin and Murphy, 2015 [29]</td>
<td>Evaluate the effectiveness of behavioral weight loss management interventions</td>
<td>CL, Medline, EMBASE, PsycINFO, Web of Science</td>
<td>RCT, primary outcome weight loss or weight loss management, BMI≥50</td>
<td>13 (1)</td>
</tr>
</tbody>
</table>

* BIOSIS: BIOSIS Preview; CC: Cochrane Central; CCTR: Centre for Care Technology Research; CD: Cochrane Database of Systematic Reviews; CINAHL: Cumulative Index to Nursing and Allied Health Literature; CL: Cochrane Library; CP: Cochrane Public Health Group and Evidence for Policy and Practice Information Centre; DARE: Database of Abstracts of Reviews of Effects; HT: Health Technology Assessment database; DR: Database of Abstracts of Reviews and Effects; LILACS: Latin American and Caribbean Health Sciences Literature; NIH: The National Institutes of Health; NIHCT: National Institutes of Health Clinical Trials database; RC: review of company Web sites; SCI: Science Citation Index.
### Table 2. Characteristics of the included systematic reviews (continued) (N=20),

<table>
<thead>
<tr>
<th>Author, publication year</th>
<th>N</th>
<th>Age (years)</th>
<th>Women, %</th>
<th>BMI</th>
<th>Duration of the intervention, mean or range&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Country (race)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsai et al, 2005 [22]</td>
<td>1877</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>12 wk-2 y</td>
<td>US</td>
<td>Weight</td>
</tr>
<tr>
<td>Sharma, 2007 [23]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3 mo-9 y</td>
<td>AU, BE, CN, FI, IT, JP, NL, SE, UK, US</td>
<td>BMI, weight, waist circumference, body fat</td>
</tr>
<tr>
<td>Osei-Assibey et al, 2010 [24]</td>
<td>—</td>
<td>Mean=47.2</td>
<td>—</td>
<td>—</td>
<td>&gt;6 mo</td>
<td>Western countries (people of color)</td>
<td>BMI</td>
</tr>
<tr>
<td>Arem and Irwin, 2011 [13]</td>
<td>—</td>
<td>34-54</td>
<td>50-100</td>
<td>Mean=29</td>
<td>3-18 mo</td>
<td>(White but 2 studies did not report race)</td>
<td>Weight</td>
</tr>
<tr>
<td>Manzoni et al, 2011 [16]</td>
<td>8324</td>
<td>≥18</td>
<td>76.7</td>
<td>—</td>
<td>6 wk-2 y</td>
<td>US and other unspecified countries</td>
<td>Weight</td>
</tr>
<tr>
<td>Reed et al, 2012 [17]</td>
<td>1866</td>
<td>≥18</td>
<td>71.64</td>
<td>—</td>
<td>2-12 mo</td>
<td>—</td>
<td>Weight</td>
</tr>
<tr>
<td>Wieland et al, 2012 [18]</td>
<td>4140</td>
<td>≥18</td>
<td>73</td>
<td>≥25</td>
<td>4 wk-30 mo</td>
<td>—</td>
<td>Weight</td>
</tr>
<tr>
<td>Grunenberg et al, 2013 [21]</td>
<td>727</td>
<td>≥18</td>
<td>57</td>
<td>≥25</td>
<td>3-12 mo</td>
<td>—</td>
<td>Weight</td>
</tr>
<tr>
<td>Altman and Wilfley, 2015 [28]</td>
<td>—</td>
<td>6-18</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>(White/people of color)</td>
<td>Weight</td>
</tr>
<tr>
<td>Gilmartin and Murphy, 2015 [29]</td>
<td>—</td>
<td>&gt;18</td>
<td>—</td>
<td>≥30</td>
<td>&gt;2 y</td>
<td>CN, FI, SE, UK, US</td>
<td>Weight</td>
</tr>
</tbody>
</table>

<sup>a</sup> —: Information that was not reported.

<sup>b</sup> Mo: month; wk: week; y: year.

<sup>c</sup> AU: Australia; BE: Belgium; CH: Switzerland; CN: China; DE: Germany; FI: Finland; IT: Italy; JP: Japan; NL: Netherlands; SE, Sweden; UK: United Kingdom; US: United States.

The total number of participants in each systematic review ranged from 727 [21] to 9668 [25]. In terms of gender, nine systematic reviews reported no gender-specific data [32-36]; the majority of reviews that included information on participant gender had samples with more female participants than male participants.

The number of databases that were searched for each systematic review ranged from 1 [13,23] to 10 [27]. A total of 351 studies were evaluated across the 20 systematic reviews, of which only
83 evaluated the effects of Web-based interventions for weight loss and/or weight loss maintenance. Of the 83 studies, 73 evaluated Web-based interventions for weight loss and 10 evaluated Web-based interventions for weight loss maintenance (see Multimedia Appendix 2 for details). The 83 studies were mostly conducted in the United States, Europe, or Australia; 51 of 83 studies were only included in one systematic review and the remaining 32 studies were included in more than one systematic review. The study that was included in the most systematic reviews [37] was included in a total of eight reviews.

Methodological Quality of Included Reviews

The R-AMSTAR scores of the 20 included reviews (Table 3) ranged from 23 to 43 points, with a mean of 30.5 (SD 5.5), a median of 30.5 (IQR 9.25). The highest mean score across the 20 systematic reviews (mean 4, SD 0) was for providing the characteristics of the included studies (item 6), whereas the lowest mean score was for the inclusion of conflicts of interest (item 11; only Hartmann-Boyce et al [27] fully satisfied this criterion).

### Efficacy of Web-Based Interventions for Weight Loss and/or Weight Loss Maintenance

Effect sizes of Web-based interventions for weight loss and weight loss maintenance, together with the specific comparison interventions, are reported in Table 4. The intervention purpose (ie, weight loss or weight loss maintenance) is also specified in Table 4. In addition, details for each meta-analysis, such as the number of studies used to calculate effect sizes, the heterogeneity among included studies, and the combined sample size are also reported in Table 4. Except for Kodama et al [15], all meta-analyses performed quantitative data synthesis separately for both the type of condition compared to the Web-based intervention and whether the purpose of the
intervention was weight loss or weight loss maintenance. Given that several primary studies were included in more than one meta-analysis, issues related to statistical independence prevented meta-meta-analysis of the effect sizes across the meta-analyses. Overall, the meta-analysis effect sizes were relatively small in magnitude, suggesting that although Web-based interventions were significantly more or less effective than the comparison conditions, this difference may have little clinical relevance.

Web-Based Interventions for Weight Loss

Web-Based Interventions Versus Control Conditions (Minimal Interventions)

Across reviews, Web-based interventions were found to be significantly more effective than minimal treatments in reducing weight. Specifically, Wieland et al [18] found that Web-based interventions were significantly more effective than minimal treatments in reducing weight and BMI at 3- and 6-month follow-ups. Young et al [26] and Weinstein [12] also obtained a significant difference in weight change favoring Web-based interventions over controls. Additionally, in Raaijmakers et al’s review [31], six technological-based interventions generated a significantly greater effect in terms of weight loss than no treatment conditions. In Bennett et al’s review [20], more than half of the identified trials reported significantly greater weight loss outcomes for eHealth interventions compared to control conditions. Similar results were found in Levine et al’s review [30], in which 12 Web-based interventions (75%) resulted in greater weight loss compared to control conditions. Finally, Grunenberg et al [21] found a Web-based intervention to be more effective than control groups (waitlist and standard waiting treatment) at reducing both BMI and weight. Neve et al [14] was the only review to report no significant difference in weight loss between Web-based interventions and control groups at treatment termination. This contrasting finding may be attributable to Neve et al [14] including fewer studies that tested this comparison (n=3) than the other reviews that found Web-based intervention to be more effective at promoting weight loss compared to control conditions. Also, the meaning of the term “control condition” varied across reviews from no intervention [31] to providing participants with a weight loss manual [14]. Additionally, Neve et al [14] combined treatment effects irrespective of time points (from 16 weeks to 12 months), whereas other reviews pooled the studies’ effects separately for each follow-up point.

Web-Based Interventions Versus Non-Web-Based Comparable Interventions

Included systematic reviews that included studies comparing Web-based treatments with non-Web-based comparable interventions presented inconsistent results. For example, Raaijmakers et al [31] found Web-based interventions to be more effective than usual care, and Tsai et al [22] found greater weight reduction among the participants assigned to a Web-based condition (ie, Weight Watchers) than those receiving self-help interventions. Levine et al [30] also concluded that technology-based interventions can successfully supplement primary care interventions for weight loss outcomes. Finally, Weinstein [12] found that Web-based interventions are significantly more effective than their non-Web-based counterparts both when the latter consists of usual care or when participants receive information from a manual. On the other hand, other reviews found Web-based interventions to be as effective as non-Web-based comparable interventions. Specifically, Burke et al [25] examined three studies on online dietary self-monitoring and found that online treatments resulted in significant within-group weight loss; however, when compared with a paper diary self-monitoring condition, the pooled effect size was no longer statistically significant. In addition, Bennett et al [20] found that eHealth approaches led to relatively modest weight loss outcomes with undetermined clinical significance when compared with traditional individual and group-based interventions. Finally, Reed et al [17] found that computer-based technology led to significantly less weight loss than comparable interventions. Therefore, the research on the efficacy of Web-based interventions compared to similar non-Web-based interventions is inconclusive. This lack of consistency may be due to the large heterogeneity of non-Web-based comparison interventions in the primary studies. For example, the non-Web-based comparison interventions ranged from manualized interventions to a counseling program in the studies included by Raaijmakers et al [31].
### Table 4. A summary of meta-analyses.

<table>
<thead>
<tr>
<th>Review and comparison&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Number of included articles</th>
<th>Outcome (units) and follow-up</th>
<th>N</th>
<th>Heterogeneity&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Effect size&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neve et al, 2009 [14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web vs control</td>
<td>3</td>
<td>Weight loss (kg)</td>
<td>151</td>
<td>12.8 (2) .002</td>
<td>0.73 (–0.6, 1.51) WMD</td>
<td>.07</td>
</tr>
<tr>
<td>Enhanced Web vs basic Web</td>
<td>3</td>
<td>Weight loss (kg)</td>
<td>217</td>
<td>3.8 (3) .28</td>
<td>2.24 (1.27, 3.21)&lt;sup&gt;d&lt;/sup&gt; SMD</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Web vs control</td>
<td>2</td>
<td>Weight loss maintenance (kg)</td>
<td>409</td>
<td>0.02 (1) .90</td>
<td>-0.30 (–0.34,–0.26)&lt;sup&gt;d&lt;/sup&gt; WMD</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Web vs face-to-face</td>
<td>2</td>
<td>Weight loss maintenance (kg)</td>
<td>182</td>
<td>12.2 (3) .007</td>
<td>1.80 (–1.18, 4.79) WMD</td>
<td>.24</td>
</tr>
<tr>
<td>Kodama et al, 2012 [15]</td>
<td>23</td>
<td>Weight loss, weight loss mainte-</td>
<td>8697</td>
<td>— &lt;.001</td>
<td>-0.68 (–1.29,–0.08) WMD</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nance (kg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reed et al, 2012 [17]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention with Web vs without Web</td>
<td>5</td>
<td>Weight loss (kg)</td>
<td>336</td>
<td>0.7 (5) .98</td>
<td>-1.48 (–2.52,–0.43) WMD</td>
<td>.006</td>
</tr>
<tr>
<td>Web vs non-Web</td>
<td>5</td>
<td>Weight loss (kg)</td>
<td>544</td>
<td>14.2 (5) .01</td>
<td>0.36 (–1.80, 2.53) WMD</td>
<td>.74</td>
</tr>
<tr>
<td>Web vs non-Web</td>
<td>4 (articles published in 1995 or later)</td>
<td>Weight loss (kg)</td>
<td>538</td>
<td>1.7 (4) .78</td>
<td>1.47 (0.13, 2.81) WMD</td>
<td>.03</td>
</tr>
<tr>
<td>Intervention with Web vs without Web</td>
<td>4</td>
<td>Weight loss (kg); short-term follow-up</td>
<td>100</td>
<td>0.2 (4) .99</td>
<td>-1.89 (–3.41,–0.38) WMD</td>
<td>.01</td>
</tr>
<tr>
<td>Intervention with Web vs without Web</td>
<td>1</td>
<td>Weight loss (kg); long-term follow-up</td>
<td>236</td>
<td>NA NA NA NA NA</td>
<td>-1.10 (–2.55, 0.35) WMD</td>
<td>.14</td>
</tr>
<tr>
<td>Intervention with Web vs without Web</td>
<td>2</td>
<td>Weight loss (kg); short-term follow-up</td>
<td>53</td>
<td>0.04 (1) .85</td>
<td>-1.95 (–3.50,–0.40) WMD</td>
<td>.01</td>
</tr>
<tr>
<td>Intervention with Web vs without Web</td>
<td>3</td>
<td>Weight loss (kg) long-term follow-up</td>
<td>283</td>
<td>0.03 (3) .99</td>
<td>-1.08 (–2.50,–0.34) WMD</td>
<td>.14</td>
</tr>
<tr>
<td>Intervention with Web vs without Web</td>
<td>2</td>
<td>Weight loss (kg)</td>
<td>47</td>
<td>0.02 (2) .99</td>
<td>-0.63 (–7.91, 6.66) WMD</td>
<td>.87</td>
</tr>
<tr>
<td>Intervention with Web vs without Web</td>
<td>3</td>
<td>(articles published prior to 1995)</td>
<td>289</td>
<td>0.6 (2) .72</td>
<td>-1.50 (–2.55, 0.44) WMD</td>
<td>.006</td>
</tr>
<tr>
<td>Intervention with Web vs without Web</td>
<td>3</td>
<td>(articles published in 1995 or later)</td>
<td>380</td>
<td>0.8 (2) .67</td>
<td>-0.43 (–0.83,–0.03) WMD</td>
<td>.04</td>
</tr>
<tr>
<td>Web vs non-Web</td>
<td>2</td>
<td>Weight loss (BMI)</td>
<td>51</td>
<td>0.3 (2) .88</td>
<td>0.44 (–1.15, 2.03)&lt;sup&gt;c&lt;/sup&gt; WMD</td>
<td>.59</td>
</tr>
<tr>
<td>Web vs control</td>
<td>2</td>
<td>Weight loss (kg)</td>
<td>511</td>
<td>0.04 (1) .84</td>
<td>-1.5 (–2.1, –0.9) MD</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wieland et al, 2012 [18]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web vs control</td>
<td>2</td>
<td>Weight loss maintenance (kg)</td>
<td>897</td>
<td>0.7 (1) .41</td>
<td>-0.7 (–1.2, –0.2) MD</td>
<td>.004</td>
</tr>
<tr>
<td>Web vs face-to-face</td>
<td>2</td>
<td>Weight loss maintenance (kg)</td>
<td>897</td>
<td>2.9 (1) .09</td>
<td>0.5 (–0.5, 1.6) MD</td>
<td>.32</td>
</tr>
<tr>
<td>Grunenberg et al, 2013 [21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web vs control</td>
<td>5</td>
<td>Weight loss (BMI)</td>
<td>727</td>
<td>10.5 (4) .03</td>
<td>-0.49 (–0.95,–0.03) MD</td>
<td>.04</td>
</tr>
<tr>
<td>Web vs control</td>
<td>5</td>
<td>Weight loss (kg)</td>
<td>727</td>
<td>16.7 (4) .002</td>
<td>-1.32 (–2.59,–0.06) MD</td>
<td>.04</td>
</tr>
</tbody>
</table>

<sup>a</sup> Web vs control: Web-based intervention vs control condition (minimal intervention); enhanced Web vs basic Web: enhanced Web-based interventions

http://www.jmir.org/2017/6/e229/
vs basic Web-based interventions; Web vs face-to-face: Web-based intervention vs face-to-face intervention; intervention with Web vs intervention without Web: adding a Web-based component to an intervention vs the same intervention without the Web-based component; Web vs non-Web: Web-based interventions vs non-Web-based comparable interventions.

b $I^2$: Percentage of the variation across studies attributable to study heterogeneity rather than chance, indicating the level of inconsistency across study results; $T^2$: between-study variance.

c Effect sizes were retrieved from original articles reporting a statistically significant pooled effect estimated from at least two trials. All studies except for those indicated used a random effects model to calculate the aggregated effect size. MD: mean difference; SMD: standardized mean difference (Cohen $d$; standardized weighted aggregated average difference score between conditions across primary studies that use different outcome measures/metrics; to facilitate aggregation across measures/metrics, the between-condition difference for each primary study is converted to standard deviation units that are then weighted with primary studies with more precise estimates carrying more weight in aggregation); WMD: weighted mean difference (unstandardized weighted aggregated average difference score between conditions across primary studies that use the same outcome measure/metric; the between-condition difference for each primary study is weighted with primary studies with more precise estimates carrying more weight in aggregation).

d A fixed effect model was used to calculate the aggregated effect size.

**Web-Based Interventions Versus Face-to-Face Interventions**

This section summarizes results from systematic reviews in which Web-based interventions were compared with non-Web-based counterparts involving face-to-face interventions. In Wieland et al [18], face-to-face interventions were more effective at promoting weight loss than Web-based interventions. Also, Raaijmakers et al [31] reviewed a primary study in which face-to-face treatment led to a significantly greater reduction in weight than Web-based intervention. Similarly, Kodama et al [15] concluded that using a Web-based intervention as a substitute for a face-to-face intervention produced unfavorable results.

**Web-Based Interventions Versus Hybrid Interventions Versus Face-to-Face Interventions**

Web-based interventions were further compared with hybrid interventions (ie, including both Web-based and non-Web-based components) in several systematic reviews. For example, Kodama et al [15] came to the conclusion that adding face-to-face interventions to Web-based interventions increases the impact of the Web-based interventions on weight loss. In contrast, Wieland et al [18] reported that Web-based interventions and hybrid conditions (ie, Web-based intervention face-to-face treatment) did not differ significantly in their effects. In the study reported by Wieland et al [18], the hybrid condition was also compared with the face-to-face intervention without Web-based components. This pairwise comparison indicated that mean weight loss achieved by face-to-face treatments was significantly greater than mean weight loss achieved by hybrid conditions. In comparison, Reed et al [17] determined that computer-based treatments combined with standard interventions (ie, behavioral programs, face-to-face treatments) resulted in significantly more weight loss than standard interventions only, at least when short-term effects were considered. Similarly, Tsai et al [22] found significantly greater weight loss in participants receiving a Web-based treatment (ie, Weight Watchers program) combined with individualized contacts than in participants receiving a face-to-face intervention. Due to these contrasting results, it is not clear if hybrid interventions are more effective in increasing weight loss than single component interventions (ie, either only Web-based or only non-Web-based).

**Enhanced Web-Based Interventions Versus Basic Web-Based Interventions**

Several systematic reviews also compared the effects of Web-based interventions that differed on both the interaction level and the extent to which they were tailored to users’ needs. Osei-Assibey et al [24] and Hartmann-Boyce et al [27] reported that Web-based tailored programs were more effective in weight loss than information-only websites, despite the disappearance of this difference by 18 months after treatment [27]. Levine et al [30] concluded that interventions including clinician-guided software or feedback from personnel promoted greater weight loss than fully automated interventions, thus underlining the importance of the interactive component. Both Neve et al [14] and Wieland et al [18] were also in agreement about Web-based interventions with interactive components being effective in reducing weight. Specifically, the enhanced Web-based interventions considered in both reviews included additional programs, such as email-based behavioral therapy delivered by a doctoral-level therapist (including feedback and behavioral lessons), behavioral e-counseling provided by a counselor (weekly email behavioral counseling and feedback), and automated e-counseling (weekly automated and tailored messages). Sharma [23] reported a greater weight reduction in behavioral e-counseling conditions compared to basic Web-based programs, and Manzoni et al [16] concluded that Web-based behavioral programs enhanced by tailored feedback or self-monitoring resulted in more effective weight reduction than education-only Web-based interventions. Similarly, Osei-Assibey et al [24] found that weight change was greater for Web-based programs supporting collaborative interactions than for Web-based educational interventions. Furthermore, Weinstein [12] concluded that online counseling may be a valid alternative to time-consuming clinical programs and health care costs. Still, in Altman and Wilfley [28], an included study revealed a Web-based lifestyle behavior modification program to be more effective that a Web-based health education program at treatment termination, but not at 2-year follow-up (probably because program usage decreased over time). There was some evidence that website usage was associated with enhanced activity outcomes between participants who had access to social media versus those who did not; however, among participants...
using online communities, higher use of social media was associated with greater weight loss. Overall, these findings suggest that tailored and interactive Web-based interventions promote greater weight loss than basic Web-based interventions (ie, delivering information via the Internet). However, results also indicate that utilization of Web-based resources has potential to boost treatment effectiveness.

**Within-Subject Comparisons**

Arem and Irwin’s review [13] summarized the results of studies measuring within-group effects of Web-based interventions by comparing weight outcomes before and after treatment. Findings indicate Web-based interventions caused a decrease in weight ranging from 0.8 kg (considered to be natural noise) to 4.9 kg. The authors concluded that the large degree of treatment heterogeneity across studies reduced their ability to make reliable conclusions.

**Web-Based Interventions for Weight Loss Maintenance**

**Web-Based Interventions Versus Control Conditions (Minimal Interventions)**

Six reviews compared Web-based weight loss maintenance interventions with control conditions with consistent results. Specifically, Neve et al [14], Manzoni et al [16], Gilmartin and Murphy [29], Young et al [26], Bennett et al [20], and Wieland et al [18] found that Web-based interventions were, on average, significantly more effective than minimal interventions in promoting weight loss maintenance.

**Web-Based Interventions Versus Non-Web-Based Comparable Interventions**

Two systematic reviews reported results of studies comparing Web-based interventions for weight loss maintenance with non-Web-based comparable interventions. Kodama et al [15] concluded that, in comparison with non-Web-based conditions, Web-based programs were ineffective. In contrast, Bennett et al [20] reported on a study in which an interactive Web-based intervention was compared to a monthly face-to-face or telephone-based intervention. In this case, the amount of weight regained did not differ significantly between the two interventions. Overall, the inconsistent results for this particular comparison of treatments may be due to the diverse characteristics of the non-Web-based interventions that were provided.

**Web-Based Interventions Versus Face-to-Face Interventions**

Change et al [19], Weinstein [12], Neve et al [14], and Manzoni et al [16] reported that maintenance of weight loss was similar between Web-based and non-Web-based face-to-face interventions. In comparison, Gilmartin and Murphy [29] and Wieland et al [18] concluded that Web-based treatments were less effective than face-to-face interventions, especially if the latter were intensive and not minimal [12]. Specifically, Gilmartin and Murphy [29] stated that face-to-face interventions and facilitator-led interventions were more effective than remotely delivered methods such as Web-based interventions. Finally, Wieland et al [18] referred to three studies comparing face-to-face interventions with Web-based interventions for weight loss maintenance. Both minimal (once monthly or less) and intensive (more than once per month) face-to-face interventions were found to be more effective than computer-based interventions. However, the amount of weight lost by persons assigned to the control (minimal) conditions was relatively small and was not maintained in the long term, making the clinical significance of these differences unclear.

**Strengths and Weaknesses of Web-Based Interventions for Weight Loss and Weight Loss Maintenance**

Eleven systematic reviews provided information about the strengths and weaknesses of the evaluated Web-based interventions, with seven of them specifically identifying three advantages of Web-based interventions:

- They may enhance perceived self-control within treatment. Specifically, Levine et al [30], Manzoni et al [16], Kodama et al [15], and Raaijmakers et al [31] pointed out that Web-based interventions allow people to self-monitor their weight and behaviors, thereby increasing their perceived sense of control and ultimately reducing the number of dropouts [15].
- They may facilitate patient-patient and patient-expert interactions, thus allowing people to receive regular consistent feedback on their behaviors and answers to questions [16,30,31].
- Web-based interventions for weight loss are more cost-effective than standard treatments [31].

Only three systematic reviews reported weaknesses associated with Web-based interventions for weight loss and weight loss maintenance. Arem and Irwin [13] reported that the limited effectiveness of Web-based interventions may be due to the restricted range of programs and updates that are available, which may not always be suitable to meet users’ needs. Bennett et al [20] and Chang et al [19] indicated that Web-based treatments may be affected by low levels of familiarity and self-efficacy associated with managing Web technologies, as well as by limitations associated with access to the Internet.

**Discussion**

**Principal Results**

To our knowledge, this systematic review of systematic reviews represents the first state-of-the-art analysis of Web-based intervention efficacy for weight loss and weight loss maintenance. According to the selection criteria, 20 systematic reviews were deemed eligible for inclusion. All 20 systematic reviews were published in 2005 or later. They mainly investigated Web-based interventions for weight loss, with only a few investigating Web-based interventions for weight loss maintenance. Findings from the meta-systematic review regarding Web-based interventions for weight loss and weight loss management were mixed; in fact, the findings within the included systematic reviews are often conflicting, particularly in relation to the efficacy of Web-based weight loss interventions. The conflicting results are likely due to the notable heterogeneity of inclusion criteria across the systematic reviews for selecting primary studies. Nevertheless, all the included systematic reviews demonstrated methodological rigor (R-AMSTAR score ≥22), although none received the highest
possible score for methodological quality. Specifically, Hartmann-Boyce et al [27] was the only systematic review that fully met the 11th R-AMSTAR criterion of disclosing conflicts of interest, ensuring the validity of the systematic review results. Indeed, by not declaring conflicts of interest, it is impossible to rule out the existence of publication bias. The synthesis of the included systematic reviews identified both strengths and weaknesses of the Web-based interventions for both weight loss and weight loss maintenance. Web-based interventions may facilitate continuous and automated tracking of health-related behaviors by supporting self-regulatory techniques, patient involvement, and patient commitment to treatment. Moreover, Web-based connectivity permits the sharing of information among health professionals and peers. However, the efficacy and dissemination of Web-based interventions may be affected by the gap in access to computers and the Internet, as well as the lack of technological literacy among potential users.

Limitations

In conducting this systematic review of systematic reviews, it was sometimes difficult to make a clear distinction between Web-based interventions (delivered over the Internet) and computer-based interventions (delivered over the Internet or by installing computer software) because these terms are often used interchangeably or defined differently [18]. It was also difficult to compare the overall effects across systematic reviews since they were calculated differently (ie, weighted mean difference vs standardized mean difference). Furthermore, conclusions of a second-order review are not drawn from results of primary studies, but from reviews that have synthesized the results of primary studies. Because the same primary studies were often included in more than one systematic review, not only did this overrepresentation prevent meta-meta-analysis of the efficacy of Web-based interventions for weight loss and weight loss maintenance, it also compromised the accuracy of the meta-systematic review findings, thus affecting the actual reliability of findings based on second-order data synthesis. In addition, because the number of primary studies on which each systematic review was based varied substantially (from 1 to 25), the findings from some systematic reviews were based on more evidence than the findings of other systematic reviews. Given the limitations associated with this meta-systematic review, the conclusions should be interpreted with some caution.

Conclusion

Are Web-Based Interventions for Weight Loss and Weight Loss Maintenance Effective?

This systematic review of systematic reviews concludes that Web-based interventions for weight loss are often more effective than minimal treatments (only Neve et al [14] reached different conclusions); however, when compared with non-Web-based or hybrid interventions, results appear inconsistent across reviews. More encouraging results in terms of weight loss were obtained when Web-based interventions were enhanced (ie, more interactive and tailored) than when they were basic (ie, information website). Nevertheless, Web-based interventions for weight loss were less effective than face-to-face interventions across the selected reviews. Results were more encouraging in relation to Web-based weight loss maintenance interventions, which were found to be more effective than minimal interventions across all the reviews and, in some reviews, as effective as the non-Web-based counterpart. The decision of whether or not to substitute an in-person intervention for weight loss maintenance with a comparable Web-based treatment mainly depends on patient costs, needs, and preferences.

These conclusions should be considered cautiously. Reported effect sizes were small; for example, weight loss of 1 to 2 kg may not by clinically significant, irrespective of significance level. Also, conclusions might be affected by heterogeneity across primary studies. In fact, research designs differed in terms of type of intervention, sample size, duration, control condition, etc. Although the conclusions from this meta-systematic review are of significant interest, the real impact of Web-based interventions for weight loss remains unclear, suggesting the need for greater clarity in both the definition and specificity of the different types of Web-based treatments available, as well as how each intervention can be best matched to users’ needs. Further evidence is therefore necessary.

Suggestions and Implications for Future Research

Authors interested in providing a new summary review of the literature on the efficacy of Web-based interventions for weight loss and weight loss maintenance for obese and overweight patients can refer to the list of included records reported in Multimedia Appendix 2. A total of 83 primary studies investigating the effectiveness of online interventions for weight loss and weight loss maintenance were identified, analyzed, and compared across systematic reviews. A single study-level review of these primary studies that pinpoints differences and inconsistencies across the primary studies would be beneficial. In addition, meta-analysis of these primary studies would provide a quantitative summary of the efficacy of Web-based treatments for weight loss and weight loss maintenance.

Future systematic reviews should provide a high level of detail when reporting primary study effect sizes. Specifically, detailed information about the nature of the comparison conditions (especially for instances in which there are multiple comparison conditions) and the various types of efficacy outcomes is necessary to allow other researchers and practitioners to more clearly interpret the results and to facilitate replication of these studies. Also, the effects of Web-based interventions for weight loss and Web-based interventions for weight loss maintenance should not be compared with each other [15] because they differ in both aims and outcomes. In addition, researchers and practitioners should carefully consider the cost of Web-based intervention; although technology-based treatments are fundamental in reducing health care costs, cost-effectiveness is often not adequately evaluated (if at all) in comparing Web-based and face-to-face interventions. Therefore, interventions should be compared in terms of both efficacy and cost-effectiveness (see Raaijmakers et al [31] and Wieland et al [18] for examples of reviews that evaluated treatment efficacy and cost-effectiveness).
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Abstract

Background: Web-based alcohol interventions are a promising way to reduce alcohol consumption because of their anonymity and the possibility of reaching a high numbers of individuals including heavy drinkers. However, Web-based interventions are often characterized by high rates of attrition. To date, very few studies have investigated whether individuals with higher alcohol consumption show higher attrition rates in Web-based alcohol interventions as compared with individuals with lower alcohol consumption.

Objectives: The aim of this study was to examine the attrition rate and predictors of attrition in a Web-based intervention study on alcohol consumption.

Methods: The analysis of the predictors of attrition rate was performed on data collected in a Web-based randomized control trial. Data collection took place at the University of Konstanz, Germany. A total of 898 people, which consisted of 46.8% males (420/898) and 53.2% females (478/898) with a mean age of 23.57 years (SD 5.19), initially volunteered to participate in a Web-based intervention study to reduce alcohol consumption. Out of the sample, 86.9% (781/898) were students. Participants were classified as non-completers (439/898, 48.9%) if they did not complete the Web-based intervention. Potential predictors of attrition were self-reported: alcohol consumption in the last seven days, per week, from Monday to Thursday, on weekends, excessive drinking behavior measured with the Alcohol Use Disorder Identification Test (AUDIT), and drinking motives measured by the Drinking Motive Questionnaire (DMQ-R SF).

Results: Significant differences between completers and non-completers emerged regarding alcohol consumption in the last seven days (B=-.02, P=.05, 95% CI [0.97-1.00]), on weekends (B=-.05, P=.003, 95% CI [0.92-0.98]), the AUDIT (B=-.06, P=.007, 95% CI [0.90-0.98]), and the status as a student (B=.72, P=.001, 95% CI [1.35-3.11]). Most importantly, non-completers had a significantly higher alcohol consumption compared with completers.

Conclusions: Hazardous alcohol consumption appears to be a key factor of the dropout rate in a Web-based alcohol intervention study. Thus, it is important to develop strategies to keep participants who are at high risk in Web-based interventions.


KEYWORDS
attrition; dropout; alcohol drinking; intervention study; Internet; surveys and questionnaires; university student drinking; motivation
Introduction

Background

According to the World Health Organization, hazardous alcohol consumption is one of the world’s leading health risks [1]. A common definition of hazardous drinking is the consumption of at least 4 (for girls or women) or 5 (for boys or men) standard glasses of alcohol (eg, 0.3 liter beer, 0.2 liter wine, or 0.04 liter spirits) on a single occasion [2]. Hazardous alcohol consumption is most common among young people [1]. For example, in Germany, young people aged 18 to 29 (1790/7649, 23.40%) are most likely to engage in hazardous drinking compared with other age groups [3]. Long-term consequences of hazardous consumption include increased risk of developing diseases such as breast cancer, coronary heart disease, and liver cirrhosis [1]. Short-term consequences of hazardous consumption include poor educational attainment and involvement in other health risk behaviors such as riding with a driver who had been drinking, using illicit drugs, and unplanned and unsafe sexual behavior [4,5]. Against the background of such health consequences, the question of why young people consume alcoholic beverages arises. According to the Motivational Model of Alcohol Use [6], 2 dimensions are relevant to classify the motivation to drink alcohol: the valence (positive or negative) and the source (internal or external) of the outcomes individuals expect to achieve from drinking alcohol. On the basis of these 2 dimensions, 4 classes of drinking motives are generated: social motives (eg, drinking to enjoy social gatherings), enhancement motives (eg, drinking to have fun), coping motives (eg, drinking to handle worries or personal problems), and conformity motives (eg, drinking to be part of the group). Among hazardous drinkers, social motives seem to be more important relative to the other motives [7].

Due to the high health risks of alcohol consumption and the high consumption among young individuals, alcohol intervention programs in young people are of key importance. Due to the increased use of the Internet by adolescents and young adults, digital media may be an effective strategy for reaching out to young people [8,9]. Furthermore, online delivery offers a cost-effective and an easy way to deliver alcohol intervention to a large number of people [10]. Web-based interventions can be as effective as traditional face-to-face interventions at reducing alcohol consumption [11,12] with the advantages of higher availability, greater convenience, and greater anonymity [13,14] when compared with the more traditional modes of delivery.

A serious concern with Web-based delivery of interventions is the potentially high rates of attrition. According to Postel, de Haan, ter Huurne, van der Palen, Becker, and Jong [15], attrition rates of Web-based alcohol interventions can be up to 92% whereas face-to-face interventions show premature termination rates of around 50% [16].

Many different reasons for attrition in Web-based intervention studies have been previously reported. Technical reasons include visual appeal, the complexity of the visual presentation, or the number of questions [17]. Other reasons include low material incentives [18,19], asking for personal information [20], non-familiarity with the Internet [15,21-23], or low interest and motivation to take part [24]. A further aspect comprises the access to guidance support (eg, via messages) instead of a self-help Web-based intervention. As shown, attrition rates are higher in Web-based intervention studies without guidance from a professional compared with Web-based studies with a counselor [25,26]. Regarding socio-demographic characteristics, evidences exist that men are more likely to be non-completers than women (eg, [15,27]) and that attrition rates are lower among participants with a lower or middle educational level compared with highly educated participants [28].

A key factor that may cause attrition is engaging in the behavior that is the focus of the intervention [29,30]. For example, Bewick, Trusler, Mulhern, Barkham, and Hill [31] reported that among participants in their online alcohol intervention, those who completed the study reported lower alcohol consumption at baseline compared with participants who did not complete the study. Similar patterns were found in other studies (eg, [32,33]). These results support our proposition that heavier drinkers are less likely to remain in alcohol interventions [29].

Attrition threatens the internal and external validity of any intervention [34]. A key consequence of a high attrition rate among individuals at high risk is that they are unlikely to benefit from the intervention. A further key consequence of retaining people at lower risk is that intervention results, and interpretation thereof, are likely to be highly biased [35].

The Study

Few studies to date have provided detailed analyses of attrition rates and possible reasons [36,37], and to the best of our knowledge, there are only a few studies investigating systematic attrition in Web-based alcohol interventions (eg, [15,38]) despite a high need [39]. In line with previous research [29-32] we expect that non-completers will report consuming more alcohol than completers. Relatedly, as it has been shown that hazardous drinkers report drinking for social motives more than other motives, we also expect that non-completers will be more likely to report drinking for social motives versus completers. Finally, in previous alcohol intervention studies [15,28], men were more likely to dropout than women. The current study tests the following hypotheses (H):

1. Non-completers will have a higher level of alcohol consumption compared with completers.
2. Non-completers will report higher social motives compared with completers.
3. Non-completers will be more likely to be men.

Methods

Participants

Participants were recruited in Germany via the University of Konstanz student email list, flyers, posters on campus notice boards, and via social media networks (eg, Facebook). The study was advertised as a study about individual alcohol consumption habits to recruit participants who consume alcoholic beverages. The study took place during an exam free period of the semester (May and June 2012). Overall, N=1343 people clicked on the
link to the online questionnaire (see Figure 1). Of those, n=209 had to be excluded because they reported that they had not consumed any alcohol in the last 12 months. In addition, n=236 were excluded as they completed less than 5% (3/53) of the questionnaire. Although one could argue that this is also a form of attrition, it was not possible to include these participants in the analyses due to too many missing values to analyze the differences between completers and non-completers. Thus, the baseline sample consisted of n=898 participants out of which 46.8% (420/898) were male and 53.2% (478/898) were female with a mean age of 23.57 years (SD 5.19). Out of the total sample, 86.9% (781/989) were students whereas the others were employees or freelancers, PhD students, school children, or interns. Women and men reported high alcohol consumption rates per week (women: mean=5.74, SD 5.01; men: mean=12.33, SD 10.93) and high alcohol consumption rates within the last seven days (women: mean=7.92, SD 7.81; men: mean=16.28, SD 15.28); this indicated hazardous alcohol consumption according to the German national drinking guidelines [2].

As an incentive to encourage participation, 10 Amazon gift cards worth 20 Euros were raffled among participants who completed all three points of measurement. Students received no credits for taking part in the study. All individuals participated voluntarily, gave informed consent, and were treated in accordance with the ethical standards of the Declaration of Helsinki [40]. This implied that the confidentiality and privacy of all participants was assured all the time. Only the main investigator had access to personal information like the e-mail address. Personal data were stored separately from data files to ensure a strictly anonymous data analysis. Furthermore, it was not possible for the participants to fill in the questionnaire twice. However, participants were able to interrupt filling out the questionnaire and return at a later time point to complete the questionnaire. All participants who did not answer the questionnaires got a reminder by email after two days.

Figure 1. Study flow chart. T1=Time point 1, one week after baseline. T2=Follow-up, one week after T1.

Design
This study was designed as a Web-based self-affirmation alcohol intervention study [41] to test possible moderators and mediators that may underlie the effects of self-affirmation on health behavior. The study design is only described briefly because the present analyses focus on the systematic dropout of participants from the intervention, rather than the intervention itself (for further information see [42]). The study consisted of 3 measurement points. The first (baseline) point of measurement took place in May and June 2012. Only participants who consumed alcoholic beverages were included in the study. After one week, participants were invited by email to take part in the study (T1) and randomly assigned to the experimental or the control group of the self-affirmation intervention (adopted from [41,43]). Participants in the experimental condition had to choose one of their most important values from a list of several values (eg, reliability) and to write down why this value is important to them. In the control condition, participants were instructed to write about their least important value from the listed values and why it might be important to another person. After this intervention task, all participants had to read health messages about alcohol consumption. This information included a description of short-term and long-term health risks of heavy alcohol consumption (eg, cancer), a definition of heavy drinking, and the recommended intake of alcoholic beverages. Afterwards,
participants had to fill in several measures. The final follow-up (T2) took place one week later. Again, participants were invited by email to take part in the study.

**Measures**

The following instruments were included in the online questionnaire at the baseline measurement one week prior to the intervention.

Alcohol Consumption (adapted from [41]). Alcohol consumption was assessed with 4 items. Before answering the items, participants were provided with a brief definition and examples of standard glasses of different alcoholic beverages in line with the German drinking guidelines [44]. An example is: “One German standard drink equals 10g to 12g of pure alcohol, which equates to a small beer (250 ml), or a small glass of wine (100 ml).” The items concerning alcohol-consumption were ‘How many standard drinks do you consume per week?’ (per week), ‘Referring to the last 7 days, how many standard drinks did you consume?’ (last seven days), ‘How many standard drinks do you consume from Monday to Thursday?’ (Monday to Thursday), and ‘How many standard drinks do you consume from Friday to Sunday?’ (on weekends).

The Alcohol Use Disorders Identification Test (AUDIT, [45]) measures excessive drinking behavior. The 10-item questionnaire screens for harmful alcohol use. An item example is, ‘How often do you have six or more drinks on one occasion?’ A sum score of eight or above refers to hazardous alcohol consumption, a score between 16 and 19 refers to harmful alcohol consumption, and a score higher than 20 indicates a possible alcohol dependence. Cronbach alpha of the scale was equal to .83.

The Drinking Motive Questionnaire Revised Short Form (DMQ-R SF, [46]) measures 4 different motives to drink alcohol. The social (Cronbach alpha=.84), enhancement (Cronbach alpha=.76), coping (Cronbach alpha=.86), and conformity (Cronbach alpha=.79) motive dimensions were assessed with three items each. The 5-point Likert-scale ranges from 1 = (almost) never to 5 = (almost) always. The stem for each item was ‘I have drunk alcohol in the past 12 months’ followed by different item options, for example, ‘...in order to be liked’. Cronbach alpha for the overall scale was equal to .83.

**Data Analysis**

All analyses were run using SPSS version 20 (IBM, Somers, NY, USA) to test the hypotheses. In a first step, t tests and Chi-square tests (threshold for statistical significance P<.05) were conducted to reveal group differences concerning alcohol consumption, excessive drinking behavior (AUDIT), drinking motives (DMQ-R SF), and socio-demographics like gender, age, and student status. After the detection of differences between completers and non-completers, the relationship between dropout classification and possible predictors was tested with logistic regressions in a second step. Logistic regression analyses were performed with completion of the Web-based self-affirmation intervention as the dependent variable. Predictor variables showing a significant association with dropout (based on correlations) were entered into the model, whereas non-significant variables were removed. In addition, it was decided to include only one variable regarding alcohol consumption in the model to avoid multicollinearity as the variables correlated to a high degree. Thus, 4 models were calculated. The goodness of fit of the models was evaluated by the Hosmer-Lemeshow test, which needs to be non-significant.

**Results**

Overall, the baseline sample consisted of n=898 participants. Of these, 293 participants did not participate at T1 (early dropouts). A further n=146 participants who began completing the online questionnaire at T1 dropped out (ie, completed less than 5% data of the questionnaire) before being allocated to one of the experimental conditions (late dropouts; see Figure 1).

Overall, no significant differences were found between the early and late dropouts regarding most of the measures. The only two significant differences were found regarding the AUDIT score and the amount of alcohol consumption on weekends. Early dropouts reported significantly higher AUDIT scores compared with the late dropouts (mean=9.60 vs mean=8.47; t_{337.76}=2.19, P=.03, d=0.21, 95% CI [0.12-2.13]) as well as higher alcohol consumption on weekends (mean=8.37 vs mean=6.90; t_{356.46}=2.16, P=.03, d=0.21, 95% CI [0.13-2.82]). On the basis of these few differences and the fact that the results of the logistic regression revealed an almost identical pattern of results when running the analyses separately for early and late dropouts, it was decided not to further distinguish between both groups in the following analyses. Overall, the dropout rate from baseline to the randomized allocation to the intervention at T1 was 48.9% (439/898). At T2, a further n=28 dropped out. However, those non-completers did not differ significantly from the completers regarding all measures, except for the sub-dimension coping motives of the DMQ-R SF (mean=2.08 vs mean=1.59; t_{457}=-3.44, P=.001, d=0.67, 95% CI [-0.77 to -.21]).

Tables 1 and 2 present the descriptive statistics for completers (n=459) and non-completers (n=439). Significant differences between completers and non-completers were found regarding alcohol consumption, AUDIT score, coping, enhancement and social drinking motives, gender, and student status. Non-completers showed a significantly higher alcohol consumption per week, from Monday to Thursday, on weekends and in the last seven days. In addition, non-completers reported significantly higher AUDIT scores and higher mean values regarding social, enhancement, and coping motives for drinking alcohol compared with completers. Furthermore, women and students were more likely to be completers compared with men and non-students. No significant differences between completers and non-completers were found for age, or the conformity motive.
Table 1. Sample characteristics (mean, SD) and differences concerning systematic attrition.

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Attrition</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Completers</td>
<td>Non-completers</td>
<td>All</td>
<td>All</td>
<td>95% CI</td>
<td>Cohen d</td>
</tr>
<tr>
<td></td>
<td>N=459</td>
<td>N=439</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption (standard drinks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>per week (range 0-70)</td>
<td>7.20</td>
<td>6.85</td>
<td>10.60</td>
<td>10.50</td>
<td>-5.71</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Monday to Thursday (range 0-40)</td>
<td>2.60</td>
<td>3.58</td>
<td>3.96</td>
<td>5.37</td>
<td>-4.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weekends (range 0-45)</td>
<td>5.18</td>
<td>4.76</td>
<td>7.88</td>
<td>7.15</td>
<td>-6.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>last seven days (range 0-95)</td>
<td>9.65</td>
<td>9.54</td>
<td>14.17</td>
<td>14.83</td>
<td>-5.41</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AUDIT* (range 0-27)</td>
<td>7.19</td>
<td>4.20</td>
<td>9.22</td>
<td>5.27</td>
<td>-6.35</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Drinking motives (range 1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>social motives</td>
<td>3.15</td>
<td>.92</td>
<td>3.30</td>
<td>.98</td>
<td>-2.33</td>
<td>.02</td>
</tr>
<tr>
<td>enhancement motives</td>
<td>2.88</td>
<td>.92</td>
<td>3.08</td>
<td>.98</td>
<td>-3.22</td>
<td>.001</td>
</tr>
<tr>
<td>coping motives</td>
<td>1.62</td>
<td>.74</td>
<td>1.78</td>
<td>.85</td>
<td>-2.98</td>
<td>.003</td>
</tr>
<tr>
<td>conformity motives</td>
<td>1.33</td>
<td>.57</td>
<td>1.35</td>
<td>.61</td>
<td>-0.55</td>
<td>.58</td>
</tr>
<tr>
<td>Age (range 16-67)</td>
<td>23.51</td>
<td>5.17</td>
<td>23.63</td>
<td>5.22</td>
<td>-3.33</td>
<td>.74</td>
</tr>
</tbody>
</table>

*AUDIT: Alcohol Use Disorders Identification Test.

Table 2. Distribution of sample characteristics and differences concerning systematic attrition.

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Attrition</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Completers</td>
<td>Non-completers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N=459</td>
<td>N=439</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>269</td>
<td>58.6</td>
<td>208</td>
<td>47.6</td>
<td>10.90</td>
<td>.001</td>
</tr>
<tr>
<td>Student</td>
<td>416</td>
<td>90.6</td>
<td>360</td>
<td>82.0</td>
<td>12.61</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
In Table 3 the intercorrelations separated by completers and non-completers are presented. As evident, the intercorrelations among the great majority of the study variables are similar across completers and non-completers. Overall, completion of the study was significantly negatively related with all 4 alcohol consumption measures ($r = -.15$ to $.22$, $P < .001$), the AUDIT score ($r = -.21$, $P < .001$), all drinking motives except for conformity drinking motives ($r = -.08$ to $r = -.11$, $P < .001$ to .02), gender ($r = -.11$, $P < .001$), and status as a student ($r = -.12$, $P < .001$).

Four multivariate logistic regression analyses were performed to predict the completion of Web-based alcohol intervention using the variables outlined above. Results across the 4 analyses revealed that alcohol consumption on weekends and in the last seven days, the AUDIT score, and being a student predicted completion of the study (see Table 4). The higher the alcohol consumption on weekends and in the last seven days as well as the AUDIT score, the more likely an individual was to be a non-completer. Students were more likely to complete the study than non-students. All other variables included in the model did not significantly predict study completion. Overall, the regression models showed sufficient goodness of fit.

### Table 3. Intercorrelations between variables separated by completers (upper half) and non-completers (lower half).

<table>
<thead>
<tr>
<th></th>
<th>Completers</th>
<th>Non-Completers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1a</td>
<td>2b</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>.82</td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>.83</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>.87</td>
<td>.63</td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>.80</td>
<td>.66</td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>.25</td>
<td>.18</td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>.31</td>
<td>.24</td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>.14</td>
<td>.11</td>
</tr>
<tr>
<td></td>
<td>.004</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>.03</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>.52</td>
<td>.70</td>
</tr>
<tr>
<td></td>
<td>.02</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>.65</td>
<td>.28</td>
</tr>
<tr>
<td></td>
<td>.38</td>
<td>.25</td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>-.02</td>
<td>.05</td>
</tr>
<tr>
<td></td>
<td>.74</td>
<td>.26</td>
</tr>
</tbody>
</table>

**Note:**

- Alcohol consumption per week.
- Alcohol consumption Monday-Tuesday.
- Alcohol consumption weekends.
- Alcohol consumption last seven days.
- Alcohol Use Disorders Identification Test (AUDIT).
- Social drinking motives.
- Enhancement drinking motives.
- Coping drinking motives.
- Conformity drinking motives.
- Age.
- Gender; 1=male, 0=female.
- Student; 1=student, 0=non-student.
Table 4. Logistic regression of completion of the Web-based self-affirmation intervention.

<table>
<thead>
<tr>
<th>Scale</th>
<th>B</th>
<th>SE</th>
<th>P</th>
<th>Odds ratio</th>
<th>95% CI for odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant Model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption (standard drinks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>per week</td>
<td>−.02</td>
<td>.01</td>
<td>.08</td>
<td>.98</td>
<td>0.96-1.00</td>
</tr>
<tr>
<td>AUDIT^b</td>
<td>−.06</td>
<td>.02</td>
<td>.02</td>
<td>.95</td>
<td>0.90-0.99</td>
</tr>
<tr>
<td>Drinking motives</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>social motives</td>
<td>.03</td>
<td>.10</td>
<td>.75</td>
<td>1.03</td>
<td>0.85-1.25</td>
</tr>
<tr>
<td>enhancement motives</td>
<td>−.06</td>
<td>.09</td>
<td>.55</td>
<td>.95</td>
<td>0.79-1.14</td>
</tr>
<tr>
<td>coping motives</td>
<td>−.07</td>
<td>.10</td>
<td>.46</td>
<td>.93</td>
<td>0.77-1.13</td>
</tr>
<tr>
<td>Gender^c</td>
<td>−.11</td>
<td>.15</td>
<td>.48</td>
<td>.90</td>
<td>0.66-1.21</td>
</tr>
<tr>
<td>Student^d</td>
<td>.72</td>
<td>.21</td>
<td>.001</td>
<td>2.04</td>
<td>1.35-3.11</td>
</tr>
<tr>
<td>R^2=.06 (Cox &amp; Snell), .08 (Nagelkerke). Model Model χ^2_8=5.05, P=.75. Correct classification 60.7%.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant Model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption (standard drinks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday to Thursday</td>
<td>−.03</td>
<td>.02</td>
<td>.18</td>
<td>.97</td>
<td>0.94-1.01</td>
</tr>
<tr>
<td>AUDIT^b</td>
<td>−.07</td>
<td>.02</td>
<td>.002</td>
<td>.94</td>
<td>0.90-0.98</td>
</tr>
<tr>
<td>Drinking motives</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>social motives</td>
<td>.04</td>
<td>.10</td>
<td>.69</td>
<td>1.04</td>
<td>0.86-1.26</td>
</tr>
<tr>
<td>enhancement motives</td>
<td>−.07</td>
<td>.09</td>
<td>.49</td>
<td>.94</td>
<td>0.78-1.13</td>
</tr>
<tr>
<td>coping motives</td>
<td>−.06</td>
<td>.10</td>
<td>.52</td>
<td>.94</td>
<td>0.78-1.14</td>
</tr>
<tr>
<td>Gender^c</td>
<td>−.14</td>
<td>.15</td>
<td>.36</td>
<td>.87</td>
<td>0.65-1.17</td>
</tr>
<tr>
<td>Student^d</td>
<td>.73</td>
<td>.21</td>
<td>.001</td>
<td>2.08</td>
<td>1.34-3.15</td>
</tr>
<tr>
<td>R^2=.06 (Cox &amp; Snell), .08 (Nagelkerke). Model χ^2_8=4.36, P=.82. Correct classification 51.3%.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant Model 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption (standard drinks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekends</td>
<td>−.05</td>
<td>.02</td>
<td>.003</td>
<td>.95</td>
<td>0.92-0.98</td>
</tr>
<tr>
<td>AUDIT^b</td>
<td>−.04</td>
<td>.02</td>
<td>.08</td>
<td>.96</td>
<td>0.92-1.0</td>
</tr>
<tr>
<td>Drinking motives</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>social motives</td>
<td>.03</td>
<td>.10</td>
<td>.75</td>
<td>1.03</td>
<td>0.85-1.25</td>
</tr>
<tr>
<td>enhancement motives</td>
<td>−.04</td>
<td>.10</td>
<td>.67</td>
<td>.96</td>
<td>0.80-1.16</td>
</tr>
<tr>
<td>coping motives</td>
<td>−.08</td>
<td>.10</td>
<td>.38</td>
<td>.92</td>
<td>0.76-1.11</td>
</tr>
<tr>
<td>Gender^c</td>
<td>−.11</td>
<td>.15</td>
<td>.46</td>
<td>.89</td>
<td>0.66-1.21</td>
</tr>
<tr>
<td>Student^d</td>
<td>.68</td>
<td>.22</td>
<td>.002</td>
<td>1.97</td>
<td>1.29-2.99</td>
</tr>
<tr>
<td>R^2=.07 (Cox &amp; Snell), .09 (Nagelkerke). Model χ^2_8=8.69, P=.37. Correct classification 61.0%.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant Model 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption (standard drinks)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>last seven days</td>
<td>−.02</td>
<td>.01</td>
<td>.05</td>
<td>.99</td>
<td>0.97-1.00</td>
</tr>
<tr>
<td>AUDIT^b</td>
<td>−.06</td>
<td>.02</td>
<td>.007</td>
<td>.94</td>
<td>0.90-0.98</td>
</tr>
<tr>
<td>Drinking motives</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>social motives</td>
<td>.04</td>
<td>.10</td>
<td>.68</td>
<td>1.04</td>
<td>0.86-1.26</td>
</tr>
</tbody>
</table>
why individuals at risk (especially regarding alcohol consumption) have higher attrition rates.

However, some differences emerged regarding the different measures of alcohol consumption included in this study. Despite significant mean differences between completers and non-completers concerning alcohol consumption per week as well as the alcohol consumption from Monday to Thursday, these two alcohol measures did not significantly contribute to the prediction of the dropout rate in the regression analyses in comparison to other predictors. This provides an important information on the characteristics of a group that might be especially hard to reach: this study’s results indicate that it might be especially important to address interventions in young adults engaging in excessive weekend drinking [49]. These results also emphasize the importance of assessing more than a single indicator of alcohol consumption as was done in this study. This is of high importance especially for heavy alcohol drinkers or alcohol abusers. Several explanations have been offered why those individuals tend to underreport their alcohol consumption. Other than forgetting, the way how alcohol consumption was measured might also lead to biased self-reports [50]. To resolve such problems with self-reports, Sobell and Sobell [50] recommend including a minimum set of essential items, such as, usual quantity of drinking. In addition, future studies might also want to complement self-reported alcohol consumption with objective measures such as blood alcohol concentration, the enzymes gamma glutamyl transpeptidase (gamma-GTP), glutamic-oxaloacetic transaminase (GOT), or glutamic-pyruvic transaminase (GPT) [50,51]. However, objective measurements are not suitable for all alcohol-related studies like Web-based surveys or interventions like in this study. The reason is that an objective measurement of alcohol consumption requires a face-to-face contact with participants. In addition, there are also shortcomings of objective measurements. For example, the measurement of gamma-GTP does not guarantee to be a sole indicator of excessive alcohol consumption as an increased serum gamma-GTP activity is also associated with overweight [51]. The same problem of the causal relationship applies to the assessment of the GOT and GPT levels. These objective measures provide information about the severity of the liver disease, which might be a consequence of excessive alcohol consumption [52].

Contrary to Hypothesis 2 drinking motives were not significant predictors of study completion in contrast to other predictors.
like alcohol consumption as revealed by logistic regression analyses. However, significant mean differences between completers and non-completers emerged regarding drinking motives. As expected, non-completers reported higher social drinking motives compared with completers. In addition, coping and enhancement drinking motives were higher among non-completers [7,53], whereas there was no difference regarding conformity motives. As non-completers in this study are characterised as individuals with high alcohol consumption, this result is in line with research showing that conformity motives are generally not related to alcohol consumption (eg, [54]). Concerning Hypothesis 3, it was found that more men than women dropped out in the current study. This is in line with the result that men reported higher alcohol consumption compared with women as also found in other studies [15,28]. However, as gender did not emerge as a significant predictor in the logistic regression analysis, it appears that alcohol consumption is a more important factor for attrition than gender.

An additional predictor of completing the study was student status. Students were more likely to complete the study as compared with non-students. This result is in contrast to previous research, which did not find a difference regarding the level of education and attrition in Web-based studies [15,55]. However, previous studies also reported that individuals with higher education and higher socioeconomic status are more likely to take part in psychological surveys and interventions (eg, [56,57]). Thus, further research is recommended to focus on the socioeconomic status and the level of education as a predictor of completion of a Web-based intervention; as alcohol-related harms are more likely in individuals with lower educational attainment and or lower socioeconomic status this is a key issue to resolve. Furthermore, it might also be the case that students are more familiar with the participation in Web-based studies. The reason for that might be that numerous studies, lecture evaluations, or surveys via Internet take place at the University of Konstanz. This might enhance the probability that students have lower attrition rates in contrast to non-students. In addition, it might also be the case, that students are more willing to spend time filling out further questionnaires compared with non-students as non-students might be less flexible due to a more stringent working schedule. Furthermore, it might be possible that amazon vouchers that were raffled among participants were more attractive for students due to a tight budget compared with non-students.

**Limitations**

This study is not without limitations. First, all the information was derived from self-reports, which might cause a bias due to social desirability and memory effects like forgetting [50,58]. Therefore, future research is recommended to use objective measurements (eg, breathalyzer for estimating blood alcohol concentration, see discussion above) although self-reported alcohol consumption has been shown to be reliable and valid [50,59]. However, the validity and reliability depends upon the accurate measure of alcohol consumption. Therefore, standardized alcohol consumption measures should be used. In this study one of the 4 alcohol measures (AUDIT) was a standardized one. Nonetheless, the other measures included in this study followed Sobell and Sobell’s recommendations how to best measure alcohol consumption [50].

A second limitation of the study is that the sample consisted mainly of students (781/898, 86.4%). As outlined above, a greater heterogeneity in socioeconomic status would be desirable to learn more about the characteristics of people at most risk for hazardous alcohol consumption. However, as alcohol consumption in students is a problem per se [7,31,32,60], this study is nonetheless able to make a significant contribution to the identification of risk factors for attrition of alcohol-intervention studies.

**Conclusions**

Reducing attrition is essential for any intervention. Usually, interventions are designed to reach people who are at the most risk. Unfortunately, as shown by this study, individuals with higher alcohol consumption were more likely to dropout before or at the beginning of the intervention. Thus, it is important to develop and test different strategies to keep participants who are at high risk in Web-based interventions. Only after taking this into account can the effectiveness of Web-based interventions for individuals at high risk be evaluated correctly.
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- **AUDIT**: Alcohol Use Disorder Identification Test
- **DMQ-R SF**: Drinking Motive Questionnaire Revised Short Form
- **T1**: Time point 1, one week after baseline
- **T2**: Follow-up, one week after T1
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Abstract

Background: Health technologies are being developed to help people living at home manage long-term conditions. One such technology is “lifestyle monitoring” (LM), a telecare technology based on the idea that home activities may be monitored unobtrusively via sensors to give an indication of changes in health-state. However, questions remain about LM technology: how home activities change when participants experience differing health-states; and how sensors might capture clinically important changes to inform timely interventions.

Objective: The objective of this paper was to report the findings of a study aimed at identifying changes in activity indicative of important changes in health in people with long-term conditions, particularly changes indicative of exacerbation, by exploring the relationship between home activities and health among people with heart failure (HF). We aimed to add to the knowledge base informing the development of home monitoring technologies designed to detect health deterioration in order to facilitate early intervention and avoid hospital admissions.

Methods: This qualitative study utilized semistructured interviews to explore everyday activities undertaken during the three health-states of HF: normal days, bad days, and exacerbations. Potential recruits were identified by specialist nurses and attendees at an HF support group. The sample was purposively selected to include a range of experience of living with HF.

Results: The sample comprised a total of 20 people with HF aged 50 years and above, and 11 spouses or partners of the individuals with HF. All resided in Northern England. Participant accounts revealed that home activities are in part shaped by the degree of intrusion from HF symptoms. During an exacerbation, participants undertook activities specifically to ease symptoms, and detailed activity changes were identified. Everyday activity was also influenced by a range of factors other than health.

Conclusions: The study highlights the importance of careful development of LM technology to identify changes in activities that occur during clinically important changes in health. These detailed activity changes need to be considered by developers of LM sensors, platforms, and algorithms intended to detect early signs of deterioration. Results suggest that for LM to move forward, sensor set-up should be personalized to individual circumstances and targeted at individual health conditions. LM needs to take account of the uncertainties that arise from placing technology within the home, in order to inform sensor set-up and data interpretation. This targeted approach is likely to yield more clinically meaningful data and address some of the ethical issues of remote monitoring.

 doi:10.2196/jmir.6931
**Introductions**

**Background**

Health services around the world are facing the challenge of providing care for an increasing number of people living with long-term conditions (LTC) within the community [1-3]. The greatest challenges arise from complex or difficult-to-manage conditions—for example, unstable conditions that are subject to exacerbations [4], complex multiple LTCs [5,6], or circumstances that increase vulnerability, such as old age [5] or living alone [7,8]. Health technologies are being developed to help people living at home manage LTCs. One such technology is “Lifestyle Monitoring” (LM), a telecare technology based on the idea that everyday home activities may be indirectly monitored via sensors to give an indication of the changing health state [9-13]. This remote monitoring technology is designed to unobtrusively monitor participants’ home activities over time, with the aim of identifying signs of deterioration as part of the clinical management approaches within a primary or community care setting.

Activity measures are commonly used to assess medical and social needs in older people (eg, [14,15]) by indirectly testing the effects of disease on the ability to perform everyday activities, such as climbing the stairs or preparing a meal [16]. Currently such tests are mostly carried out either by health care professionals observing the performance of activities or by patients self-reporting their abilities. These tests are carried out either on a single occasion or at infrequent intervals. LM technology has been developed to infer home activities on a continuous basis using sensors sited around the home.

Reviews of LM research have highlighted deficits in knowledge [17,18]. Key to this are issues around whether and how home activities change during deteriorations in health. Gokalp et al [18] identified three key areas for further investigation in their review: (1) determining the correlation between changes in activities of daily living and well-being or health status (ie, extracting useful information relevant to subjects’ well-being), (2) determining the most effective set of sensors, and (3) the lack of a decision model which explains how changes in monitored activity relate to changes in health, which in turn could inform the actions of health services. This paper focuses on the first two issues: (1) whether and how home activities change during deteriorations in health, and (2) if changes do occur, how these might be captured by sensors sited around the home. The study also explores other influences on everyday activity to understand the degree to which activity was influenced by the symptoms of the condition compared to other factors. The research questions were as follows:

1. How do everyday activities undertaken at home by people with HF vary according to the health state of the individual carrying them out?
2. What other factors influence everyday activity in older people?
3. How might changes in home activity be captured indirectly via sensors sited within the home?

All research questions were considered through the lens of LM, the remote monitoring technology, and from the perspective of the lived experience of the long-term condition. The focus of the study was HF, but the aims of the study were broader: to add to the knowledge base informing the development of home monitoring technologies designed to detect health deterioration in any long-term condition that is subject to exacerbations.

Within the United Kingdom, approximately 493,000 people are recorded on general practice registers of patients with HF [19]; although, the actual prevalence is likely to be higher. HF is a complex condition with an uncertain trajectory [20-23] and a high symptom burden [24]. The symptoms are known to impact everyday activities (eg, [25-29]) in ways that vary depending on the degree of intrusion from symptoms. For example, Edmonds et al [26] documented changes in activity in response to different degrees of breathlessness. The condition is costly both to the individual and to health services because of the risk of non-elective hospital admission and readmission [30]. It is known that people with HF may delay seeking help during an exacerbation, and therefore, symptoms may deteriorate before health services are alerted [31-33]. One aspect of this delay may arise from difficulties with symptom recognition [32-37]. Early detection of worsening symptoms may potentially halt an exacerbation, allowing the condition to be stabilized via a community health care intervention, thus avoiding the need for hospital admission. This research, therefore, particularly focused...
on the potential changes in activity leading up to an exacerbation and how these can be detected by sensors.

**Methods**

**Participants and Recruitment**
The study participants with HF were recruited in two ways. Participants were either identified by a heart failure specialist nurse and recruited by the research team, or were recruited from a HF support group. All participants lived in and around Barnsley, a town in the north of England.

The sample was chosen to include a diverse experience of living with HF, and in particular, participants varied in their age, severity of HF, and the length of time since diagnosis (Table 1). All participants were aged 50 years and above. Additional insights were gained from the partners of some of the participants with HF, who, at the participants’ request, sat in and contributed to the interview.

**Study Design**
Participants were interviewed in their own homes over an 8-month period using a semistructured schedule both to ensure that key topics were discussed and to capture a broad range of experience. The key topics were identified by literature searching and included a focus on HF symptoms and activities undertaken during days classified as normal days, bad days, and exacerbations [38,39,25].

The audio-recorded interviews were typically of one hour duration, with a minimum of 40 minutes and a maximum of two hours. After each interview, field notes were taken to both reflect on the interview and gain insights into the research questions—these notes provided the starting point for data analysis. The interviews were transcribed in full.

**Ethics**
Ethical approval was gained from Leeds (East) Research Ethics Committee (08/H1306/46) and research governance from Barnsley Hospital NHS Foundation Trust. Participants were sent written information about the project at the initial point of recruitment. Key points were reiterated before the interview and participants were informed of their right to stop the interview at any time. Written consent was then taken.

**Theoretical Framework and Analytical Approach**
The project was underpinned by subtle realism: an epistemological stance based on the belief that there are multiple non-contradictory versions of reality and that although accounts differ, they all reflect reality [40]. Researchers sought to cast a critical eye over participants’ accounts of life with HF to find a version “...of whose validity we (were) reasonably confident” ([41], page 50). Researchers were mindful of their own influence on this process and sought, through reflexivity, to identify any erroneous assumptions, attitudes, or beliefs in a process described by O’Cathain [42] as “situating” yourself within the research.

The interview data were analyzed using template analysis [43-45], a form of thematic analysis where the key tool is the use of a hierarchical template to summarize themes and provide a visual aid to both analysis and data interpretation. The hierarchical structure of the template is used to organize themes in a meaningful way, with key broad concepts captured in higher level themes, and lower level themes providing more detail to improve understanding of specific aspects of the broader themes.

**Data Analysis**
The data were coded by Sarah Hargreaves, with checks made by other researchers to validate choice of codes. A majority of initial themes were informed by the literature (a priori themes); however, these were retained only if the theme was found to be both present within the data and of relevance to the research question. If not, a priori themes were amended to reflect the data or discarded if they were found to be no longer appropriate. Other themes were identified from “features” of participant accounts (perceptions or experiences) relevant to the research questions. Initial theoretical propositions were tested at a validation exercise undertaken at a heart failure support group meeting with 27 attendees. Themes were further consolidated via the process of template development whereby different template structures were explored in order to reach a final version that both represented the themes within the interviews and directly addressed the research questions. Consider, for example, the high level theme “Deciding what to do today,” which arose out of an understanding from the interviews that activities on any given day are influenced by a wide range of factors. These were detailed in lower-level codes, such as the weather, commitments, and activity assessment. The understanding of this theme was consolidated by the validation exercise, which highlighted not only the importance of symptoms as a key influence on daily activity but also individual differences. This process of template development was documented in order to create an audit trail [45].

The data were initially coded manually and at a later stage imported into NVivo 9 (QSR International) in order to utilize the text retrieval facilities to aid template development and for reporting purposes.

In this paper, all participants are referred to by pseudonyms.

**Results**

**Participant Characteristics**
Table 1 summarizes the characteristics of the interview participants with HF. Participants ranged in age, from younger participants in their 50s to older participants in their 80s, with the majority in their 70s. In addition, many participants suffered from a range of co-morbidities from mild conditions (such as mild arthritis) to potentially life-threatening ones (eg, cancer). The sample included participants who had been diagnosed with HF recently (within the last three years), and those who had been living with HF for longer. Despite efforts to recruit a gender-balanced sample, the sample was predominantly male.

The partners or spouses of 11 interviewees sat in and contributed to the interviews.

http://www.jmir.org/2017/6/e231/
### Table 1. Characteristics of participants with heart failure.

<table>
<thead>
<tr>
<th>NYHA heart failure class&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Gender</th>
<th>Length of time since diagnosis&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Grand total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Within the last 3 years</td>
<td>&gt;3 years</td>
</tr>
<tr>
<td>I</td>
<td>Male</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>Female</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>Male</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>IV</td>
<td>Female</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Grand total</td>
<td></td>
<td>11</td>
<td>9</td>
</tr>
</tbody>
</table>

<sup>a</sup>Classified according to participant accounts of the impact of symptoms on everyday activity and interviewer observations [38].

<sup>b</sup>This information was derived from participant accounts.

During the analysis an integrative theme was identified [44]. This is a theme which King describes as “undercurrents running through participants’ accounts” (page 460), and is thus pertinent to the interpretation of much of the data. In this study the integrative theme was the degree of intrusion from symptoms.

**The Three Health States of Heart Failure and Impacts on Everyday Activity**

The interviews confirmed that participants recognized the concept of normal and bad days and were able to describe how these two types of days differed both in terms of the degree and type of symptoms experienced, and the sort of activities that they would be likely to undertake. A normal or good day was relatively symptom-free, and this gave participants more energy to undertake everyday activities, which might be within the home. For some, this feeling of well-being inspired participants to undertake activities in the garden or to go out.

*Well on a good day I live like a normal day virtually, don’t I?...Erm if I want to go for a walk, we go for a walk. We go shopping, whatever, visit people.* [Brian]

How often these good times occurred, how long they lasted, and the degree of extra energy experienced, all varied depending on the severity of HF. For some, these good times were both infrequent and transient.

In contrast bad days were characterized by a lack of energy (“a whole system tiredness”), a lethargy, and with it an accompanying feeling of listlessness, irritation, and negativity. During such times participants preferred to stay at home and may have undertaken gentle activities or those requiring very little energy, such as watching the television or using the computer. Again the degree of intrusion from the symptoms varied, with some participants very badly affected by bad days and unable do anything, while others ignored their symptoms and kept going.

*You can have days when you feel really down and you know it just seems like you are useless, you can’t do anything and you don’t have the energy to get a meal or anything* [Dawn]

Bad days were regarded as a transitional state to be endured in order to reach better times.

The third health state was exacerbation. Not all the participants had experienced an exacerbation, but for those who had, it was remembered with horror—as a time when health concerns came to the fore and everything became a struggle. The key symptoms were breathlessness, tiredness, and swelling (oedema), with breathlessness especially reaching frightening levels as participants described struggling for breath.

*...Just if you were walking up a little incline erm that was something or nowt [nothing] really you had to stop and you would be going [participant acts out doing heavy gasping breaths, followed by a deep lurching breath] and feel as if you couldn’t get enough in.* [Larry]

Exacerbations differed from bad days because of the degree of exercise intolerance and dyspnoea, and the perception that the body was out of control, trapped in a “downward spiral.”

The impact on home activities built up over time, with participants describing how they spent more time at home, and even there, were limited and selective in their activities. A notable aspect of activity within this health state was slowing down, when activities were undertaken very slowly, especially more exerting activities, such as walking and climbing the stairs.

*Erm but just everything was just so slow, so very, very slow.* [Willow]

The exacerbation also changed activities at night, with sleep broken by episodes of breathlessness which prompted the participants to undertake activities to ease their breathing, such as sitting on the edge of the bed or going downstairs to sit the night out on the sofa.

*I come down and was watching sport two, three, four o’clock in the morning, and was dozing on the settee. You know awful, awful feeling when you waken in the night-time like that.* [Larry]

A number of participants spontaneously described how the first thing that alerted them to the onset of exacerbation was a new or increased difficulty in walking or using the stairs.
I had been having this increasing breathlessness and then the snow, I couldn’t go further than five yards with a bag and I had to stop myself and think this is ridiculous. [Janice]

It was walking really. I had always been a fast walker and I had to slow down. [Willow]

During an exacerbation of symptoms, walking became an ordeal as the physical effort caused breathlessness. The length of an acceptable walk was scaled down, and the activity was carried out more slowly than normal with stops to breathe. This change was observed both inside the home and outside.

...from the top of the stairs into the toilet I was absolutely shattered. From there to the chair I was shattered, from that chair to the end of the settee there [a few steps] and I would have to stand [sound of panting] out of breath completely. [Eric]

...Just walking to the bottom of the street really slowly and if other people saw me that know me, you should have seen the look on their faces to say what’s the matter with you? [Larry]

As the exacerbation progressed, participants described how activity became pared down to absolute necessities and they avoided climbing the stairs as it became too exhausting and distressing.

Other Factors Influencing Activity

The interviews explored the broad experience of living with HF, and the accounts highlighted how participants were chiefly concerned with living their lives in spite of HF.

Err...I don’t see myself as being bad, poorly, ill. Whatever you want the classification to be. I don’t. Well it is just me, I try not to see that part, I think I am up and running, I am okay. [Alistair]

This stoical attitude presents a challenge to the concept of LM because individuals with HF may not necessarily respond to intrusive symptoms by changing activity. The most extreme example of this came from a participant who, while suffering an exacerbation, ignored his symptoms and attempted to carry on.

I always remember that the Doctor said to me...he said you are not working Mr Smith are you? Well I have been to the gym this morning, I have been to work all day, I just had a shower and I have run down here. He said you could have collapsed and died, this was the cardiologist. [Larry]

Participant accounts gave an understanding of how everyday activity is influenced by both the individual situation of the participant (eg, severity of HF and co-morbidities, age, personality, gender, lifestyle, attitude to activity), and external factors (eg, housing, local geography, transport availability, weather, demand on time). A good example of this came from Janice, a participant juggling the demands of bringing up her children while living with HF.

What I think I should do is put an Agatha Christie on the DVD, have someone bring you afternoon tea and put your feet up...But life’s not like that. [Janice]

The interviews illustrate that in real life, the relationship between activity and health is not clear cut, thus LM systems would need to take account of this complexity and individual circumstances.

Potential Targets for Activity Monitoring to Detect Signs of Exacerbation

Participant accounts verified that an exacerbation is a distinctly different health state, and they also identified activities that were undertaken in order to ease symptoms. Participants described how symptoms built up over time during the exacerbation, and often they did not seek medical help until the symptoms were intolerable—for some in spite of their close family urging them to seek help.

The accounts of the experience of activities undertaken during different health states could provide the starting point for developing a platform of LM sensors to monitor home activities linked to an exacerbation of symptoms. Table 2 lists activities which could potentially be monitored as well as insights into how these changes might be monitored. During an exacerbation of symptoms, participants with HF, for example, described both changes to existing activities (eg, reduced speed in walking and climbing the stairs, staying at home more, and being more sedentary) and undertaking new activities in response to distressing symptoms (eg, sitting up at night to aid breathing, perhaps watching television).

The interviews also highlighted the importance of signs of ill-health relating to appearance, which would require new sensors to be developed. An important sign was swelling, with participants describing the extent of swelling to their body during an exacerbation, as described by Willow:

My legs were very swollen, if I sat down I needed to get them up and Edward used to have to lift them up because they were just so heavy. I couldn’t lift them up.

This swelling was reported in feet, legs, the abdomen, and even fingers. More subtle signs noted by the partners of participants with HF were changes in facial appearance including expression, appearance of eyes, blue lips, and alteration in mood and demeanor. In addition, during ill-health, the role of partners changed and they undertook more activities to support their spouse.
<table>
<thead>
<tr>
<th>Home activity</th>
<th>Details of activity changes taking place within the home when health declines</th>
<th>How these changes might be monitored</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climbing the stairs</td>
<td>Stairs became more of a physical challenge during an exacerbation, and the climb is likely to be undertaken more slowly (the individual may also rest during the climb), and over time the activity is likely to be undertaken less frequently than usual or avoided, as symptoms spiral out of control.</td>
<td>A means of counting both the number and duration of stair ascents and descents should be sought—potentially with a device recording the time spent climbing from the first to the last step.</td>
</tr>
<tr>
<td>Dressing</td>
<td>Participants were aware of shoes or clothes becoming tighter. Dressing becomes more of a physical effort, especially putting on socks.</td>
<td>Some means of reporting that clothes or shoes have become tighter would be a useful indicator of increased fluid build-up. It would be important to find out the order in which parts of the body become swollen, as the fluids build up; the normal pattern in individuals should also be established.</td>
</tr>
<tr>
<td>Food preparation</td>
<td>Food preparation is simplified or avoided.</td>
<td>Information about normal food preparation methods would need to be sought in order to monitor and measure the duration of these tasks, as during periods of ill-health participants described shorter and less elaborate cooking methods.</td>
</tr>
<tr>
<td>Staying at Home</td>
<td>A reduction in leaving the home, and then cessation. Participants withdrew from social activities as their health declined.</td>
<td>A key sensor could be used to monitor when the door used to go out is locked from outside (this may differ from the door used to access the garden). The key sensor could provide an indirect means of measuring social isolation, as people may cancel social activities. A means of reporting the scale of breathlessness during speech could provide an indicator of worsening breathlessness.</td>
</tr>
<tr>
<td>Increase in sedentary activities</td>
<td>An increase in sedentary activities in the home, such as sitting on the sofa; as health declines, chores are likely to be limited to necessities, and activities requiring physical exertion avoided</td>
<td>See “sleeping on the chair/sofa” below</td>
</tr>
<tr>
<td>Activities undertaken to ease breathlessness</td>
<td>Some people seek air during episodes of breathlessness, opening windows or doors, using a fan, or sitting upright.</td>
<td>Windows and doors opening and closing could be monitored with a door sensor, with openings that occur at night potentially being of greater significance. Window monitoring would only be of value if the window was generally closed.</td>
</tr>
<tr>
<td>Sleeping in the bed</td>
<td>Nocturnal sleep may be broken by episodes of breathlessness, requiring the participant to sit upright, or sit on the edge of the bed to recover breath.</td>
<td>Mattress monitors are currently used to measuring bed occupancy, although they would not be able to detect subtle signs of ill-health, such as more restless sleep. A means of monitoring the duration of time spent sitting on the edge of the bed is needed.</td>
</tr>
<tr>
<td>Sleeping on the Chair/sofa</td>
<td>When breathlessness is bad, some people resort to sleeping upright in a chair, or they may go down stairs in the night to sit out the night on the sofa.</td>
<td>Information about where people sleep when they feel unwell should be sought in order to monitor use of this alternative sleeping place, as participants commonly mentioned sleeping on the sofa or chair in the lounge during episodes of nocturnal breathlessness. This measure of chair usage would be more reliable if the chair was used exclusively by the participant; and this is not unrealistic, since some participants had an upright chair that they favored.</td>
</tr>
<tr>
<td>Signs noted by partners: Symptoms and Subtle signs</td>
<td>Partners were aware of a deterioration of symptoms, such as increased breathlessness, and swelling, and began to help their partners undertake activities. People talk less during a decline of health, and withdraw into self. A change of appearance of the face, eyes, and demeanour was noted by partners during an exacerbation.</td>
<td>Some means should be provided for partners/family to report observations about the appearance of their relative with a long-term condition. Partners were very in tune with their partner’s health, and thus this valuable information should be fed into the monitoring.</td>
</tr>
<tr>
<td>Television viewing</td>
<td>Viewing may increase during an exacerbation, with an increase in viewing during the day, and viewing at unusual times (such as in the night) may be a particular indicator.</td>
<td>Information about television viewing would need to be sought before monitoring, as people may always have the television on as background noise, or undertake other activities during periods of ill-health—for example, listening to the radio more. A television electrical socket device could record the duration of time the television is on, but not whether it is actually being watched. A measure of nighttime viewing may be an important indicator of a change in health.</td>
</tr>
<tr>
<td>Movement around the home</td>
<td>Walking becomes more of a physical challenge during an exacerbation, and is undertaken more slowly and less frequently.</td>
<td>The number of daily steps could be recorded via a pedometer, and speed recorded via an accelerometer.</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The basis of LM technology is that the home activities of people at risk of an exacerbation of a long-term condition may be monitored via sensors in order to provide an indication of important changes in health. This study found that a sensor platform could potentially be tailored to identify signs of an exacerbation in HF when the setup is informed by understanding the lived experience of HF, and in particular the impact of intrusion of HF symptoms on everyday activity. We argue that this emphasis on understanding the lived experience of long-term conditions is important both for identifying which health conditions may be appropriate for LM and for tailoring the sensor setup to identify clinically important changes in health. While this study focuses on HF, the approach has a far wider application for the development of approaches to remote monitoring and data analysis in long-term conditions.

The findings suggest the need for a more personalized and targeted approach to LM to tailor sensor setup to monitor activities which are potential indicators of important changes in health. By exploring home activities during the different health states of HF, we were able to identify activities which should be monitored, and from this, choices could be made about identifying appropriate means of detecting change. This requirement to identify specific activities that are sensitive to changes in symptoms (specific to a health condition) has not been addressed by the LM literature, where descriptions of systems, methods, and the context in which they are being used, tend to be vague [17].

Although it was known that people with health conditions change their behavior during an exacerbation (eg, during an exacerbation people with HF may sleep upright), detailed description of how these changes occur within the home were lacking [46]. A key finding from this study is the detailed list of changes that occurred during exacerbations (Table 2) and this offers useful information for the developers of sensors and platforms, and to inform the development of algorithms to detect changes in the data collected. This key finding adds to insights gleaned from other studies looking at varied long-term conditions—Clarke, for example [46].

This targeted approach offers the potential for a reduction in the number of sensors targeted at specific activities, which may provide more clinically meaningful data than a standard broad-brush setup [47]. It may also lead to the development of sensors designed specifically to monitor activities of clinical significance. LM has been criticized for the failure to capture clinically significant data, and for Elwyn et al [48], this arises from the focus on data that is easy to collect rather than data that is indicative of a change in health. It is anticipated that LM data could inform clinical management of patients living within the community, offering a potential safety net, so that primary care services could be alerted to signs of decline in order to intervene early and potentially prevent hospital admission. In our study, participants delayed seeking help for an exacerbation, a finding in keeping with other HF studies [31-33]. A LM service may be of great value to patients, given that it would require no effort from the patient, and may reduce some of the uncertainty and complexity of living with unpredictable conditions.

An approach focused on collecting data of clinical significance is more ethical, as it is more likely to yield data of value to health professional decision making, leading to interventions of clinical benefit [17,48]. In addition, the creation of a bespoke LM setup for a specific health condition, which also meets the needs of users, is more likely to yield positive benefit for the user and inspire confidence in health professionals. This is a vital step in the wider adoption of LM [49].

It is likely that LM is more appropriate for some health conditions than others. This study identified some aspects of HF that make it more appropriate for LM. First, the health states within the condition were found to be distinctly different, and in particular there were specific activities found to be undertaken during an exacerbation to ease symptoms, as well as broader changes in activity that occurred (such as staying at home more) during exacerbations. In addition, the exacerbation was found to build up over time, and this would allow sufficient time to identify a change in health and intervene. Participants of the study were able to identify the first signs of an exacerbation, and this could inform the sensor setup. Although taking a bespoke approach to LM design should make it applicable to other long-term conditions, the characteristics of other conditions may make a LM approach less likely to be successful. The buildup to an exacerbation in chronic obstructive pulmonary disease (COPD) is much faster (eg, [50]). A COPD telecare study was unsuccessful in identifying the early stages of an exacerbation due to a lack of early predictors [51], and the authors speculated that the system may have been identifying signs of a bad day rather than an exacerbation.

Another potential means of enhancing the remote monitoring would be to feed in additional information. The study found that the partners of people with HF were undertaking an informal monitoring role, that is, observing their partner day and night for signs and symptoms that their health was deteriorating. This monitoring included aspects which current sensors would not be able to capture, such as observing changes in the appearance of their partner, their symptoms (observing increased breathlessness, for example), mood, and noting additional activities they were required to undertake. Other studies have noted this monitoring role as well [25]. Such observations could potentially be clinically significant, or highlight a need for closer examination by a health professional [52]. A means of feeding in this information would add an extra valuable dimension to the resources for decision making [53]. There are, however, ethical implications and potential negative impacts on family relationships arising from this approach which would need further exploration.

Remote monitoring of HF typically focuses on physiological changes [54]. Utilizing technologies that measure physiological changes in parallel with LM provides opportunity to assess the respective accuracy of both data sources and adds an additional depth of information [47]. It would also provide an additional safety net for patients. The first change in activity noted by participants of this study during an exacerbation was a slowing
of their walking pace or in climbing the stairs, but they were also aware of increased breathlessness. Unlike physiological measurement technologies, LM technologies require no active engagement from those being monitored, and thus may detect exacerbations in those people unlikely to actively engage with monitoring. The continuous nature of LM may also lead to earlier detection of the beginning of an exacerbation. Future research might focus on how measures of physiological change and activity vary across the timeline of an exacerbation within the complexity of the lived experience of HF.

Complexity arises from placing technology within the home, where the monitoring interacts with the individual circumstances in which a person lives and the external factors impacting on everyday life. The health state exists not as a separate entity, which directs home activity, but within a complex environment, where factors interact and there may be conflicting demands. This presents a challenge to LM because an individual may feel ill but not attend to those feelings by resting or staying at home, as their lifestyle has other demands. It is well known that people do not respond uniformly to the challenges of ill health [55-58]; and that people with health issues may prefer to focus on living their lives, rather than the health condition [55,58,59]. This means that there will be a level of uncertainty in the data recorded by LM sensors. However we argue that by understanding more about an individual and their attitudes, priorities, circumstances, and routine, this would provide a context within which to both tailor sensor setup to fit in with individual circumstances and behaviors, and also a means of interpreting the LM data in order to reduce the margin of error [60]. We argue that this understanding is important in order to establish a link between the sensor data and the person being monitored. This would require a degree of personalization of sensor setup and interpretation, which would involve additional costs [61]; it may also involve the development of new sensors. This requirement for technologies to be designed “in the wild,” taking account of how real people live in their homes is an important element in designing technologies to fit needs [62].

Limitations
The participants recruited to this study were varied in terms of age and HF severity, and therefore may not be representative of the typical elderly HF patient cared for by general practice [63]. This study focused entirely on HF, but for some the situation is complicated by co-morbidities [30], and the presence of these is likely to make LM more challenging. The small sample size is a limitation of the study, as it is unlikely that we have captured all aspects of behavior within the home in individuals with HF.

There was an imbalance within the sample, with a greater proportion of male participants and few participants who lived alone. In addition, the study participants were all from a similar geographical area within Northern England and were from the same ethnic grouping (white British), and this may have in part influenced the way that participants responded to the challenges of living with a long-term condition. Certainly participants were stoical in their approach to living with HF, which may reflect the culture of an area with a history of coal-mining and steel-working. This stoical approach to living with a long term condition has been noted by another study based in Northern England [64].

It is acknowledged that there is a risk that the presence of partners may have influenced the interviews (eg, [65-67]). However, we argue that the presence of partners was positive as they were able to provide vivid descriptions of the impact of HF on activity and to act as a counterbalance to the instinct of many of the participants with HF to underplay symptoms.

Conclusions
This study shows the importance of understanding of the lived experience of long-term conditions in order to potentially identify which conditions are suitable for LM and of detailed information about how home activities change when health deteriorates. This detailed information is the key to designing a sensor setup tailored to both specific health conditions and individual circumstances and to inform data analysis and interpretation. By this means it is anticipated that LM can provide timely, clinically meaningful data that will contribute to the management of long-term conditions of people living in the community.
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Abstract

Background: Combination antiretroviral therapy (cART) as treatment for human immunodeficiency virus (HIV) infection is effective and available, but poor medication adherence limits benefits, particularly in vulnerable populations. In a Kenyan randomized controlled trial, a weekly text-messaging intervention (WelTel) improved cART adherence and HIV viral load (VL). Despite growing evidence for short message service (SMS) text-message interventions in HIV care, there is a paucity of data utilizing these interventions in marginalized or female cohorts.

Objective: This study was undertaken to assess whether the standardized WelTel SMS text-message intervention applied to a vulnerable, predominantly female, population improved cART adherence and VL.

Methods: We conducted a repeated measures study of the WelTel intervention in high-risk HIV-positive persons by measuring change in VL, CD4 count, and self-reported adherence 12 months before and 12 months after the WelTel intervention was introduced. Inclusion criteria included VL ≥200 copies/mL, indication for treatment, and meeting vulnerability criteria. Participants were given a mobile phone with unlimited texting (where required), and weekly check-in text messages were sent for one year from the WelTel computer platform. Clinical data were collected for control and intervention years. Participants were followed by a multidisciplinary team in a clinical setting. Outcomes were assessed using Wilcoxon signed ranks tests for change in CD4 and VL from control year to study end and mixed-effects logistic regressions for change in cART adherence and appointment attendance. A secondary analysis was conducted to assess the effect of response rate on the outcome by modeling final log₁₀ VL by number of responses while controlling for mean log₁₀ VL in the control year.

Results: Eighty-five participants enrolled in the study, but 5 withdrew (final N=80). Participants were predominantly female (90%, 72/80) with a variety of vulnerabilities. Mean VL decreased from 1098 copies/mL in the control year to 439 copies/mL at study end (P=.004). Adherence to cART significantly improved (OR 1.14, IQR 1.10-1.18; P<.001), whereas appointment attendance
decreased slightly with the intervention (OR 0.81, IQR 0.67-0.99; P=.03). A response was received for 46.57% (1753/3764) of messages sent and 9.62% (362/3764) of text messages sent were replied to with a problem. An outcome analysis examining relationship between reply rate and VL did not meet statistical significance (P=.07), but may be worthy of investigating further in a larger study.

**Conclusions:** WelTel may be an effective tool for improving cART adherence and reducing VLs among high-risk, vulnerable HIV-positive persons.

**Trial Registration:** Clinicaltrials.gov NCT02603536; https://clinicaltrials.gov/ct2/show/NCT02603536 (Archived by WebCite at http://www.webcitation.org/6qK57zCwv)
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**Introduction**

In Canada, approximately 75,500 people are living with human immunodeficiency virus (HIV), 16,800 of whom are women [1]. Combination antiretroviral therapy (cART) has led to enormous improvements in health and survival of HIV-positive individuals [2]. Moreover, by decreasing the amount of virus circulating in the plasma (viral load [VL]), cART offers the possibility of treatment as prevention by minimizing viral transmission [3,4]. Despite the well-established benefits of cART, nonadherence to medications, delayed initiation of therapy, and poor follow-up are ongoing limitations of effective HIV management leading to multidrug resistance, progression to acquired immune deficiency syndrome (AIDS), transmission to others, and mortality [2,5-7].

Engagement in longitudinal HIV care is an ongoing challenge, with studies from the United States showing long-term retention in care ranging from 37% to 65% [8-11]. Retention in care is particularly important on a public health scale because those individuals not retained in care have been estimated to account for twice as many HIV transmissions as nondiagnosed individuals [11]. In British Columbia, Canada, there is emerging evidence that cART adherence among women is lagging behind that of men (59% vs 68%, respectively) [12]. A variety of factors have been shown to decrease care retention and cART adherence in women, including intimate partner violence, medication side effects, role as care provider, and gender-specific stigma [13-19]. Other risk factors associated with poor adherence in both men and women include substance abuse, recent incarceration, psychiatric conditions, advanced HIV, and lack of social or housing supports [8,20-25]. Previous peer mentoring and behavioral interventions tested in these populations have failed to show objective improvements in HIV care [26-28]. For an illness that now has beneficial long-term treatment available, effective adherence strategies for difficult-to-engage populations will be of paramount importance from an individual and public health standpoint.

Mobile health (mHealth), the use of mobile phone technology to deliver health care, is an emerging area of disease management that can assist in patient adherence to prolonged chronic treatment regimens and monitoring of care [29-31]. Short message service (SMS) text messaging is particularly appealing as a mHealth intervention because it makes use of standard services offered by cellular providers, requires minimal additional infrastructure, and is user-friendly, ubiquitous, and flexible [29,30,32]. In a landmark randomized controlled trial, Lester et al conducted a mHealth intervention (WelTel Kenya) whereby providing a bidirectional, weekly text-messaging intervention for one year significantly improved cART adherence and VL suppression compared with controls in an HIV-positive Kenyan population initiating cART [16]. Several other SMS text-message interventions have been developed and implemented in HIV care with promising results; however, WelTel remains the approach validated in the largest setting to date [33-35]. In addition, reviews and a meta-analysis have assessed available evidence to confirm that SMS text-message interventions can improve parameters of HIV care, especially cART adherence [17,36-38]. Despite this emerging evidence, there remains a lack of focus on vulnerable populations less likely to access care and a paucity of data focused on female populations [39-42]. Our goal in this study was to assess whether the standardized WelTel intervention applied to a vulnerable, predominantly female population improved cART adherence and VL.

**Methods**

**Study Participants**

Participants were enrolled in a repeated measures cohort study between April 2013 and May 2014 with the 12 months prior to initiation of the study used retrospectively as the control year. Participants were recruited from the Oak Tree Clinic in Vancouver, BC, Canada, which is a provincial referral center for women and families living with HIV throughout British Columbia, many of whom face multiple barriers to engagement in care. The clinic offers an interdisciplinary care team consisting of physicians, nurses, pharmacists, social workers, dieticians, and counselors addressing the holistic health needs of women and their families in a single care setting.
As outlined in Figure 1, 413 individuals were assessed for eligibility, 129 were eligible, and 85 enrolled in the study. Five participants dropped out of the study early on and were not included in the final analysis. HIV-positive patients were eligible for study participation if they met the following inclusion criteria: attendance at the clinic for at least one year prior to study entry, an indication for cART (at time of study development, CD4 <500 cells/mm$^3$), detectable VL (≥200 copies/mL) in the year prior to study entry (control year), age 14 years or older, and high risk for disengagement in treatment according to a list of predetermined criteria. High-risk individuals were identified based on care team consensus that at least one of the following vulnerability criteria were present: intimate partner violence, unstable housing, advanced HIV infection/AIDS, mental health illness, cART nonadherence, difficult to contact, poor appointment attendance, active substance use, long distance from care, or recent incarceration. All candidates were reviewed by the multidisciplinary care team that decided on applicable vulnerabilities by manner of consensus. We excluded those who did not meet the preceding criteria or lived in an area with no cell phone service. Those who were unable to communicate by text messaging due to language barriers, illiteracy, or physical disabilities preventing use were also excluded. For those participants aged 14 to 18 years, parental consent for enrollment in the study was not obtained in an effort to protect confidentiality and promote safety in this marginalized cohort.

Prospective participants were introduced to the WelTel intervention during a routine clinical visit and provided written informed consent if interested in the study. Participants were given a basic cell phone with unlimited text-messaging capability if they did not have one. For those patients that did own a phone with a text-messaging plan, no payment incentive was provided. However, if an individual required a phone or phone plan at a later time, they were provided with one. When required, participants received instruction on how to use text messaging for communication. In addition to the intervention, participants continued to receive their regular care through the interdisciplinary team. In British Columbia, cART is fully funded for HIV-positive patients through the Provincial Antiretroviral Drug Treatment program and was prescribed according to published therapeutic guidelines by the BC Centre for Excellence in HIV/AIDS [43]. The study protocol was approved by the University of British Columbia Research Ethics Board (H12-03002) and registered as a clinical trial (NCT02603536).
Intervention

The SMS text-message intervention was modeled after the WelTelKenya1 study with participant-driven modifications according to a qualitative assessment conducted with patient participants and health care providers at the clinic prior to study start [16,18,44]. The WelTel model was selected because it has been validated in the largest setting to date and contains many features (ie, weekly, short, bidirectional messages) that have been subsequently shown to be effective SMS text-message strategies [16,34]. For one year, the text message “How are you?” was sent to all participants every Monday at noon from the automated WelTel platform through a number not traceable to the clinic. Participants were instructed to respond “OK” or “not OK,” and those responding “not OK” received a follow-up call by a study nurse within approximately 24 hours. If no response was received from the initial SMS text message, a second text message was sent on Wednesday stating, “ Haven’t heard from you yet, how are you?” If there was still no response, this was followed by a call on Thursday by study nurses. Participants were instructed that the intervention was not an emergency service and were provided with a written reminder of the current practices for after-hours concerns and emergencies. This open-ended check-in approach was specifically designed to preserve confidentiality and provide a personal connection to clinic staff to triage all problem types. For confidentiality reasons, health care providers did not text information relating to HIV status unless asked explicitly to do so by the participant. Participants who lost their own phone or the study phone were offered a replacement on a one-time basis. Participants were allowed to reinstate the study at any time simply by providing the team with the new phone number.

Measuring Outcomes

The primary outcome of the study was change in VL from control year (mean VL over one year prior to study entry) to final VL at study end. Secondary outcomes included change in cART adherence, CD4 count, and appointment attendance following the WelTel intervention. Parameters anticipated to respond after a lag time (VL and CD4) were compared using a mean of all measurements in the control year to final values at the study end, whereas those expected to have rapid response to the intervention (cART adherence and appointment attendance) were assessed by comparing means of control and intervention years in their entirety. To estimate the number of cART doses taken, self-reported adherence was collected at each medical visit with appointments arranged at 1- to 4-month intervals according to health status. At each visit, the patient was asked to estimate the number of ingested doses and missed doses since the past visit. Self-reported adherence was then compared to pharmacy refill records, always favoring the lowest estimate of doses taken. Finally, adherence was then calculated as the percentage of estimated doses taken from the total number of doses prescribed in the year. Appointment attendance data was gathered from the electronic booking system for the clinic.

Data were collected for one year prior to texting start date and for the duration of the study such that each participant served as their own control in the intervention. Participant self-reported ethnicity and vulnerability data were collected at time of enrollment. Chart review was used to collect the following: age, housing status, substance use, geographic location, CD4 count and percentage, VL, cART regimen (including dates of initiation or discontinuation), emergency department visits, hospital admissions, self-reported medication adherence, pharmacy refill data, and clinic appointment attendance. All text-messaging responses, follow-up calls, and team member referrals were tracked and nature of the problem noted.

Statistical Analysis

A sample size of 100 was initially targeted based on pilot study values of the primary outcome (VL) to allow for statistical assessment with a power of 80% and significance level of .05. To assess changes in VL and CD4, we computed the geometric mean (log_{10}-transformed for VL) from raw data of all laboratory results from the control year for each participant. These means were then compared to the final VL or CD4 from the intervention year using nonparametric Wilcoxon signed ranks tests for paired data. Odds ratios for cART adherence and clinic attendance were analyzed based on binomial “yes/no” responses for each event with several events for each participant and then calculated by logistic regression. For each participant, the number of possible appointments and doses was tallied within each year, and the proportion of those that were attended/taken was compared between years using mixed-effect logistic regressions to control for paired measurements for each participant. Given the bidirectional nature of the text-messaging intervention, participants and care providers were not blinded throughout. In addition, outcomes were assessed according to the pre/post intervention study design rather than blinded.

To facilitate a comparison between those patients regularly using mHealth technology versus those not actively using it, we analyzed variation in the number of responses to the text messages. All participants should have received 52 messages making the number of responses a useful proxy of engagement. We used bivariate negative binomial regression to analyze the number of responses by age, gender, ethnicity, income, long-distance telephone, distance traveled to clinic (≤50km, >50km), any substance use (not including smoking), and mean log_{10} VL during control year. We estimated the effect of response rate on the outcome by modeling final log_{10} VL by number of responses while controlling for mean log_{10} VL in the control year using a general linear model.

Results

Cohort Characteristics

Between April 2013 and May 2014, 85 participants were enrolled in the study. Although an initial target of 100 patients was selected based on statistical analysis, there were limitations in eligible clinic patients for enrollment. As such, study size was reanalyzed and determined to have sufficient power with a modified goal of 85 participants. Five participants withdrew from the study. Baseline demographics of the remaining participants are outlined in Table 1. The population was predominantly female (90%, 72/80) with a median age of 38 (IQR 29-47, range 15-61) years. Six (8%, 6/80) participants were younger than 18 years and received pediatric care at the
The majority of the cohort had multiple vulnerabilities (76%, 62/80) of which cART nonadherence (54%, 44/80), mental health illness (48%, 39/80), active substance use (28%, 23/80), and unstable housing (28%, 14/80) were the most common (Table 1). Almost half of participants did not own a cell phone at the time of enrollment (46%, 37/80). Geographic distance varied widely; however, the majority of participants lived within 50 km of the clinic. Final recorded VL measurements were taken a median of 314 days (IQR 269-348) after initiation of text messaging.

**Intervention Efficacy**

Viral load, the primary outcome, significantly decreased from control year to study end (P=.004; Table 2 and Figure 2). Overall, geometric mean VL decreased from mean 1098 (95% CI 647-1866) copies/mL in the control year to mean 439 (95% CI 217-888) copies/mL at intervention end (log_{10} VL 3.04-2.64; Cohen’s d=0.33, 95% CI 0.02-0.65), with 38 of 80 participants having undetectable VL at study end. In contrast, CD4 did not significantly change postintervention (Table 2 and Figure 3). Of the secondary outcomes, cART adherence significantly improved from control year to intervention year with the odds of adherence increasing by 14% during the WelTel intervention (OR 1.14, IQR 1.10-1.18, P<.001; Table 2). Finally, there was a 19% reduction in the odds of attending clinic appointments in the intervention year (OR 0.81, IQR 0.67-0.99, P=.03). Other variables, including CD4 count, substance use, cART regimen, and hospital admissions, did not significantly change postintervention (Table 2).

![Figure 2. Boxplot of mean log_{10} VL in the control year compared to the log_{10} VL at study end. The black bars indicate the medians; boxes indicate the interquartile range and the whiskers extend to 1.5× the interquartile range. There was a significant decrease in log_{10} VL after the intervention (P=.004).](http://www.jmir.org/2017/6/e190/)
Table 1. Baseline demographics of a high-risk Canadian HIV-positive cohort (N=80).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>72 (90)</td>
</tr>
<tr>
<td>Male</td>
<td>6 (8)</td>
</tr>
<tr>
<td>Transgender</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Age (years), median (range)</strong></td>
<td>38 (15-61)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>30 (38)</td>
</tr>
<tr>
<td>First Nations</td>
<td>27 (34)</td>
</tr>
<tr>
<td>African Canadian</td>
<td>18 (22)</td>
</tr>
<tr>
<td>South Asian</td>
<td>5 (6)</td>
</tr>
<tr>
<td><strong>Income source, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Disability</td>
<td>57 (71)</td>
</tr>
<tr>
<td>Welfare</td>
<td>6 (8)</td>
</tr>
<tr>
<td>Employed</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (16)</td>
</tr>
<tr>
<td><strong>Housing status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Stable housing</td>
<td>57 (71)</td>
</tr>
<tr>
<td><strong>Unstable housing</strong></td>
<td></td>
</tr>
<tr>
<td>Unsheltered</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Emergency sheltered</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Provisionally sheltered</td>
<td>13 (16)</td>
</tr>
<tr>
<td><strong>Vulnerability, a n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Multiple (≥2) vulnerabilities</td>
<td>62 (76)</td>
</tr>
<tr>
<td>Intimate partner violence</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Unstable housing</td>
<td>23 (28)</td>
</tr>
<tr>
<td>Advanced HIVb</td>
<td>22 (27)</td>
</tr>
<tr>
<td>Mental health illness</td>
<td>39 (48)</td>
</tr>
<tr>
<td>cART nonadherence</td>
<td>44 (54)</td>
</tr>
<tr>
<td>Difficult to contact</td>
<td>12 (15)</td>
</tr>
<tr>
<td>Poor appointment attendance</td>
<td>22 (27)</td>
</tr>
<tr>
<td>Substance use</td>
<td>22 (28)</td>
</tr>
<tr>
<td>Long distance from care</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Recent incarceration</td>
<td>4 (5)</td>
</tr>
<tr>
<td><strong>Cell phone ownership, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>43 (54)</td>
</tr>
<tr>
<td>No</td>
<td>37 (46)</td>
</tr>
<tr>
<td><strong>Geographic distance (km), c median (IQR, max)</strong></td>
<td>29.6 (7.75-44.9, 1500)</td>
</tr>
</tbody>
</table>

a Vulnerabilities were expressed as percentage of population. Because multiple vulnerabilities were allowed for each individual, combined percentages will exceed 100%.

b Advanced HIV was defined by CD4 count ≤200 cells/mm$^3$.

c Geographic distance was calculated as the distance (in km) from the Oak Tree Clinic.
### Table 2. Outcomes and health measures before and after WelTel intervention for a vulnerable cohort with HIV (N=80).

<table>
<thead>
<tr>
<th>Outcomes and health measures</th>
<th>Control year</th>
<th>Intervention year</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geometric mean VL (copies/mL), mean (95% CI)</td>
<td>1098 (647-1866)</td>
<td>439 (217-888)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD4 (cells/mm(^3)), ( a ) median (IQR)</td>
<td>370 (166-550)</td>
<td>320 (190-600)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Attendance (%)</strong>, mean (95% CI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinic appointments</td>
<td>52 (48-55)</td>
<td>47 (43-50)</td>
<td>.03</td>
</tr>
<tr>
<td>All appointments</td>
<td>51 (48-55)</td>
<td>48 (45-51)</td>
<td>.12</td>
</tr>
<tr>
<td>cART adherence</td>
<td>60.3 (59.8-60.8)</td>
<td>62.2 (61.6-62.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Other health measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Substance use, n (%)</td>
<td>9 (11)</td>
<td>6 (8)</td>
<td>.45</td>
</tr>
<tr>
<td>Heroin</td>
<td>15 (19)</td>
<td>14 (19)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Crack/cocaine/crystal meth</td>
<td>13 (16)</td>
<td>13 (17)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Polysubstance use( b )</td>
<td>17 (21)</td>
<td>17 (21)</td>
<td>.68</td>
</tr>
<tr>
<td>Methadone</td>
<td>49 (61)</td>
<td>39 (48)</td>
<td>.29</td>
</tr>
<tr>
<td>cART regimen, n (%)</td>
<td>10 (12)</td>
<td>7 (9)</td>
<td>.47</td>
</tr>
<tr>
<td>Protease inhibitor-based</td>
<td>10 (12)</td>
<td>17 (21)</td>
<td>.18</td>
</tr>
<tr>
<td>Nonnucleoside reverse transcriptase inhibitor-based</td>
<td>7 (9)</td>
<td>11 (14)</td>
<td>.45</td>
</tr>
<tr>
<td>Integrase-based</td>
<td>4 (5)</td>
<td>6 (7)</td>
<td>.53</td>
</tr>
<tr>
<td>Combination</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital stays( d )</td>
<td>62, 0 (0-11)</td>
<td>77, 0 (0-17)</td>
<td>.30</td>
</tr>
<tr>
<td>Total visits to ED for cohort, n, individual median (range)</td>
<td>20, 0 (0-2)</td>
<td>28, 0 (0-5)</td>
<td>.23</td>
</tr>
<tr>
<td>Total admissions to hospital, n, individual median (range)</td>
<td>11.7 (5-11.5)</td>
<td>9.6 (1.8-15.3)</td>
<td>.63</td>
</tr>
</tbody>
</table>

\( a \) Viral load and CD4 counts for intervention year were calculated based on study end data: geometric mean (95% CI) for VL and median (IQR) for CD4.

\( b \) Polysubstance use was defined as use of more than one of the following substances: alcohol, heroin, crack/cocaine, and methamphetamine.

\( c \) The reported cART regimen is the treatment combination used for the majority of study days in the control and intervention periods.

\( d \) Visits to the emergency department (ED) and hospital admissions were compared using Wilcoxon rank sum tests.
Intervention Responses

Of the 3674 text messages sent to the 80 remaining participants over the study period, 46.57% (1753/3764) of messages sent resulted in an initial “OK” reply, whereas 9.85% (362/3674) resulted in a reply of a “problem” and 42.43% (1559/3674) returned no reply. Although 362 “problem” replies were received in response to the Monday text message, an additional 203 “problem” replies were received later in the week, either as a second “problem” or as a new problem after an initial “OK” response. All “problem” replies were triaged by the study nurse. A total of 267 such problems were then referred to another health care team member as outlined in Figure 4. Physicians, nurse practitioners, and pharmacists were most commonly consulted to address a variety of issues that included medical advice, cART prescription refill orders, medication side effects, and medication pick-ups. Fifty participants were provided with a mobile phone at the beginning of the study, whereas 31 individuals lost a phone and required replacement. Response rates to weekly text messages initially started as high as 68% (54/80), but leveled off by the sixth week to an ongoing rate of approximately 45% (36/80) that remained constant to study end (Figure 5). On average, a fairly constant rate of 10% (8/80) of individuals reported “problems” each week.

Figure 3. Boxplot of the mean CD4 in the control year compared to the mean CD4 at the study end. The black bars indicate the medians; boxes indicate the interquartile range and the whiskers extend to 1.5× the interquartile range. There was no significant change in CD4 after study intervention.

Figure 4. Rate of health care provider involvement for all “problems” identified by SMS text message after assessment by study nurse.
Individual response rates varied greatly among participants (0%-98%) with a mean of 50% (26/52 responses). Based on these findings, an exploratory subgroup analysis was undertaken to compare demographic characteristics and VL by the number of replies to the text messages. There was no significant difference in the reply rate by any of the demographic or clinical characteristics explored (Table 3).

An outcome analysis of final log_{10} VL by number of replies revealed a trend for a relationship between decreasing VL by increasing reply rate controlling for mean log_{10} VL in the control year ($P=.07$; Figure 6), suggesting that the magnitude of the change in VL during the intervention year was larger for those who were more engaged. The model estimates that for every increase in one reply, the geometric mean VL is reduced by approximately 3% (95% CI 0%-7%).

**Figure 6.** Final log_{10} VL by number of SMS text-message responses in the intervention year. The solid line indicates predictions from the regression for median control year log_{10} VL (median 2.88). The dashed lines indicate the 95% CI around the regression estimate.
Table 3. Subgroup analysis by number of WelTel text message replies during the study year.

<table>
<thead>
<tr>
<th>Outcome Variable</th>
<th>n</th>
<th>Incident rate ratio (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gendera</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>72</td>
<td>1.00 (0.45-1.94)</td>
<td>.99</td>
</tr>
<tr>
<td>Age (years)</td>
<td>80</td>
<td>1.00 (0.99-1.02)</td>
<td>.91</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>30</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>First Nations</td>
<td>27</td>
<td>1.32 (0.84-2.07)</td>
<td></td>
</tr>
<tr>
<td>African Canadian</td>
<td>18</td>
<td>1.28 (0.78-2.14)</td>
<td></td>
</tr>
<tr>
<td>South Asian</td>
<td>5</td>
<td>1.50 (0.71-3.68)</td>
<td>.56</td>
</tr>
<tr>
<td>Income source</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disability</td>
<td>57</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>23</td>
<td>1.18 (0.78-1.81)</td>
<td>.44</td>
</tr>
<tr>
<td>Long-distance call</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>64</td>
<td>0.82 (0.49-1.31)</td>
<td>.42</td>
</tr>
<tr>
<td>Geographic distance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤50 km</td>
<td>58</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>&gt;50 km</td>
<td>20</td>
<td>0.85 (0.56-1.32)</td>
<td>.47</td>
</tr>
<tr>
<td>Substance use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>28</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Alcohol or illicit drug use</td>
<td>47</td>
<td>0.75 (0.50-1.11)</td>
<td>.15</td>
</tr>
<tr>
<td>Mean control year log_{10} VL</td>
<td>80</td>
<td>0.94 (0.78-1.14)</td>
<td>.54</td>
</tr>
</tbody>
</table>

The two transgender participants were excluded from this comparison.

**Discussion**

This study showed that a cohort of difficult-to-engage, vulnerable individuals living with HIV showed evidence of improved measures of HIV care (VL, cART adherence) when exposed to a weekly bidirectional text-messaging intervention. The study is unique in that participants were provided with mobile phones, allowing for increased engagement of marginalized populations that would otherwise be difficult to access. This intervention could potentially bring substantial health benefits to vulnerable populations in an era in which HIV care is largely limited by medication adherence.

The population demographic was a marginalized, predominantly female cohort with markers of poor HIV engagement. Participants came from a diversity of backgrounds and exhibited the wide range of vulnerabilities and barriers to care that could be encountered in any typical North American urban setting (Table 1; [24,40,45-48]). Vulnerabilities common in our population, including mental illness (48%), active substance use (28%), and unstable housing (17%), have been previously associated with poor cART adherence [24,45-50]. Cell phone ownership in this cohort was lower than average among Canadians (54% vs 82%), further confirming the inaccessible nature of this vulnerable study group [51,52]. By including a majority of women, we propose an adherence strategy applicable for the growing proportion of women living with HIV, a subpopulation that has been minimally studied and has characteristically poor cART adherence [13-15].

Our study demonstrated that effective introduction of the WelTel intervention decreased VL within our cohort. VL in our population was initially 1098 copies/mL, more than double the estimated mean of less than 500 copies/mL in British Columbia [53]. This dropped significantly following introduction of the WelTel intervention to a level that was on par with the provincial average by study end (439 copies/mL, P=.004; Table 2). Effective cART therapy is known to reduce viral replication [2]. Therefore, the observed VL reduction is likely a consequence of increased cART adherence (OR 1.14, IQR 1.10-1.18, P<.001) and minimizing treatment interruption during the WelTel intervention; we expect this relates to prompt recognition of problems and close connection with care. Due to the nature of studying a high-risk group, there is a risk of exaggerating treatment effects due to anticipated regression to the mean. However, additional analysis suggested that those who regularly used the service (ie, repliers) trended toward greater benefit to VL (Figure 4; P=.07). This argues that the improved parameters of HIV care may be due to exposure to the WelTel intervention rather than regression to the mean.
WelTel likely mitigated common barriers to cART adherence by (1) serving as a user-friendly, patient-directed connection tool with the care team, (2) connecting patients in an ongoing fashion with a support network to reduce the effects of isolation and stigma, and (3) aiding health care providers in identifying and resolving problems (both medical and related to the social determinants of health) as they arose, thereby preventing crises. Although the odds of adhering to cART was significantly improved during the intervention (OR 1.14, IQR 1.01-1.18, P<.001), the rate of adherence showed only modest improvement (60.3% vs 62.2%, Table 2). We expect that this difference appears small for a variety of reasons, including inaccuracies in self-reported adherence, failure to report treatment interruption, and a large variance in adherence rates. The strategy of early recognition and mitigation of problems has been shown to prevent treatment interruption in other settings as well, such as directly observed treatment of tuberculosis [54]. WelTel appears to improve patient-provider relationships by opening a channel of communication through which both medical concerns and those related to the social determinants of health may be addressed [18,44]. We expect that as these relationships improve and so, in turn, will medication adherence and eventually VL. Taken together, these results suggest that WelTel may be an effective patient-oriented tool to support and improve care in vulnerable HIV-positive populations.

The secondary outcome showing decreased clinic appointment attendance during our intervention year was an unexpected finding (Table 2). In other studies, participant fatigue has occurred with frequent or lengthy messaging interventions [34]. However, our observed consistency in texting response rates suggests that user fatigue does not explain our lower clinic attendance (Figure 3). Instead, we postulate that WelTel addressed common problems that would otherwise be resolved at clinic appointments to the point where participants had a decreased need for clinical appointments [18,29]. Despite having lower clinic attendance after the WelTel intervention, several other markers of health status, such as VL, emergency visits, and hospitalization rates, were the same or improved with the text-messaging intervention (Table 2). A previous hypertension study found that using two-way SMS text-message feedback and telephone consultation as a guide to plan ambulatory care management allowed for improved blood pressure management [55]. This raises the possibility that an effective two-way text-message intervention could be used to help guide HIV ambulatory follow-up frequency, in some cases safely decreasing appointment frequency. Finally, the text-messaging platform could be used to send reminders for upcoming appointments, a technique that has successfully improved clinic attendance in similar studies [34,39,56].

The text-messaging response rate was consistent throughout the study without any tapering trend (Figure 3). Previous studies involving patient participant feedback examined the optimal length and frequency of text messaging and found the best approach to maximize responses was a short weekly SMS text message, as opposed to daily texts or longer messaging interventions [33,34,39]. Our study supports this messaging strategy by showing consistent response rates after a full year of weekly text messages. The consistency in response rates that we observed also suggests that participants continue to make use of the intervention after one year, highlighting its feasibility in promoting long-term patient engagement. Previous studies have shown that mHealth interventions continue to have effect up to 18 months after introduction, but the optimal duration beyond this has not yet been studied nor have we seen whether there is a lasting effect if the intervention is withdrawn [16]. As WelTel moves toward broadening its application, future studies investigating the optimal duration of text-messaging interventions and the durability of its effect would help to guide implementation of this tool. Finally, through our analysis of participant engagement, we observed that some of those participants most poised to benefit from the intervention (ie, less adherent with cART) had poor uptake of the intervention in general. This may be because certain characteristics that result in poor adherence in HIV care also contribute to poor engagement with our intervention. Moving forward, it would be of interest to further delineate participant characteristics to anticipate who may maximally benefit from the intervention and for whom the resources will not be effectively allocated.

This study is a repeated measures study rather than a randomized controlled trial; therefore, we are only able to infer association not causation. WelTel had strong evidence of benefit in previous studies and, as such, our study was designed as a cohort study to offer maximal resources to all individuals in a high-risk population rather than random allocation [16-18]. Our study is limited by its sample size, predominantly female composition, and high-risk population studied, and it is therefore not generalizable to all populations. Medication adherence, one of our secondary outcomes, is a notoriously difficult parameter to study and patient self-reports are susceptible to recall bias and reporting inaccuracies. To mitigate this, we included pharmacy refill data in our assessment of number of doses taken, with the lower value being recorded as the correct one. Despite this, our method may still overestimate the number of pills actually ingested. Another limitation was that a large proportion of our cohort (47%) received a cell phone from us during the study, and we cannot control for all effects of cell phone ownership alone. Owning a mobile phone may impact several social determinants of health by impacting relationships, mobility, mental health, and self-perception [57,58]. Changes in these parameters may have gone on to positively influence outcomes associated with HIV care. Finally, multiple factors contribute to a patient’s engagement in care, decision to initiate cART, and readiness to adhere to medication. Complex issues such as mental health and substance use cannot be solved by text messaging alone. However, it is our hope that this technology may act as a facilitator to establish a meaningful connection to care so that our most vulnerable patients may be better able to utilize and engage in the services available to them.

This study found that a simple and easily implemented mHealth intervention may significantly improve HIV care in vulnerable populations, a finding that holds great potential for real world application. Moving forward, further identification of subgroups poised to benefit most from WelTel will be important, particularly if the intervention includes the provision of a cell phone and phone plan. Finally, a cost analysis would shed light on the feasibility of introducing WelTel in a larger scale to...
targeted populations. We anticipate that the cost of the intervention would be mitigated by the cost-savings benefit of reduced HIV transmission and decreased use of health care resources associated with effective HIV care [2,59]. Taken as a whole, this study is pivotal in proposing an adherence strategy for at-risk HIV populations that we hope can be applied in a broad clinical context.
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Abstract

Background: The prevalence of diabetes is increasing and with the requirements for self-management and risk of late complications, it remains a challenge for the individual and society. Patients can benefit from support from health care personnel in their self-management, and the traditional communication between patients and health care personnel is changing. Smartphones and apps offer a unique platform for communication, but apps with integrated health care personnel communication based on patient data are yet to be investigated to provide evidence of possible effects.

Objective: Our goal was to systematically review studies that aimed to evaluate integrated communication within mobile apps for tailored feedback between patients with diabetes and health care personnel in terms of (1) study characteristics, (2) functions, (3) study outcomes, (4) effects, and (5) methodological quality.

Methods: A systematic literature search was conducted following our International Prospective Register of Systematic Reviews (PROSPERO) protocol, searching for apps with integrated communication for persons with diabetes tested in a controlled trial in the period 2008 to 2016. We searched the databases PubMed, Medical Literature Analysis and Retrieval System Online (MEDLINE), Cumulative Index to Nursing and Allied Health Literature (CINAHL), Cochrane Central, Excerpta Medica database (EMBASE), ClinicalTrials.gov, and the World Health Organization (WHO) International Clinical Trials Registry Platform. The search was closed in September 2016. Reference lists of primary articles and review papers were assessed. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines were followed, and we applied the Cochrane risk of bias tool to assess methodological quality.

Results: We identified 2822 citations and after duplicate removal, we assessed 1128 citations. A total of 6 papers were included in this systematic review, reporting on data from 431 persons participating in small trials of short duration. The integrated communication features were mostly individualized as written non–real-time feedback. The number of functions varied from 2 to 9, and blood glucose tracking was the most common. HbA1c was the most common primary outcome, but the remaining reported outcomes were not standardized and comparable. Because of both the heterogeneity of the included trials and the poor methodological quality of the studies, a meta-analysis was not possible. A statistically significant improvement in the primary measure of outcome was found in 3 of the 6 included studies, of which 2 were HbA1c and 1 was mean daytime ambulatory blood pressure. Participants in the included trials reported positive usability or feasibility postintervention in 5 out of 6 trials. The overall methodological quality of the trials was, however, scored as an uncertain risk of bias.

Conclusions: This systematic review highlights the need for more trials of higher methodological quality. Few studies offer an integrated function for communication and feedback from health care personnel, and the research field represents an area of...
heterogeneity with few studies of highly rigorous methodological quality. This, in combination with a low number of participants and a short follow-up, is making it difficult to provide reliable evidence of effects for stakeholders.
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**Introduction**

About 415 million people have diabetes globally, and management of diabetes and its complications remains a global health emergency that already accounts for 12% of global health expenditure [1,2]. Diabetes’ impact is related to micro- and macrovascular complications [3,4] as well as deteriorated quality of life and increased rates of depression and anxiety [5,6]. The mobile health (mHealth) literature indicates that individuals using mobile apps for self-management achieve positive health outcomes [7]. Within the diabetes literature, both beneficial and adverse effects of mHealth solutions for self-management have been discussed; in summary, apps may be feasible and convenient for many but not all because of preferences, economy, and health literacy [8-11]. Possible functions in mobile apps include interaction functions such as messaging and chatting with health care personnel (HCP); health-monitoring functions such as tracking blood glucose, weight, blood pressure, and medication; lifestyle-monitoring functions like physical activity and dietary habits; and educational functions supplying information. In addition, tracking of psychosocial status using patient-reported outcomes (PROs) is recognized as important in improving the understanding of living with a chronic disease and quality of care [12,13]; however, this function remains rare in apps for diabetes [14].

We argue that a key limitation of previous reviews is their lack of specific focus on communication, despite the emphasis Chomutare and colleagues [15] have placed on personalized education and feedback. The possibility for patients and HCP to review patient data within an app has been discussed previously [9,11,16,17]; however, it has not been thoroughly investigated. This is similar to a discussion we have had in our previous research after testing a mobile diabetes diary app with or without telephone contact with a diabetes specialist nurse, where the diabetes specialist nurse did not review any patient-related data within the app [18-20]. Despite encouragement, the participants did not discuss their data during their HCP consultations. Subsequently, some of our patients emphasized that if HCP had monitored, reviewed, or given feedback on their data through the app, the positive contributions of their data tracking and health counseling might have been greater (personal communication by Astrid Torbjørnsen, November 18, 2016). Further, our participants had a high disease burden and an undebatable need for change [21], so their needs were not met in our low-intensity intervention, and feedback based on the individual patient data might have changed this. In addition, Chomutare and colleagues [15] revealed a lack of personalized feedback in the apps they reviewed in 2011, and argued that this might be the missing link in diabetes self-management supported by apps. In general, earlier reviews of mobile apps for diabetes self-management include both reviews of apps available commercially evaluating mainly content and user ratings [10,14,15,22] and reviews of research and controlled trials to investigate possible effects of apps [7,23].

To date, there seems to be limited but encouraging evidence for the effectiveness of such apps compared with usual care, but the lack of rigorous research methodology is a weakness [9].

Within the research on technology-supported self-management, the effects of HCP communication via short message service (SMS), either alone or in combination with apps, have been investigated and have demonstrated promising results in the reviewed literature [24-26]. These effects might increase when the communication function is integrated within the app. Communication between patients and HCP based on individual health data to support the self-management of diabetes may produce improved health outcomes [27] such as increased self-management skills [18,20], increased self-monitoring of blood glucose and foot inspections, and decreased hemoglobin A1c (HbA1c) [28], as well as increased self-management and satisfaction with care with decreased diabetes distress and body mass index (BMI) [29]. Further, this tailored communication has been suggested to be a key preference among patients and providers [9,15]. Several professions might be involved: primary care physicians, diabetes specialist nurses, podiatrists, endocrinologists, clinical nutritionists, and others. Earlier research has suggested that alarmingly few patients attend self-management programs [30], and travel distances, rural areas, costs, and more might compromise the frequency of face-to-face HCP consultations, where technology might be an efficient alternative [8,23]. Receiving feedback on how to self-manage could represent a better solution for the patient than gathering data and reviewing them alone, and this would make the app more valuable than a paper-based diary [8]. Patients are increasingly becoming consumers of health, and if persons with diabetes prefer to communicate with their HCP through an app, it remains to be investigated whether apps with tailored communication can support diabetes self-management.

Self-management interventions have traditionally been based on theoretical frameworks, which are necessary to understand change [31]. Further, there has been proposed a linearity between applied theory and effect [32]. However, as mHealth becomes more frequent, a lack of theoretical foundation has been pointed out [8,9]. The goal of several apps is to help promote behavior change, which supports the argument for theory-based interventions. A recent review describes the need for integrating cognitive behavioral therapy into apps for diabetes, where the authors also propose a framework to reach this goal [33], which is an important step forward in understanding behavior change supported by mHealth and further increasing the quality of the apps.

http://www.jmir.org/2017/6/e227/
Research on mobile apps with an integrated, tailored communication function is scarce, as the app interventions often include additional phone calls [34], SMS [35], face-to-face meetings [36], group meetings, or some combination of these [37,38] in addition to the mobile app itself. To the best of our knowledge, results based on apps with integrated and tailored communication alone have not been systematically summarized. This review aims to address this knowledge gap by systematically reviewing studies that aimed to evaluate integrated communication within mobile apps for tailored feedback between patients with diabetes and HCP in terms of (1) study characteristics, (2) functions, (3) study outcomes, (4) effects, and (5) methodological quality.

**Methods**

**Protocol and Registration**

The review protocol [39] was registered in the International Prospective Register of Systematic Reviews (PROSPERO) [CRD42016038640] and was presented and discussed by the first author in an oral conference presentation [40] in accordance with the PROSPERO [41] and the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Protocols (PRISMA-P) [42,43].

**Information Sources and Search**

A systematic literature search was conducted according to the PRISMA guidelines [44]. Medical literature published from January 2008 was searched in January 2016, with an updated search closed on September 23, 2016, using Medical Literature Analysis and Retrieval System Online (MEDLINE), PubMed, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Excerpta Medica database (EMBASE), ClinicalTrials.gov, and the World Health Organization (WHO) International Clinical Trials Registry Platform. We reviewed reference lists of relevant reviews and studies, and we also conducted hand searches in relevant journals of the field in addition to studies based on tips from colleagues in the field.

In collaboration with a librarian at the Oslo and Akershus University College of Applied Sciences and a librarian at the University in Oslo, we organized a search strategy consisting of the terms “mobile applications,” “cell phones,” “mobile phones,” “smartphones,” “portable applications,” “mobile technology,” “portable technology,” or “app.” These were then combined with “diabetes mellitus” and/or “diabetes mellitus type 1” and/or “diabetes mellitus type 2” and/or “diabetic ketoacidosis.” The search strategy was tailored to each database for optimal results (Textbox 1). The specific search strategy for each database can be provided by the first author upon request.

We did not set a language limitation; however, we did set a limitation on publication year to studies published from 2008, as we decided technologies prior to 2008 were unlikely to be mobile apps.

**Eligibility Criteria**

To be eligible, a study had to test a mobile app (software in a smartphone) with an integrated communication function for communication and/or feedback between patients and providers based on individual patient data. In this review, communication is conceptualized as medically trained personnel providing any kind of feedback based on patient data, being real time, chatting, individualized algorithms, or individualized trend analyses. The patient group had to have diabetes and be over the age of 16 years. The trials had to have a control group, either randomized, quasirandomized, or controlled clinical trial. We excluded trials that were for the primary prevention of diabetes, those regarding gestational diabetes, and those pertaining to a closed-loop or artificial pancreas system, as we regard those individuals to be unique in the way they perceive change and interact with HCP.

**Textbox 1.** Search strategy applied in MEDLINE.

Search strategy:

1. Mobile applications/ (697)
2. Cell phones/ (5888)
3. (Smartphone* or smart phone* or mobile phone* or cell phone* or cellphone*).tw.kf (7888)
4. (Mobile adj3 application*).tw.kf (1077)
5. (Portable adj3 application*).tw.kf (276)
6. (Mobile adj3 technolog*).tw.kf (1322)
7. (Portable adj3 technolog*).tw.kf (161)
8. (App or apps).tw.kf (15895)
9. Or/1-8 (26696)
10. Diabetes mellitus/ or exp diabetes mellitus, type 1/ or exp diabetes mellitus, type 2/ or diabetic ketoacidosis/ (246647)
11. Diabetes.tw.kf (386565)
12. 10 or 11 (448207)
13. 9 and 12 (643)
14. Limit 13 to yr="2008-current” (565)


**Study Selection**

Two reviewers (HH and LR) independently reviewed all the titles and/or abstracts from the search. We applied our inclusion and exclusion criteria set a priori. For possibly eligible studies, a full text copy was retrieved and reviewed independently by HH and LR. Discrepancies were resolved by discussion or with the involvement of a third reviewer (AKW). Authors were contacted consecutively to clarify study design and determine whether the intervention was an app with integrated and tailored communication and no additional communication components. We sent one reminder to the nonresponders.

**Data Extraction**

Data were extracted for all eligible studies using a structured form that included descriptive information, type of design, outcomes, and follow-up with results and dropouts, as well as any data regarding a theoretical framework or a guideline-based approach in the app development or feedback process of the intervention. One reviewer (HH) performed the extraction, while a second reviewer (LR) performed quality assurance and checked that correct information was collected.

The baseline characteristics of the included trials are reported as means from the original papers and as weighted means to summarize overall sample characteristics of this systematic review. When a weighted mean is given, a median is not reported as there were small discrepancies between weighted means and medians.

**Outcomes**

In this systematic review, we reviewed diverse health outcomes (physical and psychosocial) used as both primary and secondary outcomes.

**Quality Assessment**

The information reported in each article was used to assess the methodological quality of each study using the Cochrane methodology for risk of systematic bias (ROB) [45]. The ROB scoring was performed individually by 3 researchers (HH, AKW, and LR) and discussed to achieve consensus. To systematize the risk scores, Review Manager (Cochrane Community) was used.

Figure 1. Flowchart.
Results

Summary

A total of 2822 papers were identified during the search (Figure 1). After the removal of 1694 duplicates, the remaining 1128 citations were screened through title and/or abstract, and we removed 913 citations because they clearly did not meet our inclusion criteria. The full text of the remaining 215 citations was then obtained to clarify their study details, and we contacted 22 authors to clarify that their intervention consisted of an app with integrated and tailored communication and no additional contacts. Of the 22 authors we contacted, 18 responded immediately, 1 responded after a reminder, and 3 requests remained unanswered after 1 reminder. The corresponding citations were excluded from the review. After the termination of the search, 6 citations [46-51] were included in this review. The main reasons for exclusion were research related to the prevention of diabetes, mobile apps without communication, and other media used for communication including email, phone calls, and SMS (texting). Several studies were identified that had an intervention consisting of a mobile app with communication, while some of these had additional contacts by telephone, Web, or face to face and were therefore excluded [34-38].

Study Characteristics

The included studies were heterogeneous in study procedures and design (Tables 1 and 2); 4 used a randomized controlled trial (RCT) design, of which 1 was a pilot study. One study used a matched, controlled design, and 1 study randomly selected participants before assigning them into 2 groups. A total of 3 of the studies were conducted in Asia, (ie, Japan [50], China [51], and Korea [47]), 1 in the Democratic Republic of Congo [49], 1 in Canada [48], and 1 was a multicenter study conducted in 3 European countries [46]: Italy, Spain, and the Czech Republic. The papers were published between the years 2012 and 2016. Usual care was not described in detail in any of the included studies.

Table 1. Study characteristics.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Country</th>
<th>Randomization</th>
<th>Allocation</th>
<th>Dropouts n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fioravanti [46]</td>
<td>2015</td>
<td>Czech Republic, Italy, Spain</td>
<td>Not described</td>
<td>Unclear</td>
<td>3 (5.6)</td>
</tr>
<tr>
<td>Kim [47]</td>
<td>2014</td>
<td>Korea</td>
<td>Matched control design, not randomized</td>
<td>Unconcealed</td>
<td>3 (7.9)</td>
</tr>
<tr>
<td>Logan [48]</td>
<td>2012</td>
<td>Canada</td>
<td>Block randomization using blocks of 4 and 6</td>
<td>Unclear</td>
<td>6 (5.5)</td>
</tr>
<tr>
<td>Takenga [49]</td>
<td>2014</td>
<td>Congo, Germany</td>
<td>Not described</td>
<td>Unclear</td>
<td>9 (22.5)</td>
</tr>
<tr>
<td>Waki [50]</td>
<td>2014</td>
<td>Japan</td>
<td>Not described</td>
<td>Unclear</td>
<td>5 (9.3)</td>
</tr>
<tr>
<td>Zhou [51]</td>
<td>2016</td>
<td>China</td>
<td>Random number table</td>
<td>Unclear</td>
<td>NA b</td>
</tr>
</tbody>
</table>

aDropout only from the intervention group.
bNA: not available.

cIncluded N=73, numbers given for N=70 completers.

Table 2. Trial design.

<table>
<thead>
<tr>
<th>Study</th>
<th>Patients included</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Duration</th>
<th>Measurement times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fioravanti [46]</td>
<td>51 a</td>
<td>METABO app, chatting and message function with HCP b</td>
<td>Usual care</td>
<td>1 month</td>
<td>Baseline and 1 month</td>
</tr>
<tr>
<td>Kim [47]</td>
<td>70 c</td>
<td>Mobile smartcare app, weekly feedback from HCP, warnings when hypos registered, and reminders</td>
<td>Matched controls from electronic medical records</td>
<td>3 months</td>
<td>Baseline and 3 months</td>
</tr>
<tr>
<td>Logan [48]</td>
<td>110</td>
<td>Real-time self-management messages based on care paths of averages of transmitted blood pressure readings</td>
<td>Tele monitoring without messages</td>
<td>12 months</td>
<td>Baseline and 12 months</td>
</tr>
<tr>
<td>Takenga [49]</td>
<td>40</td>
<td>MobilDiab app, feedback and messages from HCP</td>
<td>Usual care</td>
<td>2 months</td>
<td>Baseline and 2 months</td>
</tr>
<tr>
<td>Waki [50]</td>
<td>54</td>
<td>Dialbetics app, feedback based on patient data and guidelines</td>
<td>Usual care</td>
<td>3 months</td>
<td>Baseline and 3 months</td>
</tr>
<tr>
<td>Zhou [51]</td>
<td>100</td>
<td>Welltang app, weekly feedback, and upon patient-request</td>
<td>Usual care, monthly</td>
<td>3 months</td>
<td>Baseline and 3 months</td>
</tr>
</tbody>
</table>

aIncluded N=54, numbers given for N=51 completers.
bHCP: health care personnel.
cIncluded N=73, numbers given for N=70 completers.
Table 3. Participant characteristics at baseline of included trials, N=6.

<table>
<thead>
<tr>
<th>Trial</th>
<th>Age (mean years)</th>
<th>Gender (male/female)</th>
<th>Type 1 diabetes</th>
<th>Type 2 diabetes</th>
<th>Duration of diabetes (mean years)</th>
<th>HbA1c (^a) (mean %)</th>
<th>BMI (^b) (mean kg(^2))</th>
</tr>
</thead>
</table>
| Fioravanti \([46]\)
N=51 \(^c\) | 48.0\(^d\) | 36/15\(^d\) | 29\(^d\) | 22\(^d\) | 20.0\(^d\) | 7.9\(^d\) | 25.7\(^d\) |
| Kim \([47]\)
N=70 \(^e\) | 52.8 | 40/30 | 0 | 70 | 11.8 | 7.7 | 25.0 |
| Logan \([48]\)
N=110 | 62.9 | 61/49 | NA \(^f\) | NA | NA | 7.4 | 30.9 |
| Takenga \([49]\)
N=40 | 53.3 | 29/11 | NA | NA | NA | 8.6 | NA |
| Waki \([50]\)
N=54 | 57.2 | 41/13 | 0 | 54 | 9.0 | 7.0 | 26.7 |
| Zhou \([51]\)
N=100 | 54.2 | 57/43 | 18 | 82 | 6.6 | 9.8 | 23.0 |

\(^a\)HbA1c: hemoglobin A1c.

\(^b\)BMI: body mass index.

\(^c\)Included N=54, numbers given for N=51 completers.

\(^d\)Provided upon request.

\(^e\)Included N=73, numbers given for N=70 completers.

\(^f\)NA: not available.

Participants

Overall, the 6 trials reported data from 431 participants as shown in Table 3, with a sample size varying from N=40 to N=110 and a median of 64 participants. One trial did not give any demographic data in the original article \([46]\); however, the author provided this information upon request. A total of 2 trials did not report any data regarding their total of n=6 dropouts \([46,47]\). Overall, 47 participants were specified to have type 1 diabetes and 228 type 2 diabetes, while 2 studies \([48,49]\) did not specify type of diabetes for their combined total of 150 participants. Weighted mean age was 55.8 years, including 264 males and 160 females. Duration of diabetes was provided upon request from one trial \([46]\), and reported in 3 papers, giving a weighted mean of 11 years \([47,50,51]\). HbA1c was collected in all trials \([46-51]\) with a weighted mean of 8.1%, and BMI was reported in 4 papers \([46,47,50,51]\) and provided by 1 author in an email, giving a weighted mean BMI of 26.5 kg\(^2\).

Functions of the Mobile Apps

The mobile apps used in the included studies varied in their form and functions (Table 4), and a theoretical foundation was largely lacking.

The feedback used was either automatic or manual feedback, both tailored, and 4 apps also offered direct messages from the patient in free text. A total of 3 studies had automated individualized feedback consisting of text tailored to the participant baseline data and their current readings \([46,48,50]\). One of these had the participant data evaluated according to diabetes treatment guidelines \([50]\), a second study had an additional message function \([46]\), while a third had no additional feedback or messages \([48]\). The other 3 studies had individualized feedback given directly by the physician \([49]\), medical staff \([47]\), or the study team \([51]\), and 2 of these had an additional message function for questions in free text \([49,51]\).

The MobilDiab study had therapy plans, instructions, and recommendations sent by the physician in the app \([49]\). The Welltang app offered answers to questions within the day in addition to weekly or fortnightly feedback \([51]\). The METABO app \([46]\) had both the app and the content of messages tailored to the type of diabetes: those with type 2 diabetes had a less complex app and received more persuasive messages; patients could also turn off alerts they did not want to receive and tailor the timing of the messages. DialBetics was an extensive app, consisting of automatic transfer of data and feedback based on blood glucose readings, diet, blood pressure, physical activity, and weight, where the users received immediate feedback based on every registration in the app, evaluated following the Japanese Diabetes Society guidelines \([50]\).

A total of 2 apps had critical alerts sent to the patients if their entered readings were outside preset thresholds \([46,51]\). In MobilDiab, the physicians received an alert if emergency values were recorded and they instructed the patient \([49]\), while in DialBetics, any readings outside preset thresholds triggered an alert sent to the study team \([50]\). A total of 3 apps alerted patients when they missed readings \([48,50,51]\) and a fourth had automatic alerts regarding hyperglycemia; the medical team called the patient if they recorded a hypoglycemic value or if they missed several readings \([47]\).
Table 4. Functions of the mobile apps.

<table>
<thead>
<tr>
<th>Study</th>
<th>Communication</th>
<th>Blood glucose</th>
<th>Diet</th>
<th>Blood pressure</th>
<th>Medication</th>
<th>Physical activity</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fioravanti [46]</td>
<td>Chat with HCP(^a), messages and individualized automated feedback according to the TTM(^b)</td>
<td>Manual input</td>
<td>Manual input</td>
<td>Manual input</td>
<td>Manual input</td>
<td>Manual input</td>
<td>Manual input</td>
</tr>
<tr>
<td>Logan [48]</td>
<td>Individualized automated feedback</td>
<td>—</td>
<td>—</td>
<td>Bluetooth</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Waki [50]</td>
<td>Individualized automated feedback according to Japan Diabetes Society guidelines</td>
<td>Automatic transfer</td>
<td>Voice, text, or photo of meal</td>
<td>Automatic transfer</td>
<td>—</td>
<td>Automatic transfer of pedometer or voice or text</td>
<td>Automatic transfer</td>
</tr>
</tbody>
</table>

\(^a\)HCP: health care personnel.
\(^b\)TTM: transtheoretical model stages of change.

The most frequent function besides communication was registration of blood glucose; this was found in 5 apps. One of the 5 offered automatic transfer [50] of blood glucose readings from the meter to the app, while 3 had manual input of the measured blood glucose [46,47,51]. One app had both: automatic transfer from a specific glucose meter and manual input if the patients used a different meter [49]. Blood pressure measurement was offered in 5 of 6 apps, while diet and graphical trends of measures were offered in 4 out of 6 apps. Tracking and imputation of medication, levels of physical activity, and weight were functions in 3 out of 6 apps, in addition to their diabetes information functions. A total of 2 apps offered individual goal setting: 1 offered a connection to continuous glucose monitors and 1 had laboratory data in the app. None of the apps in the included studies had psychosocial measures as a function. The number of functions in addition to communication ranged from 2 to 9 with a median of 6 functions. In 3 of the included studies, the intervention also consisted of a digital solution like an app or a Web page for the involved HCP [46,49,51].

Outcomes and Effects

Primary outcomes were specified in 5 trials, whereas 1 study [49] did not specify the order of the outcomes (Table 5), and various outcomes were used to evaluate the interventions in the individual trials.

HbA\(_{1c}\) was reported in 4 of the 6 included trials, and stated as the primary outcome in 3 papers. A total of 2 papers [50,51] reported a significant decrease in the intervention groups compared with the control groups, namely −0.4% and −1.95%, while 2 trials reported no change between groups [47,49] and the remaining 2 papers did not report change in HbA\(_{1c}\) as an outcome [46,48].

Change in blood pressure as an outcome was reported inconsistently using both systolic blood pressure (SBP), diastolic blood pressure (DBP), and mean blood pressure among the papers reporting blood pressure [47,48,50,51]. One paper reported changes in mean daytime ambulatory SBP as the primary outcome and found a significant decrease in the intervention group compared with the control group [48]. A total of 3 papers reported no significant change in either SBP or DBP between the intervention and control groups [47,50,51], while 2 papers reported no measures of blood pressure [46,49].

Regarding diabetes knowledge, there were no significant differences between the intervention group and the control group in 2 trials using this as an outcome [46,51], although neither used validated measures in their data collection.

Various assessments of usability and satisfaction were reported [46,47,49-51] but common for all was the use of nonvalidated and comparable questionnaires for this evaluation.

One paper reported a significant increase in depressive symptoms using the Hospital Anxiety and Depression Scale (HADS) in the intervention group [48].
## Table 5. Outcomes and effects of included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Outcome measures&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fioravanti [46]</td>
<td>Feasibility (primary), acceptance, adherence, usage, knowledge, glycemic control, quality of life</td>
<td><strong>Blood pressure</strong>&lt;sup&gt;b&lt;/sup&gt; HbA&lt;sub&gt;1c&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt; App-related evaluations Other evaluations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increased medication adherence and diabetes knowledge in intervention group</td>
</tr>
<tr>
<td>Kim [47]</td>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; (primary), anthropometrics, satisfaction, comfort, convenience, functionality</td>
<td>No change</td>
</tr>
<tr>
<td></td>
<td>Mean daytime ambulatory SBP (primary), antihypertensive medication, HADS&lt;sup&gt;e&lt;/sup&gt;, comfort with home BP&lt;sup&gt;f&lt;/sup&gt; measurement</td>
<td>Significant decrease in mean daytime ambulatory SBP</td>
</tr>
<tr>
<td>Takenga [49]</td>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt;, mean blood glucose, usability, acceptance, efficiency, therapy satisfaction</td>
<td>Decreased in intervention group</td>
</tr>
<tr>
<td>Waki [50]</td>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; (primary), fasting blood glucose, BP, BMI&lt;sup&gt;g&lt;/sup&gt;, LDL&lt;sup&gt;h&lt;/sup&gt;, HDL&lt;sup&gt;i&lt;/sup&gt;, triglycerides, medication, self-management, usability</td>
<td>Significant decrease in intervention group</td>
</tr>
<tr>
<td>Zhou [51]</td>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; (primary), blood glucose, LDL, weight, BP, hypoglycemia, satisfaction with diabetes care, usability of app, diabetes knowledge, self-care</td>
<td>Significant decrease in intervention group</td>
</tr>
</tbody>
</table>

<sup>a</sup>Questionnaire not standardized unless stated otherwise.

<sup>b</sup>HbA<sub>1c</sub>: hemoglobin A<sub>1c</sub>.

<sup>c</sup>NA: not available.

<sup>d</sup>SBP: systolic blood pressure.

<sup>e</sup>HADS: Hospital Anxiety and Depression Scale.

<sup>f</sup>BP: blood pressure.

<sup>g</sup>BMI: body mass index.

<sup>h</sup>LDL: low density lipoprotein.

<sup>i</sup>HDL: high density lipoprotein.

### Methodological Quality Assessment

Overall, the methodological quality as assessed by the ROB [45] was dominated by uncertainty risk because of lack of information in the included articles, as visualized in Figures 2 and 3. A lack of information in the publications was scored as “uncertain,” while we rated articles with sufficient information according to the Cochrane ROB guidelines [45]. As Figure 2 shows, the overall risk of bias is greatest regarding performance bias and selective reporting because of lack of blinding of the intervention and lack of reporting outcomes a priori in databases such as ClinicalTrials.gov or publishing the research protocols. “Other bias” is the domain with lowest risk, but several points can be highlighted, including economic interests, patent interests, and other factors influencing free research. We have, however, no indication that such issues are present in our included studies and have rated them low.

When we applied the ROB tool to our 6 papers, “unclear” was given 18 times, “high” was given 11 times, and “low” was given 11 times, supporting an overall unclear ROB among the included studies. Randomization procedures were reported insufficiently in 3 papers [46,49,50], resulting in an unclear ROB, while Kim and colleagues [47] had a matched control design and hence had a high risk because the participants were fully aware of their group. Blinding of participants and personnel was not performed in 4 papers [47,48,50,51], giving a high risk according to guidelines, and not mentioned in 2 papers [46,49], giving an unclear risk. Blinding of the outcome was performed in 1 study giving a low risk of bias [48]. The 2 trials reporting not having performed blinding of outcomes [50,51] were scored as high risk, and the 3 papers [46,47,49] not mentioning this were scored as unclear risks. The completeness of outcome data was unclear in 4 of the 6 papers as there were inconsistencies in reporting rates and reasons for attrition; 2 papers, however, reported sufficient information and were given a low risk of attrition bias. Selective reporting was assessed as high in all 5 trials not registered in a clinical trials database and uncertain when this information was lacking. One study was registered in a WHO-approved register for clinical trials and hence scored low on reporting bias [51].
Discussion

Principal Findings

This systematic review describes the study characteristics, functions, outcomes, effects, and methodological quality of intervention trials studying apps for diabetes self-management with a tailored and integrated HCP-patient communication function. To summarize, the studies included in this review represented a heterogeneous research area. The mobile app communication functions integrated in the studied apps were largely automated feedback from HCP, and the number of additional functions varied from 2 to 9, of which blood glucose registration was the most frequent. Statistically significant effects were found in 3 of the 6 trials: 2 reported a decrease in HbA1c [50,51] and 1 reported a decrease in SBP [48]. The unclear methodological quality of these few studies has implications for the evidence from this systematic review. We argue, however, that our paper has an important message regarding the state of the research field, and it highlights the need for more controlled trials of higher methodological quality.

We found only 6 controlled trials with apps offering integrated communication functions, and SMS, phone calls, and face-to-face consultations are still common in the mHealth research field. From this rigorous yet wide systematic search,
we had anticipated a larger number of controlled trials investigating mobile apps with individualized and integrated feedback from HCP, as a 2011 review called for such research [15] and the availability of hundreds of apps is frequently highlighted [9,23]. Previous research has also discussed the possibility of communication through a mobile app for health purposes (eg, for collecting and analyzing health data) related to the idea of one platform to serve all patient needs [7,11]. We identified several apps through our search, but their interventions were not in the scope of this review, with additional contacts through either email, SMS, or phone calls [34-38]. Further, we might have had a higher number of eligible trials if the search had included other chronic conditions. However, as diabetes self-management might be uniquely complex, including clinical variables, we suggest that the results derived from such research would have been of less value to the diabetes field.

Others have also discussed whether apps are less scientifically tested than other medical solutions [9], possibly explaining the low number of relevant scientific papers for this review. It might be difficult to commercialize an app involving HCP because of the practicalities and high costs. Further, it is increasingly recognized that apps should be regulated in terms of their effect, security, and privacy [9,23,52]. Currently, the US Food and Drug Administration offers unbinding guidelines for their regulation, approval, and clearance of apps, without the control authority [53]. CE marking is frequently applied in the European countries, however, this is based on self-certification and accounts for the health, safety, and environment protection related to the app. A third regulation is the Health Insurance Portability and Accountability Act (HIPAA), which pertains to the US national standards for electronic health, especially regarding devices that collect, store, or share identifiable data with HCP. None of the current reviewed papers discussed these regulations. Navigating these regulations, in addition to cost and practicalities, might make research in this area less attractive because the real world demands cost effectiveness [23,47], an outcome not covered by this review.

The studies included in this review include research from Northern America, Europe, Asia, and Africa, and all have small samples and short follow-ups. The longest follow-up was 12 months [48], whereas the rest had 1 to 3 months, possibly too short to prove an effect as one author suggested [47]. As is common in the area, the majority of the studies did not distinctly separate type 1 and type 2 diabetes, except for one [46], describing a less complex intervention for those with type 2 diabetes. We argue that although persons with diabetes experience many of the same symptoms and must take the same measures, it would have been of interest to investigate the 2 diabetes groups separately, as the psychological aspect and the person’s interest in change and self-management may differ.

The most common function besides communication appeared to be self-monitoring of blood glucose, a function in 5 of the 6 apps. This is not surprising, as self-monitoring of blood glucose is found to lower HbA1c [54]. However, it is still debated whether persons with type 2 diabetes benefit from blood glucose measures [55]. Additional functions are crucial, as an app should offer more than the traditional paper diary [8]. It is alarming that few developers of apps discuss behavior change theory or treatment guidelines, even though the majority of available apps, including those in this review, aim to change behavior or habits [15,22]. Treatment guidelines or behavior change theory should guide intervention development as both can increase the quality of the app [7,8,9], and possibly this is best achieved if researchers from several fields work together (eg, health care researchers and technological engineers). Further, a linearity between behavior change theory and effects has been suggested [32], and its use would strengthen all arguments regarding the practical use of the app. One example may be the input of values, where greater personal reflection is gained through manual input [35]. However, manual input can be time consuming and there is a larger risk of faulty input than with automatic input. As pointed out in 2 of the current trials [48,50], tracking of blood pressure might reveal those with an out-of-range blood pressure in need of medication that might not be identified in a general practitioner office visit. The same argument is valid for monitoring blood glucose values: thus, these 2 functions of blood glucose and blood pressure remain important to reach the treatment goals for diabetes.

Another point of interest is that medication tracking was a function in just 3 of the 6 apps [46,49,51], meaning that the individualized feedback in the remaining 3 apps [47,48,50] does not evaluate usage of medication that might be critical for the patients. Nor was there tracking of psychological measures in the 6 trials we included. Measures of this kind are not much used in apps for diabetes; however, they might provide useful information for the patient and the provider [33]. For example, depressive symptoms are a significant risk in those with diabetes [6]. There is a known association between anxiety and self-focus on bodily symptoms [48] that may be triggered by self-monitoring of blood glucose, and this may support the need for measures to reveal such symptoms as they can degrade self-management and glycemic control.

Several outcomes were used to evaluate the apps’ ease of use among the studies in this review: patient and/or HCP satisfaction, degree of technical issues like delay of data transfer, use of time, acceptance of feedback, and usefulness. However, as none of these used validated measures, the evidence regarding app-related evaluations such as satisfaction, acceptability, usability, and feasibility as outcomes from this systematic review is weak. These concepts will, however, remain important to ensure that the apps are used and 1 paper highlighted the association between use or satisfaction and effect [47]. As Kim and colleagues [47] argue in their paper, a well-functioning tool must be provided to increase use and satisfaction and to decrease the risk of deteriorating glycemic control.

As a more standardized outcome, HbA1c was reported in 4 of the 6 trials in our systematic review, and this seems to be the most common outcome in diabetes trials regardless of intervention. Whether HbA1c is an appropriate outcome in trials aiming for lifestyle change is a relevant question that we have debated previously [18], as has Garabedian [23].

The current included trials did not report lifestyle measures such as physical activity or dietary habits, making an evaluation of their effect on lifestyle difficult. None of the studies reported
adverse events or safety as an outcome, except that Zhou et al [51] reported that in their trial they were infrequent in both groups. We regard the lack of focus on adverse events as an important weakness as there is a risk of hypoglycemia attached to the use of apps because of possible changes in medication or behavior.

A total of 3 studies found significant effects in their primary outcomes: 1 in SBP [48] and 2 in HbA1c [50,51]. The remaining 3 studies remained inconclusive. One possible explanation might relate to the patients’ interest in data tracking and the recurrent reminders of having a chronic illness. This leads back to the identification of the individual’s interest in mHealth and also that it might be useful for some, but not all. Attitudes and intentions should be clarified for an app to be useful, regardless of functions [56]. Both researchers and clinicians must remember that patients often have limited interest in tracking their health, and for the app to be useful, there should be some clarification of the patients’ expectancies of the app, its usefulness, and possible adverse events [57].

The overall methodological quality of the included trials was low, with small samples and weak designs, which threatens the generalizability and reliability of the results. The lack of detailed description of the comparison group is a limitation among all of the included studies, and although the national guidelines are often used to define usual care, we cannot evaluate the content of the comparison group. Further, poor reporting of study details made efficient evaluation difficult and important details regarding group allocation, binding, and preregistration in trial databases were unclear. Use of a standardized guideline for reporting, such as eHealth Consolidated Standards of Reporting Trials (eHealth CONSORT) [58], would have improved the reporting significantly, supported by earlier research confirming that adherence to such guidelines is low in medical informatics [59]. A pooled analysis was not possible because of the high ROB and heterogeneous outcomes. The ROB domains regarding binding have been discussed among the authors, as binding of such interventions is often difficult [60]; however, binding of the outcome studied should be possible. The authors have discussed the domain “other” in ROB, and possibly reporting according to the eHealth CONSORT [58] could improve the reporting and evaluation of intervention trials. However, this is only applicable for randomized trials. A strength among the studies was the low dropout rates, which must be considered unusual compared with earlier research in this field [61].

**Limitations**

This review has some limitations. We performed a systematic search using rigorous methods; however, as MeSH terms are still new in the field of technology in health research, the use of keywords might have contaminated our search. A 2014 consensus paper [62] stated that the term “app” should be used before “application,” which might positively influence the field in the years to come but to date this is still not frequently applied. Our search had a high N, closely related to such contamination. This review only assessed published trials, and we cannot provide accurate numbers on how many studies this applies to, largely because of the heterogeneity among the excluded trials and lack of resources to handle this information systematically. However, we argue that the heterogeneity of the interventions represents the field and that there is still no consensus regarding preferred communication with HCP. Further, we did not assess the quality of the apps included in the current trials, as this was not in the scope of our work, and this might represent a limitation.

The application of the Cochrane ROB tool [45] may represent a limitation, as this tool might not be applicable in pragmatic technology trials, related to the previous discussion on binding. Another possible threat in interventions and trials evaluating use of apps might be the less frequent usage of the app over time. Because of the short follow-ups, we cannot confirm whether this is a decline in use or whether it represents a more dynamic use of an app in periods where the persons with diabetes want to or should use the app more. However, if the app use changes substantially during the study period, assumptions might be drawn on the wrong basis, and none of the current trials included app use as an outcome, either in terms of which functions were mostly used or app use frequency through the study period (eg, in terms of number of times that apps were accessed). The health literacy aspect can also contribute, as participants’ use may decline if the intervention/app is too difficult to understand [10].

**Implications**

This systematic review has not produced specific evidence for stakeholders regarding future decisions. We believe that the next generation of patients with diabetes has different needs and requests for the health care system and technology development and use than what is available today. Another important point might be the conflicting interests among the health care researchers and technology researchers regarding patent or economic interests in the device or app they are testing, and possibly, their drive for positive results could bias the published material. Therefore, it is even more important in this field to perform a thorough and unbiased evaluation and report the results from controlled trials regardless of their outcomes, which would form new evidence and provide benefit and information for policymakers. We suggest using a health technology assessment framework like the Model for the Assessment of Telemedicine (MAST) [63] for a scientific evaluation of important domains when testing technology and also the eHealth CONSORT for reporting scientific trials [58]. Further, the availability of hundreds of apps makes it difficult to find clinically relevant apps, and the need for updated reviews will continue to be large in the future [23]. There is, however, a need for higher methodological quality trials to improve the field and inform future reviews. The studies in this review were mostly pilot studies with small sample sizes and interventions that might be too extensive to be implemented in real-life contexts.

**Conclusion**

The conclusions from this systematic review are limited. The unclear and poor methodological quality of this emerging research field is of major concern, and although 3 studies found
that apps with integrated feedback significantly improve the primary outcome, the evidence has limitations because of its poor methodological quality. Mobile apps will be a part of the health care system in the future; therefore, we require robust research in this area to make the right choices for the patient, for the health care system, and for society.
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Abstract

Background: A great deal of consumer data, collected actively through consumer reporting or passively through sensors, is shared among apps. Developers increasingly allow their programs to communicate with other apps, sensors, and Web-based services, which are promoted as features to potential users. However, health apps also routinely pose risks related to information leaks, information manipulation, and loss of information. There has been less investigation into the kinds of user data that developers are likely to collect, and who might have access to it.

Objective: We sought to describe how consumer data generated from mobile health apps might be distributed and reused. We also aimed to outline risks to individual privacy and security presented by this potential for aggregating and combining user data across apps.

Methods: We purposively sampled prominent health and fitness apps available in the United States, Canada, and Australia Google Play and iTunes app stores in November 2015. Two independent coders extracted data from app promotional materials on app and developer characteristics, and the developer-reported collection and sharing of user data. We conducted a descriptive analysis of app, developer, and user data collection characteristics. Using structural equivalence analysis, we conducted a network analysis of sampled apps’ self-reported sharing of user-generated data.

Results: We included 297 unique apps published by 231 individual developers, which requested 58 different permissions (mean 7.95, SD 6.57). We grouped apps into 222 app families on the basis of shared ownership. Analysis of self-reported data sharing revealed a network of 359 app family nodes, with one connected central component of 210 app families (58.5%). Most (143/222, 64.4%) of the sampled app families did not report sharing any data and were therefore isolated from each other and from the core network. Fifteen app families assumed more central network positions as gatekeepers on the shortest paths that data would have to travel between other app families.

Conclusions: This cross-sectional analysis highlights the possibilities for user data collection and potential paths that data is able to travel among a sample of prominent health and fitness apps. While individual apps may not collect personally identifiable information, app families and the partners with which they share data may be able to aggregate consumer data, thus achieving a much more comprehensive picture of the individual consumer. The organizations behind the centrally connected app families represent diverse industries, including apparel manufacturers and social media platforms that are not traditionally involved in health or fitness. This analysis highlights the potential for anticipated and voluntary but also possibly unanticipated and involuntary sharing of user data, validating privacy and security concerns in mobile health.

Introduction

Mobile health is an exploding market, having doubled in just 2.5 years and reaching over 100,000 apps with market revenues projected to grow to US $26bn by 2017 [1]. Every major technology company, including Apple, Google, and even Uber, has signaled an intention to enter the “digital health” market [2]. In mobile health, diverse stakeholders including companies, health professionals, and consumers perceive the collection, analysis, and sharing of user data to be of especially high value. The promise of big health data heralds shifts in health care toward consumer self-management through wearables and mobile apps with a focus on prevention and optimization [3]. For consumers, health and fitness apps also promise crowd-sourced information and social networks of support [4]. Researchers are also designing and testing methods to generate insights from the wealth of information shared over social media, such as Twitter, by users of mobile health and fitness apps [5].

A great deal of consumer data, collected actively through consumer reporting or passively through sensors, is shared among apps. App developers increasingly allow their programs to communicate with other apps, sensors, and Web-based services, which are promoted as features to potential users. This is typically done through shared application programming interfaces (API). A survey of 5000 app developers, representing almost 11,000 mobile health apps found that fitness and nutrition apps are among the most advanced in sharing via APIs [6]. This sharing most commonly occurs with data aggregators (eg, Apple’s HealthKit, a software platform that pools data from multiple health apps), sensors such as wearables, and directly between apps [6]. However, app developers may also choose to share consumer data with a variety of tools including analytic tools, social media APIs, performance tools and digital advertisers [6].

Apps serve an increasingly broad range of functions, some of which involve access to and the creation of vast amounts of highly personal data including a user’s location, text messages, or access to the mobile phone’s camera or photos [7]. Much of this information may be essential to the app’s functionality; however, the widespread collection, retention, and sharing of user data through apps has also created concern related to consumer privacy and the security of health-related data [8-10]. Because health apps by design often have access to personal health information, they pose a higher risk to consumers’ privacy; this information is often highly valuable to third parties, heightening the risk [10]. However, health apps also routinely pose risks related to information leaks, information manipulation, and loss of information [10]. There has been less investigation into the kinds of user data developers are likely to collect, and who might have access to it [7]. For example, Li developed a privacy threat model based on a health-related social networking site that accounts for multiple actors in the data usage and sharing network [11]. One principle threat accounted for in this model is user profiling across multiple sites: third parties can link multiple user accounts across apps to create aggregated user profiles and a more complete picture of a consumer’s social network. These aggregate profiles are then monetized and used for marketing, screening prospective tenants or employees, or maliciously for identity fraud [11].

Generating insights from mobile health data that can be translated into public health benefit will largely depend on the actions of those who own these data and the decisions they make regarding what to collect, how it will be aggregated and analyzed, and whether to share. Thus, it is essential to identify key actors and make their relationships transparent. Unfortunately, there is little transparency around these practices. The objective of this study was to describe how consumer data generated from mobile health apps might be distributed and reused with the aim of identifying potential user privacy and security risks. We investigated the self-reported collection and sharing of user data, while recognizing that this likely underreports the extent of both data collection and distribution. We investigated the nature of user data collection in the form of “permissions” that developers requested. We also traced the network of self-reported data sharing among a sample of prominent mobile health and fitness apps available in the United States, Canada, and Australia to better understand the potential for user data distribution within these networks.

Methods

Study Design

We conducted a structured content analysis of a purposive sample of prominent health and fitness apps available in the United States, Canada, and Australia. We then conducted a social network analysis of apps’ self-reported data sharing possibilities to understand how consumer data collected through the mobile platform might travel through this network.

Sampling

We generated a purposive sample of prominent apps available in the United States, Canada, or Australia Google Play and iTunes app stores during November 2015. We employed purposive sampling to identify apps that were most likely to have data sharing ties, meaning they were likely to impact a large number of consumers. Due to the localized and personalized nature of app store search algorithms and rapidly changing population of apps, we triangulated two sampling strategies [12]: (1) a crawling program that systematically sampled the top-ranked 100 apps from the iTunes and Google Play app stores in the United States, Canada, and Australia and (2) purposive sampling of high-profile apps. These strategies were complementary by allowing exploration of data sharing relationships for developers that are both “well established” or “up and coming” so as to capture the dynamic nature of app development.

We first systematically sampled apps on a weekly basis that were ranked by the app stores as “top 100” using a crawling program that interacted directly with the stores’ API and automatically extracted the apps’ metadata. We identified 441...
apps that were ranked in the top 100 in at least one country store during November 2015.

Beginning on November 1, 2015, we screened mainstream media (BBC, The New York Times, and The Guardian) and industry newsletters (MobiHealth News and RockHealth weekly) on a daily basis. We extracted the metadata for any health-related app receiving coverage. We continued screening until we generated a sample of 50 apps, which we determined would complement our systematic sample, allowing some representation for apps new to the market. We reached a sample of 50 on January 21, 2016.

Two researchers independently screened the sample of 491 apps for inclusion and excluded obvious duplicates. The inclusion criteria were that the app: explicitly pertained to a medical (eg, diabetes) or health condition (eg, obesity), health risk factor (eg, smoking), or health behavior (eg, walking), and provided guidance or a recommendation (eg, a workout program), tracked or recorded personal data, or made a health claim (eg, “improve heart health,” “lose weight,” or “reduce your anxiety”). Discrepancies were resolved through discussion until consensus was reached with input from a third researcher when necessary.

Data Collection
We created an a priori coding instrument, which has been published in REDCap [13], a secure, Web-based application used to collect and manage data hosted at The University of Sydney (Multimedia Appendix 1). The instrument, based on a systematic review of methods for app content analysis [12], covered 4 domains: (1) app characteristics, (2) partnerships and affiliations, (3) developer and funding characteristics, and (4) permissions. We piloted the instrument on a sample of 70 randomly selected apps from our sample to ensure comprehensiveness of survey items and a high degree of inter-rater reliability.

We extracted data between December 12, 2015 and April 1, 2016 from app store descriptions, websites linked from the app store description and Google searches, with Google Play as a default content source when apps were distributed in both app stores. Two researchers independently extracted data related to partnerships and affiliations, defined as “any mention of a branded product, service or company, especially noting partnerships, collaborations, sponsors (funders), or brands,” and resolved any discrepancies through discussion until consensus was reached.

For apps available in Google Play, developers disclose how their apps will interact with the user’s device and personal information through reporting permissions [7]: Apple does not require developers to report permissions for apps distributed through iTunes. Permissions data were extracted for apps from the Google Play store description as reported by developers. Google encourages developers to request the minimum number of permissions required for an app’s functionality [14]; we did not, however, judge whether this was the case.

Data Analysis
We inductively categorized relationships within the category “partnerships and affiliations,” one of which was data sharing. We defined instances of data sharing as any mention of a digital app, website, platform, sensor, wearable, or other smart device that was reported by the developer as a “partner” or as having the ability to share data. Examples of these promotional-type messages included: “Integration with Google Fit & MyFitnessPal — your running apps [sic] perfect companion”; or, “Easy, automatic exercise calorie counter, syncing with Fitbit, Withings, Jawbone and Garmin trackers and weight scales.”

The spelling of names for a large number of apps varied between platforms, countries, and store descriptions. These included variations in spelling (“plus”, instead of “+”), free and paid versions of the same app, and different naming practices between iTunes and Google Play. We grouped different instances of the same app through a two-stage process, first identifying similar names of apps automatically using approximate string matching, with a second author cross checking results [15].

We conducted descriptive analyses of app and developer characteristics in Microsoft Excel. We conducted an analysis of the network of sharing of user data among apps to understand the potential for data distribution in R using analysis packages igraph (1.0.1) and tnet (3.0.14). For this analysis, we grouped sampled apps together into app “families” that were offered by the same developer or owned by the same entity, again using approximate string matching, with a second author cross checking and expanding groups by joint ownership [15]. This approach assumed that the app families shared a common owner who had access to the data that were collected by their family of apps and the power to formulate the apps’ terms and conditions that grant legal access and in most cases, ownership, of these data.

The apps in our sample reported sharing user data with other included apps as well as apps that were not originally sampled in the methods described above. Both the initially sampled and these secondary apps were included as nodes in the network analysis. We constructed the network by connecting these app “families” with data sharing links whenever data sharing was reported. As our data does not give us any insights into the content of shared data or the direction of the flow, we considered these ties to be undirected and binary.

Descriptive measures of social network analysis provided a summary of the observed network. We calculated network density as the ratio of observed versus theoretically possible connections in a fully connected network and degree as the number of neighbors per app.

We quantified the position of an app (x) within the network by calculating its closeness centrality index. Closeness measures the potential for an app to access a piece of user data from anywhere in the network based on its network connections. Closeness to a single app (y) is defined as the inverse of the shortest path to y, or 0 if y cannot be reached from x. To calculate an index that compares all apps’ network positions, we summed up these values across all other apps to describe the position [16] (Figure 1).

Finally, random walk community detection was used to further specify how groups of apps relate to each other based on the structure of the network. This method identifies clusters of apps.
that are more closely connected either directly or through their neighbors [17]. This is achieved by simulating a process of random communication between neighboring apps, where a “message” is passed on from neighbor to neighbor for a certain number of steps. Essentially this process measures the probability that a message sent from x ends up at y.

Figure 1. Closeness centrality index formula.

\[ C(x) = \sum_{y \neq x} d(x, y)^{-1} \]

Results

The sample included 297 unique apps published by 231 unique developers. The majority had been sampled using the crawling program 265 (265/297, 89.2%) and 32 (32/297, 10.8%) from media sources. The majority of apps were available in both Google Play and iTunes (202/297, 68.0%), were free to download (172/297, 57.9%) and provided a link to a privacy policy in store or on the linked website (217/297, 73.1%).

User Data Collection

We obtained data on permissions requested for the 241 apps that were available in Google Play, as iTunes does not report this data. Apps requested a total of 58 different permissions (mean 7.95, SD 6.57), ranging from 0 to 32 different permissions requested per app. The most common types of permissions requested related to Internet access including “full network access” (228/241, 94.6%) and “view network connections” (218/241, 90.5%). Seven apps did not request any permission. Two apps each requested 32 different permissions: Huawei Wear and Under Armour Record. All of the 26 apps that requested 20 or more different permissions were inductively categorized as activity monitors, which make use of GPS or an accelerometer such as UP by Jawbone, Map My Ride, or Nike+ Training Club, or as multi-focus health apps, which provided tailored insights related to diet, physical activity and sleep, such as Noom Coach and Microsoft Health.

Google Play classifies app permissions as “normal” or “dangerous” [14]. A “normal” permission requires access to data or resources outside of the app, but there is little risk to a user’s privacy or the operation of other apps; for example, control over the phone’s vibration. “Dangerous” permissions request data or resources that involve the user’s private information, stored data, or affect the operation of other apps; for example, granting the app access to a user’s contacts, confidential calendar information, or unique device ID. Of the 58 permissions requested by sampled apps, 26 are classified as “dangerous.” The most commonly requested “dangerous” permissions were “read storage” (195/241, 80.9% of sampled apps) and “modify storage” (189/241, 78.4% of sampled apps), which allow the app to read and write to the device’s internal storage.

User Data Sharing

We grouped the 297 apps into 222 app “families” (ie, those which shared a developer or an acquiring company). These app families reported sharing data with 137 secondary app families, leading to a network of 359 app-family-nodes, with one connected central component of 210 app families (210/359, 58.5%). This meant that there were undirected paths of data sharing that connected 210 app families directly or indirectly. Of these 210 connected app families, 75 app families (75/210, 35.7%) were health app families in our initial sample. Most (143/222, 64.4%) of the sampled app families did not report sharing any data and were therefore isolated from each other and from the core network. Thirty app families (30/222, 13.5%) from our sample reported only a single tie to another app family; 119 secondary app families were only identified in a data sharing relationship once. Within the connected component, any 2 app families were connected by a maximum of 6 steps, and with an average of 3.28 connections between any two apps. The density of the entire network was 0.005, meaning that only very few of the theoretically possible connections between all the app families were in fact realized.

The distribution of closeness centrality scores clearly separated the isolated app families and revealed a skewed distribution of app families’ positions in the core. We highlight the 15 highest scoring app families in Figure 2. These families take on particularly important roles in the network: they may be distributing or receiving user-generated data with many other apps. Table 1 describes characteristics of these fifteen central app families, 12 of which included apps that were in our original sample. The majority of these central app families were publicly traded corporations (10/15, 67%) and represented the technology (wearables, mobile health, and social media) and fashion (sports apparel) sectors.
Table 1. Characteristics of centrally-positioned app families.

<table>
<thead>
<tr>
<th>App family</th>
<th>Developer</th>
<th>Developer type</th>
<th>Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 Minute Workout</td>
<td>Wahoo Fitness</td>
<td>Privately held</td>
<td>Wearables</td>
</tr>
<tr>
<td>RunKeeper - GPS Track Run Walk</td>
<td>FitnessKeeper, Inc. (acquired by ASICS)</td>
<td>Publicly traded</td>
<td>Mobile health</td>
</tr>
<tr>
<td>Lose It!</td>
<td>FitNow, Inc.</td>
<td>Privately held</td>
<td>Mobile health</td>
</tr>
<tr>
<td>Google apps (eg, Google Tracks, Gmail, Google Drive, Google Maps, Google Wallet, Google+, YouTube)</td>
<td>Alphabet Inc.</td>
<td>Publicly traded</td>
<td>Technology</td>
</tr>
<tr>
<td>Health Mate</td>
<td>Withings (acquired by Nokia)</td>
<td>Publicly traded</td>
<td>Technology</td>
</tr>
<tr>
<td>UP by Jawbone apps</td>
<td>Jawbone</td>
<td>Privately held</td>
<td>Wearables</td>
</tr>
<tr>
<td>Lifesum - The Health Movement</td>
<td>Lifesum</td>
<td>“Start-up”</td>
<td>Mobile health</td>
</tr>
<tr>
<td>Samsung apps (eg, S Health, SmartThings)</td>
<td>Samsung Group</td>
<td>Publicly traded</td>
<td>Technology</td>
</tr>
<tr>
<td>Strava Running and Cycling</td>
<td>Strava</td>
<td>Privately held</td>
<td>Mobile health</td>
</tr>
<tr>
<td>Facebook</td>
<td>Facebook, Inc.</td>
<td>Publicly traded</td>
<td>Social media</td>
</tr>
<tr>
<td>Twitter</td>
<td>Twitter Inc.</td>
<td>Publicly traded</td>
<td>Social media</td>
</tr>
<tr>
<td>Apple apps (eg, HealthKit, iTunes, Apple Watch, Apple TV)</td>
<td>Apple Inc.</td>
<td>Publicly traded</td>
<td>Technology</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Fitbit Inc.</td>
<td>Publicly traded</td>
<td>Wearables</td>
</tr>
<tr>
<td>Runtastic apps (eg, Runtastic Running &amp; Fitness, Runtastic Me, Runtastic Road Bike)</td>
<td>Runtastic (acquired by Adidas)</td>
<td>Publicly traded</td>
<td>Mobile health</td>
</tr>
</tbody>
</table>

Finally, we simulated a random communication process between these app families, using the data-sharing network as the channel of information transmission. This allowed us to identify groups of app families that may be more likely to share user data with each other, as they are more tightly connected with each other in the network. The resulting network is shown in an interactive visualization in the Multimedia Appendix 1. The size of a dot represents how it was sampled: app families in our initial sample are bigger. Colors indicate the membership to communities identified through the walktrap clustering algorithm. We chose to simulate a random communication process of 4 steps because more steps did not noticeably increase the results’ modularity. The result shows one large group of health and fitness app families that tended to link with each other (light blue). This group also included the major manufacturers of mobile devices and their respective health and fitness data aggregators (Google Tracks (now defunct)/Google Inc., HealthKit/Apple Inc. and S Health/Samsung Group). Furthermore, there were several communities that fanned out from individual apps. These included Samsung Apps, 7 Minute workout, and UP by Jawbone. Similar patterns were seen for apps that were not in our initial sample, including Apple apps, Facebook, and Twitter. In fact, the two social networking sites connected to the same community of app families.
Discussion

Overview

This analysis provides a cross-sectional view of the possibilities for user data collection and potential paths that these data are able to travel among a sample of prominent health and fitness apps. The implication for consumers is that while individual apps may not collect personally identifiable information, app families and the partners with which they share data, may be able to aggregate consumer data, achieving a much more comprehensive picture of the individual consumer. We used information that was self-reported by developers in promotional materials such as app store descriptions as a proxy for forms of technological communication such as shared APIs. Thus, it could be inferred that the connections between apps in this study are those that developers choose to advertise, which users may value. This also means that this analysis likely underrepresents the extent of sharing of user data, as it cannot be presumed that user-selected networks are the lone third parties accessing consumer data [18]. For example, the US Federal Trade Commission analyzed 12 health and fitness apps and found they shared data such as usernames, names, email addresses, postal codes, geo-location, and exercise and diet habits with 76 third parties [19]. The extent of user data collection and sharing described here may only be the tip of an iceberg.

Principal Findings

Despite capturing only a fraction of the extent of user data sharing, we found that a core group of app families are sparsely connected and may be exchanging user data, though this analysis is not able to determine the directionality of exchange. This opens up new and important avenues for research: both into the ways that user-generated data is actually being shared among mobile health apps and third parties, but also and perhaps more importantly, into the ways that this data is combined and used. The market of mobile health and fitness apps displays a remarkable dichotomy: most app families are stand-alone offerings that do not report any integration with the rest of the market. However within the connected core of app families, there are a number of hypothetical pathways for the sharing of users’ data between app families and third parties, such as social media sites. Fifteen app families held crucial positions that may enable them to act as gatekeepers in the flow of data and to gather user information from diverse sources. Notably, the organizations behind these app families represent diverse industries, including apparel manufacturers and social media platforms that are not traditionally involved in health or fitness. Three entities—Apple, Facebook, Inc. and Twitter Inc.—were not even present in our original sample, yet assumed central positions in the network. These central network positions may also amplify an entity’s ability to aggregate consumer-generated data, which has not only privacy, but market implications. These central network positions may be akin to monopolies given the value of consumer data, and anti-trust regulators are working to ensure data competition [20]. App developers are likely incentivized to build Facebook, Twitter or Apple Watch connectivity through their APIs due to their large consumer.
bases, which may put developers that are more circumspect about data sharing at a competitive disadvantage.

On average, our sample of Android health and fitness apps requested a higher number of permissions than apps in general [7]. Pew Research Center analyzed over 1 million apps available in Google Play in 2014 and found that apps requested on average 5 permissions, in comparison to the nearly 8 permissions requested per health app in our sample [7]. Similar to apps in general, sampled Android health apps most commonly requested permissions relating to Internet access, which allows for the delivery of targeted advertising and the ability to access the phone’s storage, which allows apps to not only save content to the device, but also to access personal data stored by other apps [7]. Sampled Android health and fitness apps also tended to request “dangerous” permissions more frequently than apps in general [7].

These findings validate privacy and security concerns in mobile health due to the sensitivity of health-related data as well as the collection of more kinds of personally identifiable data [8,9]. Particularly, the third party use of personal health-related information could result in employment, housing, or education-related discrimination, loss of insurance coverage or higher premiums, predatory advertising, or medical identity theft [21-23]. However, the implications of a privacy violation or security breach related to user-generated data via mobile health apps are largely speculative, emergent or not well understood. For example, recent news coverage highlighted the value of even a mobile phone number as an unregulated and unique digital identifier that can be used to link a user’s personal data held by multiple companies from social networking sites to health apps to credit agencies [24]. This information is made available to developers and third parties when a user grants the permission “read phone status and identity.”

This analysis highlights the potential for anticipated and voluntary, but also possibly unanticipated and involuntary sharing of user data, though we could not distinguish between the two. Though users may willingly engage in sharing their data, such as posting to social media, and they may not fully appreciate the nature of data collection or the extent to which sharing occurs. A study with Facebook users found that users were under-informed about the nature of data collection within the app, and that even after receiving explicit information, many still did not fully understand the extent to which apps could access personal data [25]. Though Google Play allows developers to disclose the permissions requested, these disclosures are not accompanied by non-technical, lay descriptions of a given permission, nor what the likely and possible implications of granting such permission entails. Similarly, the sharing and protection of user data is far from transparent. In a study of privacy policies of the 300 most frequently rated health apps in the Apple and Google Play app stores, researchers found only 30% had a privacy policy with an average college-level reading grade level, and 2 out of 3 did not specifically address the app itself [26]. Thus, as mobile app companies gain unprecedented knowledge about app users, consumers know very little or nothing about how this knowledge is used [22].

This network analysis similarly highlights the potential for the unanticipated travel of user data through networks of health and fitness apps and their supporting entities. In fact, regulators are beginning to take note of the way that user data travels within app networks. A German privacy regulator recently ordered Facebook to stop collecting and storing the data of WhatsApp users, a social messaging app it had acquired [27]. The regulators argued that Facebook infringed data protection law when it announced a policy change that would allow unprecedented use of WhatsApp users’ data, including phone numbers, without effective approval from users. Facebook is currently appealing this order [27].

**Limitations**

Our analysis of a purposive sample of apps is based upon data collected over a 4-month period from December 2015 through April 2016. Due to the highly dynamic nature of the app marketplace, it is likely that some of the apps are no longer available and that data are out of date. As we relied upon developer self-report, we could not verify whether the permissions requested are actually being used by the sampled apps or how user data is then analyzed or shared, thus, they serve as a proxy for the type of transmitted information. As these permissions are self-reported and are only reported by Android developers, it is likely that this represents an underestimate of permissions requested. This analysis highlights the possibilities for the sharing of consumer-generated data, but it does not differentiate between the potential and actual flow of data or the direction in which data travels. For example, there may be practical barriers to data sharing or this exchange may be subject to user control. Future research should consider performing traffic analyses, such as a man-in-the-middle approach, to verify the nature and extent of consumer data sharing and protection [8]. Furthermore, our analysis does not distinguish between user data that is shared consciously by the consumer, such as posting a workout to social media, and the user data that is collected by the app passively through the permissions requested, such as reading a user’s contacts. However, this analysis does provide a unique snapshot in time that highlights the value of taking a network approach to studying health and fitness apps.

**Conclusions**

The possibilities afforded by the collection of consumer-generated, health-related data through mobile health and fitness apps are vast. However, the ways that consumer-generated, and sometimes sensitive personal information, is shared and passed on within the mobile ecosystem is far from transparent. The connections among apps in this study are only those that developers choose to advertise, and thus are likely only the tip of the iceberg. Thus, concerns regarding privacy and security should apply to this mobile ecosystem and not apps alone. Several major players in mobile health and fitness hold key gatekeeping positions in the sharing of consumer data, which amplifies their ability to amass consumer-generated data. Policymakers should particularly account for these actors in ensuring consumer privacy, security, and market competition.
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Multimedia Appendix 1

Network of reported data sharing, highlighting communities of densely connected apps that have a higher potential of sharing users’ data among each other, due to their direct and indirect connections. Bigger nodes were included in our initial sample, smaller nodes were mentioned by them as partners. Networks are presented using a force directed layout algorithm from the D3 library (http://d3js.org/).
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Abstract

Background: Rectal microbicides, if proven effective, may aid in reducing human immunodeficiency virus (HIV) incidence; however, demonstration of efficacy and effectiveness is contingent on accurate measurement of product adherence. Delays in self-report, in particular, may affect the accuracy of behavioral data.

Objective: The aim of this study was to capitalize on mobile phone use by young men who have sex with men (YMSM), and examine the use of an interactive voice response system (IVRS) by YMSM aged 18-30 years enrolled in a multisite, 12-week microbicide safety and acceptability trial.

Methods: YMSM (N=95) enrolled across 3 sites (Boston, Pittsburgh, and San Juan) were asked to report their use of an applicator applied placebo rectal gel product during receptive anal intercourse (RAI) using the IVRS. IVRS was available in Spanish and English. After the 12-week trial, we examined whether IVRS problems were associated with YMSM’s sociodemographic characteristics (eg, age, race and ethnicity, and education), sexual behavior, or recruitment site. We used a multinomial logistic regression to compare YMSM who experienced no IVRS problems (n=40) with those who reported one IVRS problem (n=25) or two or more IVRS problems (n=30).

Results: We recorded 1494 IVRS calls over 12 weeks. Over half of the participants (55/95; 58%) experienced challenges using the IVRS during the 12-week trial. YMSM reporting greater RAI occasions during the trial were more likely to experience one (odds ratio [OR]=1.08, 95% CI (1.02-1.14); P ≤.01) or more (OR=1.10, 95% CI (1.03-1.16); P ≤.001) IVRS challenges. Greater educational attainment was associated with multiple IVRS challenges (OR=7.08, 95% CI (1.6-31.6); P ≤.01). Participants in the Puerto Rico site were most likely to report multiple IVRS problems.

Conclusions: Although IVRS was a useful data collection technology in our trial, several challenges experienced by English and Spanish speaking YMSM diminish its overall acceptability. We discuss strategies to optimize future development of IVRS data quality protocols based on lessons learned.

KEYWORDS
user-computer interface; speech recognition software; HIV; survey methodology

Introduction

The interactive voice reporting system (IVRS) has gained popularity given its potential to collect time-stamped, prospective behavioral data, and to reduce participants’ recall bias during data collection [1-3]. For example, participants can call into the system and report their data, rather than waiting until their next scheduled face-to-face visit with the research team [4,5]. IVRS has several additional methodological benefits to face-to-face approaches [1]. These benefits include making data collection accessible at any time and from any place, easing individuals’ ability to participate in research if they experience scheduling or transportation-related barriers, and having greater cost-savings than face-to-face approaches. IVRS can also reduce literacy concerns by allowing participants to hear the questions and respond verbally and/or using a numeric keypad, allowing for assessments across multiple languages, and deploying complex, tailored skip-patterns based on participants’ answers [3]. From a technological standpoint, IVRS also reduces compatibility issues as participants can use their phone of choice to report their behaviors and reduce data entry errors through automation [6]. Researchers have used IVRS to monitor behaviors over short, intensive periods (eg, multiple assessments a day over a week) and to follow participants for longer study periods. Within HIV prevention and care, researchers have noted that IVRS is an acceptable method for participants to share sensitive information and might encourage greater privacy than face-to-face methods [7-11]. In a study comparing Hispanic college students’ use of IVRS with a Self-Administered Questionnaire (SAQ) and a timeline follow-back (TLFB) over a 3-month interval, Schroeder and colleagues [9] found that participants’ sexual and substance use behaviors were underreported in the TLFB and over-reported in the SAQ when compared with the daily IVRS reporting. In their analyses, however, Schroeder and colleagues noted that IVRS use varied based on participants’ sociodemographic characteristics (eg, age and sexual orientation), with younger and sexual minority participants trending toward a greater likelihood of placing IVRS calls than older and heterosexual counterparts [9]. These findings suggest that participants’ characteristics might result in differential acceptability and use of IVRS.

Building on prior research examining the use of IVRS in HIV prevention studies, we examined the use of an IVRS to collect behavioral data from a sample of YMSM recruited to participate in a multisite rectal microbicide acceptability and adherence trial. Beyond overall use, however, we examined the prevalence of IVRS-related problems experienced by YMSM during the 12-week trial. We then examined whether YMSM’s sociodemographic characteristics (eg, age, sexual orientation, and educational attainment), sexual behaviors during the trial, and trial site (eg, Boston, Pittsburgh, and Puerto Rico) were associated with IVRS problems. We used our findings to discuss strategies to optimize future development of IVRS data quality protocols based on lessons learned in our trial.

Methods

Study Participants

Study data came from a larger project called Microbicide Safety and Acceptability in Young Men [12,13]. The study received institutional review board (IRB) approval from all participating institutions, and all participants signed informed consent. After screening (stage 1A), YMSM participated in a run-in period in which they were asked to apply a rectal placebo gel using a rectal-specific applicator (stage 1B), followed by a safety trial in which participants applied tenofovir 1% gel using a vaginal applicator for rectal delivery of the gel (stage 2). The study took place in 3 sites: Pittsburgh, PA; Boston, MA; and San Juan, PR. Study candidates were recruited from clinics, bars, clubs, newspaper advertisements, and social networks. Recruitment materials indicated that the investigators were looking for YMSM (aged 18-30 years) for a study about their sexual health and their feelings about rectally inserting a placebo gel resembling a microbicide gel currently under development before receptive anal intercourse (RAI). Full protocol description (Clinicaltrials.gov NCT01283360) is presented in detail elsewhere [12]. We focused our attention on stage 1B where the IVRS was used (December 2010 to October 2012).

Among participants who received medical clearance in stage 1A, we selected those fulfilling the more stringent eligibility criterion of having had condomless RAI within the prior 3 months to participate in stage 1B. This allowed us to focus on those with more recent potential risk and invite them to enroll in stage 1B. After undergoing an informed consent process, receiving risk reduction counseling and provision of condoms, and updating their medical history, participants received 20 rectal applicators filled with a placebo gel and instructions to insert the entire content of 1 applicator rectally within 90 min before each RAI episode. We used an applicator specifically designed for the delivery of a rectal microbicide [12] filled with hydroxyethylcellulose (HEC) gel. Hydroxyethylcellulose is also known as the “universal placebo” because of its use as placebo in most gel microbicide trials. Six weeks after their first stage 1B visit, participants returned for the mid-trial follow-up visit and were dispensed up to 20 additional applicators to ensure they had 20 on hand for the next 6 weeks. Six weeks after the mid-trial follow-up visit, participants returned for the final follow-up visit of stage 1B in which they completed a Web-based computer assisted self-interview (CASI) and semistructured interview that included questions on gel and applicator use. Participants received US $50 for each study visit (4 visits for stage 1A and 1B) and US $50 for a completed video teleconference interview. They also received US $1 per used applicator returned at visits 2 and 3.

Interactive Voice Response System (IVRS)

Over the 12 weeks of stage 1B, participants were instructed to call an IVRS after each instance of RAI and/or applicator insertion, or at least once a week if they did not have RAI. Participants could respond by voice or use their keypad. The
IVRS system was available in English or Spanish. During visit 2, participants generated a 4-digit password to identify themselves within the IVRS and were trained on how to enter data into the IVRS, including completing a mock call into the IVRS. At each call, participants were asked to report the number of times they had used the gel, whether they had RAI or inserted anything other than the gel, and whether they experienced any problems with the IVRS. Participants who did not call into the system at least once a week were contacted by the IVRS and reminded to log their behaviors. Furthermore, to encourage use of the IVRS as a data collection tool, we incentivized participants with US $1 per call with a maximum of US $30 and an additional US $10 bonus a month if they called at least once a week. In total, participants could earn up to US $60 in stage 1B for reporting their product use via IVRS.

IVRS data was downloaded into an excel (Microsoft) spreadsheet at the end of the trial. We examined the frequency with which participants reported a problem when entering their data within the IVRS system, as well as the number of call entries that were incomplete (eg, hung up call) or sequential (eg, participant called into IVRS and had to call back again to revise [eg, mistyping] or finalize their entry). For this analysis, we coded an IVRS problem as a call where participants reported experiencing an IVRS problem or when an IVRS call was incomplete (eg, hung up call) or duplicative (eg, participant called again to complete their IVRS entry). Participants who indicated that they had an IVRS problem since their last completed call were given the option to leave a voicemail indicating what went wrong. A member of the study team transcribed these voicemails in English or Spanish. Spanish comments were subsequently translated into English. We include examples from these transcriptions in the Results section to illustrate participants’ problems when using the IVRS.

Participant Measures
Sociodemographic data were collected via a Web-based CASI. Demographic information included age, race or ethnicity (white, African American, Latino, mixed or other), sexual orientation, and highest educational attainment (1=8th grade or lower, 2=some high school, 3=high school or general educational development [GED], 4=partial college, 5=college graduate, 6=some graduate school, and 7=graduate school degree). Participants also indicated whether they were currently in school (0=no; 1=yes) and employed (0=no; 1=yes). Participants were also asked to report the number of receptive anal intercourse occasions in the prior 3 months. Participants were identified by their site’s location (1=Pittsburgh, PA; 2=Boston, MA; and 3=San Juan, PR).

Data Analytic Strategy
After examining the descriptive statistics for our variables of interest, we used SPSS (version 23; IBM Corporation, New York) to test whether YMSM’s sociodemographic characteristics, sexual behavior, or site of recruitment were associated with the odds of experiencing IVRS problems during the 12-week trial. We used a multinomial logistic regression to compare the odds of experiencing a single or multiple IVRS problems during the 12-week trial. Due to limited observations in several categorical variables (eg, race or ethnicity and sexual orientation), we collapsed these indicators into dummy variables (eg, white: yes or no and gay-identified: yes or no) in our regression analyses.

Results
Sample Description
Study participants (N=95) had a mean age of 23 years. The racial or ethnic composition of the sample was predominantly Latino (46/95, 48%) and white (33/95, 36%), followed by a fewer number of African American (9/95, 10%) and mixed or other race (7/95, 6%) participants. Most participants (86/95, 91%) identified as gay. Most of the sample (84/95, 88%) reported having at least some college education (see Table 1).
Table 1. Sociodemographic characteristics of young men who have sex with men (YMSM; N=95).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>23.2 (3.2)</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
</tr>
<tr>
<td>White or European American</td>
<td>33 (34.7)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>9 (9.5)</td>
</tr>
<tr>
<td>Latino or Hispanic</td>
<td>46 (48.4)</td>
</tr>
<tr>
<td>Mixed or other</td>
<td>7 (7.4)</td>
</tr>
<tr>
<td>Highest educational attainment</td>
<td></td>
</tr>
<tr>
<td>8th grade or lower</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some high school</td>
<td>1 (1.1)</td>
</tr>
<tr>
<td>High school graduate or GED</td>
<td>10 (10.5)</td>
</tr>
<tr>
<td>Some college</td>
<td>44 (46.3)</td>
</tr>
<tr>
<td>College graduate</td>
<td>27 (28.4)</td>
</tr>
<tr>
<td>Partial graduate school</td>
<td>2 (2.1)</td>
</tr>
<tr>
<td>Graduate school degrees</td>
<td>11 (11.6)</td>
</tr>
<tr>
<td>In school</td>
<td>47 (49.5)</td>
</tr>
<tr>
<td>Currently employed</td>
<td>60 (63.2)</td>
</tr>
<tr>
<td>Sexual orientation</td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>86 (90.5)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>9 (9.5)</td>
</tr>
<tr>
<td>Recruitment site</td>
<td></td>
</tr>
<tr>
<td>Pittsburgh</td>
<td>28 (29.5)</td>
</tr>
<tr>
<td>Boston</td>
<td>26 (27.4)</td>
</tr>
<tr>
<td>San Juan</td>
<td>41 (43.2)</td>
</tr>
</tbody>
</table>

Receptive anal intercourse occasions (before 3 months), mean (SD) 0.71

aSD: standard deviation.
bGED: general educational development.

IVRS Calls

The IVRS recorded 1494 calls from 95 participants over 12 weeks. We flagged 162 calls (162/1494, 10.8%) reflecting an IVRS problem. The most common problems resulted from mistyping a numeric answer (74/95 participants, 46%), experiencing challenges entering their answers into the system (27/95 participants, 17%), being disconnected midway through the call and having to call back (58/95 participants, 36%), or the system being inaudible (3/95 participants, 2%). We include examples of these IVRS problems using participants’ voicemail transcriptions in Table 2. Overall, 40 YMSM (42%, 40/95) did not have any trouble using the IVRS during the 12-week trial, 25 YMSM (26%, 25/95) had one problematic event across the 12-week trial, and the remaining 30 participants (32%, 30/95) reported two or more problems across the 12-week period.
Table 2. Examples of participants’ comments regarding problems with the interactive voice response system (IVRS) during the trial.

<table>
<thead>
<tr>
<th>Type of problem</th>
<th>Frequency n (%)</th>
<th>Exemplary quotes</th>
</tr>
</thead>
</table>
| Mistyping a number                                   | 74 (46)         | “I mistakenly typed the wrong number; I pressed 1 when I should have pressed 2.”  
“Had to repeat questions several times because it wasn't getting the button presses.”  
“Had to call 5-6 times because every time I tried entering my User ID, it would say ‘I’m sorry’.”  
“(Problem with) entering my passcode.”  
“The automated entry froze.”  
“I mistakenly dialed that I didn’t use the gel during sex, but I did use it.” |
| Being disconnected midway through the call           | 58 (36)         | “I’ve called twice already and the call drops”.  
“Listen, I’ve tried to call 4 times and every time that I select an option, it indicates that I have nothing to say and hangs up on me. I’ve called 4 consecutive times. This time I pressed 1 to describe the situation.”  
“Had to call back.”  
“I was trying to record a message at the last time I called in and it stopped the message recording before I could say anything and it's happened more than once and I forget what I want to say the next time I call in because it doesn't let me re-record or anything.” |
| Challenges reporting their answers into the system   | 27 (17)         | “It didn’t let me log into the system. Four days later it called me to indicate that I hadn’t called in for that week”.  
“The only problem with the system is that it kinda takes a bit long to go through it and you have to wait for each question to finish it difficult to use after you call you know what buttons to press and basically you have to wait and the call takes longer.”  
“I did not say why I did not use the gel it was probably because my roommate was in the room and I did not want to give a voice command but it was because I didn’t have sex that I didn't use the gel.”  
“When I gave my answer to several questions, it skipped and said: ‘I’m sorry, the answer is invalid’”.  
“If there is any background noise while the phone system is waiting for me to press 1 or 2 it would say ‘I'm sorry that was not a valid-I'm sorry that was not a valid-I'm sorry that was not a valid’ and if it was completely quiet then it would stop doing that and I was able to press the buttons.” |
| Inaudible system                                     | 3 (2)           | “Your voice is not very clear at all, it's kinda blurry at some points.”  
“It was just cutting in and out.” |

Multivariable Regression

Using multinomial logistic regression (see Table 3), we examined whether IVRS problems were associated with participants’ sociodemographic characteristics, sexual activity, or study site. Compared with YMSM who did not experience any IVRS problems, YMSM who experienced one IVRS problem during the trial were more likely to have a greater number of RAI occasions during the 12-week trial. No other differences were observed between YMSM who experienced a single IVRS problem and those who had no IVRS problems. YMSM who experienced two or more IVRS problems were more likely than YMSM without IVRS problems to report a greater number of RAI occasions during the 12-week trial, to report greater educational attainment, and to be currently in school. Participants in Puerto Rico were more likely to report two or more IVRS problems than peers in the Boston site. There were no differences between Boston and Pittsburgh. No other differences were observed between YMSM who experienced multiple IVRS problem and those with no IVRS problems.
Discussion

Principal Findings

Technological advances continue to increase researchers’ ability to capture behavioral data in experimental trials and observational studies. These data collection technologies (eg, IVRS, SMS text messages [short message service, SMS], and activity trackers) may be deployed to monitor participants’ behaviors and contexts outside of the clinic setting and have the potential to be synchronized with other systems (eg, electronic medical records and e-based applications that support behavior change) [1]. In this study, we examined the use of an IVRS as a data collection tool in a rectal placebo gel acceptability and adherence trial with English and Spanish speaking YMSM. The IVRS recorded nearly 1500 calls over a 12-week trial period, highlighting its overall acceptability and feasibility among YMSM in HIV prevention studies.

Table 3. Multinomial logistic regression of interactive voice response system (IVRS) problems over a 12-week period (N=95). Racial ethnic minorities serve as race or ethnicity referent group. Bisexual men serve as referent group for sexual orientation. Puerto Rico serves as referent group for recruitment sites.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>1 IVRS problem during 12-week period (N=25)</th>
<th>OR</th>
<th>95% CI</th>
<th>Significance</th>
<th>2+ IVRS problems during 12-week period (N=30)</th>
<th>OR</th>
<th>95% CI</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
<td>.33</td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>1.03</td>
<td>.83-1.29</td>
<td>.77</td>
<td></td>
<td>1.04</td>
<td>.81-1.32</td>
<td>.77</td>
</tr>
<tr>
<td>White</td>
<td></td>
<td>2.59</td>
<td>.48-14.06</td>
<td>.27</td>
<td></td>
<td>4.69</td>
<td>.48-45.29</td>
<td>.18</td>
</tr>
<tr>
<td>Educational attainment</td>
<td></td>
<td>1.31</td>
<td>.64-2.65</td>
<td>.46</td>
<td></td>
<td>2.48</td>
<td>1.15-5.35</td>
<td>.02</td>
</tr>
<tr>
<td>In School</td>
<td></td>
<td>1.96</td>
<td>.52-7.39</td>
<td>.32</td>
<td></td>
<td>7.08</td>
<td>1.59-31.60</td>
<td>.01</td>
</tr>
<tr>
<td>Is employed</td>
<td></td>
<td>0.92</td>
<td>.23-3.72</td>
<td>.90</td>
<td></td>
<td>0.78</td>
<td>0.17-3.54</td>
<td>.75</td>
</tr>
<tr>
<td>Gay-identified</td>
<td></td>
<td>0.53</td>
<td>.08-3.36</td>
<td>.50</td>
<td></td>
<td>0.52</td>
<td>0.05-5.33</td>
<td>.58</td>
</tr>
<tr>
<td>RAI occasions (3 months)</td>
<td></td>
<td>1.08</td>
<td>1.02-1.14</td>
<td>.01</td>
<td></td>
<td>1.10</td>
<td>1.03-1.16</td>
<td>.001</td>
</tr>
<tr>
<td>Pittsburgh</td>
<td></td>
<td>0.48</td>
<td>.07-3.22</td>
<td>.45</td>
<td></td>
<td>0.09</td>
<td>0.01-1.25</td>
<td>.07</td>
</tr>
<tr>
<td>Boston</td>
<td></td>
<td>0.20</td>
<td>.03-1.32</td>
<td>.09</td>
<td></td>
<td>0.05</td>
<td>0.01-0.55</td>
<td>.01</td>
</tr>
</tbody>
</table>

−2LL=144.33; X² 18=42.5, P<.001 Nagelkerke Pseudo R²=44.0%

Users to continue where they left off if they experience a problem (eg, call failure) and reduce frustrations stemming from having to restart their entry from the beginning. In situations when participants might feel uncomfortable verbalizing their answers (eg, someone walks into a room), designing opportunities for users to toggle their reporting through a multimodal response system (eg, switch from voice to text without interruption) may also improve IVRS data collection in real time.

Participants who reported greater RAI occasions during the trial were also more likely to experience IVRS challenges. Given that YMSM were instructed to call the IVRS every time they had RAI over the 12-week period, it is not surprising that those who contributed to a greater number of calls would have a greater likelihood of experiencing IVRS problems. After adjusting for participants’ sexual activity, however, we noted that the probability of experiencing one or more IVRS challenges differed across participants’ educational attainment and study site. YMSM with greater educational attainment reported more IVRS problems. These educational differences may be attributable to greater assertiveness to note problems with the system, and/or may be a proxy for socioeconomic differences regarding type of device (eg, mobile vs smart phone) owned. They may also have higher expectations about how efficient systems should work (they have more money, use high end devices, are more critical, and know what they can expect).

In addition, participants in Puerto Rico were most likely to report having multiple IVRS challenges than peers in Boston. Although the IVRS had a Spanish version, it is possible that differences in participants’ speed and enunciation when speaking Spanish made it harder for the system to capture their data accurately. Compared with the mainland United States, optimal cell phone signal and connectivity in Puerto Rico is lower—particularly in the more rural areas of the island. Taken together, our results support Schroeder and colleagues’ findings [9] that participant sociodemographic characteristics may affect their use of the IVRS as a data collection tool.
Limitations

Our study has several limitations that deserve a mention. First, we did not ascertain participants’ cellular plans or type of mobile phone during the study. Future research should consider how technological aspects (eg, type of phone and signal reliability) may affect data collection before IVRS implementation. In areas where signal strength or connectivity are a challenge, for instance, it may be better to rely on other methods (eg, an app notification system) that collects the information and stores it in the device in real time and subsequently transfers them to a central server once a connection is secured may be warranted. Third, our study focused on a sample of young men (ages 18-30 years) in 3 regions of the United States, limiting our ability to ascertain whether IVRS problems are similar or heightened in other age groups or contexts. Finally, our study took place from December 2010 to October 2012. The quality of IVRS is likely to have improved given the fast-pace of telecommunication innovations in society. Nevertheless, our study points to key data collection issues that must be considered as researchers plan and implement studies that rely on innovative data collection systems.

Overall, our study findings support the notion that IVRS is a feasible and acceptable method to collect time-stamped, prospective behavioral data from YMSM. As with other data collection methods, we encourage researchers to devote time and attention to the adequacy of IVRS for their populations of interest. Data quality assurances before protocol implementation, including considering how varying connectivity may create data collection challenges, are warranted. Nevertheless, even though some individuals might experience challenges, the interest and perseverance of YMSM to use this technology forecasts interesting possibilities that need to be explored in future research.
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Abstract

Background: The constant and massive increase of biological data offers unprecedented opportunities to decipher the function and evolution of genes and their roles in human diseases. However, the multiplicity of sources and flow of data mean that efficient access to useful information and knowledge production has become a major challenge. This challenge can be addressed by taking inspiration from Web 2.0 and particularly social networks, which are at the forefront of big data exploration and human-data interaction.

Objective: MyGeneFriends is a Web platform inspired by social networks, devoted to genetic disease analysis, and organized around three types of proactive agents: genes, humans, and genetic diseases. The aim of this study was to improve exploration and exploitation of biological, postgenomic era big data.

Methods: MyGeneFriends leverages conventions popularized by top social networks (Facebook, LinkedIn, etc), such as networks of friends, profile pages, friendship recommendations, affinity scores, news feeds, content recommendation, and data visualization.

Results: MyGeneFriends provides simple and intuitive interactions with data through evaluation and visualization of connections (friendships) between genes, humans, and diseases. The platform suggests new friends and publications and allows agents to follow the activity of their friends. It dynamically personalizes information depending on the user’s specific interests and provides an efficient way to share information with collaborators. Furthermore, the user’s behavior itself generates new information that constitutes an added value integrated in the network, which can be used to discover new connections between biological agents.

Conclusions: We have developed MyGeneFriends, a Web platform leveraging conventions from popular social networks to redefine the relationship between humans and biological big data and improve human processing of biomedical data. MyGeneFriends is available at lbgi.fr/mygenefriends.
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Introduction

Social and Scientific Contexts

Web 2.0 and, particularly, social networks (Facebook, Google+, and LinkedIn), interconnect billions of users and manage terabytes of dynamic data flow [1]. They are at the forefront of the interactions and cooperation between humans and big data, and as such, they have established or popularized new conventions. A central concept in these innovations is the notion of an agent, representing an autonomous and active network
member with various prerogatives. Notably, an agent can (1) add new information, via micro-blogging for example; (2) spread information through the network via sharing [2]; (3) evaluate information with like, dislike, or vote reactions; (4) partition information using privacy settings; or (5) annotate information with comments. Agents play an active role in the evolution of the network structure by creating nodes (agent profile pages) and bidirectional (friendship) or unidirectional (follower) links between agents. They also partition agents into groups and connect agents to unstructured information (tagging). These actions are processed by specialized tools embedded in the network to create valuable feedback in the form of filtered and personalized information such as friendship suggestions, affinity scores between people, news feeds, targeted advertisements [3], merchandise suggestions [4], or real-time world observations [5].

The field of biology is evolving and adapting at a tremendous rate in response to the widespread use of high throughput methods and the rise of personal genomics [6]. For the end user of biological data, the paradigm shift initiated by the emergence of this big data [7] has led to important changes in the research landscape [8]. To keep up with the huge volumes of data and information, users need to easily and intuitively access, communicate, and network with useful information of personal interest. Therefore, data storage platforms and workflow infrastructures must evolve to integrate Web 2.0 and social network conventions.

Bioinformatics in the Web 2.0 Era

In this context, several major bioinformatics resources have introduced tools for personalized data flow management. The Online Mendelian Inheritance in Man (OMIM) [9] resource now proposes MiMmatch [10], a service allowing users to receive email notifications when entries for their favorite genes or diseases have changed. MyNCBI [11] retains user preferences to provide customized services for NCBI databases, whereas the Uniprot [12] website has been updated to allow users to select only categories of information they are interested in, to mask large-scale publications, and to use a basket to store proteins of interest. Similar efforts toward more efficient and personalized information management are also emerging in the exploitation of the increasing publication flow. Bibsonomy [13] allows a researcher to collect and manage publications and collaborate with colleagues, whereas PubChase and ReadCube recommend new publications depending on the content of an existing library. BioTextQuest+ [14] provides an interactive exploration platform for PubMed [15] and OMIM, and facilitates knowledge extraction by document clustering and bioentity recognition. GoPubMed [16] proposes pertinent publication searches by using background knowledge in the form of ontologies (gene ontology [GO], Medical Subject Headings [MeSH], etc) that take into account the user’s keywords, but also synonyms and child concepts, whereas DeepQA4PA [17] returns GO concepts associated with publications related to a specific question. After identifying a gene or list of genes of interest, GeneMania [18] and GenesLikeMe [19] identify and score related genes that may also interest the user based on ontologies, disorders, compounds, phenotypes, expression levels, domains, sequences, and other data.

Important efforts have also been devoted to contextualizing entities by connecting them to their network. For instance, FACTA+ [20], Pubtator [21], or PAML-IST [22] return publications and their links to various biological entities such as compounds, drugs, enzymes, genes, diseases, symptoms, mutations, species, and others. EuropePMC [23] adds connections to GO and experimental factor ontology (EFO), and iHOP [24] highlights the most recent publications linked to a protein. Interaction with this complex data has been facilitated by the progressive democratization of visualization techniques. For instance, Javascript libraries like BioJS [25] provide reusable components for visualization of biological information (3D structures, phylogenetic trees, proteomes, pathways, and multiple sequence alignments), contributed by users and stored in a registry. Visualization techniques facilitate understanding of information updates, clarify links between entities and groups of entities, and highlight metadata information such as data sources, confidence estimates, and so on. For example, the ExAC browser [26] provides clear visualization of variations in a gene, the Semantic Body Browser [27] shows gene expression in a human and a mouse with a heat map on a schematized body, and NetGestalt [28] introduces 1-dimensional visualization of network modules to facilitate network comparisons.

Conversely, other tools aim to extract relationships between entities. For example, Chilibot [29] searches interaction (stimulation, inhibition, etc) or parallel (studied together, coexistence, homology, etc) relationships between user-submitted genes or proteins. EvexDB [30] extracts specific events: regulatory control, coregulation, or binding to a given gene.

Finally, some bioinformatics resources have introduced specific collaborative and social components, with wiki-inspired approaches like Proteopedia [31] or WikiGene [32], collaborative sequence annotations such as WebApollo [33], or voting for medical relevance and scientific evidence of variations with GeneTalk [34]. Recent initiatives such as Coremine or MAGI [35] combine these trends. Coremine allows exploration of various biomedical concepts and connections between them, addition of private or public comments, alerts on new articles or connections, and bookmarking. MAGI combines public and private cancer genomics datasets with sharing and collaborative annotation features as well as with interactive visualizations of variants, gene expression, and protein-protein interactions.

MyGeneFriends

Building on these advances, we have developed MyGeneFriends, a Web platform inspired by social networks, to redefine and enhance the relationship between humans and biological big data. By leveraging and combining conventions and practices arising from popular social networks, it provides more intuitive interactions with biological data and simplifies access to complex information by organizing it around three agents: genetic diseases, genes, and humans. This allows MyGeneFriends to be used not only by researchers and clinicians but also by the public, including empowered patients.

We focused on human genetic diseases (closely connected to genes and human users), as they represent major clinical
challenges and provide a simplified context to shed light on major common diseases. MyGeneFriends allows retrieval, management, contextualization, and annotation of information related to genes (expression, localization, and so on), genetic diseases (phenotypes, variations, and so on), and humans (interests, publications, and so on). The platform leverages user behavior and networking to personalize data visualization and the flood of information for each human user’s needs, and allows project-oriented collaborations. Publication and friendship suggestions facilitate the identification of new relevant genes and diseases. Finally, we capitalize on the global social network to extract additional knowledge. MyGeneFriends was used during its development by members of our laboratory that provided continuous feedback. Additional feedback was collected from clinicians and researchers of the Medical Genetics Laboratory of Strasbourg and from colleagues from other laboratories that was particularly useful for improving the visualization of variations linked to a disease.

The aim of this paper was to introduce readers to MyGeneFriends and describe how practices from social networks can be applied to improve access to biological data.

**Methods**

**Platform Architecture**

The MyGeneFriends platform integrates multiple services (Multimedia Appendix 1) to extract and integrate large amounts of heterogeneous data. The data are stored and managed in a Postgres database, with a backup copy produced daily and stored on an external server. Elasticsearch [36] is used for powerful, complex, and fast plain text queries of publications and is synchronized daily with the MyGeneFriends database. The website is based on a stateless framework (Play framework) that includes many useful features such as error handling, build-in support for Json, WebServices, WebSockets, CoffeeScript, EBean object-relational mapper (ORM), localization, logging, and WebJars. The Play framework ensures easy horizontal scaling and scalability for increasing website traffic.

To execute local scripts and programs, a Web service has been developed using the Flask framework, which is called by MyGeneFriends using REST requests to run analysis or integration tasks. Data integration scripts are written in python, using peewee as the ORM.

**Data Sources**

Gene-related data including gene symbol, short description, type, and protein sequence are mainly obtained from the Ensembl [37] database. UCSC provides simple access to RefSeq [38] annotations for transcripts. To map gene identifiers between Ensembl and NCBI, we combine mappings performed by Ensembl and NCBI, together with gene symbol mapping, and extract one-to-one relationships. Gene expression data are obtained from the Human Genome Atlas microarray data [39] available in the gene expression omnibus (GEO) [40] database and validated using in-house statistical methods. In addition, relative signal intensities are calculated for heat map visualization using log signal intensities normalized in the range (0-1). Cellular localization of gene products is based on cellular component terms from GO [41]. Phylogenetic distributions for human genes and 100 eukaryotic species are retrieved from the OrthoInspector database [42] and used to categorize genes according to their evolutionary profile.

The relationships between genes and publications are defined using the gene2pubmed file from the NCBI. Publication abstracts are downloaded from Pubmed and integrated in the MyGeneFriends database. The python natural language toolkit (NLTK) [43] library is used to extract keywords from textual data linked to genes and diseases. It tokenizes the text into phrases and words, stems words in order to retrieve a canonical form, and filters words on the basis of the NCBI list of stop words (words that occur frequently in texts but are not informative) and in-house filters for word size, numbers, and special characters. Then, we take advantage of the gensim [44] library to calculate the Inverse Document Frequency (IDF) of the keywords and the TF*IDF (Term Frequency * Inverse Document Frequency). The IDF is used as a specificity score, and the TF*IDF is used to weight the relationship between a keyword and a gene or disease.

The main disease-related data are obtained from OMIM and Orphanet. In order to take into account differences in disease definitions from different data sources and propose a unified view of the current disease knowledge, an integration process was developed with two simple rules (Multimedia Appendix 2). After integration, diseases are linked to phenotypes using human phenotype ontology (HPO) [45] data files (hp.obo and phenotype_annotations.tab) containing phenotypes and phenotype-disease relationships. Variations and variation-disease relationships are extracted from the curated set provided by ClinVar [46] in the variant call format (VCF) file (limited to records with an rs# identifier). Each line is parsed and a variant entry is integrated into MyGeneFriends as a couple of genomic position and allele, allowing precise definition of the relationships between diseases and mutations. Variant effect predictor (VEP) [47] is used to link variations retrieved from ClinVar to Ensembl transcripts and to estimate their effect. The effects are then automatically classified into more general categories using the sequence ontology [48] data.

**Data Flow Management**

The data flow management involves the integration of data from diverse sources (databases, FTP servers, and local files) into the MyGeneFriends database. After cleaning and parsing mined data, additional analyses are automatically processed, such as keyword extraction from biological text or generation of links between variants and transcripts (mentioned previously). Then, MyGeneFriends compares remote and local data to generate news events. One or more fields from each item is used as a unique identifier. If a remote item has an identifier (one or several selected fields from an item) that is absent from the local database, it is considered to be a “new” event. If a local item has an identifier that is not present in the remote source, it is considered to be a “delete” event. If the identifier is present in both remote and local sources, the items are compared field by field to generate “update” events. Once these events are...
generated, the local database is synchronized with the remote source.

Finally, the way the news item is presented to the user depends on the biological context of the considered element. When an agent is linked to a publication that is not available in the MyGeneFriends database, the publication is downloaded and made accessible directly from the news panel. When a sequence is updated, a sequence alignment is generated using ClustalW [49]. When a textual information changes, such as the description of a disease, the google-diff [50] python library is used to compare both versions of the text and highlight the differences.

Data Display as Word Clouds
Word cloud representations are used in the visualization panel of an agent to display the cellular localization of the protein encoded by a gene and the phenotypes associated with a disease. Specific terms are considered as more informative and emphasized in the word cloud. The specificity of a term (cellular component in GO and phenotype in HPO) describing an agent is estimated using the information content (IC) metric [51]. The IC is defined as the negative natural logarithm of the probability of a term t:

\[
IC(t) = -\log P(t),
\]

where \( P(t) \) is based on the frequency of the term in the considered ontology.

The specificity is then defined as the IC normalized in the range (0-1), where 0 corresponds to the minimal font size and 1 to the maximal font size during word cloud rendering.

Friendships
The MyGeneFriends network is based on friendships between agents. Human friendships are defined by users, whereas gene-gene, disease-disease, and gene-disease links are automatically built from external sources (search tool for recurring instances of neighboring genes, STRING [52]; and HPO) or inferred from the MyGeneFriends network (Error: Reference source not found). STRING global scores (higher than 0.7, corresponding to “high confidence” in STRING) are used as a metric of friendship between genes based on protein-protein interaction data. Causative genes mined by HPO from OMIM and Orphanet are exploited to link genes and diseases.

In addition to these external sources, MyGeneFriends establish links based on common properties. Diseases sharing phenotypes are related to each other with a score defined as the sum of specificity scores of phenotypes common to both diseases, divided by the sum of specificity scores of all phenotypes related to both diseases. Similarly, genes sharing GO [41] terms are connected according to two different metrics. The first metric (“GO simple”) is based on the number of shared GO terms between 2 genes, whereas the second corresponds to the functional semantic similarity (FSS) [51]. Genes and diseases related to the same variant(s) are also linked. Moreover, genes are evolutionarily linked when applicable, on the basis of the Jaccard distance calculated between in-house phylogenetic profiles produced by OrthoInspector [42].

Finally, nonhuman agents can become friends based on social connections emerging from the network itself: genes sharing human or disease friends are connected, as well as diseases with common human or gene friends.

Suggestions and Affinity Score
To suggest new gene or disease friends or new publications to a user, MyGeneFriends relies on the content of the user’s active Topic. For friendship suggestions, each nonhuman agent from MyGeneFriends (\( a_t \)) is scored relative to the user’s active Topic and the top 10 candidates are suggested as new friends. The score of an agent (gene or disease) given a Topic is the sum of scores (S) between this agent and all agents of the same type in the active Topic (\( a_t \)):

\[
\text{score}(a_t) = \sum_{r=0}^{N} S(a_t, a_r)
\]

To score genes, we use the global STRING score, whereas the score between two diseases \( d1 \) and \( d2 \) is calculated using the Information Content (IC) of the related phenotypes (P) as:

\[
\text{Score}(d1, d2) = (\Sigma \text{IC}(P \in d1 \cap d2))/ (\Sigma \text{IC}(P \in d1 \cup d2))
\]

In addition, we provide an affinity score (\( a_{aff} \)) reflecting the proximity between an agent and the content of the user Topic and thus, the relevance of befriending this agent. It is displayed on the gene and disease profile pages when the agent can be related to the content of the Topic. The affinity score is defined as:

\[
a_{aff} = \frac{a_c}{\max \text{ac} \times 100}
\]

To suggest pertinent publications, MyGeneFriends uses keywords associated with the active Topic. These keywords have been either added manually by the user or automatically inferred (see formula below). The keywords are weighted and used to query the Elasticsearch server to retrieve pertinent publications. For Elasticsearch, weights between 0 and 1 reduce the relevance of a term, and weights higher than 1 increase it. Therefore, the weight for each keyword given the content of the Topic (\( k_t \)) is defined as:

\[
\text{weight}(k_t) = 1 + \sum_{r=0}^{N} k_{a_t} + k_h,
\]

where \( k_a \) is the score describing the relationship between the keyword and an agent from the Topic, and \( k_h \) is a factor applied if the user has explicitly added this keyword to the Topic.

Results
Overview of the Platform
MyGeneFriends is a new social network leveraging conventions from Web 2.0 and interconnecting three kinds of autonomous and active agents: human genes, humans, and genetic diseases. All genetic disorders including malformations, groups of phenotypes, etc are included in the network, as well as all types of human genes (coding and noncoding) in agreement with the growing evidence concerning the importance of noncoding genes in biological processes and diseases [53-55].

All agent-related data is accessible via standardized profile pages. Daily data mining and integration processes have been
developed to maintain the “nonhuman” agents (more than 63,000 human genes and 14,000 genetic diseases) up to date and generate a news flow (more than 1 million news items were created in the last year) by exploiting public (Ensembl [37], NCBI, Uniprot [12], HPO [45], OMIM [10], Orphanet [56], OrthoInspector [42], etc) and in-house data resources. All data retrieved or processed by MyGeneFriends and related to genes and diseases are “public,” whereas data submitted by humans are “private” (visible only by the owner) by default, unless the human decides to make it “protected” (visible by owner and selected collaborators) or “public” (visible to anyone).

The MyGeneFriends network arises from several millions of connections (called “friendships”) between agents, resulting from automated dynamic data mining processes combined with human actions (Figure 1). Assessment of gene-gene, gene-disease, and disease-disease connections (nonhuman friendships) are based on automated mining of bibliographic, evolutionary, functional, phenotypic, or social data. Human friendships with genes, diseases, and other humans are defined by the user through gene targeting, definition of research interests (Topics), or user targeting (groups). Human friendships with genes or diseases can be private, protected, or public, although they are public by default to encourage networking. This data privacy management [57] is crucial to keep essential data private, while being open enough to “attract” new information and collaborators.

By exploiting human actions, MyGeneFriends can automatically (1) personalize information and visualization by highlighting and filtering pertinent data, (2) suggest new publications and friends (gene or disease), and (3) provide subnetworks for collaborations on defined research interests.

**Agent Profiles**

Each agent in MyGeneFriends has a profile (Figure 2) that provides a unified architecture and organization to ensure intuitive navigation through the network and access to relevant and personalized information about agents. These profiles contain 4 major sections: “header,” “basic information,” “friends,” and “news.”

**Figure 1.** Ontology of friendships between agents in MyGeneFriends. Agents are linked by numerous friendships (corresponding to green boxes) of different kinds (blue boxes). First, we separate decision-driven friendships (agent actions) from naturally occurring friendships (mined). Then, we split natural friendships into those due to direct contact between agents, and those influenced by an external factor. This external factor mimics the human tendency of befriending people with the same interests (represented here as phenotypes, annotations, variants, and phylogenetic distributions) or common friends (genes, humans, and diseases).
Figure 2. Representative profile page of a MyGeneFriends agent (here the gene BBS4). Four distinct sections are shown. The “header” section briefly introduces the agent, displays a list of synonyms, and allows friendship management. It shows the affinity score (here 96%) estimating how interesting this agent could be for the user. The “basic Information” section shows more detailed information about the agent: a description, different visualizations describing the agent, links to external sources, and a personal annotation from the user. The “friends” section allows navigation through the “friends of friends” network by displaying public friends of the agent, grouped according to their type. Finally, the “news” section displays all the news related to the agent.
The top agent-related keywords are displayed in the header to briefly introduce the agent, whereas the summary in the “basic information” section provides a more detailed description. Humans can expand the official description of a nonhuman agent by adding personal annotations or unpublished results that can then be accessed at any time and shared with collaborators (Figure 2). Exploration panels give access to the most important information using visualization techniques (see Figure 3) to highlight specific information for genes and diseases as described below. The “friends” section of the profile displays links to public friends (genes, diseases, or humans) of the agent, allowing further networking with potentially interesting agents. Finally, the news feed is an intuitive way to track changes in information related to an agent.

To personalize the profile view, the keywords inferred to be important for the viewer are highlighted in the agent description. For example, if the user is friends with cilia-related genes, the word cilium is highlighted in the description of the other agents (human, gene, or disease). Moreover, if a nonhuman agent is related to the user’s current collaborators, an affinity score is shown, inviting the user to befriend this agent. If the agent already collaborates with the user, the score reflects how close it is to other collaborators.

Figure 3. MyGeneFriends uses various visualization techniques to optimize the display of biological information: (1) word clouds highlight the most specific ontology terms, (2) barcodes offer a synaptic and interactive view of the density of variations related to regions of a gene or effect on a protein, (3) highlighting words in text identifies the most pertinent paragraphs for a given human user, (4) networks of friends help to understand the connections between agents and identify groups of highly connected agents, (5) colors highlight modifications in textual information related to agents, (6) timelines show the evolution of the popularity of gene collaborators in a Topic, (7) pairwise alignments identify the differences between two versions of protein sequences, and (8) heat maps on schemas of the human body, brain, and fetus allow easy analysis of the expression pattern of a given gene.

Gene Profile

Gene profiles use RefSeq summaries to describe agents and connect these agents to external resources via links to Ensembl, GeneCards, NCBI, and neXtprot websites.

Exploration panels display the most important aspects of the gene. The first panel presents gene transcripts with their properties: sequence, type (protein coding, miRNA, etc), reliability (known, putative, and novel), and corresponding protein sequence, if any. The second panel shows the subcellular localization(s) of the encoded proteins, defined by the GO cellular component ontology, as a word cloud (Figure 3). The third panel shows the gene expression for protein coding genes as a heat map in more than 40 tissues, through an interactive schematic view of the human body (male and female), brain, and foetus (Figure 3). Pan and zoom capabilities (jquery.panzoom.js) allow users to navigate through the schematic view and visualize even the smallest tissues. Additional information such as tissue description and probe set signal intensities are available. In addition to the visualization
of gene expression, the “Expression filter” tool allows users to find genes of interest based on their expression or absence of expression in a defined set of tissues. Publications associated with the gene are displayed with their abstract and can be liked, disliked, or marked as valuable. The number of all genes related to the publication, as well as the count of likes and dislikes, help to estimate the relevance of the publication for the considered gene. Moreover, genes related to a publication can be visualized as an interactive graph, allowing further networking and identification of additional genes of interest.

Genetic Disease Profile

Diseases are extracted from the OMIM (all entries except explicit genes) and Orphanet (all entries, including groups of phenotypes) databases. The preference of exhaustivity over specificity is motivated by the inherent difficulty in defining a disease. We use expert created links between Orphanet and OMIM entries (displayed on Orphanet entries) as the main data source to merge diseases. When a disease is not linked to any other, or when a clear one-to-one mapping can be made between an Orphanet and an OMIM entry, the entries from both databases are fused into a single one (see Multimedia Appendix 2). Once this process is complete, we use the remaining one-to-many connections (eg, one entry for “Bardet-Biedl syndrome” in Orphanet corresponds to multiple entries in OMIM for each Bardet Biedl syndrome subtype) to create groups of highly connected diseases, which we call “metadiseases.”

Two main features have been selected to characterize a disease on the disease profile panel: (1) variations explaining the causes of a disease, and (2) phenotypes describing its consequences. Phenotypes are represented by a word cloud highlighting rare HPO phenotypes associated with the disease. The description of variants is generated by the integration of more than 100,000 ClinVar [46] curated variations (single-nucleotide variants and small insertions and deletions) directly linked to diseases.

As the effects of the variants can differ per considered transcript, MyGeneFriends uses the Ensembl VEP [47] script to create more than a million links between variants and Ensembl transcripts stored in the MyGeneFriends database. To describe the complex relationships between variants, transcripts, and disease-causing genes, we have developed three synoptic and interactive views with variants grouped per affected gene. With this synthetic barcode representation (Figure 3), the human user has a rapid overview of the characteristics of the known variants associated with the disease and can easily identify variants exhibiting specific features, for instance, synonymous variants affecting a splicing region. The third view focuses on variants differentially affecting protein coding transcripts (Multimedia Appendix 3). Such variants can generate a mix of affected and unaffected proteins depending on the tissue or developmental stage and often result in puzzling phenotypes.

Metadiseases have special profile pages on MyGeneFriends, summarizing the main properties of nested diseases, displaying nested diseases as a network, and highlighting the most representative gene friends and phenotypes of the concerned diseases. To date, MyGeneFriends has information on 725 metadiseases, representing 3418 diseases.

Human Profile

The third agent in MyGeneFriends is the human user, who must register on the website (registration is free, and a demo account is available for testing purposes). The user’s profile page contains information provided by the owner: his affiliation, geographic localization, a list of authored publications, and a short description. Even if no description is provided, MyGeneFriends introduces the human to other users by automatically extracting best scored keywords associated with public gene and disease friends of the human and displaying them on his profile.

The private view of the profile page allows humans to create and manage groups of collaborators related to research projects, called Topics. All Topics owned by the user are shown in the “My Topics” section. The Topic selected as “active” is used for personalization and suggestion processes. A second section called “My collaborations” allows the user to monitor Topics from the other users with whom he collaborates.

Friendships and Networking

Friendships are an essential concept in MyGeneFriends, since on the one hand, they allow networking through friends and evaluation of the relatedness of 2 agents, and on the other hand, they are used to suggest interesting agents as new friends. Some friendships are automatically generated based on data mining, whereas others result from human activity. Friendships offer different and complementary points of view on the close environment of an agent in terms of protein interactions, function and localization, implication in research projects or diseases, and many others (Figure 1).

Exploitation of the friendship network in MyGeneFriends leverages mined and user-created connections to discover highly connected clusters. Interactive graph views with repulsion physics (using the vis.js library) allow intuitive visualization of friendships within a group of agents (genes from a publication, diseases from a metadisease, or agents associated with a Topic), leading to selection and observation of different types of friendships (common friends, common features, cooccurrence, and so on). Highly connected agents will naturally form subgroups corresponding to biologically relevant categories as exemplified by the Congenital Hepatic Fibrosis [58] gene network (Figure 4).
Figure 4. Dynamic network visualization of relationships between actors. Network of 52 genes related to Congenital Hepatic Fibrosis (CHF), a developmental disorder most frequently associated with ciliopathies. Red links represent shared public human friends, grey links represent shared diseases, violet links represent STRING relationships, and green links represent similar evolutionary profiles. Each link type can be removed or added to the network in real time. Moreover, in the dynamic network view provided by MyGeneFriends, highly connected genes are clustered automatically to form subgroups. In this example, 3 main subnetworks (highlighted by rectangles) emerge corresponding to genes associated with a distinct ciliopathy: Bardet-Biedl Syndrome (blue rectangle), Joubert and Meckel syndromes (orange rectangle), and Senior-Loken syndrome and nephronophthisis (green rectangle).

Topic: Interactive Collaborative Unit

On their profile pages, users can create groups of agents (called Topics). Each group centralizes information around a research project and links to agents collaborating with it (Multimedia Appendix 4), thus presenting a subjective view of biological information from a given research perspective.

This allows MyGeneFriends to display a personalized news feed, providing a technological watch of bibliographical and public database updates related to gene and disease friends that collaborate in the user’s Topics. News items include various subjects such as new or lost friendships between diseases and genes, updated symbols, synonyms, descriptions, new or lost GO or HPO annotations, protein sequence updates, or presence in a new publication.

Several tools are provided for the analysis of Topic related agents. The network visualization facilitates the evaluation of the heterogeneity of the Topic’s content (Multimedia Appendix 5), and the identification of highly linked subgroups of agents and relationships between these groups. The timeline visualization (Figure 3) places the Topic in a global research perspective, presenting the annual evolution of the number of publications associated with the genes in a Topic.

Finally, in addition to serving as a basis for friendships and publications suggestions (see Methods), information mined from Topics allows the enhancement of the reading experience of an agent’s descriptions and publication abstracts by automatically highlighting the keywords most representative of the user’s interests (Multimedia Appendix 6).
Discussion

Principal Findings

By leveraging conventions and practices used in popular social networks, MyGeneFriends aims to challenge the way we interact with data by providing a first step toward a system where biological entities such as genes and genetic diseases are no longer passive concepts, but are instead proactive agents of the research process, helping and collaborating with human counterparts.

In mainstream social networks, humans can create a representation of themselves in the form of a profile, then interact with the network by writing posts, adding commentaries or likes, making new friends, and sharing and spreading information. To transpose this concept to MyGeneFriends, we had to create a network that could reflect current research efforts in genetics and medicine. To populate the network, we focused on human genetic diseases because of their broad interest, and their more direct links to genes and genomic variations compared with infectious diseases or cancer. With humans and human genetic diseases selected, the choice of the third agent was obvious as many publications and bioinformatics resources structure their information in a gene-centric manner. To interconnect the network, we adopted two of the main characteristics of real-world friendships: commonality (common friends, qualities, and interactions), and group membership (family, coworkers, and hobbies).

Compared with existing Web services, MyGeneFriends can (1) leverage user behavior to provide personalized profiles and news feeds, given each user’s specific research interests; and (2) consider user behavior as valid biological information integrated in the biological data network to be mined and influencing the discovery of connections between genes and diseases.

Conclusions

The development of MyGeneFriends lies at the frontier between bioinformatics and the emerging science of human-data interaction, and in the future, we plan to extend the functionalities in both areas. First, genes from other model species (mouse, zebrafish, etc) will be added and connected by friendship links based on orthology. Additional friendships will be incorporated to provide a regulatory context such as friendships based on transcription factors or miRNA. Second, we believe that while humans remain special agents in this first version of MyGeneFriends, in the future the three agents will interact on the same level, with more independent and proactive genes and diseases. Research will be facilitated by better communication between different agents, with each agent able to produce and transmit new, relevant data and knowledge. A gene could, for example, find itself linked to a new disease or ask to be sequenced by his friend, the sequencer. With this increased autonomy of nonhuman agents and an independent flow of information, the role of the human in the network must clearly evolve. This evolution can be viewed either as a danger or as a source of new collaborations and opportunities.
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Multimedia Appendix 1

MyGeneFriends relies on multiple servers, scripts, and databases. Jenkins is used to periodically execute Python integration scripts, which maintain the MyGeneFriends database up to date. A backup copy of the database is created daily, and the publications table is synchronized daily with an Elasticsearch server. The MyGeneFriends website is built using the Play framework and calls an API server built with Flask to execute command line programs and download publications into the local database. Bug reports are sent to the YouTrack server.

[PPTX File, 103KB - jmir_v19i6e212_app1.pptx]
Multimedia Appendix 2

Diseases from different, contradictory data sources are merged using two rules. First, disease A is merged with disease B if and only if B has a single link to disease A, and no other diseases have a single link to A. Second, if a disease is linked to several other diseases, a disease group called Metadisease is created.

[Multimedia File, 274KB - jmir_v19i6e212_app2.pptx]

Multimedia Appendix 3

The “differential effect on proteins” view for variants on the “Bardet-biedl syndrome 6” disease profile (a) shows that while variants (here rs74315398, rs28937875, rs58777827, rs74315399, rs74315397, rs74315396) linked to this disease affect the coding DNA sequence (CDS) of 2 transcripts of the gene MKKS, one protein coding transcript (green rectangle on Ensembl Genome Browser [b], and 1 of 3 labels in the view [a]) is not affected in the CDS.

[Multimedia File, 71KB - jmir_v19i6e212_app3.pptx]

Multimedia Appendix 4

A Topic groups genes, diseases, and humans collaborating on a shared research interest. When a human becomes friends with a new gene or disease, it is added to the active Topic. Human collaborators see all protected friends and annotations related to the Topic.

[Multimedia File, 113KB - jmir_v19i6e212_app4.pptx]

Multimedia Appendix 5

Network visualization of agents related to a Topic (here a set of Bardet-Biedl syndrome related genes on the left and a set of muscular fiber related genes on the right) help to understand how many potentially different research interests a Topic contains. The network displays highly connected agents automatically grouped together. Purple links represent STRING based relationships, green links are based on evolutionary profile similarity, red links indicate shared public human friends, and grey links shared disease friends.

[Multimedia File, 61KB - jmir_v19i6e212_app5.pptx]

Multimedia Appendix 6

Keywords most related to agents from active Topics are highlighted in (1) publication abstracts, and (2) descriptions on agent profiles. This helps to quickly identify paragraphs that may interest the reader.

[Multimedia File, 146KB - jmir_v19i6e212_app6.pptx]
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**Abbreviations**

- **CDS**: coding DNA sequence
- **EFO**: experimental factor ontology
- **FSS**: functional semantic similarity
- **FTP**: file transfer protocol
- **GEO**: gene expression omnibus
- **GO**: gene ontology
- **HPO**: human phenotype ontology
- **IC**: information content
- **IDF**: inverse document frequency
- **MeSH**: Medical Subject Headings
- **NCBI**: National Center for Biotechnology Information
- **NLTK**: natural language toolkit
- **OMIM**: Online Mendelian Inheritance in Man
- **ORM**: object-relational mapping
- **PDF**: portable document format
- **REST**: representational state transfer
- **STRING**: search tool for recurring instances of neighboring genes
- **TF**: term frequency
- **UCSC**: University of California, Santa Cruz
- **UTR**: untranslated region
- **VCF**: variant call format
- **VEP**: variant effect predictor
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Abstract

Background: Electronic word-of-mouth on social network sites has been used successfully in marketing. In social marketing, electronic word-of-mouth about products as health behaviors has the potential to be more effective and reach more young adults than health education through traditional mass media. However, little is known about what motivates people to actively initiate electronic word-of-mouth about health behaviors on their personal pages or profiles on social network sites, thus potentially reaching all their contacts on those sites.

Objective: This study filled the gap by applying a marketing theoretical model to explore the factors associated with electronic word-of-mouth on social network sites about leisure-time physical activity.

Methods: A Web survey link was sent to undergraduate students at one of the Midwestern universities and 439 of them completed the survey.

Results: The average age of the 439 participants was 19 years (SD=1 year, range: 18-24). Results suggested that emotional engagement with leisure-time physical activity (ie, affective involvement in leisure-time physical activity) predicted providing relevant opinions or information on social network sites. Social network site users who perceived stronger ties with all their contacts were more likely to provide and seek leisure-time physical activity opinions and information. People who provided leisure-time physical activity opinions and information were more likely to seek opinions and information, and people who forwarded information about leisure-time physical activity were more likely to chat about it.

Conclusions: This study shed light on the application of the electronic word-of-mouth theoretical framework in promoting health behaviors. The findings can also guide the development of future social marketing interventions using social network sites to promote leisure-time physical activity.


KEYWORDS
physical activity; social marketing; social media
Introduction

Background
As of 2015, 90% of Internet users in the United States between the ages of 18 and 29 years use social network sites (SNSs) [1]. SNSs allow individuals to share their social connections and provide a platform for peer communication in their daily lives [2], offering great potential to influence a large number of young adults’ health choices. For example, young adults liked receiving personalized health information about the HPV vaccine from peers on SNSs [3]. Further, social support from peers on SNSs can indirectly increase college students’ intentions to participate in leisure-time physical activity (LTPA) [4]. Here, LTPA refers to a specific domain of physical activity in which people engage voluntarily during their free time because of physical activity has the potential to provide feelings of enjoyment, control, or mastery [5,6].

Engaging users to generate and share content is crucial to the outreach and success of health promotion activities that use SNSs [7]. Peer communication on SNSs can increase the reach of health information exponentially if forwarded consecutively by many people [8]. However, little is known about what motivates people to actively initiate peer communication about health topics on their own pages/profiles, where health information can be seen by all their contacts, rather than only by members of certain SNS health groups. This exploratory study applies a marketing theoretical model to fill this gap in understanding.

In marketing, online peer communication with “positive or negative statements made by potential, actual, or former customers about a product or company, which is made available to a multitude of people and institutions via the Internet” is referred to as electronic word-of-mouth (eWOM) [9]. eWOM on SNSs has been perceived by customers as a more reliable source of product information than the corporate-sponsored messages in traditional marketing, such as advertising, sales promotions, and public relations [10,11]. There are two components of eWOM: opinion providing and opinion seeking [12]. Opinion providing is the process by which some individuals influence the attitudes or behaviors of others [12]. Similarly, opinion seeking is the process by which people seek advice about a product [12,13]. In social marketing, the product can be the health behavior of the individual [14].

In this study, we focus on one specific outcome or product of a health behavior: LTPA. To systematically study the factors that affect the different components and formats of eWOM about LTPA, we applied a marketing theoretical framework, the Path Model of the Antecedents and Consequences of Online Word-of-Mouth (hereafter the eWOM Path Model) [12]. The eWOM Path Model is demonstrated in Figure 1 [12].

![Figure 1. EWOM (electronic word-of-mouth) path model.](http://www.jmir.org/2017/6/e226/)
subjective feeling state, commonly accompanying emotions and moods. Correspondingly, cognitive involvement in LTPA can be defined as relevance to LTPA with respect to the cognitive attribution of LTPA. This research investigates if affective involvement, cognitive involvement, or both predict eWOM about LTPA.

Applying the eWOM Path Model [12] in the context of SNSs, general Internet social connection is replaced with two indicators of social connections on SNSs. The first indicator is perceived strength of ties to all contacts. With eWOM, participants engage in public communication with a network of people [19] and this makes one-to-one social ties less relevant in eWOM than in traditional WOM [20]. Thus, we regard all contacts on SNSs as a holistic network and investigate if perceived strength of ties to all contacts on SNSs is a predictor of eWOM about LTPA on SNSs.

To further scrutinize the network, this study examines another indicator of social connections, which is the ratio of strong ties on SNSs. For traditional WOM, strong ties often refer to close contacts like family and close friends, whereas weak ties include relationships with acquaintances [21,22]. Similarly, for eWOM, strong ties often refer to family members, relatives, and close friends, whereas weak ties include acquaintances, classmates, and neighbors [23]. For traditional WOM, referrals are more likely to happen between strong ties, which are also considered as more influential for the product [24]. However, for eWOM on SNSs, information can reach audiences with both strong and weak ties simultaneously. Thus, we hypothesize that people with larger numbers of strong ties are more likely to talk about LTPA on SNSs.

Applying the eWOM Path Model to study eWOM about online music, Sun and colleagues [12] found that people who actively use the Internet for music consumption were more likely to provide and seek opinions about online music. In the context of LTPA, the consumption of the product is in the form of participating in LTPA, which cannot be done online. Moreover, according to the literature [15], self-enhancement, which refers to the tendency to seek experiences that improve or bolster the self-concept by drawing attention to one’s skills and talents [25], was one main antecedent of eWOM about a commercial product. Thus, we will investigate this relationship in the context of LTPA and hypothesize that people who participate in more LTPA are more likely to talk about it on SNSs as a means of self-enhancement.

Opinion Providing and Opinion Seeking
These are two distinguished components of eWOM: opinion providing and opinion seeking [12]. Adapted from a marketing context, here opinion providing is the process by which some individuals influence others’ LTPA participation. Similarly, opinion seeking is the process by which people seek advice when participating in LTPA [12,13]. This study explores various antecedents for these two components of eWOM respectively, in order to guide future interventions that encourage young adults to provide or seek opinions of LTPA.

Formats of eWOM
There are two formats in eWOM: chatting and forwarding [12]. Chatting is referred to as creating posts using one’s own words [3,12]. eWOM on SNSs can be forwarded directly by reposting exact quotes from other contacts and posting existing URLs. In the eWOM Path Model [12], forwarding was the predictor of chatting.

Sun and colleagues [12] found that both opinion providing and seeking were predictors of chatting and forwarding about online music respectively. In a qualitative study on eWOM about HPV vaccine on Facebook, female college students revealed their preference for forwarding rather than chatting in general, because of their lack of HPV vaccine knowledge [3]. Applying the eWOM Path Model in the context of eWOM on SNSs about LTPA, this study investigates whether people who provide opinions are more likely to chat or forward information about LTPA on SNSs and whether people who seek opinions about LTPA on SNSs are more likely to chat or forward information about LTPA on SNSs.

Furthermore, Sun and colleagues [12] found that providing online opinions predicted online opinion-seeking. They speculated that people who are more likely to provide opinions are more likely to seek opinions in order to update their information and knowledge. In the context of eWOM on SNSs, one study found that providing opinions about dining is a predictor of seeking dining-related information on SNSs [26]. This study investigates if the same association exists in the context of LTPA.

In summary, this study applies the eWOM Path Model to LTPA to examine the factors associated with two components of eWOM, opinion providing and opinion seeking, by using two formats of eWOM: forwarding and chatting. The conceptual framework for this study is demonstrated in Figure 2.
Methods

Data Collection

A mass recruitment email was sent to all undergraduate students enrolled at one of the Midwestern universities in the fall of 2011. In order to prevent self-selection due to participation in LTPA, the topic of LTPA was not mentioned in the recruitment email. A link to the Web survey was provided in the email. Participants were compensated with entry into a lottery in which US $10 gift cards were given to 50 participants. Participation was anonymous and this study was approved by the university’s Institutional Review Board. In total, 439 participants out of all the undergraduate students between the age of 18 and 24 completed the survey within one month.

Measurements

Antecedents of eWOM

Affective Involvement

Participants were asked to rate four items adapted from Zaichkowsy’s [27] Personal Involvement Inventory: “To me, participating in leisure-time physical activities is (1) ‘boring-interesting,’ (2) ‘exciting-unexciting,’ (3) ‘appealing-unappealing,’ or (4) ‘fascinating-mundane’” on a 5-point (from 1 to 5) semantic differential scale. Items (2), (3), and (4) were reversely coded before composite scores were summed, where higher scores indicated higher affective involvement. The Cronbach alpha value was .90.

Cognitive Involvement

Participants were asked to rate six items adapted from Zaichkowsy’s [27] Personal Involvement Inventory “To me, participating in leisure-time physical activities is (1) ‘unimportant-important,’ (2) ‘irrelevant-relevant,’ (3) ‘means nothing-means a lot to me,’ (4) ‘worthless-valuable,’ (5) ‘involving-uninvolved,’ or (6) ‘not needed-needed’” on a 5-point (from 1 to 5) semantic differential scale. Item (5) was reversely coded before composite scores were aggregated, where higher scores indicated higher cognitive involvement. The Cronbach alpha value was .88.

Perceived Strength of Ties

Perceived strength of ties was assessed using three questions [28]. Participants were asked to rate how frequently they individually communicated with all their contacts on their most-used SNS on a scale of 1 to 7 (never-very frequently). Participants were then asked to rate the importance of all of their contacts on this SNS, ranging from 1 to 7 (not at all important-very important). Afterwards, participants rated how close they individually felt to all their contacts on this SNS, ranging from 1 to 7 (not at all close-very close). The Cronbach alpha value for perceived strength of ties was .70; composite scores were summed and higher scores indicated higher perceived strength of ties.

Perceived Ratio of Strong Ties

Perceived ratio of strong ties was assessed using two questions [23]. The first question asked “Approximately how many total contacts do you have on this SNS?” For Facebook/MySpace and other SNSs besides Twitter, “contacts” refers to “friends.” For Twitter, “contacts” refers to “followers.” A follow-up question asked, “How many contacts in each category (parents/guardians, siblings, other family members, and close friends) do you have on this SNS?” The ratio of strong ties was calculated by dividing the sum of parents/guardians, siblings,
other family members, and close friends by the number of all contacts on this SNS. Higher scores indicated a higher perceived ratio of strong ties.

**LTPA Participation**
A physical activity checklist consisting of 27 types of LTPA was adapted from the Physical Activity Questionnaire for Adults to measure LTPA participation in the past 7 days [29]. For each type of LTPA, participants were asked to indicate (1) whether they participated in it and (2) how many times they had participated in it over the previous seven days. Participation counts for each type of LTPA over the previous seven days were categorized into five groups: (1) 0=none; (2) 1=1-2 times; (3) 2=3-4 times; (4) 3=5-6 times; (5) 4=7 times or more. LTPA participation was measured using the mean score calculated by dividing total participation counts for all types of LTPA by the number of types of LTPA. Higher LTPA participation scores indicated increased participation.

**Components of eWOM**

**Opinion Providing About LTPA**
The 5-point Likert scale ranging from “strongly disagree” to “strongly agree” used by Flynn et al [13] for opinion leaders was adapted in this study. The following is an example of one of the three items: “My contacts on this SNS pick a leisure-time physical activity based on what I have told them on the SNS.” The Cronbach alpha value was .89. The composite scores were summed.

**Opinion Seeking About LTPA**
The 5-point Likert scale ranging from “strongly disagree” to “strongly agree” for opinion seeking developed by Flynn et al [13] was adapted in this study. A representative example, one of the three items, is “When considering participating in a leisure-time physical activity, I ask my contacts for advice on this SNS.” Composite scores were summed. The Cronbach alpha value was .84.

**Formats of eWOM**

**Forwarding About LTPA on This SNS**
The measurement contained six items with a 5-point Likert scale, ranging from “strongly disagree” to “strongly agree” [12]. One item was, “I tend to use the ‘Share this site’ function to share websites on this SNS when I find information about leisure-time physical activity.” Composite scores were summed for each item. Higher scores indicated that participants forwarded more information about LTPA on their preferred SNS. The Cronbach alpha value for forwarding was .92.

**Chatting About LTPA on This SNS**
The chatting measure contained five items with a 5-point Likert scale, ranging from “strongly disagree” to “strongly agree” [12]. One item was, “On this social network site, I like to share information with my contacts about my favorite leisure-time physical activity.” Composite scores were summed. Higher scores indicated that participants shared more about LTPA with their SNS contacts. The Cronbach alpha value was .91.

**Covariates**

**Demographics**
Participants provided their age (between 18 and 24), gender (male or female), and race/ethnicity (non-Hispanic white or other).

**Data Analysis**
Descriptive analyses were conducted using SPSS version 22 (IBM Corp). Spearman rank correlations were tested among the antecedents, components, and consequences of eWOM. Path models with 439 cases were conducted using AMOS version 22 (IBM Corp), a structural equation modeling program. AMOS has been widely used in other health communication studies [30]. Diagnostic analyses were performed to test the assumptions of the path model analysis. Outliers (n=22) were deleted and the square root transformation was used for the ratio of strong ties.

Comparative fit index (CFI) and the root mean square error of approximation (RMSEA) were used to estimate the model fit. According to Kline [31], a CFI value over .90 and RMSEA value between .05 and .08 indicate an acceptable model fit [31]. Multi-group analyses were conducted to test the difference between groups based on sex and ethnicity, respectively. No significant differences were observed. Age was not significantly associated with any of the eWOM components and consequences in the path model. Thus, the final path model did not include these covariates. The path coefficients were standardized regression coefficients with \( P<.05 \), indicating significant associations.

**Results**

**Demographics**
The average age of the 439 participants was 19 years (SD=1 year, range: 18-24). Just over 79.0% (343/434) of the participants were female and the majority of the participants were non-Hispanic whites (81.0%, 354/437). More than 77.9% (341/438) of the participants indicated that they visited their SNS several times a day.

**Bivariate Analysis Results**
Spearman correlation matrix is shown in Table 1 and includes only 394 cases as 45 cases, with missing values for at least one of these variables, were deleted list-wise. These correlations provide pair-wise associations between the variables and give an indication of potential relationships in the path model.
Table 1. Spearman correlation, mean, and standard deviation for variables of interest.

<table>
<thead>
<tr>
<th>N=394</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Affective involvement</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15.26</td>
<td>3.89</td>
</tr>
<tr>
<td>2. Cognitive involvement</td>
<td>.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25.31</td>
<td>4.41</td>
</tr>
<tr>
<td>3. Perceived strength of ties</td>
<td>.06</td>
<td>-.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.73</td>
<td>3.54</td>
</tr>
<tr>
<td>4. Ratio of strong ties</td>
<td>.06</td>
<td>.05</td>
<td>.18&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18.02</td>
<td>25.46</td>
</tr>
<tr>
<td>5. LTPA participation</td>
<td>.31&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.32&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-.06</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.86</td>
<td>1.44</td>
</tr>
<tr>
<td>6. Opinion providing</td>
<td>.23&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.18&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.27&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-.00</td>
<td>.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.56</td>
<td>3.26</td>
</tr>
<tr>
<td>7. Opinion seeking</td>
<td>.12&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.04</td>
<td>.29&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-.00</td>
<td>-.01</td>
<td>.53&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>5.78</td>
<td>3.01</td>
</tr>
<tr>
<td>8. Forwarding</td>
<td>.13&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.08</td>
<td>.27&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-.01</td>
<td>.09</td>
<td>.54&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.62&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>10.54</td>
<td>5.45</td>
</tr>
<tr>
<td>9. Chatting</td>
<td>.25&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.19&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.34&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.06</td>
<td>.10&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.68&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.71&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.70&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.00</td>
<td>10.69</td>
<td>5.15</td>
</tr>
</tbody>
</table>

<sup>a</sup>Correlation is significant at the 0.01 level (2-tailed).
<sup>b</sup>Correlation is significant at the 0.05 level (2-tailed).

Path Analysis Results

Statistically significant relationships were observed between perceived strength of ties and both opinion providing and opinion seeking, whereas cognitive involvement was associated with opinion providing only (see Table 2). Forwarding and chatting behaviors were also associated with opinion providing and seeking behaviors (see Table 2). The path model produced a good fit (RMSEA=0.054; CFI=0.990; $\chi^2_{10}=22.1, P=0.01$). Path coefficients are displayed in Table 2, while Figure 3 illustrates only significant paths.

Table 2. Parameter estimates for causal paths.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Causal Paths&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Path coefficient estimates&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Standard error&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a</td>
<td>Affective involvement →Opinion providing</td>
<td>.175</td>
<td>.058</td>
<td>.003</td>
</tr>
<tr>
<td>H1b</td>
<td>Affective involvement →Opinion seeking</td>
<td>.058</td>
<td>.049</td>
<td>.24</td>
</tr>
<tr>
<td>H2a</td>
<td>Cognitive involvement →Opinion providing</td>
<td>.018</td>
<td>.052</td>
<td>.73</td>
</tr>
<tr>
<td>H2b</td>
<td>Cognitive involvement →Opinion seeking</td>
<td>-.080</td>
<td>.044</td>
<td>.07</td>
</tr>
<tr>
<td>H3a</td>
<td>Perceived strength of ties →Opinion providing</td>
<td>.281</td>
<td>.043</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H3b</td>
<td>Perceived strength of ties →Opinion seeking</td>
<td>.110</td>
<td>.038</td>
<td>.004</td>
</tr>
<tr>
<td>H4a</td>
<td>Ratio of strong ties →Opinion providing</td>
<td>-.054</td>
<td>.068</td>
<td>.43</td>
</tr>
<tr>
<td>H4b</td>
<td>Ratio of strong ties →Opinion seeking</td>
<td>-.040</td>
<td>.057</td>
<td>.49</td>
</tr>
<tr>
<td>H5a</td>
<td>LTPA participation →Opinion providing</td>
<td>-.051</td>
<td>.106</td>
<td>.63</td>
</tr>
<tr>
<td>H5b</td>
<td>LTPA participation →Opinion seeking</td>
<td>-.099</td>
<td>.089</td>
<td>.26</td>
</tr>
<tr>
<td>H6a</td>
<td>Opinion providing →Forwarding</td>
<td>.642</td>
<td>.083</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H6b</td>
<td>Opinion providing →Chatting</td>
<td>.591</td>
<td>.059</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H7a</td>
<td>Opinion seeking →Forwarding</td>
<td>.702</td>
<td>.087</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H7b</td>
<td>Opinion seeking →Chatting</td>
<td>.501</td>
<td>.063</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H8</td>
<td>Opinion providing →Opinion seeking</td>
<td>.497</td>
<td>.043</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H9</td>
<td>Forwarding →Chatting</td>
<td>.317</td>
<td>.034</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Goodness-of-fit statistics: CFI=0.990; RMSEA=0.054.
<sup>b</sup>Results controlled for age, gender, race/ethnicity, length of SNS membership, and frequency of using SNSs.
Only affective involvement was significantly associated with online opinion providing ($P<.003$). Perceived tie strength was significantly associated with both online opinion providing ($P<.001$) and opinion seeking ($P=.004$), as expected. As outlined in the path model, both online opinion providing and online opinion seeking were significantly associated with forwarding ($P<.001$ for both) and chatting ($P<.001$ for both). Online opinion providing is significantly associated with online opinion seeking ($P<.001$). Additionally, forwarding was significantly associated with chatting ($P<.001$).

**Discussion**

**Principal Findings**

This study bridges a gap in the literature by exploring the antecedents and consequences of eWOM about LTPA on SNSs among traditionally-aged (18-24 years) college students. The study observed that students with high affective involvement and stronger perceived strength of ties on SNSs were more likely to provide opinions about LTPA. However, cognitive involvement and the ratio of strong ties were not significantly related to higher opinion providing. The study supported the ideas that forwarding and chatting were two consequences for both opinion providing and opinion seeking.

**Antecedents of eWOM**

This was one of the first studies that differentiated between affective and cognitive involvement in the role of predicting opinion providing and opinion seeking. In studies on traditional WOM, different kinds of involvements, such as product-involvement, self-involvement, other-involvement (eg, to “share” the pleasure), and message-involvement have been documented [32]. Previous research on eWOM has, so far, not distinguished between the various kinds of involvement [12].

This study revealed the roles that these two types of involvement play in predicting eWOM. Only affective involvement, and not cognitive involvement, in LTPA was a predictor of opinion providing on SNSs. This suggests that, if students found a certain LTPA interesting, exciting, appealing, and/or fascinating, they were more likely to share the experience on SNSs. The importance of affective involvement is supported by one study, which found that students’ top motives for sending pass-along emails were “because it’s fun, and because they enjoyed it, because it’s entertaining” [33]. Similarly, in e-commerce, the effect of affective involvement on purchase intention was nearly double that of cognitive involvement [34]. It is worth noting that the described affect is a positive one here, in that participants described positive emotions that arose from engaging in LTPA, which in turn led to providing their opinion. This is a well-known path to generating eWOM, as past research shows that the main motivation to share information online is because people are positively involved with a brand [35].

Neither affective nor cognitive involvement predicted opinion seeking. This could be explained by the difference between LTPA and other traditional commercial products. As is not the case with these products, individual LTPA participation could be considered more personal, fueling needs for specific opinions and information, which may be communicated offline or through private online messages. Alternatively, due to its experiential nature, LTPA could lead to different experiences for different people because of the various physical capabilities, accessibility to the LTPA, and so on, whereas purchasing a product generates a more uniform response. Past research has shown that experiential eWOM comments are seen as less helpful than utilitarian ones, thus possibly driving online users not to seek them in the first place [36].

Adapting to the SNSs context, this study investigated two indicators of strength of ties, perceived strength of ties, and ratio of strong ties and found different effects for each on eWOM. SNS users who perceived strong ties with all their contacts on this SNS were more likely to provide or seek opinions about LTPA. In a previous study, only opinion seeking was influenced by strong ties [12]. Context may play a role in these superficially different results as physical activity could be considered a more personal experience than music. Thus, users might feel more comfortable providing opinions about LTPA when they feel closer to all their contacts on SNSs because of the personal nature of LTPA experiences.

Consistent with previous work [37], perceived ratio of strong ties in users’ social networks on the SNSs was not a predictor for any of the eWOM components in this study. This could be explained by the idea that users use more privacy-related functions (eg, sharing photos) to communicate with close friends on Facebook [38]. Our findings imply that users talk about LTPA on SNSs regardless of the number of close friends.
Surprisingly, LTPA participation was not related to either component of eWOM—opinion providing or opinion seeking. These results are inconsistent with a major motivation to use SNSs: self-presentation [39]. SNSs allow users to construct their identities through pictures, profile information, and wall content [40]. When examining eWOM about physical activity on Twitter, one study found that 38% of the tweets about LTPA were about users’ previous and current LTPA participation [41]. One explanation could be that there are different channels for opinion providing and opinion seeking for someone who participates in LTPA. The Google/Keller Fay group [42] found that the predominant method of word-of-mouth is still offline. Therefore, it is possible that those who participate in LTPA would communicate with their friends through other channels such as face-to-face, phone calls, or text messaging, rather than through eWOM on SNSs. Further, this result shows that positive emotional involvement with LTPA is more important for sharing opinions than actual participation in LTPA.

Consequences of eWOM
This study found that both chatting and forwarding were consequences of increased opinion providing and opinion seeking about LTPA on SNSs. SNS users who were more likely to provide opinions about LTPA on SNSs were also more likely to seek opinions and information. Additionally, users who were more likely to forward information about LTPA were more likely to chat about it too. Students with either increased opinion providing or opinion seeking were more likely to either forward information about LTPA or chat about it. These results are consistent with the findings of Sun and colleagues on music-related eWOM [12].

This study provides the first empirical evidence for adapting the eWOM Path Model [12] to a health context. These findings can guide future interventions using eWOM on SNSs to promote physical activity and other health behaviors. SNS users who have positive emotional connections to LTPA and who feel closely connected to all their contacts can be recruited to be peer leaders to disseminate information about LTPA. Further, public health practitioners should emphasize the “fun” part of LTPA classes or programs to harness the potential for eWOM on SNS and increase participation. Examples might include, “Even if you have never danced before, you will have fun and feel successful in a Zumba class!” [43].

In terms of future research, this study provides the foundation for examining the antecedents and formats of health-related eWOM, which has the highest potential for being shared or discussed. One of the values of eWOM is its organic spread among networks of users or, in other words, its viral aspect. Certain messages (eg, positive emotional ones) may have a higher viral potential than others and future research can examine this further, which will benefit health marketers by harnessing users’ natural tendencies to share information and enabling them to motivate one another into healthier behaviors.

The study population was limited by self-selection; however, efforts were made to decrease the selection bias through careful wording in the recruitment email. Specifically, in an effort to reach those who do not participate or are not interested in LTPA, the LTPA focus of the study was not mentioned in the recruitment email survey introduction. However, the study sample may not be representative of the population of undergraduate students at one of the midwestern universities. Furthermore, we only included participants at traditional college, aged between 18 and 24. Study respondents tended to be younger, freshmen, living on campus, and female, as compared with the population of Midwestern University students. Thus, caution is required when applying the results to a larger population.

Another limitation of this study is associated with self-reporting. Although the online questionnaires were filled anonymously, the possibility of social desirability to over-report the values of certain variables, such as the LTPA and opinion providing about LTPA on SNSs, cannot be ruled out.

Conclusions
This study contributes to the existing literature by examining the antecedents and formats of eWOM about LTPA on SNSs, applying a theoretical framework typically used in marketing. Results indicate that young adults who feel that LTPA is interesting and fun and are closer to all of their contacts on SNSs, are more likely to provide opinions and information about LTPA on SNSs. Those who provide opinions and information are also more likely to seek opinions and information from others. Those who forward information about LTPA are more likely to talk about LTPA using their own words. Future interventions using SNSs to spread eWOM about LTPA should increase young adults’ affective involvement in order to encourage their organic comments to other users. Young adults who are more affectively involved in LTPA and feel closer to all their contacts on SNSs could be recruited to be peer leaders to provide opinions and information. Future interventions can also encourage young adults who forward information about LTPA on SNSs to chat about it too, as that is a more engaged behavior, which may motivate them or others into participation in physical activity.
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Abstract

Background: Diabetic retinopathy (DR) is a leading cause of vision loss in working age individuals worldwide. While screening is effective and cost effective, it remains underutilized, and novel methods are needed to increase detection of DR. This clinical validation study compared diagnostic gradings of retinal fundus photographs provided by volunteers on the Amazon Mechanical Turk (AMT) crowdsourcing marketplace with expert-provided gold-standard grading and explored whether determination of the consensus of crowdsourced classifications could be improved beyond a simple majority vote (MV) using regression methods.

Objective: The aim of our study was to determine whether regression methods could be used to improve the consensus grading of data collected by crowdsourcing.

Methods: A total of 1200 retinal images of individuals with diabetes mellitus from the Messidor public dataset were posted to AMT. Eligible crowdsourcing workers had at least 500 previously approved tasks with an approval rating of 99% across their prior submitted work. A total of 10 workers were recruited to classify each image as normal or abnormal. If half or more workers judged the image to be abnormal, the MV consensus grade was recorded as abnormal. Rasch analysis was then used to calculate worker ability scores in a random 50% training set, which were then used as weights in a regression model in the remaining 50% test set to determine if a more accurate consensus could be devised. Outcomes of interest were the percent correctly classified images, sensitivity, specificity, and area under the receiver operating characteristic (AUROC) for the consensus grade as compared with the expert grading provided with the dataset.

Results: Using MV grading, the consensus was correct in 75.5% of images (906/1200), with 75.5% sensitivity, 75.5% specificity, and an AUROC of 0.75 (95% CI 0.73-0.78). A logistic regression model using Rasch-weighted individual scores generated an AUROC of 0.91 (95% CI 0.88-0.93) compared with 0.89 (95% CI 0.86-92) for a model using unweighted scores (chi-square P value<.001). Setting a diagnostic cut-point to optimize sensitivity at 90%, 77.5% (465/600) were graded correctly, with 90.3% sensitivity, 68.5% specificity, and an AUROC of 0.79 (95% CI 0.76-0.83).

Conclusions: Crowdsourced interpretations of retinal images provide rapid and accurate results as compared with a gold-standard grading. Creating a logistic regression model using Rasch analysis to weight crowdsourced classifications by worker ability improves accuracy of aggregated grades as compared with simple majority vote.
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Introduction

Overview

Diabetes mellitus (DM) is a highly prevalent disease affecting over 415 million individuals worldwide, 80% of whom reside in low- and middle-income countries [1]. By 2040, the prevalence of DM is expected to reach 642 million, with the largest increases seen in countries with developing economies [1]. In the United States, 21.0 million people had known diabetes in 2012 and another 8.1 million had undiagnosed diabetes [2]. Diabetic retinopathy (DR) is an important complication of DM, currently affecting approximately 93 million people worldwide, with 28 million of these suffering from vision-threatening DR [3]. It is estimated that the number of Americans with DR will reach 16 million by 2050, with 3.4 million of these individuals afflicted with vision-threatening DR [4].

While DR is the leading cause of vision loss in working age individuals [4], screening for DR is an effective and cost-effective means of identifying the disease early, referring affected individuals for appropriate therapies, and preventing vision loss [5-8]. Despite the increasing prevalence of DR, the annual increase in the number of practicing ophthalmologists is only 2% [9], largely in high-income countries [10]. As a way of overcoming human resource shortfalls and in order to increase adherence with DR screening recommendations more broadly, telehealth programs using nonmydriatic fundus photography and remote interpretation are increasing [11-13].

In addition to improving screening uptake, telehealth may provide ways to reduce provider, payer, and societal costs [14-16]. Among the costs of a telehealth program for DR screening are the fundus camera, the telehealth software package, and the human resources needed for image acquisition and interpretation. Fundus photo interpretation costs in DR screening may be high given labor-intensive interpretation protocols and the need to interpret multiple images per patient. Computerized, semiautomated image analysis techniques have been developed which may be able to reduce physician workload and screening costs [17-19]; however, these methods are not approved by the US Food and Drug Administration nor in wide use clinically at this time. As telehealth expansion continues, novel low-cost methods will be needed to interpret the large volume of fundus images expected with rising incidence of diabetes, especially in resource-poor settings and in large public health screenings.

The use of crowdsourcing in biomedical research is in its infancy, although some groups have used this method in public health research [20] and to interpret biomedical images [21,22]. Crowdsourcing has been used to categorize a number of fundus photos with a variety of diagnoses as normal or abnormal [23]. In a trial conducted in the United Kingdom using untrained graders, the sensitivity was ≥96% for normal versus severely abnormal and from 61% to 79% for normal versus mildly abnormal [23]. In a proof-of-concept study, we have demonstrated that untrained crowdsourced workers can rapidly and accurately identify images with DR [24]. We have also demonstrated that crowdsourcing workers can improve their ability to identify characteristic glaucomatous changes in optic nerve photographs [25]. In this study we seek to perform an external validation of our method of crowdsourcing DR identification using a public dataset of 1200 retinal photographs and explore methods of improving the determination of a consensus score from multiple individual crowdsourced grades including creating a logistic regression model that includes other data points collected at the time of the grading and a second model that weights the responses of graders based on ability in a training dataset using the Rasch model.

Crowdsourcing Background

Crowdsourcing is “an online, distributed problem-solving and production model that leverages the collective intelligence of online communities to serve specific organizational goals” [26]. Distributed human intelligence tasking [26], a subset of crowdsourcing, can involve subdividing larger tasks into small portions and then recruiting a group of individuals to each complete these small portions, and only collectively, the entire task. Amazon Mechanical Turk (AMT) is an online distributed human intelligence market that allows access to thousands of people who can quickly accomplish small, discrete tasks for small amounts of money. Typical AMT tasks include tagging photos, translating words, or writing very short articles for websites. AMT has its own vocabulary used by workers (Turkers) and task administrators (Requestors). A human intelligence task (HIT) is a small job which may be performed in a matter of seconds or minutes and, once the work is approved by the Requestor, may pay $0.01 to $0.25 or more per task depending on the complexity of the HIT. A group of HITs is called a batch and is made up of similar HITs. Depending on the complexity of the task and the payment offered by the Requestor, a batch is often completed within minutes or hours of posting [27]. One particular application in the recent literature has been the use of crowdsourcing to generate ground-truth annotations for deep learning algorithm training and validation [28], which have themselves been recently demonstrated to be quite effective at DR retinal image classification [28,29]. Other types of crowdsourcing such as broadcast search have also been applied to retinal image grading through a 2015 Kaggle competition [30].

Finding the Consensus Grade

Several methods for aggregating multiple grades into a consensus score have been described in the biomedical literature, dating back several decades [31]. The simplest method, termed majority vote (MV), involves promoting the modal response to the crowdsourced determination, as described in Whitehill et al [32]. In a binary classification scheme, whichever response is selected by half or more of respondents becomes the consensus. While this approach is computationally simple, the differential ability of workers is ignored as is differential difficulty of the unique tasks. Therefore, other methods of aggregating scores have been explored that rely on patterns of individual worker responses over multiple tasks and comparisons with or incorporation with expert annotations where available [22,32-36]. Additionally, several investigators have explored incorporation of artificial intelligence or deep learning methodologies to aggregation of data [37]. Others have turned to methods of item response theory to improve aggregation by...
specifically looking for inattentive or malicious users and eliminating their data [38]. In this study, we hypothesized an improved consensus grade would be found using Rasch analysis–determined weights applied to logistic regression models.

**Methods**

**Crowdsourcing Platform**

An interface for fundus photo classification has been previously described for the AMT crowdsourcing platform [24]. The United Kingdom national screening program grading scale [39] was chosen due its broad clinical telemedicine deployment. For the purposes of the study, terms from this scale were translated into plain language: background retinopathy was called mild, preproliferative retinopathy was called moderate, and proliferative retinopathy was called severe. Maculopathy is defined as abnormal on a training image with otherwise moderate disease but is not coded separately. The AMT interface was designed to provide training on grading of DR within each HIT. This training includes 7 images annotated with the salient features of each level of retinopathy in plain language. Turkers are presented with the following text: “This is a photo of the inside of the eye. We are looking to label eyes as healthy or unhealthy with respect to diabetes. Rate this eye.” Turkers can hover their mouse over the adjacent training images (2 normal, 1 mild, 1 moderate, 3 severe) while reviewing the active test image (Multimedia Appendix 1). This layout allows for all of the training and grading to occur in one browser window. Turkers receive US $0.10 per image, with a 40% commission going to Amazon, for a total cost of US $1.40 per image.

**Baseline Trial with Majority Vote Analysis**

For the first phase of this project, 1200 images from the Messidor public dataset [40] were posted for 10 unique binary annotations to provide external validation of the prior proof-of-concept study (yielding a dataset of n=12,000). We previously found 10 annotations per image appears to produce the maximal area under the receiver operating characteristic (AUROC), with little benefit seen for >10 gradings per image [24]. The Messidor dataset is composed of 800 mydriatic and 400 nonmydriatic retinal fundus photos of universally high quality and resolution. The images are supplied with ground truth grading on the following scale:

- 0—normal: no microaneurysms, no hemorrhages (n=546)
- 1—1-5 microaneurysms, but no hemorrhages (n=153)
- 2—6-14 microaneurysms OR 1-4 hemorrhages, but no neovascularization (n=247)
- 3—15 or more microaneurysms OR 5 or more hemorrhages OR presence of neovascularization (n=254)

For the purposes of this study, the presence of 5 or fewer microaneurysms was felt to be clinically insignificant and thus we classified Messidor 0 and 1 images as normal (58%, n=699) and Messidor 2 and 3 images as abnormal (42%, n=501), to mimic the accuracy of an American Telemedicine Association Category 1 screening program [41]. Turkers were not made aware of the source of the images.

To create the MV consensus, each image was assigned the grade of abnormal if half or more Turkers deemed an image abnormal, otherwise the image was classified as normal. Sensitivity, specificity, and AUROC were calculated. This batch and grading scheme served as the baseline results for comparison with the regression models used in later phases of the research.

As there was no a priori rationale to suggest that the mean Turker score (with rounding toward abnormal) would provide the most accurate approximation of the ground truth classification, additional methods of generating consensus were explored.

**Weighted Logistic Regression Model**

For this phase, we recognized that among Turkers there is a range of ability, and among images there is a range of difficulty. In order to improve throughput, Turkers were asked to grade images in multiples of 10 (rather than single images), and to collect more data about the Turkers’ interactions with the task for future phases, the project was migrated to a new online interface using Volunteer Science (Multimedia Appendix 2). In the new interface, the 1200 Messidor images were posted for binary grading first using the full color images and then again with the images converted to grayscale with the red color channel removed in Adobe Lightroom (applied B&W Preset with green filter, in B&W Mix reduce red to –75) (Figure 1). This was done to simulate red-free images, which may allow for better detection of DR [42]. This allowed us to have a dataset with up to 30 grades per image across the 3 different batches (baseline, phase 2 color, and phase 2 black and white), albeit captured under slightly different circumstances. Throughout, Turkers were paid $0.10 per image.
The dataset of 1200 images was randomly divided into 600 training and 600 test images. The distribution of Messidor categories within these 2 subsets was within 2% of the entire dataset. Using the training images, a matrix of images and individual Turkers was created with each cell either being a missing datapoint (if that particular Turker did not grade that particular image), a 1 for a correct classification, or a 0 for an incorrect classification. Rasch analysis was then performed to determine the image measures and Turker measures based solely on the information in this matrix in the training set (see Figure 2 for the Rasch model [43], where, in this study, \( P_{ni} \) is the probability of a given image \( n \) of difficulty \( B_n \) having a correct response provided by Turker \( i \) of skill level \( D_i \)). Therefore, the Turker’s ability measure and the image’s difficulty measure are expressed as log-odds units (logits), theoretically ranging from \(-\infty\) to \(+\infty\). The negative exponentiated Turker ability measure, then, is the odds that an image of average difficulty (ie, \( B_n=0 \)) would be categorized correctly by that particular Turker. This value was then multiplied by each of that Turker’s categorizations from the test set (with abnormal =1, normal =−1). The weighted scores were then summed for each image. In an initial analysis, the consensus image score was considered to be abnormal if greater than or equal to zero and normal otherwise. Sensitivity, specificity, and AUROC were calculated as above with comparison to the baseline MV results. In a subsequent analysis, the consensus image score was included as a continuous variable in a logistic regression model to determine the ideal cut-off value for different values of percent correct, sensitivity, and specificity.

Data were analyzed using Stata Statistical Software: Release 14 (StataCorp LLC) and Winsteps Rasch measurement computer program (winsteps.com). The Johns Hopkins University Institutional Review Board (IRB) deemed this research IRB-exempt as nonhuman subjects research.

Figure 2. The Rasch model formula.

\[
\log_e \left( \frac{P_{ni}}{1-P_{ni}} \right) = B_n - D_i
\]

Results

Baseline Majority Vote

A batch of 12,000 (1200 images × 10 repetitions) tasks was posted on AMT March 13, 2015, 11:00 AM Eastern Time for a total cost of US $1440 ($1200 for Turker compensation, $240 for Amazon commission). The grading was complete in 68 minutes, with 97% of tasks (11,640/12,000) graded within 35 minutes. Tasks submitted without image grades were immediately reposted so there were no missing data. The tasks were submitted by 281 unique Turkers, with each submitting a mean of 42.7 tasks (median 28, mode 1). Turkers were only able to grade each image once.

The MV consensus was correct in 75.5% (906/1200) of images. Sensitivity and specificity were both 75.5%. The AUROC was 0.755 (Figure 3).
Weighted Logistic Regression Model

For this phase, the focus shifted to the perspective of the Turkers rather than on the images themselves. Exploration of Turker accuracy motivated an attempt to incorporate Turker ability into a predictive model. There is expected to be a distribution of Turker accuracy that is not necessarily related to the number of tasks performed \[44\]. As such, any method that implicitly weights a consensus score based on number of tasks performed as does MV may reduce accuracy. In the phase 1 baseline task, among the 281 unique Turkers median percentage of images graded correctly was 64.7% (18 correct out of the median graded of 28) with an interquartile range of 55.5% to 74.4%.

Prior to performing Rasch analysis, the results of the improved Volunteer Science interface (1200 color images + 1200 red-free images; cost US $2558, completed over 10 days) were merged with the phase 1 baseline classifications to permit as many grades as possible. In essence, we treated the Turkers as test takers taking a test involving grading multiple images. Duplicate grades of the same image by an individual Turker were deleted (6.7%; 2228/33,319 grades deleted). For stability, we also excluded 1027 grades by 227 Turkers who had graded fewer than 10 images within the training set of 600 images (leaving 301/528 Turkers and 14,539/15,566 grades). No images were excluded. Using Rasch analysis, we found Turker ability ranging from the most highly skilled at –3.75 logits to the least skilled at 1.9 logits. The median ability is set in the model as zero, and the interquartile range of ability was –0.40 to 0.47 (Figure 4).

After transformation, the Turker measure scores from log-odds to odds of correctly classifying an average difficulty image, weights outside the top and bottom centiles (1%) were truncated to the level of the 1st and 99th centile to increase stability and minimize the effect of outliers.

When the Turker weights were applied to the classifications in the color images in the test set using an arbitrarily determined cut-off (0), the percent correctly classified improved to 80.7% with an AUROC of 0.817 (from 74.0% correct and AUROC 0.739 for the test set images only in the phase 1 baseline task).

To determine if the arbitrary cut-off could be improved, a logistic regression model using the consensus image score determined by the weighted Turker classifications was generated. Using this model, a much more granular receiver operating characteristic (ROC) could be generated. A similar ROC was generated from a separate regression model using the unweighted consensus classifications from the same batch (Figure 5). The AUROCs were 0.908 (95% CI 0.883-0.933) and 0.889 (95% CI 0.862-916), respectively (chi-square \( P \) value < .001). A post hoc sensitivity analysis exploring the decision to dichotomize the Messidor dataset between grades 1 and 2 was performed by excluding all Messidor grade 1 images. In this analysis, the AUROCs were 0.919 (95% CI 0.896-0.943) for the Rasch-weighted scores and 0.888 (95% CI 0.861-0.915) for the unweighted scores (chi-square \( P \) value < .001). An additional sensitivity analysis was performed by using the entire 1200 images to generate Rasch Turker measures, and then the AUROC was calculated by using a Jackknife cross-validation excluding 1 image each time for 1199 repetitions [45]. Using this method, the AUROC was 0.909 (95% CI 0.892-0.926).
Examination of multiple dichotomization cut-points revealed that choosing a cut-off that would permit a minimum sensitivity of 90.3% allows for specificity of 68.5% and percent correctly classified at 77.5% with an AUROC of 0.79 (95% CI 0.76-0.83) (Table 1, Figure 6).

Rasch analysis also allowed for a qualitative analysis of the retinal images. The images were sorted by image measure on the logit scale as generated by the Rasch analysis described earlier. The 20 images with the lowest measures ranged from −4.75 to −2.56 logits, which corresponds to the log odds that a Turker of average ability (ie, Turker measure = 0) would grade...
these images correctly. Among these 20 images, 0, 1, or 2 Turkers (out of maximum of 30) graded each correctly, and thus these images were designated the most difficult to grade. The 20 images with the highest measures were selected as the easiest to grade. A total of 20 sequential images were then selected at the 3 image measure quartiles as successively less difficult images to grade (Table 2, Figure 7). The hardest images were largely Messidor grade 0 and 1 images with some abnormal features but without significant DR (eg, chorioretinal atrophy, choroidal nevus) that had been graded as abnormal by Turkers. Intermediate images were mostly Messidor grade 2 images with extrafoveal microaneurysms of subtle hard exudates as well as Messidor grade 0 images without any nondiabetic pathology or distracting features. The easiest images were generally Messidor grade 3 with prominent hard exudates apparent. Because data on the time spent completing the task and prior exposure to similar tasks is collected in addition to the grade for the current image task when a crowdsourcing worker completes a task, a separate logistic regression model that incorporated variables for time spent on each task and prior experience with ophthalmic HITs was run but did not improve diagnostic accuracy (data not shown).

Table 1. Characteristics of different cut-point values using the weighted logistic model, as compared with the majority vote weighted cut-point and the phase 1 baseline task.

<table>
<thead>
<tr>
<th>Cut-point</th>
<th>Correct %</th>
<th>Sensitivity %</th>
<th>Specificity %</th>
<th>AUROC±</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV baseline</td>
<td>75.5</td>
<td>75.5</td>
<td>75.5</td>
<td>0.75 (0.73-0.78)</td>
</tr>
<tr>
<td>MV weighted arbitrary cut-point</td>
<td>80.7</td>
<td>87.1</td>
<td>76.1</td>
<td>0.82 (0.79-0.85)</td>
</tr>
<tr>
<td>Weighted regression</td>
<td>85.1</td>
<td>81.1</td>
<td>87.8</td>
<td>0.84 (0.81-0.87)</td>
</tr>
<tr>
<td>Maximizing % correct</td>
<td>75.5</td>
<td>90.1</td>
<td>68.5</td>
<td>0.79 (0.76-0.83)</td>
</tr>
<tr>
<td>Sensitivity ≈ 90%</td>
<td>84.5</td>
<td>76.6</td>
<td>90.1</td>
<td>0.83 (0.80-0.86)</td>
</tr>
<tr>
<td>Specificity ≈ 90%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

± AUROC: area under the receiver operating characteristic.

Table 2. Messidor grade

<table>
<thead>
<tr>
<th>Difficulty</th>
<th>Measure score range logits</th>
<th>Images graded correctly %</th>
<th>Messidor grade mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardest</td>
<td>–4.74 to –2.56</td>
<td>0-8.3</td>
<td>1</td>
</tr>
<tr>
<td>Intermediate 1</td>
<td>–0.14 to –0.04</td>
<td>43.4-53.9</td>
<td>0</td>
</tr>
<tr>
<td>Intermediate 2</td>
<td>1.01-1.1</td>
<td>69.2-76.9</td>
<td>0</td>
</tr>
<tr>
<td>Intermediate 3</td>
<td>2.04-2.09</td>
<td>85.2-88.9</td>
<td>0</td>
</tr>
<tr>
<td>Easiest</td>
<td>4.5-4.91</td>
<td>100</td>
<td>3</td>
</tr>
</tbody>
</table>
Figure 5. Receiver operating curve generated from a logistic regression model using weighted consensus scores of the random 50% (600 images) test set and a second using the nonweighted scores from the same data.

Figure 6. Receiver operating curve from logistic regression model using weighted consensus scores using a dichotomization cut-point designed to permit sensitivity of 90% shown alongside unweighted and Rasch-weighted majority vote cut-points.
Figure 7. Representative retinal fundus images organized by progressive ease of grading correctly (A-E). (A) The image reveals areas of chorioretinal atrophy (arrow) but is without lesions of diabetic retinopathy. (B) This image reveals very subtle microaneurysms (arrows). (C) This image reveals more obvious microaneurysms (arrowheads) and subtle hard exudates (arrow). (D) This image reveals more apparent hard exudates (arrow). (E) This image reveals obvious hard exudates (arrow) and more obvious hemorrhagic microaneurysms (arrowhead).

Discussion

We have shown that workers on a popular crowdsourcing platform AMT are able to rapidly and accurately identify mild to moderate DR in a large public dataset and that weighting Turker responses by their demonstrated ability improves the accuracy of their crowdsourced grades.

There are many ways of defining a crowdsourcing consensus, or “divining the wisdom of the crowd.” For binary tasks or categories that can be rationally dichotomized (as was done in this study by reducing 4 levels of disease to disease or no disease), one could take a simple MV approach such that the image receives the categorization rendered by half or more of respondents. To reach a consensus with categorical data, using the modal response may reduce the influence of outlier or inattentive/malicious users. Both methods involve a post hoc analysis of the data. Alternatively, one could allow consensus to be determined on the fly, such that if enough workers render the same or similar judgment of an image, the image is immediately coded with this classification so that the full 10 responses need not be completed.

In this study, we sought to determine whether knowledge of an individual Turker’s ability on a training set of images could be used to improve accuracy of the consensus grade in a separate test set of images. We chose to use the Rasch model with image difficulty as the latent trait. In this way, we were able to determine the odds of each image being correctly classified by a Turker of average ability and the odds of each Turker being able to correctly grade an image of average difficulty. Using the entire 600 image training set, we saw reasonable targeting of Turker ability and image difficulty. This allowed us to weight a Turker’s response to the images in the test set for use in a logistic regression model. This also allowed for a qualitative assessment of the retinal images from a unique perspective, ranked from difficulty to grade correctly rather than ranked by disease severity.

While we were not able to meet all assumptions of the Rasch model for this study, we noted that the use of weighting Turkers’ responses showed a small but significant improvement in the AUROC as compared with unweighted aggregation. This result was very encouraging and suggests several possible improvements that can be made to our crowdsourcing method. For example, if a returning Turker has previously had their ability calculated, this can be immediately applied to their new categorizations. If a new Turker begins a retinal grading task, they can be asked to perform a brief quiz to determine their ability prior to officially grading images. This method may allow for a reduction in the number of annotations per image required to generate a stable estimate for each image. Moreover, we believe the use of regression methods to be of benefit as they allow diagnostic cut-points to be set based on the specific needs of the clinical or research paradigm (i.e., to select the balance between sensitivity and specificity). We have also demonstrated the utility of a brief training prior to completing annotation of glaucomatous optic nerve images [25]. The relative (or combined) utility of these 2 approaches remains to be tested.

http://www.jmir.org/2017/6/e222/
Additionally, in a recent study exploring the use of deep learning artificial intelligence for retinal image interpretation published by researchers at Google [28], a stated limitation was their use of MV consensus grading of several ophthalmologists in both their 128,000+ image training set and 11,700+ image test sets. The authors acknowledged that much of the residual imprecision of the algorithm likely resides in feeding better gold standard data into the algorithm, creating an opening for similar methods as described here.

There are several limitations to crowdsourcing retinal image processing. Because users are anonymous and cannot be directly selected by the researcher, there is no way to ensure high quality, conscientious workers each time work is posted. Since we did not collect demographic information from our Turkers, there was no way to use Turker factors to predict worker accuracy. Indeed, the pool of workers can vary substantially over time and different trends in how workers engage with the site have become apparent to us over the course of the 3 years of this experiment. For example, we have recently noticed that many workers use automated scripts to accept or reserve large numbers of tasks at once, and then they can proceed at their own pace without concern for there being few tasks left for them. This hoarding has made metrics of time spent per image rather meaningless, but it is not clear that it has led to worse outcomes overall (data not shown). Regardless, researchers who wish to use crowdsourcing need to be aware of the culture of the crowdsourcing marketplace they choose.

Our current method used the supplied Messidor grade as the gold standard. While this is a high-quality, well-known dataset, there were dramatic differences in how the images were graded compared to standard clinical and telemedicine grading schemes such as the one we used for training. Particularly, while we tried to mitigate clinically insignificant disease by defining the very mild disease category (Messidor 1) as normal, there was still the possibility of clinically very mild disease in the most severe Messidor category (eg, 16 microaneurysms is Messidor 3 but could be considered minimal retinopathy on most clinical grading scales). Since our sensitivity analysis suggested slightly better diagnostic accuracy when completely excluding all Messidor level 1 images, we believe our dichotomization was appropriately conservative.

There are several potential benefits to the use of crowdsourcing for the interpretation of visual data in ophthalmology. First, an inexpensive, rapid, and accurate system to reduce the number of images needing human grading in large public health screenings is needed. Importantly, this model should also be scalable; although the cost of grading per image here was greater than we have previously reported due to increased Amazon fees, the Turker compensation may have some elasticity which could be formally tested in the future. Despite these increased costs, crowdsourcing may be less expensive than other models of automated retinal image analysis and may be combined with other models to save costs and increase scalability. An approach which accurately identifies normal (or very mildly abnormal, allowing for some false negatives) fundi would be of great value and could reduce the skilled grader burden by up to 26% to 38% or more according to some investigators using artificial intelligence programs [19]. A first pass to remove normal images is currently being done with an artificial intelligence solution in Scotland’s national screening program [46]. A similar first pass or low-level annotation scheme was also validated using crowdsourcing to improve the accuracy and efficiency of expert grading of pathology slides for breast cancer [22]. If appropriately validated, crowdsourcing retinal images could provide a similar service at lower cost and with less infrastructure in all settings but could be particularly attractive in resource-poor settings. Likewise, a means to rapidly interrogate existing datasets could allow for nimble hypothesis generation for secondary data analyses. Overall, our results suggest that generating weighted classifications with Rasch analysis, which are then used in a weighted logistic regression model, may improve the accuracy of information obtained by crowdsourcing to grade retinal images for diabetic retinopathy.
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Abstract

Background: Adverse events (incidents that harm a patient) can also produce emotional hardship for the professionals involved (second victims). Although a few international pioneering programs exist that aim to facilitate the recovery of the second victim, there are no known initiatives that aim to raise awareness in the professional community about this issue and prevent the situation from worsening.

Objective: The aim of this study was to design and evaluate an online program directed at frontline hospital and primary care health professionals that raises awareness and provides information about the second victim phenomenon.

Methods: The design of the Mitigating Impact in Second Victims (MISE) online program was based on a literature review, and its contents were selected by a group of 15 experts on patient safety with experience in both clinical and academic settings. The website hosting MISE was subjected to an accreditation process by an external quality agency that specializes in evaluating health websites. The MISE structure and content were evaluated by 26 patient safety managers at hospitals and within primary care in addition to 266 frontline health care professionals who followed the program, taking into account its comprehension, usefulness of the information, and general adequacy. Finally, the amount of knowledge gained from the program was assessed with three objective measures (pre- and posttest design).

Results: The website earned Advanced Accreditation for health websites after fulfilling required standards. The comprehension and practical value of the MISE content were positively assessed by 88% (23/26) and 92% (24/26) of patient safety managers, respectively. MISE was positively evaluated by health care professionals, who awarded it 8.8 points out of a maximum 10. Users who finished MISE improved their knowledge on patient safety terminology, prevalence and impact of adverse events and clinical errors, second victim support models, and recommended actions following a severe adverse event (P<.001).

Conclusions: The MISE program differs from existing intervention initiatives by its preventive nature in relation to the second victim phenomenon. Its online nature makes it an easily accessible tool for the professional community. This program has shown to increase user’s knowledge on this issue and it helps them correct their approach. Furthermore, it is one of the first initiatives to attempt to bring the second victim phenomenon closer to primary care.
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patient safety; professionals; hospital; primary care; second victims; clinical error; e-learning

Introduction
Patient safety incidents include both near misses (incidents that do not cause harm) and adverse events (incidents that do). Although the frequency of near misses in clinical practice is difficult to specify, the frequency of adverse events at hospitals in developed countries has been established at approximately 9% [1]; in developing countries, it increases to approximately 10.5% [2]. In ambulatory care, the prevalence of adverse events has been confirmed to be approximately 2% [3-4] and 5%, respectively [5]. One-half of these adverse events are usually considered to be preventable [1]. Most are related to clinical errors, which are defined as the failure of a planned action to be completed as intended or the use of a wrong plan to achieve an aim [6]. These include system failures and human errors. Safety incidents associated with clinical errors have a negative emotional impact on patients, but also on the health professionals thought to be involved in them. The term second victim is used to describe the experience of the health professional who becomes emotionally overwhelmed as a result of being involved in an incident affecting patient safety [7,8]. The view of health care organizations as third victims was introduced because safety incidents may damage the reputation of and reduce trust in health care organizations [9].

Mitigating the impact from these incidents in patients, the health organization, and its professionals is a responsibility of managers and middle managers in the health organizations [10]. One reason is to prevent the same incident from reoccurring [11] and another is to create a proactive culture of safety that creates conditions to alleviate their impact [12].

Impact of Incidents for the Safety of Professionals
Among second victims, fear from legal consequences deriving from the harm done to the patient, fear of damage to their professional reputation, feelings of guilt, doubts about their own abilities for making clinical decisions, anxiety, and mood swings are frequent [7,13-15]. In some cases, these situations can progress toward posttraumatic stress disorder [16]. Among professionals, suspicion—if not fear—persists in disclosing what happened to patients due to the consequences that may result from such conversations [17,18]. Most professionals do not know what to do after an adverse event occurs, nor do they feel prepared for informing the patient [19,20]. They also question the support they would receive from their institution and colleagues [21-23].

Frequency of the Second Victim Phenomenon
Incident severity, its consequences, and individual variability influence the impact of the adverse event in professionals and make the number of second victims vary. In the United States and Canada, it has been estimated that between 30% [24] and 43% [25] of professionals have experienced a negative emotional response following an incident. In one recent study carried out in Australia, 76% of the professionals involved in either a near miss or an adverse event were seen to be emotionally affected by the incident [26]. As for Spanish hospitals, as much as 69% of nurses and 77% of physicians had, either firsthand or through close colleagues, experienced being the second victim within the preceding five years [27]. In primary care, these figures varied between 55% for nurses and 67% for physicians [27]. In Belgium, Van Gerven et al [28] analyzed the magnitude of the impact among professionals, its evolution over time, and the factors that contribute to minimizing such impact, arriving at the conclusion that health organizations might anticipate this impact and plan for dealing with the second victim phenomenon.

The Help Second Victims Count On
Assistance for second victims is not part of the actions planned to be carried out when an incident affecting patient safety occurs in hospitals [9,29,30], and there are no interventions designed for primary care [29]. Professionals feel unprotected by their institutions [31-33]. Only a few hospitals have developed their own intervention programs so, thus far, the extent of intervention programs in health systems is limited.

Intervention Programs in the Literature
Two approaches in interventions have been described. On the one hand, interventions are centered on the incident [11]. On the other, they focus on dealing with the emotional consequences of the incident [24,34]. These interventions require a positive attitude, empathy toward the second victim, and awareness about the issue of clinical errors that may occur at any moment. Scott [24], who leads the forYOU program at the University of Missouri Health System, has described the stages that a health professional goes through subsequent to an adverse event. According to this research, only 10% of second victims require specialized mental health services. Above all, most professionals in the first moments after an incident need to talk to a colleague, be relieved of care obligations for the time being, feel respect and empathy from others, and feel supported by their institution [24].

The work group of Wu [34] at Johns Hopkins Hospital has also developed an intervention program to help second victims in adverse events. Theirs is called RISE (Resilience in Stressful Events) and it is based on the fact that most professionals involved in an adverse event need to talk to a colleague, which is usually sufficient for coping with the emotional impact in most cases.

These interventions are meant to be activated after an adverse event occurs. Actions preventive in nature have not been designed for direct care professionals or for middle managers to become aware of the problem and learn how to address it. The literature has emphasized that professionals do not know how to act after an adverse event and that most health centers do not have protocols in place or provide instructions on how to support second victims [9,27-30]. The second victim phenomenon is unknown to a large number of health
professionals and managers, and interventions designed to raise awareness in professionals about the problems presented by near errors and adverse events are nonexistent. There are also not any for providing that first support that second victims need either. A need exists for intervention programs to reinforce the proactive culture of safety at health centers and to promote natural support structures among professionals that would be activated if needed after a patient safety incident.

**Study Objective**

This study’s purpose was to develop and assess an online awareness and information program on the second victim phenomenon directed at health professionals in direct contact with patients at both hospitals and primary care. Such a program should provide demonstrations on how to act with colleagues and patients during the first moments after a severe incident for patient safety. This intervention was initially designed for Spanish frontline health care professionals.

**Specific Intervention Objectives**

The specific objectives included:

1. Facilitate information and training for a large number of health professionals about the issue of second victims at a reduced cost.
2. Describe emotional reactions and common behavior after being involved in an adverse event that characterize the second victim phenomenon.
3. Describe correct and incorrect actions of how to act after an adverse effect in order to respect the rights of patients and support the second victim.
4. Act in the area of primary care, expanding the extent of studies that up to now have only taken place at hospitals.

**Methods**

This is a design and evaluation study of a website devised to mitigate the impact from severe adverse events in hospitals and primary care professionals. This intervention was named Mitigating Impact in Second Victims (MISE).

The phases in the design and evaluation of the website and the preventive intervention program to mitigate the initial impact from an error in health professionals (MISE) are described in Figure 1.

**Website Design and Mitigating Impact in Second Victims**

A website was designed that hosted an awareness and preventive intervention program (MISE) to mitigate the impact from errors in frontline professionals [35]. The website was structured around two menus: the main menu contained general information on the second victim phenomenon regarding the different actors involved (with sections entitled “Professionals,” “Patients and Family,” “Health Managers,” “Safety Coordinators,” and “Insurers”), and a secondary menu with information related to the project and its outcomes, in addition to international studies (sections entitled “Presentation,” “Who we Are,” “Project Timetable,” “Definitions,” “News,” “Publications of Interest,” “Reviews and Comments,” and “Project Outcomes”). Access to MISE was gained by clicking on the upper right-hand corner on all website pages [36].

Based on patient safety literature, and that specifically on second victims, a preventive intervention program was designed with informative and demonstrative contents.

A review of review studies relating to open disclosure and second and third victims published in English or Spanish between 2000 and 2015 was conducted. This search was carried out using MEDLINE and Web of Knowledge. Keywords used for the review included a combination of the terms “patient safety” and “adverse event” with the following terms: emotional response, impact, professionals, second victim, third victim, and open disclosure. This yielded 22 possible documents on second victims and 83 on open disclosure. A review of health care organization websites was also conducted. This review included proposals of applied programs, checklists, and algorithms about interventions in the aftermath of an adverse event to support patient and second victims. This was carried out with the Google meta-search engine using the same descriptors. Only websites in English or Spanish were considered. A total of 16 websites were reviewed, two from Europe and the rest from the United States.

A group of 15 health professionals with at least 10 years’ experience in quality and safety participated as a promoting group, and they were responsible for identifying content and elements of relevant information and example situations to be included in MISE. Chosen first to be disseminated were elements of patient safety information, specifically on second victims. Then, an index for MISE was created. Third, problem situations were selected for the demonstrative program that were then ultimately acted out by professional actors and recorded on video.

MISE was structured in two packages, one informative and the other demonstrative. The informative package offered information on basic patient safety concepts (incidents for patient safety, incidents without harm, near errors, adverse events), along with the frequency, causality, consequences, avoidability, and other characteristics of adverse events at hospitals and within primary care. Furthermore, it introduced the concepts of second and third victims and the results from research on the impact of adverse events.

The demonstrative intervention package provided a description of the emotional consequences from adverse events in professionals (affective and emotional, in clinical decision making, loss of self-esteem and professional reputation, in relationships with other professionals, with the family, legal implications) and recommendations for action following an adverse event, specifically about how to interact with the patient and their family (open disclosure), how to support a colleague who becomes a second victim, and how to personally cope with the second victim experience. This package included 15 demonstrative videos that showed what and what not to do in different clinical situations linked to errors (Table 1).
Table 1. Situations represented in the videos included in the demonstrative intervention packet.

<table>
<thead>
<tr>
<th>Element covered</th>
<th>Situation</th>
<th>Number of videos</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient information; crisis communication</td>
<td>A group of patients is to be vaccinated without receiving warning that an electrical power outage occurred the night before, which broke the vaccination cold chain (system failure).</td>
<td>2</td>
</tr>
<tr>
<td>Information for the patient and the patient’s family</td>
<td>Surgical material is left inside a patient that requires reintervention to extract the forgotten object.</td>
<td>2</td>
</tr>
<tr>
<td>Support for the second victim; information for the family of a deceased patient</td>
<td>A patient whose condition is severe dies after presenting postintubation laryngeal stenosis. The physician attending the patient exhibits emotional affection after committing an omission mistake during the patient’s resuscitation.</td>
<td>2</td>
</tr>
<tr>
<td>Role of peers and supervisors in supporting the second victim; notification of incidents without harm</td>
<td>A nurse is emotionally affected after committing a route of administration error for a medicine that did not result in serious consequences for the patient.</td>
<td>4</td>
</tr>
<tr>
<td>Role of managers in supporting the second victim</td>
<td>A physician becomes a second victim after committing a diagnosis error with serious implications for the patient’s health. After identifying the error and having a substitute professional inform the patient, the patient files a complaint.</td>
<td>2</td>
</tr>
<tr>
<td>Preventive measures after an error deriving from a system failure</td>
<td>A nurse mistakenly administers to a patient a nonindicated medication due to incorrect storage of said drug.</td>
<td>3</td>
</tr>
</tbody>
</table>
**Informative package**

What is a patient safety incident? (text)
What is an incident without harm—near error? (text; expert video)
What is an adverse event (AE)? (text; PowerPoint presentation with voice narration)

**Description of the research project at primary care and hospitals**

What is intended?—project objectives (text)
Why this project? (text; PowerPoint presentation with voice narration)
Who are we? (text; PowerPoint presentation with voice narration)
Sources of information on patient safety (PowerPoint presentation with voice narration)

**Second victims (text)**

What is a second victim? (text; expert video)
What do we know about second victims? (text; PowerPoint presentation with voice narration)
Outcomes of our study (text; PowerPoint presentation with voice narration)
Institutional help: BICEPS, forYOU, Johns Hopkins Hospital protocol (text; PowerPoint presentation with voice narration)
Spanish Ministry of Health Strategy on Patient Safety (text; link to PDF document on strategy)
What must not be done? (text)

**Third victims**

What is a third victim? (text; PowerPoint presentation with voice narration)
Outcomes of our study (text; PowerPoint video with voice turned off; link to PDF of questionnaires used in the study)
Crisis communication (PowerPoint presentation with voice narration)
What must not be done? (text)

**Demonstrative package**

Emotional, family, and work consequences in professionals from adverse events (text; PowerPoint presentation with voice narration)
Recommendations about how to act after an adverse event (link to document guide available in both Spanish and English [37] created by the Second and Third Victims Research Group based on reviews of international papers and adaptation to particularities of the Spanish context)
Role of managers (link to Safety Agenda Mobile app [12]; demonstrative videos on crisis communication)
Care for the first victim (text)

**Informing the patient** (PowerPoint presentation)

Open disclosure step-by-step guide (PowerPoint presentation with voice narration; demonstrative videos on informing the patient who has suffered an adverse event and the patient’s family)

**Support for the second victim** (text and images)

Role of second victim’s peers (PowerPoint presentation with voice narration)
Guide on how and how not to act (PowerPoint presentation with voice narration; demonstrative videos on the role of peers, supervisors, and managers in support of the second victim)

**How to be prepared and know what happened** (text; demonstrative videos on preventive measures after error deriving from system failure)
Root cause analysis (PowerPoint presentation with voice narration)

2.5.2. London protocol (PowerPoint presentation with voice narration)

In order to make MISE contents more dynamic, different formats were used to convey information: text, images, Portable Document Formats (PDF’s), PowerPoint presentations with voice narration, videos in which a patient safety expert appears and explains a concept, demonstrative videos (simulations of situations with actors), in addition to a mobile app.

**Textbox 1** lists the contents selected by the group of experts for each MISE package and the chosen format in each case for presenting such information.

First, an independent agency specializing in the evaluation of health websites completed the accreditation of its overall design, structure, organizational, and functional quality according to a certification standard [38]. This external evaluation was led by technical personnel from that agency with experienced auditors.
Second, MISE was evaluated by academic and professional safety experts who themselves were responsible for the services of patient quality and safety at hospitals and within primary care in Spain.

Then, MISE was evaluated by a group of professionals who voluntarily followed this program between November 2015 and February 2017. Moreover, they considered the usefulness of MISE for improving information about the second victim phenomenon and what to do after an adverse event. For this purpose, the participants answered a series of knowledge tests.

**Website Certification (External Assessment)**

The research team assessed the website (self-assessment), following the quality standards of the Andalusian Agency for Healthcare Quality [38]. It was then evaluated externally following the accreditation program for health-related websites of this agency.

This accreditation procedure consisted of 55 standards (31 were required, 10 were recommended, but in order to receive Advanced Accreditation, 8 of these must be met; the remaining 14 are voluntary commitments) that address the following aspects: usability, accessibility, confidentiality-privacy, transparency, credibility, editorial policy, elements related to the Web user, attribution of contents, updating of information, and provision of electronic services.

This evaluation was based on a double procedure of self-assessment and external evaluation. The self-assessment permitted interactive identification of elements from the webpage in need of improvements. By following this system, changes in the design and browsing conveniences were introduced into the website. The subsequent external evaluation ensured compliance with the criteria based on webpage operation, content, and resources.

**Suitability of Mitigating Impact in Second Victims by Patient Safety Experts**

A group of 26 health professionals who were managers of patient safety services assessed MISE. This professional profile was chosen because their criteria were thought to be the best for assessing the program’s focus and content. To complete their assessment, they were allowed to freely explore the program for several weeks. This group included physicians and nurses from the health services at hospitals and within primary care, and the participants had more than three years’ professional experience in patient safety. They completed an online questionnaire after being called on the telephone to request their participation and to provide an email address in order to send them an online questionnaire link. Their responses were anonymous and voluntary, and these experts assessed the comprehension of the information, practical usefulness of the contents, and overall suitability on a scale from 0 to 10, with 10 representing the highest possible assessment.

**Evaluation of Mitigating Impact in Second Victims**

To assess the acquisition of knowledge by intervention program users, three objective tests with pre-established response options at different points in the program were included. Specifically, two tests with pre- and posttest measures were prepared, and these included a total of 20 questions. The first evaluated the additional knowledge gained after completing the informative package (12 items); the second evaluated additional knowledge gained in the demonstrative package (8 items). These test questions consisted of statements with true/false answers. A third series of questions was used, prepared from the demonstrative videos, in which the user had to choose the correct action between two response options. These additional questions also permitted assessing the program’s effectiveness in terms of the ability to discriminate between how to act in each situation. These consisted of a total of 25 questions and were answered only after the videos were watched.

Once they finished the program, the participants assessed MISE in terms of comprehending the information, the practical value of its contents, and its overall suitability. Furthermore, the following measures were also considered: the number of connections required to finish the program, total time invested to finish it, average time of each connection, number of program dropouts, and correct answers on the knowledge test (pre- and postmeasures and questions on the situations represented in the demonstrative videos).

**Participants in Mitigating Impact in Second Victims Evaluation**

Safety professionals from nine autonomous health services in Spain participated in this study. As a country, Spain has 17 autonomous communities, and each has its own health system. The nine participating health services account for 75% of all care activity occurring at hospitals and within primary care in the country.

A sample of 351 professionals from hospitals and primary care within these health services were asked to voluntarily participate. A minimum sampling size of 245 participants was determined, considering a sampling error of 5%, 80% correct answers on the questions, and 70% participation for a 95% confidence level. Quality and safety managers at the centers collaborated in recruiting participants by extending invitations to their hospital and health center staff to participate. To enter the system, the participants had to use a personal password to identify themselves; this way, they could continue participating in the MISE program as time permitted.

Before entering the system, the participants were informed about the study’s scope, objectives, and method, in addition to the conditions for their participation. They granted their consent as a requirement for access.

**Simple Blind System**

Two databases were employed. The first contained the keys used by each participant, separate from the remaining databases. The second contained the anonymized registries of the participants’ responses. Only the authorized webmaster had access to the participant databases and no personal data in the response database were linked to the pre-post measures.

**Statistics**

A student t test with repeated measures (intrasubject comparisons) was used to assess the intervention’s effectiveness
by comparing the pre-post measures. A McNemar test was used to assess the impact of the videos.

**Investigation Ethics**

This study was approved by the Ethics Committee of the San Juan de Alicante Hospital (Alicante, Spain).

**Results**

**Accreditation**

The external evaluation recognized the entire research project website (including MISE) as a health website and awarded it the level of Advanced Accreditation on November 25, 2016. To gain this recognition, 100% of the required standards were satisfied (31/31) along with 80% or more of those recommended (8/10), surpassing the thresholds required by the evaluated standards. Overall, the website complied with 73% (40/55) of those standards. Four standards were not applicable because they referred to patients’ rights and the treatment of their health information (the website is directed solely at health professionals and does not allow compiling clinical data of patients), advertising content (absent on the website), virtual health communities (interaction between users is not included among the website’s objectives), and the provision of electronic services (the website is not used as a tool for carrying out commercial activities). If these four standards are discounted, the percentage of compliance with the requirements increases from 73% to 78%.

Its strengths were related to identifying the recipients, usability, confidentiality-privacy, transparency and honesty, credibility, attribution of contents, and updating of information. Areas for improvement were related to elements related to website users, accessibility, editorial policy, and usability (Table 2).

**Table 2.** Results of the website’s external accreditation.

<table>
<thead>
<tr>
<th>Element evaluated (grouping of standards)</th>
<th>Standards, n</th>
<th>Compliance, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target audience</td>
<td>1</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Usability</td>
<td>11</td>
<td>8 (73)</td>
</tr>
<tr>
<td>Accessibility</td>
<td>20</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Confidentiality-privacy (privacy and data protection)</td>
<td>4</td>
<td>4 (100)</td>
</tr>
<tr>
<td>Transparency and honesty</td>
<td>3</td>
<td>3 (100)</td>
</tr>
<tr>
<td>Credibility</td>
<td>2</td>
<td>2 (100)</td>
</tr>
<tr>
<td>Editorial policy</td>
<td>6</td>
<td>4 (67)</td>
</tr>
<tr>
<td>Elements related to website users</td>
<td>3</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Attribution of contents</td>
<td>4</td>
<td>4 (100)</td>
</tr>
<tr>
<td>Updating of information</td>
<td>1</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Total</td>
<td>55</td>
<td>40 (73)</td>
</tr>
</tbody>
</table>
Table 3. Description of the user sample (N=266).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>83 (31.2)</td>
</tr>
<tr>
<td>Female</td>
<td>183 (68.8)</td>
</tr>
<tr>
<td><strong>Professional profile</strong></td>
<td></td>
</tr>
<tr>
<td>Physicians</td>
<td>114 (42.9)</td>
</tr>
<tr>
<td>Nurses</td>
<td>120 (45.1)</td>
</tr>
<tr>
<td>Other health care professionals</td>
<td>32 (12.0)</td>
</tr>
<tr>
<td><strong>Medical department</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>211 (79.3)</td>
</tr>
<tr>
<td>Physicians from hospitals</td>
<td>174 (82.5)</td>
</tr>
<tr>
<td>Surgeons from hospitals</td>
<td>37 (17.5)</td>
</tr>
<tr>
<td>Primary care</td>
<td>55 (20.7)</td>
</tr>
<tr>
<td><strong>Experience</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>30 (11.3)</td>
</tr>
<tr>
<td>B1 and 3 years</td>
<td>11 (4.1)</td>
</tr>
<tr>
<td>&gt;3 years</td>
<td>225 (84.6)</td>
</tr>
</tbody>
</table>

Table 4. MISE evaluation by participating professionals (N=266).

<table>
<thead>
<tr>
<th>Element</th>
<th>Datum</th>
</tr>
</thead>
<tbody>
<tr>
<td>MISE all pages visited, n (%)</td>
<td>263 (98.9)</td>
</tr>
<tr>
<td>MISE dropouts, n (%)</td>
<td>12 (4.5)</td>
</tr>
<tr>
<td>Days to complete, mean (SD)</td>
<td>72.8 (40.3)</td>
</tr>
<tr>
<td>Number of MISE connections to complete program, mean (SD)</td>
<td>11.4 (8.3)</td>
</tr>
<tr>
<td>Connection time per session (minutes), mean (SD)</td>
<td>25 (17)</td>
</tr>
<tr>
<td><strong>MISE assessment (scale from 0 to 10), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Comprehension of the information</td>
<td>8.9 (1.1)</td>
</tr>
<tr>
<td>Practical value of the contents</td>
<td>8.8 (1.2)</td>
</tr>
<tr>
<td>General assessment</td>
<td>8.8 (1.3)</td>
</tr>
</tbody>
</table>

Evaluation by National Patient Safety Experts

Twenty-six patient safety experts from four autonomous health services assessed MISE (100% response rate). Of these, 92% (24/26) positively assessed the ease of browsing and following the programmed activities, 88% (23/26) positively assessed the comprehension of the contents (mean 8.8, SD 0.9), and 92% (24/26) did likewise for the practical value of the designed intervention (mean 8.7, SD 1.1).

Participation and Evaluation of the Activity

In all, 266 of 351 professionals (75.8% response rate) followed the activities proposed in MISE; of them, 183 were women and 83 were men (Table 3).

Those who completed MISE viewed 99% of its pages (Table 4). On average, two months were required to finish reading its content, watching its videos, and completing the activities. The mean number of connections needed to complete MISE was 11.4 (SD 8.3), and these ranged between 1 and 57. The mean length of each connection was almost 30 minutes. MISE dropouts (those who quit without viewing at least 70% of its pages) were less than 5% (12/266, 4.5%).

Mitigating Impact in Second Victims was highly rated by the professional users, and they awarded it almost nine points out of a maximum of 10 (Table 4). Only two of 266 participants (0.7%) awarded it less than six points for comprehension and usefulness of the program’s information.

Postmeasures on the Program’s Effectiveness: Pre-Post Comparisons

Participants who completed MISE increased their level of knowledge on patient safety terminology (near misses, adverse events, and sentinel events), prevalence and impact of adverse events and errors (first, second, and third victims), support models for the second victim, and the recommended actions...
following a severe adverse event. There was a significant difference in the pre- and postmeasures of the knowledge test of information about basic patient safety concepts, prevalence and nature of adverse events, and second victims (informative package). Out of a maximum of 12, the premeasure mean was 6.9 (SD 2.0) and the postmeasure mean was 8.8 (SD 1.6; $t_{265}=-10.0$, $P<.001$). There was also a significant difference in the pre- and postmeasures of the knowledge test of what to do after an adverse event or error (demonstrative package). Out of a maximum of 8, the premeasure mean was 6.3 (SD 1.5) and the postmeasure mean was 7.2 (SD 1.0; $t_{265}=-6.2$, $P<.001$).

The correct answers on the knowledge tests did not vary between physicians and nurses in all cases (general knowledge test: $P=.27$; informative test package, MISE: $P=.13$; and demonstrative test package, MISE: $P=.89$).

### Knowledge Test Error Analysis

In the pretest, questions in which the answer given was incorrect more than 50% of the time had to do with the number of professionals involved in this type of event, patient safety concepts (definitions of incidents without harm and the second victim), the preventive ability against system failures, and procedures for crisis communication and open disclosure (who and how). In all these cases, the participants answered these questions as being true when in fact the correct answers were false (Table 6).

#### Table 5. Number of correct answers after watching demonstrative videos on what and what not to do (N=266; total questions answered=25).

<table>
<thead>
<tr>
<th>Video content</th>
<th>Possible correct answers, n</th>
<th>Mean (SD)</th>
<th>Participants with all correct answers, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forgotten gauze video</td>
<td>3</td>
<td>2.8 (0.4)</td>
<td>211 (79.3)</td>
</tr>
<tr>
<td>Extubation error video</td>
<td>4</td>
<td>3.9 (0.5)</td>
<td>244 (91.7)</td>
</tr>
<tr>
<td>Crisis communication video</td>
<td>3</td>
<td>3.0 (0.3)</td>
<td>257 (96.6)</td>
</tr>
<tr>
<td>Video on support for second victim by peers</td>
<td>6</td>
<td>5.9 (0.5)</td>
<td>234 (88.0)</td>
</tr>
<tr>
<td>Video on support for second victim by managers</td>
<td>3</td>
<td>2.8 (0.4)</td>
<td>219 (82.3)</td>
</tr>
<tr>
<td>System failure video</td>
<td>2</td>
<td>1.2 (0.7)</td>
<td>97 (36.5)</td>
</tr>
<tr>
<td>Human error video</td>
<td>2</td>
<td>1.7 (0.4)</td>
<td>198 (74.4)</td>
</tr>
</tbody>
</table>

#### Table 6. Analysis and evolution of the errors (>50%) in the knowledge tests.

<table>
<thead>
<tr>
<th>Item</th>
<th>Error, %</th>
<th>Pretest</th>
<th>Posttest</th>
<th>Difference</th>
<th>$P$ a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Informative package</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If a patient is prescribed a medication that his/her medical record says he/she is allergic to, but on that occasion no harm results, we are talking about a near incident</td>
<td>63.3</td>
<td>52.1</td>
<td>−11.2</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>According to available data, close to 40% of health professionals are seen as being directly involved in an adverse event every year in our country (Spain)</td>
<td>85.3</td>
<td>70.2</td>
<td>−15.1</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Every health professional who is seen to be directly involved in an adverse event is considered a second victim</td>
<td>90.9</td>
<td>83.5</td>
<td>−7.4</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>In crisis communication, not disclosing any information during the first 24 hours, until an in-depth analysis of what occurred is completed and detailed information becomes available, is fundamental</td>
<td>57.1</td>
<td>38.0</td>
<td>−19.1</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Demonstrative package</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The most appropriate professional for informing the patient who suffered an adverse event is the person seen as being most directly involved because it is this person who knows best what happened</td>
<td>51.4</td>
<td>43.0</td>
<td>−8.4</td>
<td>.30</td>
<td></td>
</tr>
</tbody>
</table>

a McNemar test.
Discussion

Principal Results

Mitigating Impact in Second Victims includes a set of contents that has been considered appropriate by patient safety experts. It has also shown to contribute to improving knowledge among health professionals about the second victim phenomenon. The methodology employed for disseminating this knowledge and explaining what and what not to do has been considered appropriate by the MISE participants.

Data from the MISE evaluation confirm that the program increases knowledge about the issue of second victims and how to act with a colleague when either an adverse event or near miss occurs. It also shows how to interact with patients who are victims of an adverse event, providing information on how to act and how to disclose what has occurred.

Five hours was the mean total time dedicated to complete MISE, distributed generally over 12 sessions lasting approximately 30 minutes each. This time demand is reasonable for this group of professionals and is compatible with other care responsibilities and tasks and their personal lives.

Comparison With Previous Studies

Emotional needs immediately following incidents have been analyzed in several studies. The emotional isolation professionals find themselves in, along with the difficulty of talking about what has happened with their colleagues and the lack of protection they feel from their superiors, have been identified as two important gaps that contribute to progressing along the scale of the second victim syndrome [39]. Both aspects have been corroborated by research carried out among participants in benchmark intervention programs (for YOU or RISE) with second victims and that, in turn, pointed out that most of what second victims were searching for and would have liked to receive was support from their colleagues and the management at their centers [24,34].

We know that colleagues of second victims can do much more than what they currently do to prevent the emotional impact from safety incidents for the patient from progressing until manifesting itself as posttraumatic stress [8,23,40,41]. We also know that most professionals do not require specialized intervention to alleviate their initial emotional symptoms because sensing empathy by their colleagues can be sufficient [34]. The MISE intervention program considers these aspects and seeks to act at the base of Scott’s pyramid, where 60% of the professionals who suffer from the impact of incidents for safety as second victims are found [24].

The role of managers is crucial in two senses due to their role as a barrier and their role as a facilitator [10,28,42]. Managers should prepare the organization so that if a severe incident does occur, it is prepared to act, and this includes analysis of what happened and the recovery by and support for the patient and for the second victim as well. Furthermore, they should create a just culture [43] that permits analyzing the incident without prejudging the second victim’s role in it. Likewise, managers should facilitate organizational learning from incidents using formal and informal processes as well as reactive and proactive approaches. Incident reporting is a crucial step for improving patient safety, but frontline professionals identify barriers (ie, lack of training, undesirable repercussions, lack of feedback) that lead to underuse of incident reporting systems [44]. However, Sujan [44] found that professionals use informal processes, such as regular staff meetings, discussions with line managers, and discussions with peers, that facilitate sharing concerns and experiences that can actively contribute to improving patient safety. Organization leadership should be aware of these alternative ways of learning and promote them.

Subsequent to a severe adverse event, the second victim may become helpless and not inform the patient about the incident [45-49]. However, such attention and information on the part of the professionals, when presented in an appropriate manner, usually facilitates resolution of the crisis and prevents litigation [50]. The contents and approach of MISE aim in this direction.

Relevance of This Study

Mitigating Impact in Second Victims is easily accessible to a large number of professionals. It is a low-cost program that can be accessed from work or home with ease.

This program responds to three deficiencies identified in the literature and in daily practice at health centers: (1) the lack of programs raising awareness and providing information about the second victim phenomenon that reaches high numbers of professionals, (2) the issue of second victims in primary care, and (3) the inexistence of structured interventions at most health centers to support professionals and patients following adverse events.

The MISE program provides information to professionals about the second victim phenomenon in nine weeks of online training in which are presented general issues and problem situations based on experiences after committing a clinical error.

The need for second victims to change their care functions could be reduced and less absenteeism linked to this phenomenon [27] could result if these professionals gain greater information and a change in attitude toward second victims. This sought-after attitudinal change would also facilitate a distinct attitude when interacting with patients in order to overcome the traditional difficulties resulting after an adverse event [51].

Limitations

It is possible that those who followed the MISE program were professionals who are more sensitive to the issue of what severe adverse events mean for professionals. We did not possess information about the type of professionals who declined invitations to follow MISE.

A minimum sampling size was defined considering a worst case of 80% correct answers to the questions. The correct answers related to system failure did not match this assumption.

The measure of the resulting impact was based on correct answers to knowledge tests and to self-test questions after watching a set of problem situations on video. Actual adverse events that occur may involve circumstances that are different from what these videos represented.
This study was not designed to assess its effect on secondary prevention of posttraumatic stress; that is something that future research should evaluate. Thus, the effectiveness of this website in contributing to any kind of change was not assessed, and this will be done in the future. In this sense, realistic evaluation, a form of theory-driven evaluation developed by Pawson and Tilley in 1997 [52], may be a good methodology for testing MISE. Realistic explanation refutes the idea that a program works or does not work in an absolute manner and proposes that it is necessary to identify the mechanism (ie, the process of how subjects interpret and act on the intervention) by which the program works for whom and under what particular circumstances [52]. In this way, a program can be effective for achieving some outcomes or changes but not others, always depending on the context.

Recommendations for Practice and Research

The MISE program is designed to assist intervention programs to mitigate the impact of adverse events in professionals. It is not an emotional recovery program for second victims; instead, it responds to the need for the group of professionals to understand what is felt subsequent to an adverse event. MISE also contributes to frontline professionals gaining greater awareness about the emotional needs that are experienced when an error occurs and the importance of speaking about the incident with their colleagues. It also provides ideas about how to act with the patient victim of the adverse event [37]. This way, when an adverse event does occur, MISE contributes by helping the professional affected (second victim) to face the facts and recover his/her clinical capacity and emotional balance early on.

These types of programs, along with other recommendations about what to do after an adverse event occurs, contribute to safer environments at hospitals and primary care.

Future research could analyze whether MISE modifies the frequency, which up until now is relatively low, of patients who are victims of adverse events being informed about the incident. This research could also examine the impact of MISE in the initial hours after an incident. One example of this would be whether the colleagues of the second victims gain a greater ability to listen and act appropriately to prevent the emotional escalation that may result.

Acknowledgments

This study was financed by the Spanish Research Health Agency (FIS) and the European Regional Development Fund (references PI13/01220 and PI13/0473).

Authors' Contributions

JJM and SL conceived of the study. All participated in the design of the study. IC and JJM performed the statistical analysis. SL, PP, CS, and LF coordinated the qualitative and quantitative research, and captured and prepared data to design and improve MISE. IC and MG supervised the website. JJM, IC, and MG prepared a first version of this original. All authors read and approved the final manuscript.

The Spanish Second Victim Research Team is composed of Roser Anglès (Vall d’Hebron University Hospital), Pilar Astier (Servicio Aragonés de Salud), Angélica Bonilla (Complutense University of Madrid), Ana Jesús Bustinduy (Gipuzkoa Primary Care Health District), Clara Crespillo (Alcorcón Foundation University Hospital), Sara Guila Fidel (Vall d’Hebron University Hospital), Álvaro García (Alcorcón Foundation University Hospital), Ana Jesús González (Gipuzkoa Primary Care Health District), María Jesús Gutiérrez, Emilio Ignacio (University of Cadiz), Fuensisa Iglesias (SESCAM, Toledo), Juan José Jurado (Madrid Primary Care Health Centre), Araceli López (Integrated Health Consortium), José Ángel Maderuelo-Fernández (SACYL), Mª Magdalena Martínez (Alcorcón Foundation University Hospital), Isabel María Navarro (Miguel Hernández University), Maria Cristina Nebot (Department of Health; Regional Government of Valencia), Roberto Nuño-Solínis (Universidad de Deusto), Guadalupe Olivera (SERMAS, Madrid), Antonio Ochando (Alcorcón Foundation University Hospital), Pedro Orbeigozo (Gipuzkoa Primary Care Health District), Elene Oyarzabal (Donostia University Hospital), Jesús María Palacio (Munoz Fernández-Ruiseñores Health Centre), María Esther Renilla (Alcorcón Foundation University Hospital), Carolina Rodriguez-Pereira (Basque Institute for Healthcare Innovation, O+Berri), Sira Sanz (Alcorcón Foundation University Hospital), María Luisa Torijano (Castilla-La Mancha Health Service, SESCAM), Julián Vitaller (Consellería Sanidad Universal y Salud Pública), Elena Zavala (Osakidetza, Donostia).

Conflicts of Interest

None declared.

References


44. Sujan M. An organisation without a memory: a qualitative study of hospital staff perceptions on reporting and organisational learning for patient safety. Reliab Eng Syst Safe 2015 Dec;144:45-52. [Medline: 2485876]


Abbreviations
- MISE: Mitigating Impact in Second Victims
- PDF: Portable Document Formats
- RISE: Resilience in Stressful Events
The Gap in Medical Informatics and Continuing Education Between the United States and China: A Comparison of Conferences in 2016

Jun Liang¹, MS; Kunyan Wei², MD; Qun Meng³, PhD; Zhenying Chen⁴, MPH; Jiajie Zhang⁵, PhD; Jianbo Lei⁶,⁷, MD, PhD

¹Second Affiliated Hospital, School of Medicine, Zhejiang University, Hangzhou, China
²Department of Gastroenterology, Affiliated Hospital of Southwest Medical University, Luzhou, China
³Center for Statistics and Information, National Health and Family Planning Commission of China, Beijing, China
⁴Library of Zhejiang University, Hangzhou, China
⁵School of Biomedical Informatics, University of Texas Health Sciences Center, Houston, TX, United States
⁶Center for Medical Informatics, Peking University, Beijing, China
⁷School of Medical Informatics and Engineering, Southwest Medical University, Luzhou, China

Corresponding Author:
Jianbo Lei, MD, PhD
Center for Medical Informatics
Peking University
38 Xueyuan Rd.
Haidian District
Beijing, 100191
China
Phone: 86 (10) 8280 5901
Fax: 86 (10) 8280 5900
Email: jblei@hsc.pku.edu.cn

Abstract

Background: China launched its second health reform in 2010 with considerable investments in medical informatics (MI). However, to the best of our knowledge, research on the outcomes of this ambitious undertaking has been limited.

Objective: Our aim was to understand the development of MI and the state of continuing education in China and the United States from the perspective of conferences.

Methods: We conducted a quantitative and qualitative analysis of four MI conferences in China and two in the United States: China Medical Information Association Annual Symposium (CMIAAS), China Hospital Information Network Annual Conference (CHINC), China Health Information Technology Exchange Annual Conference (CHITEC), China Annual Proceeding of Medical Informatics (CPMI) versus the American Medical Informatics Association (AMIA) and Healthcare Information and Management Systems Society (HIMSS). The scale, composition, and regional distribution of attendees, topics, and research fields for each conference were summarized and compared.

Results: CMIAAS and CPMI are mainstream academic conferences, while CHINC and CHITEC are industry conferences in China. Compared to HIMSS 2016, the meeting duration of CHITEC was 3 versus 5 days, the number of conference sessions was 132 versus 950+, the number of attendees was 5000 versus 40,000+, the number of vendors was 152 versus 1400+, the number of subforums was 12 versus 230, the number of preconference education symposiums and workshops was 0 versus 12, and the duration of preconference educational symposiums and workshops was 0 versus 1 day. Compared to AMIA, the meeting duration of Chinese CMIAAS was 2 versus 5 days, the number of conference sessions was 42 versus 110, the number of attendees was 200 versus 2500+, the number of vendors was 5 versus 75+, and the number of subforums was 4 versus 10. The number of preconference tutorials and working groups was 0 versus 29, and the duration of tutorials and working group was 0 versus 1.5 days.

Conclusions: Given the size of the Chinese economy and the substantial investment in MI, the output in terms of conferences remains low. The impact of conferences on continuing education to professionals is not significant. Chinese researchers and
professionals should approach MI with greater rigor, including validated research methods, formal training, and effective continuing education, in order to utilize knowledge gained by other countries and to expand collaboration.
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## Introduction

### Background

China, the world’s second largest economy, launched its second health reform in 2010 with considerable investments in medical informatics (MI) [1]. An important contribution of this reform is its definition of MI as one of the “four constructs and eight pillars,” or foundations of health care reform [2]. Under the guidance and incentives provided in a series of policies, the Chinese government and health care informatics industry have invested a huge amount of money in hospital informatics and population health informatics. However, current MI in China can be characterized as “hot in industry application, and cold in academic research” [3]. To the best of our knowledge, research on the outcomes of this ambitious health reform has been limited.

Conferences including tutorial sessions, talks, product exhibitions, and conference proceedings are potentially important channels of continuing education, allowing professionals to update their knowledge and learn about industry developments. Therefore, this study focused on the characteristics of mainstream MI professional conferences in China and compared them to those in the United States, in order to promote the international exchange of knowledge to improve MI in China and potentially other nations, where progress in the discipline is perceived to be lagging.

### Objectives

We focused on four national mainstream medical informatics conferences in China—the China Medical Information Association Annual Symposium (CMIAAS 2015) [4], the China Hospital Information Network Annual Conference (CHINC 2016) [5], the China Health Information Technology Exchange Annual Conference (CHITEC 2016) [6], and the China Annual Proceeding of Medical Informatics (CPMI 2016) [7]). These conferences are also the only four academic and industry conferences that are certified to offer continuing education credits by the National Commission of Health and Family Planning. We then compared the characteristics of those four conferences with two international MI conferences based in the United States—the American Medical Informatics Association (AMIA) and the Healthcare Information and Management Systems Society (HIMSS) 2016 conferences—with the aim of identifying gaps and summarizing lessons learned to encourage greater international cooperation.

## Methods

### Selection of Mainstream Medical Informatics Conferences in China

Following the eHealth Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) methodology [8], we chose four MI conferences as the mainstream conferences in mainland China: (1) CMIAAS hosted by the China Medical Informatics Association (the only country representative of International Medical Informatics Association); (2) CPMI hosted by the Medical Informatics Branch, Chinese Medical Association, which is the most authoritative organization for Chinese medicine; (3) CHINC hosted by the Committee on Information Management, Chinese Hospital Association; and (4) CHITEC hosted by the China Institutes of Health Information (the largest two industry associations in MI).

### Data Collection

The three largest Chinese literature databases were searched: the VIP database of Chinese scientific and technical journals [9], the Chinese National Knowledge Infrastructure [10], and the Wanfang data retrieval platform [11]. The databases were searched for “conference proceedings”. Keywords included the Chinese name of the conferences; the Chinese organizer of the conferences (China Medical Informatics Association, the Committee on Information Management, Chinese Hospital Association, China Institutes of Health Information, and the Medical Informatics Branch, Chinese Medical Association); and the English acronym of each conference (CMIAAS, CHINC, CHITEC, and CPMI). Conference proceedings between 1985 and 2015 were retrieved. In addition, we searched for relevant supporting information and biographical references, including the purpose, scope of business, and “call for papers” related to each conference.

Data for AMIA and HIMSS—the two American MI conferences—were extracted from literature reviews [12,13], along with the “letter of welcome” for AMIA and HIMSS and website information regarding conference organizers [14,15].

### Data Extraction

We exported information on target conferences from the literature and databases, including the following:

The scale of the conference, including the name of the conference, the organizer, its year of inception, its schedule, the duration of the conference, and the number of attendees.

General information regarding the proceedings, including title, publication year, author affiliation, the name of the conference, and the author’s geographic area (extracted using a self-developed tool).
Topics of conference proceedings, which we collected and analyzed, as well as the "call for papers" of the CMIAAS, CHINC, CPMI, and CHITEC (2000-2016) and the organizer’s scope of business.

We used EndNote X2, MS Excel 2011, and Python 2.7 for data processing and analysis.

**Results**

To further investigate the current level of MI academic research and health information technology (HIT) applications in China, we compared the number of conference sessions, number of attendees, topics presented in conference proceedings, academic research, real-world applications, presentations of academic achievement, number of participating companies, and review criteria among four Chinese mainstream medical informatics conferences, as well as two US conferences. The results are shown in Tables 1 and 2, and specific details are presented in Table 3. The topics of the conference proceedings indicated that these conferences focused on highly similar topics: among them, 10 research fields, including but not limited to, hospital informatics; regional, public, and grassroots health informatics; and telemedicine.

**Table 1.** Comparison of major characteristics of MI conferences (academic) in United States and China, 2016.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>CMIAAS 2015</th>
<th>CPMI 2016</th>
<th>AMIA 2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days of meeting, n</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Conference sessions, n</td>
<td>42</td>
<td>83</td>
<td>110</td>
</tr>
<tr>
<td>Attendees, n</td>
<td>200</td>
<td>300</td>
<td>2500</td>
</tr>
<tr>
<td>Participating companies, n</td>
<td>5</td>
<td>17</td>
<td>75</td>
</tr>
<tr>
<td>Overall volume of academic achievements a</td>
<td>71</td>
<td>248</td>
<td>1349</td>
</tr>
<tr>
<td>Presentations of academic achievements, n</td>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Subforums, n</td>
<td>4</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Topics in conference proceedings, n</td>
<td>6</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>Pre-symposium tutorials &amp; work group sessions, n</td>
<td>0</td>
<td>7</td>
<td>29</td>
</tr>
<tr>
<td>Days of pre-symposium tutorials &amp; working group, n</td>
<td>0</td>
<td>0.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

aSince CPMI 2016 conference papers were still not available from the three major Chinese literature databases (the VIP database of Chinese scientific and technical journals, the Chinese National Knowledge Infrastructure, and the Wanfang database) at the time of writing, CPMI 2015 conference papers were cited here instead.

**Table 2.** Comparison of major characteristics of MI conferences (industry) in United States and China, 2016.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>CHINC 16</th>
<th>CHITEC 16</th>
<th>HIMSS 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days of meeting, n</td>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Sessions, n</td>
<td>178</td>
<td>132</td>
<td>950</td>
</tr>
<tr>
<td>Attendees, n</td>
<td>3500</td>
<td>5000</td>
<td>40,000</td>
</tr>
<tr>
<td>Participating companies, n</td>
<td>138</td>
<td>152</td>
<td>1400</td>
</tr>
<tr>
<td>Overall volume of conference proceedings a</td>
<td>853</td>
<td>667</td>
<td>0</td>
</tr>
<tr>
<td>Concurrent education sessions, n</td>
<td>64</td>
<td>40</td>
<td>300</td>
</tr>
<tr>
<td>Subforums, n</td>
<td>23</td>
<td>12</td>
<td>230</td>
</tr>
<tr>
<td>Topics in conference proceedings, n</td>
<td>6</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Pre-symposium tutorials &amp; workshops, n</td>
<td>4</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>Days of pre-symposium tutorials &amp; working groups, n</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

aSince the conference papers of CHINC 2016 and CHITEC 2016 were still not available from the three major Chinese literature databases (the VIP database of Chinese scientific and technical journals, the Chinese National Knowledge Infrastructure, and the Wanfang database) at the time of writing, the conference papers of CHINC 2015 and CHITEC 2015 were cited here instead.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizer</td>
<td>China Medical Informatics Association</td>
<td>Medical Informatics Branch, Chinese Medical Association</td>
<td>American Medical Informatics Association</td>
<td>China Institutes of Health Information</td>
<td>Committee on Information Management, Chinese Hospital Association</td>
<td>Healthcare Information and Management Systems Society of the US</td>
</tr>
<tr>
<td>Schedule</td>
<td>Every 3 years</td>
<td>Annual</td>
<td>Annual</td>
<td>Annual</td>
<td>Annual</td>
<td>Annual</td>
</tr>
<tr>
<td>Meeting duration</td>
<td>1 day</td>
<td>2 day</td>
<td>5 days</td>
<td>3 days</td>
<td>3 days</td>
<td>5 days</td>
</tr>
<tr>
<td>Attendees, n</td>
<td>200+</td>
<td>300+</td>
<td>2500+</td>
<td>5000</td>
<td>3500+</td>
<td>40,000+</td>
</tr>
<tr>
<td>Composition of attendees</td>
<td>Medical institutions, universities, research institutes</td>
<td>Medical institutions, research institutions, universities</td>
<td>Medical institutions, universities, research institutions, companies</td>
<td>Medical institutions, research institutions, government authorities, enterprises, some universities</td>
<td>Medical institutions, enterprises, some universities and research institutions</td>
<td>Companies, medical institutions, research institutions</td>
</tr>
<tr>
<td>Academic achievement</td>
<td>4 forums, 71 conference papers</td>
<td>4 forums, half-day preconference seminar, 248 conference papers, including 13 papers presented at general conference and 48 papers at forums (a)</td>
<td>10 forums, one and half-day preconference seminar, 29 continuing education sessions, and 110 lectures; 151 full-text papers, 50 student articles, 1050 posters, 11 system presentations, 80 abstracts, 7 contests of student-led project design. Rigorous peer review mechanism.</td>
<td>12 forums, 40 continuing education lectures; 667 conference papers, of which 37 were nominated as “outstanding papers” (a)</td>
<td>23 forums, 64 continuing education lectures, 1-day preconference seminar; 853 conference papers, of which 71 were nominated as “outstanding papers” (a)</td>
<td>(&gt;230) forums and presentations, (&gt;300) concurrent education sessions, 1-day preconference seminar</td>
</tr>
<tr>
<td>Paper review mechanism</td>
<td>Format review only</td>
<td>Format review only</td>
<td>Rigorous peer review mechanism</td>
<td>Format review only</td>
<td>Format review only</td>
<td>Presenters required to submit abstracts and PPT for peer review</td>
</tr>
<tr>
<td>Participating companies, n</td>
<td>5</td>
<td>17</td>
<td>75</td>
<td>152</td>
<td>138</td>
<td>1400+, with review performed between 12 regions</td>
</tr>
<tr>
<td>Role of participants</td>
<td>Institution IT staff (48%), university research staff (33%), MI specialists (7%)</td>
<td>Institution IT staff (34%), university research staff (27%), MI specialist (24%)</td>
<td>MDs (27%), research staff (19%), Institution IT and administrative staff (17%)</td>
<td>Institution IT staff (57%), government functional personnel, students (29%), MI specialists (6%)</td>
<td>Institution IT staff (78%), software providers, R&amp;D staff (14%), university research staff (5%)</td>
<td>Medical institution leaders (25%), software providers, R&amp;D staff (23%), government functional personnel, students (13%)</td>
</tr>
</tbody>
</table>

\(a\)Since the conference papers of CHINC 2016, CHITEC 2016 and CPMI 2016 were still not available from the three major Chinese literature databases (the VIP database of Chinese scientific and technical journals, the Chinese National Knowledge Infrastructure, and the Wanfang database) at the time of writing, the conference papers of CHINC 2015, CHITEC 2015, and CPMI 2015 were cited here instead.

\(b\): A: consumer health informatics; B: clinical information management; C: decision support system; D: electronic medical records; E: medical language processing; F: nursing informatics; G: achievement evaluation; H: public health informatics; I: information retrieval; J: medical cognitive science; K: clinical project management; L: computer-based training; M: coding, classification, and terminology; N: clinical guidelines for computerization; O:
We briefly analyzed the data shown in Table 3 and reached the following primary conclusions regarding the current status of MI development in China and the United States.

First, for academic exchange conferences, we compared the relatively large CPMI conference with AMIA (the annual symposium 2016) and observed that the number of attendees and number of conference papers of the CPMI were approximately only 8% of the numbers of AMIA conference papers. For presentation formats of academic achievements, at AMIA 2016, academic achievements were presented through various means—including full-text papers, posters, student papers, abstracts, design contests, system demonstrations, and descriptions—whereas, at CPMI 2015, academic achievements were presented only as full-text and exchange papers. Of the topics, only 7 fields were covered at CPMI 2015, of which 70.6% of papers were related to information retrieval and hospital informatics. Conversely, all 20 subfields related to MI were covered at AMIA 2016. At the same time, there was remarkable gap between the two conferences in terms of number, size, and degree of attention of the special pre-symposium continuing education sessions. AMIA 2016 scheduled 29 high-level tutorials and working groups in the day and a half before the official symposium, and the average time of each session lasted about 53 minutes. The CPMI 2016 scheduled only 7 tutorials in the afternoon 1 day before the official symposium (ie, less than a quarter of AMIA), and the average time of each session lasted only 25 minutes (ie, only half of AMIA). Therefore, Chinese professionals had fewer continuing education opportunities to attend tutorials offered by conferences. In terms of topics included in the academic conference, AMIA 2016 contained 20 themes, while CMIAAS 2015 and CPMI 2016 contained only 6 and 5, respectively. In terms of participant distribution, AMIA 2016 was mainly composed of medical doctors, researchers, and medical institutions information technology and administrative personnel, while CMIAAS 2015 and CPMI 2016 comprised mainly information technology management of medical institutions, university researchers, and professional MI researchers. Medical doctors were seldom involved.

We then examined the data for HIT application conferences where the gap was also significant. Our comparison of the relatively large CHITEC 2016 and HIMSS 2016 revealed that the number of attendees at CHITEC 2016 was only 12.5% of the number at HIMSS 2016 (5000+ compared to 40,000+), and the number of participating companies at CHITEC 2016 was only 10.9% of the number at HIMSS 2016 (152 compared to 1400+). For academic value-related measures, CHITEC 2016 included only 12 subforums and 40 continuing education lectures, which were, respectively, 5% and 13% of the forums and lectures at HIMSS 2016 (230+ forums and 300+ concurrent education sessions over 5 days). For topics, 10 fields were covered at CHITEC 2015; however, 73.8% of the conference papers were related to hospital informatics or population health informatics, whereas all 20 subfields related to MI were covered at HIMSS 2016. In addition, there was a similar gap between the two conferences in terms of number, size, and degree of attention of pre-symposium continuing learning opportunities. HIMSS 2016 scheduled 12 high-quality preconference education symposiums and workshops, while CHINC 2016 scheduled only 4 (ie, less than half of HIMSS) for 1 day before the official meeting. In terms of subjects, industry conference HIMSS 2016 contained 20 themes, while CHITEC 2016 and CHINC 2016 contained only 10 and 6, focusing mainly on hospital and clinical informatics. In terms of participant distribution, HIMSS 2016 had a similar composition of participants to that of CHITEC 2016 and CHINC 2016, but with more uniform and reasonable distribution.

Third, we noted a significant gap between the academic and continuing education value of Chinese and US MI conference proceedings papers. Specifically, at Chinese HIT conferences, only format review was conducted, due to the lack of well-rounded peer reviewers who had professional training in MI courses. As a consequence, the academic value of the Chinese conference papers was fairly low. In contrast, rigorous peer review was implemented for AMIA 2016. According to data published on its website, the acceptance rate for AMIA’s proceedings papers is less than 30%. Thus, AMIA has been recognized by the China Computer Federation Academic Committee as “an important internationally recognized conference” [16].

Overall, we believe that the huge gap between the US and Chinese MI conferences is closely related to their economic strength, population, and health care system. According to 2015 statistics, the US gross domestic product is 1.78 times the Chinese (US $18 trillion and 40 billion [17] vs US $10 trillion and 140 billion [18]). The US population is only 23% of China (314 million [19] vs 1 billion 370 million [20]), but US spending on health care accounted for 16.9% of its gross domestic product [21], which is only 5.95% for China [22]. That is to say, in the same year the health expense per capita was $9451 in the United States [21] and was only $438 in China [22]. The former is 21.6 times the latter. In addition, a huge difference between the Chinese and US health systems is that in the United States, new inventions will soon be put into use [23]. MI is a new interdisciplinary field that has a wide market prospect and naturally has been attracting a lot of investment funds support. Investors want to reduce medical cost through the use of new technologies, forcing medical institutions’ cost control under the premise of quality assurance. Therefore, it is not surprising that the number of attendees of HIMSS 2016 is 8 times that of CHITEC 2016, and AMIA 2016’s academic achievements are 8.3 times those of CPMI 2016.

In addition, this phenomenon of focusing more on application in HIT and less on research on MI has led to repeated HIT construction in China and a huge resource waste. Contrasted to the United States, there exists a difficulty in applying theoretical research to real-world problems in China, the foundation of theoretical research in medical informatics is weak, and few such studies have been published in China. At present, only a few Chinese teaching institutions have graduate courses or research institutes focused on MI. Moreover, very little
investment from the Chinese government has been devoted to basic MI research compared with the huge investments into HIT application, especially MI. We searched and compared the medical information projects funded by Natural Science Foundation of China (NSFC) [24]. As the main channel from the Chinese government to support basic and applied basic research, NSFC is targeted at the whole country for researchers from universities, colleges, research institutions, and enterprises. NSFC is more or less similar to the US National Institutes of Health (NIH). The funded area directly related to MI in NSFC was very limited, with only one domain code set up for independent medical information from 2005, which is code H1814 (medical information system and telemedicine). The number of MI projects funded by NSFC was extraordinarily limited compared to NIH. In 2015, only 3 MI projects (under code H1814) over 3 institutions were funded, with a total amount of USD $284,000; the amount per project was USD $4700. This was in sharp contrast to NIH where 122 MI projects over 82 institutions were funded, with a total of USD $6,514,279. The amount per project was USD $545,199, which were 40.7 times, 27.3 times, 234.2 times, and 5.76 times the Chinese counterparts respectively in 2015. In summary, compared with their American counterparts, funding from government in terms of quantity and amount in basic MI research was very poor in China. The results are shown in Table 4.

<table>
<thead>
<tr>
<th>Organization</th>
<th>Funded projects, n</th>
<th>Funded institutions, n</th>
<th>Average amount (USD)</th>
<th>Total amount of funded projects (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSFC</td>
<td>3</td>
<td>3</td>
<td>94,700</td>
<td>284,000</td>
</tr>
<tr>
<td>NIH</td>
<td>122</td>
<td>82</td>
<td>545,199</td>
<td>66,514,279</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

This cross-sectional study of the quantitative measures of Chinese and US academic and industry exchange conferences showed a large gap between China and the United States in both MI academic research and HIT applications. In addition, there exists a gap in the effect of conferences themselves and proceedings on continuing education to MI researchers and professionals. Our research showed that MI conferences in China exhibit a significant gap compared to their US counterparts in terms of scale, quality, timeliness, breadth, and depth, from the perspective of discipline development and continuing education. The value of conferences as a continuing education channel to MI professionals in China is also far less than their US counterparts. The training tutorials, lectures, forums, and proceedings of MI conferences in China are more focused on HIT applications and less on the level of academic research.

#### Strengths and Limitations

This study compared the development of Sino American medical informatics from the perspective of relevant conferences in the two countries. However, the measures to evaluate an overall discipline or industry development are complex. Conferences and meetings are only one part of the field. Furthermore, some information was publically unavailable, such as the demographic information of actual attendees at the Chinese MI conferences or the Chinese participants in the US MI conferences. In addition to conferences, future research should examine capital investment, published papers, patent applications, safety improvement, patient satisfaction, etc, to evaluate the outcomes of MI development in China.

#### Conclusion

This study demonstrated a significant gap in MI development and continuing education between China and the United States from the perspective of conferences and analyzed the underlying reasons for this gap. There is an urgent need to elevate MI in China in the area of academic discipline and research. Relevant MI professionals need to strengthen mutual understanding and develop pertinent and effective cooperation between China and the United States as well as other global colleagues.
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Abstract

Background: Delays to diagnosis in lung cancer can lead to reduced chance of survival, and patients often wait for several months before presenting symptoms. The time between first symptom recognition until diagnosis has been theorized into three intervals: symptom appraisal, help-seeking, and diagnostic interval (here: “pathway to diagnosis”). Interventions are needed to reduce delays to diagnosis in lung cancer. The Web has become an important lay health information source and could potentially play a role in this pathway to diagnosis.

Objective: Our overall aim was to gain a preliminary insight into whether Web-based information plays a role in the pathway to diagnosis in lung cancer in order to assess whether it may be possible to leverage this information source to reduce delays to diagnosis.

Methods: Patients diagnosed with lung cancer in the 6 months before study entry completed a survey about whether (and how, if yes) they had used the Web to appraise their condition prior to diagnosis. Based on survey responses, we purposively sampled patients and their next-of-kin for semistructured interviews (24 interviews; 33 participants). Interview data were analyzed qualitatively using Framework Analysis in the context of the pathway to diagnosis model.

Results: A total of 113 patients completed the survey (age: mean 67.0, SD 8.8 years). In all, 20.4% (23/113) reported they or next-of-kin had researched their condition online before the diagnosis. The majority of searches (20/23, 87.0%) were conducted by or with the help of next-of-kin. Interview results suggest that patients and next-of-kin perceived an impact of the information found online on all three intervals in the time to diagnosis. In the appraisal interval, participants used online information to evaluate symptoms and possible causes. In the help-seeking interval, the Web was used to inform the decision of whether to present to health services. In the diagnostic interval, it was used to evaluate health care professionals’ advice, to support requests for further investigation of symptoms, and to understand medical jargon. Within this interval, we identified two distinct subintervals (before/after relevant diagnostic tests were initiated), in which the Web reportedly played different roles.

Conclusions: Because only 20.4% of the sample reported prediagnosis Web searches, it seems the role of the Web before diagnosis of lung cancer is at present still limited, but this proportion is likely to increase in the future, when barriers such as unfamiliarity with technology and unwillingness to be informed about one’s own health are likely to decrease. Participants’ perceptions suggest that the Web can have an impact on all three intervals in the pathway to diagnosis. Thus, the Web may hold the potential to reduce delays in the diagnostic process, and this should be explored in future research and interventions. Our results also suggest a division of the diagnostic interval into two subintervals may be useful.
 Introduction

Lung cancer is the leading cause of cancer deaths worldwide [1]. Low survival rates for lung cancer have been linked to delays to diagnosis [2]; the majority of patients are diagnosed at advanced disease stages, which decreases chance of survival [3].

The route from symptom recognition to diagnosis and commencement of treatment has been theorized into four intervals by Walter et al [4] in a model of pathways to treatment (Figure 1). In the first interval, the “appraisal interval,” an individual appraises and interprets bodily changes. This is followed by the “help-seeking interval,” in which the individual decides whether to consult a health care professional about the bodily changes [5]. The following “diagnostic interval” involves appraisal by health care professionals, investigations, referrals, and appointments. In the event of a diagnosis, the “pretreatment interval” then commences, which involves planning and scheduling of treatment. The length of these intervals can be influenced by disease factors (eg, site, size, growth rate), health care provider and system factors (eg, access to resources, health care policy), and patient factors (eg, psychosocial factors).

Here we focus on the three intervals leading up to diagnosis (appraisal, help-seeking, and diagnostic; Figure 1) because low survival rates in lung cancer have been linked to delays to diagnosis [2,6]. We refer to these three intervals as the “pathway to diagnosis.”

We focus on patient factors because research has shown that people with lung cancer often experience symptoms for several months before presenting to health services [7-9]. Research suggests lack of knowledge about lung cancer symptoms is one of the biggest barriers to help-seeking [7,9-14]. Furthermore, symptoms are often masked by preexisting comorbidities that have similar symptoms, making it difficult for the patient to distinguish between existing and new symptoms [12,15]. Fear of being diagnosed with cancer and fatalistic beliefs about treatability of lung cancer may also impede help seeking [8,12].

Lung and colorectal cancer patients have been shown to be proactive when appraising symptoms [14] and health-related Web use has been documented in various cancer populations, such as lung, colorectal, prostate, testicular, breast, cervical, and bowel cancer [16-18]. This suggests the Web could play a role in the time before cancer diagnosis (eg, if people with cancer search the Web for information to appraise their symptoms). Although evidence indicates that people with lung cancer do access the Web [18,19], the proportion of Web users is likely to be low because lung cancer patients tend to be older (>70 years) and to have lower education levels and socioeconomic status [1], and these factors are related to low levels of health-related Web use [20]. Overall, there is a growth of health information on the Web and an increasing tendency for individuals to seek health information online [21]. However, little is known about how people make use of this source prior to diagnosis because most research focuses on Web usage after patients have been diagnosed.

Due to the scarcity of previous research on this topic, an exploratory approach was required to gain a preliminary understanding of the potential role of online health information during the time leading up to a lung cancer diagnosis. In this study, we aimed to gain this preliminary understanding by exploring patients’ own retrospective accounts of how they remember the events leading up to their diagnosis, with particular focus on the perceived impact of Web searches on this process. Previous research has shown that family members sometimes conduct Web searches on behalf of patients [17] and that family members play an important role in lung cancer patients’ help-seeking behavior [7,8,11,22]. Therefore, we also aimed to explore accounts of next-of-kin of patients and whether they assisted patients with online searches or conducted searches on their behalf.

Our overall aim was to gain a preliminary, exploratory insight into whether Web-based information plays a role in the pathway to lung cancer diagnosis. This is important because, if the Web is found to play a role, it may be possible in the future to leverage this information source to reduce delays to diagnosis. To meet this aim, we addressed three research questions:

1. What proportion of people with lung cancer (or their family/friends) retrospectively report researching their condition online prior to diagnosis?
2. In cases in which prediagnosis Web searches take place, how do individuals perceive the impact of the information they find on their pathway to diagnosis?
3. What are possible barriers to using the Web prediagnosis?
Methods

Design

Our research questions required the combination of quantitative and qualitative methods. Quantitative methods were used to establish the proportion of lung cancer cases in which prediagnosis Web searches took place (question 1). Qualitative methods were used to explore individuals’ perceptions of the impact their Web searches had on the pathway to diagnosis, as well as barriers that might prevent individuals from accessing the Web for health information prediagnosis (questions 2 and 3). Finally, mixed methods were required because a survey was needed to screen for relevant individuals for interview because we expected low levels of Web use among lung cancer patients. Thus, this study consisted of (1) a cross-sectional, retrospective survey and (2) a qualitative interview study with a subsample of the survey participants.

Participants and Recruitment

We recruited recently diagnosed lung cancer patients to explore patients’ retrospective accounts of the events leading up to their diagnosis. Participants were recruited from outpatient clinics at two large university hospitals in the northwest of England between July 2014 and March 2015. Patients were eligible if they (1) had received a lung cancer diagnosis in the 6 months prior to study entry, (2) had sufficient English language to complete the questionnaire, (3) were able to consent, and (4) reported experiencing at least one symptom before diagnosis. Patients whose diagnosis was more than 6 months before study entry were excluded to reduce recall bias [17].

Participants were sampled for interviews purposively based on questionnaire responses regarding (1) whether the Web had been used prior to diagnosis and (2) sociodemography (age, gender, smoking status) because these sociodemographic factors have been shown to be related to Web use [23]. We included both Web users and non-Web users to gain insight into reasons for and against using the Web prior to diagnosis. Next-of-kin were invited to participate in interviews because they tend to be involved in health information seeking [24] and have been shown to play an important role in lung cancer patients’ help seeking [7,8,11,22]. We recruited next-of-kin who engaged in Web searches prior to diagnosis on the patient’s behalf and those who did not. Data collection continued until saturation was reached (ie, when no new evidence for theoretical points emerged and we began to note similar accounts recurring) [25].

Procedure

We approached patients attending outpatient clinics, who had previously been identified from clinical notes as potentially eligible. Following informed consent, we provided participants with a questionnaire and stamped-addressed return envelope, with the option of completing the questionnaire in clinic (with the researchers, if they wished) or at home. A subset of consenting participants was selected purposively to participate in follow-up interviews, which were conducted in clinic.

Measures

Questionnaire

The paper-based questionnaire took 10 to 15 minutes to complete. Questions were standardized and assessed (1) whether the patient and/or a family member/friend had used the Web prior to diagnosis to help understand the symptoms/condition, (2) which symptoms were experienced before the diagnosis, (3) details on Web searches conducted prior to diagnosis if applicable (who conducted the search, search engine and search...
The development of the questionnaire was informed by previous literature on help-seeking behavior and Web-searching behavior [18,23,26], medical reference works [27,28], discussion with a Patient and Public Involvement group for cancer and palliative care, as well as brainstorming within the research group.

**Interviews**

Interviews were semistructured with open-ended questions and standardized prompts. The interview topic guide covered:

1. Symptom experience prior to diagnosis, with a focus on motivators and barriers to seeking help;
2. Web searches conducted prior to diagnosis (if applicable), with a focus on perceived impacts on the pathway to diagnosis (eg, the decision of whether to present to health services); and
3. Reasons for and against using the Web prior to diagnosis.

**Clinical Records**

Following consent, type of lung cancer and smoking status were obtained from patient records.

**Analysis**

**Quantitative Analysis**

We analyzed questionnaire data descriptively using IBM SPSS version 22 to calculate percentages, means, and standard deviations. For proportions, we calculated 95% confidence intervals using Confidence Interval Analysis (CIA) version 2.2.0 [29] as an indication of the variability of the results and to facilitate comparisons. Group differences in continuous variables were tested using the nonparametric Mann-Whitney U test, and associations between categorical variables were tested using Fisher's exact test, with Cramer's V computed to assess effect size.

**Qualitative Analysis**

Interviews were audio-recorded, transcribed verbatim, and organized using QSR NVivo10. Framework Analysis [25] was used to identify recurring and important themes in the data. Our analysis involved the following five stages [30,31]:

**Familiarization With the Data**

Familiarization was achieved by repeatedly reading all interview transcripts and noting recurring topics.

**Development of a Theoretical Framework**

A broad framework of topics was developed to organize the data, based on the interview protocol as well as recurring topics identified in step 1. The topics were then sorted and grouped under broad categories to create a hierarchical structure of topics and subtopics.

**Indexing Data**

The framework was then applied to the data by using NVivo to label transcript sections according to the topics occurring in each section. This was undertaken by at least two independent researchers and any discrepancies discussed until consensus was reached.

**Summarizing Data in Thematic Charts**

A matrix was created within NVivo10 [32] for each topic, with participants in the rows and subtopics in the columns. Transcript sections were then summarized into the relevant cells, keeping as close to participants’ original wording as possible. To illustrate, an excerpt from a framework matrix is provided in Multimedia Appendix 1.

**Synthesizing Data by Mapping and Interpreting**

Matrices were next explored by comparing cells across participants and within participants to identify similarities or differences in how participants described their experiences. This facilitated identification of recurring themes and links between themes. Themes were discussed in the research group until consensus was reached. To aid interpretation, we categorized participants’ reported Web searches according to the interval in the pathway to diagnosis [4] in which they occurred. Searches were assigned to the appraisal interval if they took place before the searcher perceived a reason to present the symptoms to a health care professional. They were classed as help-seeking interval if they took place between perceiving a reason to present symptoms and first consultation. Searches were assigned to the diagnostic interval if they took place after first consultation, but before a diagnosis was given.

**Results**

**Survey**

**Sample Description**

Between July 2014 and March 2015, 199 patients were identified as eligible and 122 consented (61.3%). Nine participants were excluded after consent because they had not experienced symptoms prior to diagnosis (it was not possible to discern this in advance from clinical records); therefore, 113 participants were included in the final sample (Figure 2). The mean age was 67.0 (SD 8.8) years and ranged from 42 to 88 years. The majority were male (56.6%, 64/113), retired (65.5%, 74/113), former smokers (69.0%, 78/113), and reported educational attainment below university level (82.3%, 93/113); 48.7% (55/113) had non-small cell lung cancer (Table 1).

Approximately half of all participants had an Internet connection (51.3%; 58/113) and 61.1% (69/113) had used an Internet device at some point; 23.0% (26/113) did not own any Internet device (Table 2).
### Table 1. Participant demographic details (N=113).

<table>
<thead>
<tr>
<th>Sociodemographic variables</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>66.7 (8.7)</td>
</tr>
<tr>
<td>Female</td>
<td>67.1 (8.9)</td>
</tr>
<tr>
<td>Total</td>
<td>67.0 (8.8)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>64 (56.6)</td>
</tr>
<tr>
<td>Female</td>
<td>49 (43.4)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>24 (21.2)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>12 (10.6)</td>
</tr>
<tr>
<td>Retired</td>
<td>74 (65.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No formal education</td>
<td>16 (14.2)</td>
</tr>
<tr>
<td>Secondary or high school</td>
<td>19 (16.8)</td>
</tr>
<tr>
<td>GCSE or equivalent</td>
<td>22 (19.5)</td>
</tr>
<tr>
<td>A levels or equivalent</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>Vocational qualification</td>
<td>22 (19.5)</td>
</tr>
<tr>
<td>Professional qualification</td>
<td>10 (8.8)</td>
</tr>
<tr>
<td>University degree</td>
<td>6 (5.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>14 (12.4)</td>
</tr>
<tr>
<td><strong>Type of lung cancer, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-small cell lung cancer</td>
<td>55 (48.7)</td>
</tr>
<tr>
<td>Small cell lung cancer</td>
<td>44 (38.9)</td>
</tr>
<tr>
<td>Combined</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>13 (11.5)</td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never-smoker</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>78 (69.0)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>25 (22.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>7 (6.2)</td>
</tr>
</tbody>
</table>
Table 2. Habitual Web/technology use among participants (N=113).

<table>
<thead>
<tr>
<th>Item</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet connection at home</td>
<td>58 (51.3)</td>
</tr>
<tr>
<td>Use of a computer</td>
<td>60 (53.1)</td>
</tr>
<tr>
<td>Owning a computer</td>
<td>73 (64.6)</td>
</tr>
<tr>
<td>Use of a Web-enabled mobile phone</td>
<td>24 (21.2)</td>
</tr>
<tr>
<td>Owning a Web-enabled mobile phone</td>
<td>40 (35.4)</td>
</tr>
<tr>
<td>Use of a tablet</td>
<td>34 (30.1)</td>
</tr>
<tr>
<td>Owning a tablet</td>
<td>38 (33.6)</td>
</tr>
<tr>
<td>Ever use any Internet devices</td>
<td>69 (61.1)</td>
</tr>
<tr>
<td>Not owning any Internet devices</td>
<td>26 (23.0)</td>
</tr>
</tbody>
</table>

Figure 2. Participant recruitment flow diagram (STROBE diagram).

N = 77 did not consent
Reasons:
Not interested: n = 8
Felt too tired: n = 6
Did not want to fill in study documents: n = 4
Felt too anxious/overwhelmed: n = 9
Was handed a study information pack but did not return the questionnaire: n = 23
Did not attend their appointment: n = 11
Patient was not approached by clinician: n = 3
Reason missing: n = 13

199 patients identified as eligible

122 patients consented and completed the survey

113 patients included in final survey

88 patients consented to be contacted for an interview

17 patients and 16 family members purposively sampled for interviews (24 interviews conducted)
Proportion of People With Lung Cancer (or Their Family/Friends) Who Reported Web Searches Prior to Diagnosis

Of the sample, 20.4% (23/113, 95% CI 12.9%-27.8%) reported they, or a family member/friend, researched symptoms online prior to diagnosis. Seven of 113 (6.2%, 95% CI 1.8%-10.6%) stated they researched their symptoms themselves, four of these with the help of a family member/friend. Family/friends conducted online searches on the patient’s behalf in another 16 cases (14.2%, 95% CI 7.7%-20.6%), thus the majority of searches (20/23, 87.0%) involved family/friends. Although 23 people reported the Web was used in their case, some reported several Web users (eg, a spouse and grandchild). Thus, in total, we identified 31 Web users: 7 patients, 7 spouses/partners, 12 sons/daughters, 2 sons-in-law/daughters-in-law, 1 grandchild, 1 nephew, and 1 friend. The age distribution of Web users is shown in Figure 3.

Description of Web Searches

Of the 23 participants who reported Web searches prior to diagnosis, 20 reported that Google was used to search; the rest did not know which search engine was used. The majority (19/23) reported using the NHS Direct website. Other websites included WebMD (7/23), patient.co.uk (5/23), Yahoo Health (2/23), and Netdoctor (1/23). Two participants reported visiting discussion forums.

Twenty-one participants reported search terms used (Table 3). Eight participants used symptoms as search terms (eg, “persistent cough”) and five used possible causes/conditions, such as “throat cancer” or “stopping smoking.” Three people used investigative test results that had been communicated to them by health professionals before they had received a final diagnosis (eg, “pleural effusion”). In these three cases, the Web searches took place before a diagnosis was given, but after some investigation of symptoms had been initiated. Five participants used combinations of these (eg, “stomach cancer and weight loss”). Overall, five participants reported that “lung cancer” was included in their search.

Web Searches and Symptoms

The majority (67.3%, 76/113) of participants reported experiencing a cough prior to diagnosis (Table 4). On average, participants reported mean 3.0 (SD 1.6) symptoms.
Table 3. Search terms used during Web searches prior to diagnosis (n=23).

<table>
<thead>
<tr>
<th>Category and terms</th>
<th>Participants, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms</td>
<td></td>
</tr>
<tr>
<td>Persistent cough</td>
<td>4</td>
</tr>
<tr>
<td>Hoarse voice, hoarseness, croaky voice</td>
<td>3</td>
</tr>
<tr>
<td>Back pain, shoulder pain, lower back pain</td>
<td>2</td>
</tr>
<tr>
<td>Coughing up blood</td>
<td>1</td>
</tr>
<tr>
<td>Lump on neck</td>
<td>1</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>1</td>
</tr>
<tr>
<td>Swollen face and neck</td>
<td>1</td>
</tr>
<tr>
<td>Recurrent chest infection</td>
<td>1</td>
</tr>
<tr>
<td>Pain in chest</td>
<td>1</td>
</tr>
<tr>
<td>Weight loss</td>
<td>1</td>
</tr>
<tr>
<td>Night sweats</td>
<td>1</td>
</tr>
<tr>
<td>Dry mouth</td>
<td>1</td>
</tr>
<tr>
<td>Conditions / possible causes</td>
<td></td>
</tr>
<tr>
<td>Lung cancer, lung cancer symptoms</td>
<td>5</td>
</tr>
<tr>
<td>Cancer</td>
<td>1</td>
</tr>
<tr>
<td>Throat cancer</td>
<td>1</td>
</tr>
<tr>
<td>Stomach cancer</td>
<td>1</td>
</tr>
<tr>
<td>Myasthenia</td>
<td>1</td>
</tr>
<tr>
<td>Stopping smoking</td>
<td>1</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1</td>
</tr>
<tr>
<td>Test results (communicated to the patient before the final diagnosis was given)</td>
<td></td>
</tr>
<tr>
<td>Pleural effusion, fluid in lungs</td>
<td>1</td>
</tr>
<tr>
<td>Patch on vocal cords</td>
<td>1</td>
</tr>
<tr>
<td>Iron anemia</td>
<td>1</td>
</tr>
<tr>
<td>Collapsed lung</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4. Number and percentage of participants reporting respective symptoms (N=113).

<table>
<thead>
<tr>
<th>Symptom</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cough</td>
<td>76 (67.3)</td>
</tr>
<tr>
<td>Change in an existing cough</td>
<td>22 (19.5)</td>
</tr>
<tr>
<td>Hemoptysis</td>
<td>19 (16.8)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>59 (52.2)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>51 (45.1)</td>
</tr>
<tr>
<td>Weight loss / loss of appetite</td>
<td>44 (38.9)</td>
</tr>
<tr>
<td>Shoulder/back pain</td>
<td>15 (13.3)</td>
</tr>
<tr>
<td>Chest pain</td>
<td>13 (11.5)</td>
</tr>
</tbody>
</table>
Table 5. Association between reporting symptoms and reporting Web use prior to diagnosis.

<table>
<thead>
<tr>
<th>Reported symptoms</th>
<th>Web was used, n (expected count)</th>
<th>Web was not used, n (expected count)</th>
<th>$\chi^2$</th>
<th>$P$ (Fisher's exact test)</th>
<th>Cramer's $V$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td></td>
<td></td>
<td>0.7</td>
<td>.46</td>
<td>0.076</td>
</tr>
<tr>
<td>Yes</td>
<td>14 (15.6)</td>
<td>62 (60.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9 (7.4)</td>
<td>27 (28.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in an existing cough</td>
<td></td>
<td></td>
<td>0.1</td>
<td>&gt;.99</td>
<td>0.074</td>
</tr>
<tr>
<td>Yes</td>
<td>3 (4.3)</td>
<td>18 (16.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>20 (18.7)</td>
<td>71 (72.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoptysis</td>
<td></td>
<td></td>
<td>0.3</td>
<td>.76</td>
<td>0.053</td>
</tr>
<tr>
<td>Yes</td>
<td>3 (3.9)</td>
<td>16 (15.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>20 (19.1)</td>
<td>73 (73.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dyspnea</td>
<td></td>
<td></td>
<td>0.7</td>
<td>.49</td>
<td>0.079</td>
</tr>
<tr>
<td>Yes</td>
<td>14 (12.2)</td>
<td>45 (46.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9 (10.8)</td>
<td>43 (41.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatigue</td>
<td></td>
<td></td>
<td>0.5</td>
<td>.64</td>
<td>0.065</td>
</tr>
<tr>
<td>Yes</td>
<td>9 (10.5)</td>
<td>42 (40.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>14 (12.5)</td>
<td>47 (48.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td></td>
<td></td>
<td>3.6</td>
<td>.09</td>
<td>0.179</td>
</tr>
<tr>
<td>Yes</td>
<td>13 (9.0)</td>
<td>31 (35.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>10 (14.0)</td>
<td>58 (54.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shoulder/back pain</td>
<td></td>
<td></td>
<td>&lt;0.1</td>
<td>&gt;.99</td>
<td>0.005</td>
</tr>
<tr>
<td>Yes</td>
<td>3 (3.1)</td>
<td>12 (11.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>20 (19.9)</td>
<td>77 (77.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chest pain</td>
<td></td>
<td></td>
<td>0.2</td>
<td>&gt;.99</td>
<td>0.046</td>
</tr>
<tr>
<td>Yes</td>
<td>2 (2.7)</td>
<td>11 (10.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>21 (20.3)</td>
<td>78 (78.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The number of symptoms reported by the patient was not significantly associated with whether the Web was used prior to diagnosis ($U = 1041$, $Z = -0.19$, $P = .85$). As Table 5 shows, having any particular symptom was not significantly associated with whether the Web was used prior to diagnosis.

**Qualitative Interviews**

Twenty-four interviews were conducted: 10 with patients, 7 with next-of-kin, and 7 with the patient and next-of-kin together. In total, 33 people were interviewed (n = 19 female). Fourteen interviews involved Web searches prior to diagnosis, either by the patient or next-of-kin.

**Perceptions of the Impact of Prediagnosis Web Searches on the Pathway to Diagnosis**

In the following, we have grouped Web searches according to the time intervals in Walter et al’s model [4] during which they occurred. Within each interval, we explore participants’ perceptions of how their Web searches impacted the processes described in the model.

**Appraisal Interval: Perceived Impacts on Appraisal and Self-Management**

Some participants reportedly accessed the Web for information once they had perceived bodily changes, but had not yet decided to present these to a health care professional. Online information was used to identify possible causes of symptoms:

> And [husband’s name] being how he is, he won’t go to the doctors anyway, so we did sort of self-diagnose, if you like. [R27, wife of patient, 51-65 years]

Some participants described that the information they read online about symptoms changed the way they appraised their symptoms, causing them to view symptoms as more serious than before and, in some cases, even convincing them that the cause was lung cancer:

> I just put in, to start with, shoulder pain, and lung cancer came up straight away...And that’s...I thought, oh, you know; I looked at it, and I thought, lung cancer? Crikey! Because I’d no idea that people got pain anywhere near there. And so I went on one website after another, after another, after another, just to try and read the symptoms to see if the
symptoms were all the same on each site, and they were, basically. [R18, daughter of patient, 51-65 years]

One participant described that the information she found online caused her to view her husband’s symptoms as less serious. In this particular case, the searcher (a patient’s spouse) entered the symptoms experienced by her husband as search terms, coupled with her hypothesis of what was causing the symptoms (ie, smoking cessation). For example, she reportedly searched for “stopping smoking and cough.” Using this search strategy, she reportedly felt reassured by the information she found that the symptoms were caused by smoking cessation rather than a disease:

R27: “You see, the sweating all night and the coughing. We’d had a look online and his friends had told him, he’d stopped smoking. So that happens, you get insomnia, you can’t sleep either and you’re coughing a lot. And you’re just bringing anything up that’s been in your lungs for years. So we sort of left that at that, thinking that’s what it was...”

Interviewer: “And in your search, did you, at any point, come across any information about lung cancer?”

R27: “I don’t think I did...my specific search terms were, stopping smoking, so I kept putting stuff with smoking in. I didn’t put night sweats, if you like, and get the whole...the amount of what would cause it, if you like.”

[...]

Interviewer: “Could you just tell me a little bit more about how you went about your search?”

R27: “So I probably put, stopping smoking and night sweats. And then what’s come up about that. Stopping smoking and cough...how long after stopping smoking, will they carry on coughing?” [R27, wife of patient, 51-65 years]

Help-Seeking Interval: Perceived Impact on the Decision to Consult a Health Care Professional

According to Walter et al’s model [4], individuals in the help-seeking interval form the decision to consult a health care professional and make an appointment, and the interval is concluded when a first consultation takes place. Several participants in our interview study reportedly used online information to inform their decision on whether to present to a health care professional:

I kept thinking, this cough’s not clearing. But like I said, it went on for months and months...so that’s when my son went on the Internet, and that’s when he said, “Mum, Aunt [name] and Aunt [name] they’re right, you need to go.” And that’s when I went. [R22, patient, >65 years]

Some participants who conducted Web searches before first consultation with a health care professional perceived no impact on their decision making because they had reportedly already formed the decision to present to health services before they began their search:

I knew there was something wrong, that you had to go and see a doctor...The decision was made before I even googled it, yes. [R4, patient, 51-65 years]

Diagnostic Interval: Perceived Impact on Health Care Professionals’ Appraisals

In Walter et al’s model [4], the diagnostic interval commences following first consultation and involves appraisal by a health care professional, investigations, referrals, and appointments. Within this interval, we identified two distinct subintervals at which Web searches took place: (1) after a health care professional had been consulted, but before relevant diagnostic tests (chest x-ray, CT scan) had been conducted, and (2) after relevant diagnostic tests had been conducted, but before a diagnosis had been communicated. Within these subintervals, Web searches had different perceived impacts.

Before Diagnostic Tests Were Underway

Participants who reported Web searches in this subinterval described presenting to health services multiple times without diagnostic tests to determine the cause of the symptoms. Participants reportedly turned to the Web because they felt dissatisfied with the advice they received from health care professionals:

So I went on the Internet, I think because she’d had four visits to the doctor and we weren’t getting anywhere, so I went on to just see, you know, if I could find anything out really to give me an idea what else it could be other than an allergic reaction. [R14, daughter of patient, 51-65 years]

Interviewees reportedly used the information found online to challenge their doctors’ advice by suggesting other possible causes for symptoms and requesting further tests. Participants felt that their assertiveness in urging further investigation impacted on health care professionals’ decisions to conduct diagnostic procedures:

So then I went online and I put in facial swelling and neck swelling and it said it could be an infection of the glands or the ducts. So that’s why I asked the GP, when I went back with her on the fifth visit, could it be an infection in the glands or the ducts...I’m not saying he wouldn’t have done it but I think the fact that I was with my mum and maybe being a little bit more assertive instigated him to maybe look a little bit further. Yeah, definitely...I wasn’t rude but I was assertive, and it was only then that he investigated further and listened more closely to her chest. [R14, daughter of patient, 51-65 years]

After Diagnostic Tests Were Underway

Participants often described a period of several weeks during which diagnostic tests were undertaken and results communicated to them, but they were not informed of what these test results could mean. During this period of uncertainty, participants reportedly conducted online searches to understand medical jargon and test results, and to identify possible causes:
He said, it looks like one of the lungs have collapsed, but obviously we need to go and see a specialist at the [university hospital], which is what we did. But prior to actually seeing a specialist, I started looking then, on what could cause a collapsed lung. [R27, wife of patient, 51-65 years]

**Perceived Barriers to Using the Web Prediagnosis**

We also interviewed patients and next-of-kin of patients who had not accessed the Web prior to diagnosis in order to understand perceived barriers to prediagnosis Web use. This can help to understand whether the role of the Web in the pathway to lung cancer diagnosis may change in the future and if barriers are aspects that are likely to change or not.

**Concern Over Unnecessary Worry and Fear**

Of those who reported not researching their condition online prior to diagnosis, several reportedly avoided this because they were concerned that it could lead to unnecessary worry and fear:

> Sometimes it can frighten the life out of you, you know what I mean? It’s like when people used to buy the home medical directory and you’d got a headache and something else, when you looked it up, you’ve got everything under the sun. [R8, husband of patient, >65 years]

**Preferring Not to Know**

Some participants stated that they wanted to know as little as possible about their health, preferring to leave decisions to health professionals:

> No I don’t like looking it up. I don’t really like knowing unless I’ve got to. [R21, patient, 51-65 years]

**Believing Symptoms Trivial**

One participant felt her symptoms were too mild and familiar to warrant further research:

> I mean I like to know what’s going on but I wouldn’t research a tickly cough because I’ve been in that situation many times before so... [R6 patient, patient, >65 years]

**Unfamiliar With or Not Interested in Technology**

Most of those who did not research their condition online were not comfortable using technology:

> Interviewer: “Do you ever use the computer?”
> R24: “No, because I can’t even, it takes me all this time to type and reply. I prefer a conversation, you know, ring somebody. You know, further than that. I just make a mess of everything.” [R24, patient, >65 years]

Some expressed disinterest in the use of technology:

> I am computer illiterate...and I prefer it that way. Yeah. I used to use a computer when I worked, it’s not that I can’t, it’s that I’m not interested; it’s such a waste of time. [R6, patient, 51-65 years]

A few participants wanted to access the Internet, but lacked the skill:

> The lads have got it now and I think they, I think they are brilliant. I wish it’s one of the things, I wish I could, but I’ve never gone onto the Internet. [R21, patient, 51-65 years]

**Discussion**

This is the first study to explore prediagnosis Web searches among lung cancer patients. We found that approximately a fifth of the sample of lung cancer patients reported prediagnosis Web searches to research symptoms and help them understand their condition, with most searches conducted by next-of-kin. Furthermore, our analyses showed that patients and their next-of-kin perceived impacts of their prediagnosis Web searches on their pathways to diagnosis, including symptom appraisal, forming the decision to seek help, and interactions with health care professionals.

Our overall aim was to gain a preliminary, exploratory insight into whether Web-based information plays a role in the pathway to lung cancer diagnosis. To explore this role, we discuss subsequently (1) the proportion of people with lung cancer reporting prediagnosis Web searches, (2) perceived impacts of the Web searches on the pathway to diagnosis, and (3) what prevents people from accessing the Web and whether this is likely to change in future.

**Proportion of People With Lung Cancer Reporting Prediagnosis Web Searches**

We found that 20.4% (23/113) of our sample reported Web searches prior to diagnosis to help appraise symptoms or understand their condition. The majority of searches were conducted by or with the help of a family member. Although more than half (61.1%, 69/113) of the patients in the survey indicated having used the Internet in the past, and approximately half (51.3%, 58/113) reported having an Internet connection at home, only 6.2% (7/113, 95% CI 1.8%-10.6%) of patients reported researching their condition online themselves.

Only one other published study has examined the proportion of cancer patients who engage in prediagnosis Web searches. In a study with colorectal cancer patients, Thomson et al [17] found 25% (61/242, 95% CI 20%-31%) of patients had researched symptoms online themselves, not including patients whose family or friends searched on their behalf. Comparing our 95% confidence interval of 1.8% to 10.6% with Thomson et al’s 20% to 31%, the proportion found in our sample of lung cancer patients is clearly lower. This may be due to our participants being older with lower education levels than those in the Thomson et al study [17] because these factors have been related to lower levels of health-related Web use [20].

**Perceived Impact of Web Searches on the Pathway to Diagnosis**

In our qualitative interview study, we explored how patients and their next-of-kin perceived the impact of prediagnosis Web searches on the events leading up to diagnosis. By mapping participants’ accounts onto the model developed by Walter et al [4], we showed that participants perceived an influence of the information they found online on all three intervals leading up to diagnosis (appraisal, help-seeking, diagnostic).
**Appraisal Interval**

In the appraisal interval, participants reportedly used online information to assess the seriousness of their symptoms and to identify possible causes. Previous research has suggested a rising importance of online health information on symptom appraisal processes; in the United States, for example, more than a third of adults report having used online information to identify the cause of symptoms [20].

Our findings suggest that participants searching in the appraisal interval had differing experiences with Web searches, with some reporting that the information led them to believe their symptoms were serious, whereas others reported that the information reassured them that symptoms were not serious.

Our interview findings tentatively suggest that search strategies may play an important role in how online information affects appraisal of symptoms. The participant who reportedly felt reassured had conducted a hypothesis-driven search strategy by researching symptoms paired together with her hypothesized cause “stopping smoking.” Therefore, search results were biased toward the hypothesized cause. Previous research [33] has suggested that searchers who use hypothesis-driven searches are prone to certain forms of bias, such as confirmation bias (starting with a hypothesis and confirming it) and premature termination bias (stopping after viewing only one topic). Further research on the differential effects of symptom-driven and hypothesis-driven searches is necessary to determine how search functions on health websites should be designed to enhance patients’ ability to appropriately appraise symptoms.

**Help-Seeking Interval**

When the Web was used in the help-seeking interval, participants reported that online information was used to inform their decision of whether to present to health services, and several participants reported that it encouraged them to make an appointment with a health care professional. Previous research confirms that most “online diagnosters” subsequently seek a professional medical opinion [20,34]. In Thomson et al’s [17] study with colorectal cancer patients, approximately a quarter of patients reportedly felt persuaded by the information found online to see a health professional. Furthermore, analyses of search engine log data have indicated that those who research symptoms online often subsequently show health care utilization intent (eg, by searching for clinics near their geographical area) [35].

Overall, previous research coupled with our results suggests that there may be a causal relationship between Web use and deciding to seeking help; this should be examined quantitatively in future research. Research in this area would be especially crucial for conditions such as lung cancer, in which earlier presentation to health services can maximize chances of survival.

**Diagnostic Interval**

Our analyses revealed two key findings regarding the diagnostic interval. Firstly, our results suggest that a division of this interval into two subintervals may be useful when examining the role of Web-based information. The first subinterval is the period from first consultation to the initiation of relevant diagnostic tests. The second subinterval begins with relevant diagnostic procedures and concludes with the final diagnosis. Our findings suggest the Web plays different roles in these two intervals.

When we examined searches that took place in the first sublevel, our findings suggest Web-based health information can empower patients and their families to appraise and challenge doctors’ advice and request further diagnostic procedures. This is particularly interesting because efforts to reduce patient delays to diagnosis in lung cancer have focused on encouraging presentation to health services [36-38] (ie, the appraisal and help-seeking interval). Little attention has been paid to the role patients play in the diagnostic interval.

Recent years have seen a shift toward patient-driven health care, with patients increasingly interested in decision making [39]. Web-based health information has been associated with this shift by increasing patients’ awareness of health professionals’ fallibility and uncertainties in diagnoses [40]. Thus, with the help of Web-based health information, patients may play an increasingly important role during the diagnostic interval. This is particularly important because our results indicate that individuals turn to the Web when they are dissatisfied with advice received from health care professionals and when they experience delays in obtaining a diagnosis. If future research and interventions focus on how the Web can be leveraged to support patients in this role, delays to diagnosis may be reduced.

In the second sublevel, after diagnostic tests were initiated, the Web was used to facilitate understanding of medical terms. The use of medical jargon in consultations, dissatisfaction with doctors’ communication skills, and the prevalence of low health literacy is well documented [41,42]. The majority of cancer patients prefer to be informed about their diagnosis [43]. Thus, the Web may prove a useful information resource before the diagnosis because it can facilitate understanding of medical jargon.

**Barriers to Prediagnosis Web Searches: Current and Future Importance of the Web Prior to a Lung Cancer Diagnosis**

We explored barriers to using the Web for health information prior to diagnosis. This can help to assess the extent of the role the Web can play in lung cancer patients’ pathways to diagnosis and whether this role is likely to change in future.

The majority (79.6%, 90/113) of our sample reported not accessing the Web prior to diagnosis for a range of reasons. Although some of these barriers, such as perceived triviality of symptoms, may persist in the future, others are likely to change. For example, although some participants in our study reportedly preferred to defer to the doctor and not know details regarding their own health, engagement in health care is increasing and patients generally desire more detailed information from health professionals than they receive [43,44]. Furthermore, participants reported unfamiliarity with, or disinterest in, technology. This is unsurprising because the current cohort of those aged 65 and older, who are at highest risk for lung cancer, are less likely than any other age group to access the Internet [45]. Future lung cancer patients will be more familiar with the Web [46,47].


**Recommendations and Future Research**

The association between prediagnosis Web searches and length of intervals in the pathway to diagnosis should be assessed statistically with a larger sample size. However, we will first need a validated, reliable measure of time intervals leading up to diagnosis. To date, no validated measure exists, and measures used in previous research have considerable limitations [48]. Furthermore, strategies to leverage the Web to encourage early presentation to health services should be investigated in future research. For example, our analyses indicate that individuals turn to the Web when they experience difficulty communicating with health professionals. Future research should therefore explore how health websites can provide information that will help facilitate patients’ communications with health professionals.

Our results suggest hypothesis-driven searches (search terms based on hypothesized conditions) and evidence-driven searches (search terms based on symptoms only) may have differing effects on how individuals evaluate symptoms. Future research should systematically investigate differential effects of hypothesis-driven and evidence-driven search strategies on symptom appraisal and subsequent help-seeking behavior. This will help to inform the development of Web-based symptom appraisal tools and search engine algorithms.

**Limitations**

Our findings relied on retrospective, self-reported measures of patients, pertaining to events that took place prior to diagnosis. Cancer patients’ reports of the events leading up to diagnosis can be inconsistent [49]. Patients in our study had been diagnosed up to 6 months prior to study entry, and were asked to recall events before the diagnosis. Therefore, some of our measures may be subject to recall bias. For example, patients may not have been able to recall all search terms used during their prediagnosis Web searches. It was not feasible, however, to identify and recruit individuals with lung cancer prior to diagnosis.

Furthermore, patients may have been unaware of Web searches conducted by family/friends so this variable may be underreported in the survey because the survey was completed by patients. This could be addressed in future research by conducting a large-scale survey among patients and their next-of-kin.

Finally, as with all qualitative research, one must be cautious in generalizing from our purposive interview sample to the wider population of lung cancer patients.

**Conclusions**

Because only 20.4% of the sample reported prediagnosis Web searches, it seems that the role of the Web prior to a diagnosis of lung cancer is still limited at present, but this proportion is likely to increase in the future, when barriers such as unfamiliarity with technology and unwillingness to be informed about one’s own health are likely to decrease.

Participants perceived an impact of their Web searches on symptom appraisal, the decision to present to health services, and on how they communicated with doctors and requested referrals to specialist care. This suggests using the Web prior to diagnosis may impact the appraisal, help-seeking, and diagnostic intervals referred to in Walter et al’s model [4], and thus on the length of time until a diagnosis is made. Although a quantitative analysis will be required to assess the statistical association between Web usage prediagnosis and the length of time from symptom occurrence to diagnosis, our study highlights potential mechanisms of how Web-based health information may influence pathways to diagnosis and can thus help to inform design of future research. The Web as a health information source is here to stay and, if it is to be an effective tool for health care systems, websites should use evidence-based designs to help potential patients make appropriate decisions about seeking medical treatment.
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Abstract

Background: The Internet offers great opportunities for consumers to be informed about their health. However, concerns have been raised regarding its impact on the traditional health consumer-health professional relationship. Our recent survey of 400 Australian adults identified that over half of consumers required some form of navigational support in locating appropriate Web-based health information. We propose that support provided by health professionals would be preferred by consumers; this preference is regardless of whether consumers have a need for navigational support. Secondary analysis of the survey dataset is presented here to quantify consumer-reported support preferences and barriers when navigating Web-based health information.

Objective: We aimed to quantitatively identify consumers’ support preferences for locating Web-based health information and their barriers when navigating Web-based health information. We also aimed to compare such preferences and barriers between consumers identified as needing and not needing navigational support when locating Web-based health information.

Methods: Chi-square ($\chi^2$) tests identified whether each listed support preference differed between subgroups of consumers classified as needing (n=205, 51.3%) or not needing (n=195, 48.8%) navigational support; degree of association, via phi coefficient ($\phi$) tests, were also considered to ascertain the likely practical significance of any differences. This was repeated for each listed barrier. Free-text responses regarding additional support preferences were descriptively analyzed and compared with the quantitative findings to provide a richer understanding of desired support for health information searches.

Results: Of the 400 respondents, the most preferred mode of navigational support was involvement of health professionals; this was reported by participants identified as needing and not needing navigational support. While there was a significant difference between groups, the degree of association was small ($\chi^2_{1}[N=400]=13.2; P<.001; \phi=.18$). Qualitative data from the free-text responses supported consumers’ desire for health professional involvement. The two most commonly reported barriers when navigating desired Web-based health information were (1) volume of available information and (2) inconsistency of information between sources; these were reported by participants with and without a need for navigational support. Participants identified with a need for navigational support were more likely to report volume ($\chi^2_{1}[N=387]= 4.40; P=.04; \phi=.11$) and inconsistency of information ($\chi^2_{1}[N=387]= 16.10, P<.001, \phi=.20$) as barriers, the degrees of association were small to moderate.

Conclusions: Despite concerns in the literature that the popularity of the Internet could compromise the health consumer-health professional relationship, our findings suggest the contrary. Our findings showed that health professionals were found to be the...
most commonly preferred mode of navigational support, even among consumers classified as not needing navigational support. Further research into how health professionals could assist consumers with Web-based health information seeking could strengthen the health consumer-health professional relationship amidst the growing use of “Dr Google.”
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Introduction
The relationships between health care consumers and health care professionals have changed over recent decades [1-4]. From the traditional one-way information transfer approach [4], education and communication between health care consumers and health care professionals is now a two-way exchange [2-4]. Similarly, health care consumer autonomy and sovereignty are arguably on the rise [5,6]. In this era, the role of health information in facilitating consumers’ health care roles appears to be of paramount importance [5], particularly given the increasing prevalence of chronic health conditions [7] that require day-to-day self-management [3].

The Internet provides consumers with an avenue to source, query, and publicly debate health information, as well as to self-diagnose and self-manage medical conditions. Concerns have been raised among health care professionals about the potentially negative impact of Web-based health information on the relationships between health care consumers and health care professionals [6,8]. Specifically, some health care professionals are concerned that consumers may make decisions about their health based on misleading or poor-quality information, overriding health care professionals’ recommendations [8,9]. By contrast, a recent study by Laugesen et al found that Web-based health information does not significantly influence treatment concordance, provided there is a good relationship between health care consumers and health care professionals [10]. While a larger body of evidence suggests that health care professionals are, overall, positive about the influence of the Internet on their relationships with health care consumers [8,9,11-14], little research explores the position of health care professionals in this evolving relationship.

Apart from concerns about the influence of the Internet on health care, the issues of variable quality and comprehensibility of available Web-based health information need to be addressed [8,15]; despite these issues, the Internet remains a popular channel for health information [16,17]. Collectively, these factors mean that consumers need to be able to find and appropriately use health information for their health management [18].

Appropriate searching and utilization of Web-based health information requires adequate health literacy [19], as well as digital or computer literacy and media literacy, collectively known as eHealth literacy [20]. While it has been established that the prevalence of limited health literacy [18,21-23] leads to poorer health outcomes and higher rates of hospital admissions and mortality [24,25], far fewer studies have investigated the prevalence of and health outcomes associated with eHealth literacy levels. For example, only one study appears to have specifically explored the prevalence of limited eHealth literacy [26], and one recent study explored associations between eHealth literacy and perceived health status and self-management skills [27]. Furthermore, little has been attempted in terms of interventions that can assist consumers in acquiring quality Web-based health information [28].

In order to inform tailored interventions to assist consumers with acquiring quality and relevant Web-based health information, our earlier research qualitatively explored consumers’ Web-based health information-seeking behaviors and the range of preferences for support with navigating Web-based health information [29]. From the manifest-level themes [30] identified in our qualitative study [29], we developed a questionnaire to survey a representative sample of 400 Australian adults living with chronic health conditions. The survey estimated that approximately half (51.3%, with a precision of 4.9% either side of the true population value) of Australian adult consumers using Web-based health information and living with chronic health conditions require support with navigating Web-based health information [31]; this survey also found that a need for navigational support was more likely among consumers with lower reported levels of eHealth literacy [31].

This study builds on our qualitative study [29] and previous survey [31] by (1) quantitatively identifying key consumer-reported navigational support preferences, (2) quantitatively identifying consumer-reported barriers to navigating desired Web-based health information, and (3) comparing findings from Objectives 1 and 2 between respondents classified as needing or not needing navigational support.

This study also aims to qualitatively explore additional navigational support preferences to provide a richer understanding of desired support for health information searches.

Methods
Overview
This study is a secondary analysis of the raw dataset from our previous survey [31], which used a Web-based questionnaire to identify health care consumers’ Web-based health information-seeking behaviors, eHealth literacy, and motivation to engage in their health care (activation). Examples of the types of questions asked in the aforementioned survey pertained to types of health information sought (eg, information about treatment options, medical conditions, diets, and exercises), why health information is sought on the Internet, what actions are taken once Web-based health information has been obtained,
all 8 items from the eHealth Literacy scale developed by Norman and Skinner [20], all 13 items from the Patient Activation Measure developed by Hibbard et al [32], usual reason(s) for encountering difficulty with finding pertinent health information on the Internet, and preferred modes of support to assist with obtaining pertinent Web-based health information. The specific provider of the Web-based questionnaire platform used for the aforementioned survey research is Qualtrics, a company that also offers recruitment services via a third-party global research company, Research Now. While our previous analysis detailed an algorithm to identify the proportion of consumers with and without navigational needs when searching for Web-based health information, the secondary analysis reported here provides the first-known insight into navigational support preferences and barriers when finding the desired information and compares these findings between respondents in need of and those not in need of navigational support.

Ethical approval for the research, including the current analyses, was granted by the Curtin University Human Research Ethics Committee (HR06/2013).

Participants, Recruitment, and Sample Size

The target population of our previous survey study [31] was adults in Australia with a chronic health condition, who had sought health information for their condition on the Internet. Recruitment was contracted by Qualtrics to Research Now to fulfill the quota of 400 submitted questionnaires with a representative sample of Australian adults with the following criteria: ability to easily read and write in English, aged 18 years or older, diagnosis of at least one chronic health condition, and experience with the Internet to find information about their health conditions. These participants were chosen by Research Now from a combination of global Internet surveys or opinion panels, based on the participants’ profiles and whether they would likely meet our stated eligibility criteria [33]. Screening questions that reflect our eligibility criteria were included in the questionnaire as an additional step to ensure that participants were indeed eligible to participate. The sample size of 400 participants was calculated using conservative parameters for prevalence studies such that there was 95% confidence that this study’s reported values would fall within 4.9% on either side of the true population values [34].

Navigational Needs and Navigational Support Preferences

As defined in our previous survey, “navigational needs” refers to “individuals who report having difficulty finding, and would like support in locating, desired Web-based health information” [31]. This was operationally defined as participants who indicated (1) at least some level of difficulty in finding Web-based health information and (2) a desire for help to find Web-based health information [31]. Building on our definition of navigational needs, this study defines navigational support preferences as the mode by which consumers would prefer support in locating desired Web-based health information.

Analysis

Statistical analyses were conducted using IBM SPSS version 23. Descriptive statistics were used to identify preferred navigational modes of support (Objective 1) and the most commonly-reported barriers when navigating desired Web-based health information (Objective 2). Chi-square tests of independence ($\chi^2$) were utilized to identify whether each support preference and barrier differed among the groups of consumers identified with and without a need for navigational support, with phi (\(\phi\))-coefficient tests of degrees of association to indicate the potential practical significance of these differences (Objective 3) [35]. Free-text responses regarding additional support preferences were also descriptively analyzed and compared with quantitative results to provide a richer understanding of support preferences.

Results

Overview

As described in our previous paper [31], 400 participants completed the questionnaire, and 51.3% (205/400) of these participants were identified with navigational needs. Specifically, “a total of 1104 individuals were invited by Research Now from their diverse participant pool. Consent was obtained from 93.03% (1027/1104) of these participants. Of these 1027 individuals, 50.05% (514/1027) met our eligibility criteria, and 77.82% (400/1027) completed the questionnaire” [31].

Navigational Support Preferences

In terms of determining participants’ navigational support preferences, participants were asked, “Which of the following ideas would help you find health-related information that you need?” The most commonly reported mode of support, by both participants with and without navigational needs, was health care professionals (Table 1). While all reported modes of support (apart from the “other” option) were significantly more likely to be reported by participants with navigational needs, the \(\phi\) coefficients suggest only a small degree of association.
Table 1. Support preferences for navigating Web-based health information (N=400).

<table>
<thead>
<tr>
<th>Modes of support</th>
<th>No navigational needs, n (%&lt;sup&gt;a,b&lt;/sup&gt;)</th>
<th>Navigational needs, n (%&lt;sup&gt;a,c&lt;/sup&gt;)</th>
<th>Total, n (%&lt;sup&gt;a&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care professionals to recommend websites (χ&lt;sup&gt;2&lt;/sup&gt; [N=400]=13.2; P&lt;.001; Φ=.18)</td>
<td>112 (57.4)</td>
<td>153 (74.6)</td>
<td>265 (66.3)</td>
</tr>
<tr>
<td>An icon on each website to indicate whether it is from a trustworthy source (χ&lt;sup&gt;2&lt;/sup&gt; [N=400]=8.8; P=.003; Φ=.15)</td>
<td>96 (49.2)</td>
<td>131 (63.9)</td>
<td>227 (56.8)</td>
</tr>
<tr>
<td>Blocking of unreliable websites (χ&lt;sup&gt;2&lt;/sup&gt; [N=400]=6.8; P=.01; Φ=.13)</td>
<td>82 (42.1)</td>
<td>113 (55.1)</td>
<td>195 (48.8)</td>
</tr>
<tr>
<td>Improvement in the layout of websites (χ&lt;sup&gt;2&lt;/sup&gt; [N=400]=12.8; P&lt;.001; Φ=.18)</td>
<td>35 (17.9)</td>
<td>69 (33.7)</td>
<td>104 (26.0)</td>
</tr>
<tr>
<td>Workshops on how to find trustworthy health-related information on the Internet (χ&lt;sup&gt;2&lt;/sup&gt; [N=400]=3.9; P=.049; Φ=.10)</td>
<td>17 (8.7)</td>
<td>31 (15.1)</td>
<td>48 (12.0)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (4.6)</td>
<td>4 (2.0)</td>
<td>13 (3.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Respondents could select multiple options (percentages do not total 100%).
<sup>b</sup>Percentages are based on the 195 participants with no navigational needs.
<sup>c</sup>Percentages are based on the 205 participants with navigational needs.

Elaborating on the “other” option, the majority of additional modes of support suggested by participants reiterate and elaborate on one or more of the response options listed in Table 1. The below comment by one of the participants illustrates the desire for health care professionals to play a role in supporting Web-based health information seeking:

...maybe a handout of trusted web site addresses (specific to the condition discussed) could be given to the patient at the time of the visit to the doctor? This would make it easy for the patient to find out more specific information regarding their condition and know that the information they are reading is trustworthy and relevant. [ID132]

Participants also suggested that a centralized health portal or database containing relevant and quality health information could be beneficial:

A large, centrally managed, government endorsed database of conditions, treatments, side effects and associated forums, institutes/foundations might be helpful. Unbiased, Australian, featuring advice from eminent specialists, and importantly, featured stories showing perspectives from sufferers on how they manage their conditions. I still find myself having to get my information from American sites quite often. [ID228]

A few participants expressed a desire for medically-related search engines. One participant (ID197) said, “Google should have a doctor’s section (where you can read everything that is medically related).” Another participant (ID198) posed the question, “Search engine purely for medical research?”

Other participants expressed a desire for greater online communicative features. As one participant (ID171) expressed it, “Online chat services, just like hotline.” Another participant (ID236) felt that a “Website comprised of common information and online chat function” would be helpful.

Although few participants quantitatively indicated that they would welcome workshops to help them find health information on the Internet (Table 1), some indicated a desire to be better educated on how to use Web-based health information effectively. A notable example was this:

With the ability for anyone to put any information on the internet i [sic] think there is a lot of ill-informed information on the internet. It really depends on what your beliefs are about health as to what information is useful. I think there should be more information on what people should be asking their doctor or other health professionals in order to get the best information for them. Perhaps more sites on checklists on things to consider with your health and sources of information, what to ask, alternative options for health information. [ID296]

Participant ID296’s response also suggests the need to be educated on how to have more productive interactions with health care professionals.

**Perceived Barriers to Navigating Web-Based Health Information**

Of the 400 participants, only 13/400 (3.3%) indicated that they never experienced difficulty finding relevant health information on the Internet. Table 2 summarizes the potential barriers to navigating Web-based health information, as reported by the remaining 387 participants. These 387 participants were asked, “When you do have difficulty finding helpful health-related information online, what is/are the usual reason(s)?” Overall, perceived barriers were similarly reported by both participants with and without navigational needs, except for one finding: the navigational needs group was moderately associated with a barrier relating to conflicting information obtained from different websites. Additionally, the two most commonly reported barriers by both groups were the volume of available information and conflicting information obtained from different websites.


Table 2. Perceived barriers to navigating Web-based health information (N=387).

<table>
<thead>
<tr>
<th>Perceived barriers</th>
<th>No navigational needs, n (%a,b)</th>
<th>Navigational needs, n (%c,d)</th>
<th>Total, n (%d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>There is a large number of websites available on the Internet (χ² [N=387]=4.4; P=.04; ϕ=-.11)</td>
<td>80 (44.0)</td>
<td>112 (54.6)</td>
<td>192 (49.6)</td>
</tr>
<tr>
<td>Information obtained from different websites sometimes does not match up (χ² [N=387]=16.1; P&lt;.001; ϕ=.20)</td>
<td>65 (35.7)</td>
<td>115 (56.1)</td>
<td>180 (46.5)</td>
</tr>
<tr>
<td>The information I come across contains a lot of medical terms or jargon.</td>
<td>55 (30.2)</td>
<td>77 (37.6)</td>
<td>132 (34.1)</td>
</tr>
<tr>
<td>I do not know what I am looking for.</td>
<td>24 (13.2)</td>
<td>37 (18.0)</td>
<td>61 (15.8)</td>
</tr>
<tr>
<td>There appears to be a lack of information specific to my needs.</td>
<td>18 (9.9)</td>
<td>25 (12.2)</td>
<td>43 (11.1)</td>
</tr>
<tr>
<td>Other</td>
<td>27 (14.8)</td>
<td>11 (5.4)</td>
<td>38 (9.8)</td>
</tr>
</tbody>
</table>

aRespondents could select multiple options (percentages do not total 100%).

bPercentages are based on the 182 participants with no navigational needs.

cPercentages are based on the 205 participants with navigational needs.

Discussion

Principal Findings

Health care professionals were reported to be the most commonly selected option to assist health care consumers in finding credible information on the Internet. Specifically, participants indicated a desire for health care professionals to recommend suitable websites. Amongst some health care professionals’ concerns that consumers’ use of the Internet for health information could negatively impact the relationships between health care consumers and health care professionals [8,9], this study suggests that these concerns may be unfounded, at least among people with a chronic disease. The findings of this research support a study by Laugesen et al on the impact of Web-based health information on patients’ treatment compliance [10].

A desire for health care professionals’ support was significantly more likely to be reported by participants with navigational needs. Given that our previous study [31] found that participants with lower reported eHealth literacy levels were more likely to have navigational needs, this study suggests that health care professionals can have a role in providing support in navigating Web-based health information navigation on the Internet, particularly among consumers with lower levels of eHealth literacy. Nevertheless, the small degree of association between participants with and without navigational needs and their desire for health care professionals’ support suggests that most lay consumers would be amenable to support from their health care professionals when navigating the Internet. Thus, this study provides reassurance that health care professionals are valued in an age where the Internet is a popular channel for obtaining health information [17]. However, we propose that the relationships between health care consumers and health care professionals would benefit from health care professionals acknowledging to their patients that Web-based information can be found and used effectively and that health care professionals can provide guidance as required. This time investment may indeed strengthen their relationship with health care consumers and assist in the eHealth literacy of their patients. However, further investigation would be required to determine the specific roles health care professionals could play in guiding lay consumers to become better informed about their health.

This study identified a number of perceived barriers when navigating Web-based health information. Specifically, the volume of available information on the Internet and the inconsistency of information obtained from different sources were identified as the two most commonly reported barriers across consumers with and without navigational needs. However, these two barriers were significantly more likely to be reported by participants with navigational needs, suggesting the need for greater efforts to be focused on addressing these barriers among consumers with navigational needs. In particular, a moderate association was found between the lack of consistency in information obtained from different sources among participants with navigational needs; this finding appears logical given the plethora of Web-based health information that can result in confusion and may not be directly comparable or may contain conflicting information or advice [15], hence the need for navigational support for this group. Consumers without navigational needs may be more competent and confident in comparing Web-based information to guide their decisions. Thankfully, as consumers with navigational needs are more likely to demonstrate a desire for navigational support from health care professionals, this study further highlights the important roles health care professionals can play in guiding consumers to Web-based health information.

When compared with previous studies, the overabundance of Web-based health information has indeed been reported as a potential issue with using the Internet as a channel for obtaining health information, as indicated in a review by Chine and Haynes [15]. Some studies suggest that information overload and ambiguity or inconsistency of information (not specific to health) can lead to patient confusion [5,36]. One study applied this concept to health care and found that information overload can influence a patient’s cognition, and ambiguity or inconsistency of health information has both cognitive and affective effects [5]. While this study did not specifically assess information overload, the prevalence of this issue as a barrier suggests the
need for initiatives to streamline search results and tailor
suggested websites to individuals’ needs and health literacy;
atttempts to partially address this need appear to have been
considered by Google, as evidenced in the implementation of
health information in their Knowledge Graphs [37]. In a
Knowledge Graph, health information is presented as a summary
with information drawn from credible sources, including the
Mayo Clinic. Another approach to addressing barriers to
navigating Web-based health information is the re-design of
website user interfaces to align with consumers’ information-seeking behaviors [38,39]. Overall, findings from
this study highlight barriers to navigation commonly reported
by consumers, thereby providing a focus for the development
of future and current interventions to assist consumers in
navigating Web-based health information.

The need to filter information was also recognized by
participants who suggested a centralized portal for health
information, provision of handouts with a list of trusted websites,
and a “Google-esque” search engine that only displays
medically-related health information from reputable sources.
When compared with the responses listed in Table 1, one of
the common themes is a desire for a reduction in information
sources. For example, “An icon on each website to indicate
whether it is from a trustworthy source” and “Blocking of
unreliable websites” were among the most commonly rated
modes of support (Table 1); both modes of support, if
implemented, would arguably result in more relevant search
results and more reliable content. Similarly, one could argue
that by having health care professionals recommend websites,
information sources searched by consumers could be reduced
in volume. Collectively, this study suggests that a key perceived
barrier to navigating Web-based health information is the
volume of available information and that the preferred modes
of support echo the desire to effectively distil available
information into a smaller set of pertinent and quality sources.

Strengths and Limitations
A key strength of this study is the “within-method” triangulation
[40] that was used to compare quantitative and free text
(qualitative) findings from this study. The complementary nature
of the collective findings serves to broaden understanding of
the phenomenon and is a tactic to improve internal consistency
or reliability of findings. Additionally, cross-validation, also
known as “between-method” triangulation [40], was used to
compare findings from similar studies with findings from this
study.

Our structured, third party–administered questionnaire limited
clarification and confirmation of free-text responses with
participants. However, the use of a number of free-text responses
and within-method data triangulation enabled a richer
understanding of the phenomena beyond the understanding that
would have been obtained if only quantifiable response options
had been used [40].

As this study is a secondary analysis of a raw dataset, the
methodological limitations recognized in our earlier paper [31]
also apply here. For example, our reference to “navigation” only
referred to finding (searching for or sourcing) Web-based health
information. The findings of this study may not extend to
consumers’ preferences for assistance in interpreting and
applying health information. Considering our key finding about
the preference for assistance from a health care professional in
finding relevant health information, it may be assumed that this
type of “health coach” role would extend to assisting the health
care consumer to manage the results of Internet searches, and
specifically, understanding the relevance of information and
how it may be applied at an individual level. Additionally,
characteristics of the sample of participants, while reported by
the third-party provider (Research Now) to be representative of
our target population, cannot be confirmed. As such, the
transferability of our findings to the wider population cannot
be assured. However, given the moderately large sample size
and the congruency between the quantitative and free-text
responses of our participants, findings from this study may be
applicable at least to the broader population of health
information consumers living with chronic health conditions.

Further Research
The findings of this study suggest that future studies exploring
consumers’ health information-seeking behaviors should explore
the concept of information overload and its effects on individuals
having different levels of eHealth literacy. The concept of
information overload, while investigated at length in other
disciplines such as management [41], does not appear to be
widely studied in the context of Web-based health information.

The likely acceptability of assistance from health care
professionals is also worthy of further investigation. It is unclear
whether health care professionals feel sufficiently skilled and
confident to inform consumers about suitable information
sources on the Internet for specific health conditions. Further
research could explore health care professionals’ ability to assess
consumers’ levels of eHealth literacy and subsequently direct
them to suitable, reliable Internet sources. Given the increasing
popularity of mobile-based health care and the advent of mobile
apps [42], further research could also examine whether there is
a need for consumers to be directed to appropriate apps and
whether health care professionals are able to provide appropriate
recommendations on suitable consumer health apps. To our
knowledge, there has been no research into how health care
professionals might integrate this type of assessment and advice
into regular health consultations.

Regardless of how health care professionals might assist
consumers in navigating Web-based health information, it is
important to recognize that consumers’ preferences for seeking
or obtaining health information vary, and this difference can
influence health behaviors. For example, a study by
Williams-Piehota et al found that female participants with a
lower desire for seeking health information were less likely to
participate in a mammography after being given detailed
information about mammograms as compared with when they
were given concise information [43]. Conversely, female
participants with a higher desire for seeking health information
were less likely to participate in a mammography after being
given concise information as compared with detailed information
[43]. Thus, future interventions need to be cognizant of
information-seeking needs at the individual level, to support
desirable health behaviors.
Conclusions
This study explored consumer-perceived barriers to navigating desired Web-based health information and consumers’ navigational support preferences. Our findings identified that the volume of available information and the inconsistency of information obtained from different information sources were the most commonly identified barriers. Despite concerns that the Internet and consumer sovereignty could negatively impact the relationships between health care consumers and health care professionals, our findings suggest the contrary, as health care professionals were reported as the most commonly selected option for providing navigational support. Further exploration of how health care professionals could assist consumers with their Web-based health information-seeking could see the strengthening of this relationship amidst the growing use of the Internet for obtaining health information.
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Abstract

Background: In question answering (QA) system development, question classification is crucial for identifying information needs and improving the accuracy of returned answers. Although the questions are domain-specific, they are asked by non-professionals, making the question classification task more challenging.

Objective: This study aimed to classify health care–related questions posted by the general public (Chinese speakers) on the Internet.

Methods: A topic-based classification schema for health-related questions was built by manually annotating randomly selected questions. The Kappa statistic was used to measure the interrater reliability of multiple annotation results. Using the above corpus, we developed a machine-learning method to automatically classify these questions into one of the following six classes: Condition Management, Healthy Lifestyle, Diagnosis, Health Provider Choice, Treatment, and Epidemiology.

Results: The consumer health question schema was developed with a four-hierarchical-level of specificity, comprising 48 quaternary categories and 35 annotation rules. The 2000 sample questions were coded with 2000 major codes and 607 minor codes. Using natural language processing techniques, we expressed the Chinese questions as a set of lexical, grammatical, and semantic features. Furthermore, the effective features were selected to improve the question classification performance. From the 6-category classification results, we achieved an average precision of 91.41%, recall of 89.62%, and $F_1$ score of 90.24%.

Conclusions: In this study, we developed an automatic method to classify questions related to Chinese health care posted by the general public. It enables Artificial Intelligence (AI) agents to understand Internet users’ information needs on health care.
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Introduction

The Internet is increasingly becoming a main resource for consumers to acquire health information. Until December 2015, there were 152 million Internet health users in China, indicating that 22.1% of Chinese Internet users have looked online for health information and services [1]. Many studies have proved that health-related information online could impact consumers’ health-related attitudes and behaviors [2-4]. However, consumers have difficulty in expressing their information needs accurately using medical query terms, thus failing to retrieve relevant health information [5,6]. Automatic question answering (QA) systems are available for such users and they respond with concise and correct answers using natural language processing techniques. Thus the QA systems have become one of the most important research focuses in the field of biomedicine [7].

In general, a QA system consists of 3 modules: question analysis, information retrieval, and answer extraction. In the first module, question classification plays an important role in identifying the information needs of consumers, reducing the space of candidate answers, and further improving the accuracy of returned answers [8]. Classification schema is the basis of
question classification. However, due to the difference in the information needs of health providers and consumers [9-11], the existing question classification schemas for professional health-related questions (the International Classification of Primary Care [12,13], the Taxonomies of Generic Clinical Questions (TGCQ) [14], etc) are not suitable for consumer health questions. Although some research focuses on the classification schema of consumer health questions [15,16], it has not been defined in a systematic manner yet. Therefore, it is a prerequisite to design a concise and valid classification schema.

Several studies have been conducted for automatic question classification in the field of health and medicine in order to identify the general topics of clinical questions [17], distinguish between answerable and unanswerable intensive care unit (ICU) questions [18], separate consumer health questions from professional medical questions [19], and classify the types of consumer health questions [20]. Research has demonstrated that support vector machines (SVMs) performed the best among the most commonly explored algorithms, including naive bayesian, decision tree, maximum entropy, logistic regression, and conditional random fields. However, different patterns of thinking and habits of Chinese expression often cause a mass of difference in the flexibility of word order and for Chinese health questions [21]. Several studies on Chinese NLP focused on clinical named entity recognition [22], diseases, or drag-related clinical information extraction [23,24] and speculation detection [25] from the free-text of pathology and operation notes. The main challenges in these tasks were word segmentation and feature representation and selection. To our knowledge, few studies have investigated consumer health question classification in Chinese.

As one of the most common chronic diseases, hypertension has become the main risk factor of cardiovascular diseases. It was estimated that China had 270 million patients with hypertension in 2012, and the incidence rate was approximately 3% per year [26]. Thus, hypertension-related questions are frequently asked with large variability on the Internet. For this reason, this study aimed at building a general topic classification schema and an automatic classification method for consumer health questions in Chinese, for the purpose of facilitating users’ hypertension-related information needs analysis and answer extraction.

Methods

Data Collection

We collected questions posted by health consumers from 1st January to 10th August, 2014, with the tags “hypertension (高血压)” or “blood pressure (血压)” under the Q&A (有问必答) section on a Chinese health website with more than 35 million registered users [27] and imported the data into a MySQL (MySQL Community Edition, Oracle) database. The resulting database included 98,032 messages, from which 2000 messages were randomly selected as the sample for analysis.

In this study, “question” is defined as a request that a health consumer has posted on the website on a certain subject to elicit answers from physicians, which was identified based on meaning, not form. We focused on questions related to hypertension (高血压), which was sometimes expressed as “high blood pressure (高血压),” or simply as “high pressure (高压).” Therefore, we manually discarded messages that did not match the definition and that were irrelevant to hypertension but which contained similar words such as “high pressure oxygen (高压氧),” “hyperbaric cabin (高压舱),” “high voltage (高压电),” “pressure cooker (高压锅),” and so on. A new message was randomly selected from the database when an irrelevant message was discarded from the sample, so as to keep the sample size at 2000.

The website provides a template for users to generate questions, which includes three fields: (1) describe your health status (病情描述), (2) treatments or tests in the past (曾经的治疗或检查情况), and (3) what kinds of help do you want (想得到怎样的帮助). This template might lead to confusion in customers regarding how to post their questions. To deal with this case, we developed a rule: if the phrase “what kinds of help do you want (想得到怎样的帮助)” was found in the message, then we would take the sentence after the phrase as the “question.” Otherwise, we would take the whole message as the “question.” By doing this, we collected 2000 questions with an average length of 48 words.

Classification Schema and Corpus Construction

A topic-based classification schema was developed based on TGCQ [14] and the Layered Model of Context for Consumer Health Information Searching (LMCC) [15], and some categories were divided into more specific sub-categories to code the specific information needs. We produced the annotations in 4 rounds (Figure 1). In round 1, one annotator (specialized in medical informatics) annotated all the 2000 sample questions, following the classification schema. Some categories were added to accommodate questions that did not fall into any existing specialty during the process. For purposes of consistency improvement among coders, and the usability of the classification, a list of annotation rules was developed and some question patterns were enumerated for even the smallest category. As a result, the preliminary classification schema for consumer health questions included 101 topic categories and 32 annotation rules.

In round 2, four other annotators (two specialized in medicine and two specialized in informatics) independently annotated 200 questions randomly selected from the sample, using the classification schema. The authors compared the consistency of the five coding results (including the one in the first round) and categorized the 200 questions into three groups: (1) all annotators agreed (n=73), (2) only one disagreed (n=63), and (3) more than one disagreed (n=64). Then we focused on the last group. We addressed ambiguous elements by further specifying annotation rules and improving the descriptions of the question patterns.

In round 3, the revised classification was distributed to the five annotators who independently annotated another 300 questions randomly selected from the remaining sample of 1800 messages. This step was done to measure the interrater reliability of the classification schema as well as to further modify it.
In the last round, each of three annotators independently annotated 500 from the remaining 1500 messages. So each of the 2000 sample questions were annotated by at least two annotators. The authors compared the coding results and the disparities were discussed to achieve an agreement. The codes agreed upon during this step were regarded as the final schema. The number of questions in each category was calculated, and categories in which no questions were filled were deleted (such as physical characteristics of drugs, pharmacodynamics, and mechanism of drug action).

**Figure 1.** A four-round annotating process to construct and modify the classification schema and annotated corpus.

### Automatic Classification of the First-Level Topics

The 2000 questions annotated by the above steps were used to train and test the classifiers for the primary level topics, including *Diagnosis*, *Treatment*, *Condition Management*, *Healthy Lifestyle*, and *Health Provider Choice*.

### Feature Selection

We explored various features for machine-learning, including lexical, grammatical, semantic, and statistical information (*Multimedia Appendix 1*).

### Lexical Features Such as Bag-of-Words and Part-of-Speech

The word segmentation was obtained from Rwordseg [28], a Chinese word segmentation tool under R environment based on the Chinese lexical analysis system, ICTCLAS, which reached a precision of 97.58% on the 973 experts testing [29]. The Chinese part-of-speech tag was obtained by using the Stanford Parser (version 3.3.1) [30].

### Grammatical Features Such as Interrogative Words, Noun Head Chunks, Verb Head Chunks, Noun Rear Chunks, Verb Rear Chunks, Interrogative Words + Noun or Verb
Head Chunks, and Noun or Verb Rear Chunks + Interrogative Words

We manually developed a dictionary of 42 Chinese interrogative words based on baike.baidu [31] and general types of Chinese consumer questions summarized by our former research [32]. In this study, the noun or verb head chunk is the first noun or verb after the first interrogative word in a question, and the noun or verb rear chunk is the last noun or verb before the first interrogative word. They are likely to be the dependent words of the interrogative word that help to express the semantic information in the question [33].

CMeSH Concepts and Semantic Types

The controlled vocabulary of Chinese Medical Subject Headings (CMeSH) [34] was applied to recognize the medical concepts and their semantic types (Disease, Drug, and Symptom) in the Chinese consumer health questions.

Keywords

These were a combination of lexical and statistical features. We used three ways to extract the keywords from a question: (1) the first $k$ words of maximum term frequency (TF), (2) the first $k$ words of maximum inverse-document frequency (IDF), and (3) the first $k$ words of maximum TF-IDF. We adopted the heuristic equation (1) developed by Cao et al [17] to calculate $k$, which was based on the observation that the number of keywords increases when the question length increases.

Statistical Features

These include question length, maximum, minimum, and average word length, maximum, minimum and average TF, maximum, minimum, and average IDF, and maximum, minimum and average TF-IDF. The corpus used to calculate the IDF of each word contained nearly 100 thousand hypertension-related messages that we had collected in our former research [32]. The TF, IDF, and TF-IDF were computed by equations (2), (3), and (4), shown in Figure 2.

\[ k_{qi} = \begin{cases} \frac{n_{qi}}{6} + 1 \\ 3, n_{qi} > 12 \end{cases} \]  

where $k_{qi}$ is the number of keywords extracted from the $i^{th}$ question, and $n_{qi}$ is the number of words in the $i^{th}$ question.

\[ \text{TF}(w_{ij}) = \frac{n_{w_{ij}}}{n_{qi}} \]  

\[ \text{IDF}(w_{ij}) = \log \left( \frac{n_q}{n_{qw_{ij}}} \right) \]  

\[ \text{TFIDF}(w_{ij}) = \text{TF}(w_{ij}) \times \text{IDF}(w_{ij}) \]  

where $w_{ij}$ is the $j^{th}$ word in the $i^{th}$ question, $n_{w_{ij}}$ is the number of $w_{ij}$ in the $i^{th}$ question, $n_q$ is the total number of questions in the corpus, and $n_{qw_{ij}}$ is the number of questions in which $w_{ij}$ appears.

\[ \Phi(t) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{n} \sum_{x_{t,s} \in \{X\}} \left( x_{t,s}^{(+)} - \bar{x}_t^{(+)} \right)^2 + \frac{1}{n} \sum_{i=1}^{n} \left( x_{t,s}^{(-)} - \bar{x}_t^{(-)} \right)^2 \]  

where $\bar{x}_t^{(+)}$ and $\bar{x}_t^{(-)}$ are the average of the $t^{th}$ feature of the whole, positive, and negative data sets respectively; $x_{t,s}^{(+)}$ is the $t^{th}$ feature of the $s^{th}$ positive instance, and $x_{t,s}^{(-)}$ is the $t^{th}$ feature of the $s^{th}$ negative instance. The numerator indicates the discrimination between the positive and negative sets, and the denominator indicates the one within each of the two sets.
As the feature space dimension was very large, and some of them could have degraded the performance of the classifiers, we adopted Φ-score to select the most discriminative features, which measures the discriminations in two sets of real numbers [35]. Given the training vectors x_s, s=1,..., m, if the number of positive and negative instances are n+ and n-, respectively, the Φ-score of the t^{th} feature is defined in equation (5) in Figure 2. The larger the Φ(t) is, the more likely this feature is more discriminative. Therefore, we used Φ(t) as the feature selection criterion, and the implementation steps were as follows:

1. Calculate Φ(t) of every feature
2. Calculate the avg Φ of each type of feature and, further, set it as the threshold of the corresponding feature type. The avg Φ was chosen as the feature selection threshold because the distribution of Φ differs greatly between different types of features, while this method can help to keep all the useful features in different types [36].

For each type of machine-learning feature, select features with Φ ≥ avg Φ of this type.

Classifiers
Since a question can be assigned to multiple topics, the task in this paper was a multi-label classification problem, which was usually transformed into one or more single-label classification or regression problems [37]. We therefore transformed the task into six binary classification problems (one-versus-rest for each) so as to suit the SVMs [38], which were commonly used and claimed to be the best in related works [17-20]. We used machine-learning algorithms within the R project for statistical computing (version 3.3.1) for automatic question classification, including naive bayesian, SVMs, decision tree, maximum entropy, logistic regression, and conditional random fields. The results showed that SVMs performed the best among all the algorithms in 10-fold cross-validation.

Training and Testing
Due to the skewed distribution of consumer questions to different topics, an under-sampling method for the majority classes was applied to ensure that each classifier was trained and tested on the same number of “positive” and “negative” questions. We reported the classification performance using 10-fold cross-validation. The sample data for each binary classifier was equally divided into 10-folds: one of them was used as testing data, and the remaining 9 folds as training data. The cross-validation process was repeated 10 times (equal to the folds) and the average value and standard deviation were reported. All cases in the sample data were used for both training and validation. Thus, each case was used for validation exactly once, which was the distinct advantage in this method [39].

Evaluation Metrics
The interrater reliability of the classification schema was evaluated by the kappa statistic, which could correct agreement that occurred by chance. Kappa=(P_o-P_e)/(1-P_e), where P_o is the observed agreement and P_e is the agreement expected by chance [40]. When the number of categories was large, as in this study, P_e would be close to zero, and the kappa value would be close to P_o [14]. Thus, we directly used P_o as the kappa value. The bigger the kappa value, the better the agreement. We assume that when the user asked more than one question, it was acceptable to answer any one of them. Therefore, a liberal reliability criterion was used: a match was recorded if either the main or minor topics assigned by one annotator matched the other’s assignments.

The performance of automatic classification methods was evaluated by precision (p), recall (r) and F_1 score, all of which are commonly used as evaluation metrics for text categorization, and we report the average of each metric. Precision is the number of correctly classified cases divided by the total number of cases classified for the category; recall is the number of correctly classified cases divided by the total number of cases of that class; and F_1 score is the harmonic mean of precision and recall, calculated as F_1 = (2*p*r) / (p + r).

Results
Classification Schema of Consumer Health Questions
The final classification schema was a four-hierarchical-level of specificity, consisting of 48 quaternary categories (see Multimedia Appendix 1) and 35 annotation rules. The first level included seven areas, namely diagnosis, treatment, condition management, epidemiology, healthy lifestyle, health provider choice, and other. A branching structure of secondary, tertiary, and quaternary levels describes more specific topics of the questions than its upper level. One or more closely related question patterns were listed for each quaternary category. Table 1 shows examples of consumer health questions in Chinese with their pattern and annotated tags on the topics of diagnosis and treatment, respectively.

Table1. An example of consumer health questions in Chinese with their pattern and annotated tags.
General Topics of Questions Asked by Health Consumers

This study found that although health consumers would ask numerous health questions about themselves or their families, the general topics of the questions were limited to a small number and each category of the topics had its particular question patterns. The 2000 Chinese consumer health questions were annotated with 2000 major codes and 607 minor codes.

Table 2. Distribution of the 2000 consumer health questions in Chinese on the primary level of topics.

<table>
<thead>
<tr>
<th>No.</th>
<th>General Topics</th>
<th>Positive</th>
<th>Negative</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Diagnosis</td>
<td>600</td>
<td>1400</td>
<td>2000</td>
</tr>
<tr>
<td>2</td>
<td>Treatment</td>
<td>1147</td>
<td>833</td>
<td>2000</td>
</tr>
<tr>
<td>3</td>
<td>Condition management</td>
<td>136</td>
<td>1864</td>
<td>2000</td>
</tr>
<tr>
<td>4</td>
<td>Epidemiology</td>
<td>233</td>
<td>1767</td>
<td>2000</td>
</tr>
<tr>
<td>5</td>
<td>Healthy lifestyle</td>
<td>278</td>
<td>1722</td>
<td>2000</td>
</tr>
<tr>
<td>6</td>
<td>Health provider choice</td>
<td>45</td>
<td>1955</td>
<td>2000</td>
</tr>
<tr>
<td>7</td>
<td>Other</td>
<td>5</td>
<td></td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>2000</td>
<td>2000</td>
<td>2000</td>
</tr>
</tbody>
</table>

Interrater Reliability of the Classification Schema

The kappa statistic for the five annotators was 0.63 in the quaternary level of the classification, indicating “substantial” reliability, better than in several similar studies, such as assigning topics to general clinical questions (kappa=0.53) [14]. When only the primary and secondary levels were considered, the kappa value increased to 0.75. When only the seven broad areas in the primary level were considered, the kappa value was 0.82, slightly better than automatically classifying question types for consumer health questions in English conducted by Roberts et al [20].

Feature Selection for Automatic Question Classification

The $\Phi$-score of each feature was calculated for each binary classifier. We found that their distribution between different types of features differed greatly. The performance of classifiers using features with $\Phi \geq \text{avg } \Phi$ was not worse than that of those classifiers using all the features in the corresponding types, and some of them were even higher than the latter. Taking the topic of Lifestyle as an example, the average and standard deviation of $\Phi$ in each feature type are shown in the third and fourth columns in Table 3. The avg $\Phi$ of bag-of-words was 0.0016 with a standard deviation of 0.0067, while the values of keywords with maximum TF were 0.0008 and 0.0009, respectively. The average $F_1$ score of the classifier was 74.08% when using all the 6154 features in part-of-speech, while the...
performance increased to 78.84% when just taking the 1490 features with $\Phi \geq \text{avg } \Phi$ (Figure 2). Similar cases can be seen in feature types of noun rear chunks, interrogative + noun or verb head chunks, verb rear chunks + interrogative, keywords with maximum TF, TF-IDF, and so on. The observations indicated that some of the features in each type either do nothing to the classifiers or have some side effects on them. Rejecting these features could not only save the computing resources so as to increase the efficiency, but also improve the performance of the classifiers.

Table 3. Number and $\Phi$ distribution of each type of feature for the Chinese consumer health question classification on the topic of Lifestyle.

<table>
<thead>
<tr>
<th>Levels</th>
<th>Features Typesa</th>
<th>Avg $\Phi$</th>
<th>$\sigma$ ($\Phi$)</th>
<th>$n_{AF}$</th>
<th>$n(\Phi \geq \text{avg } \Phi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical</td>
<td>Bag-of-words</td>
<td>0.0016</td>
<td>0.0067</td>
<td>4967</td>
<td>1301</td>
</tr>
<tr>
<td></td>
<td>Part-of-speech</td>
<td>0.0014</td>
<td>0.0060</td>
<td>6154</td>
<td>1490</td>
</tr>
<tr>
<td>Grammatical</td>
<td>Interrogative words</td>
<td>0.0039</td>
<td>0.0204</td>
<td>97</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Noun head chunks</td>
<td>0.0011</td>
<td>0.0010</td>
<td>48</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Verb head chunks</td>
<td>0.0008</td>
<td>0.0007</td>
<td>19</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Noun rear chunks</td>
<td>0.0011</td>
<td>0.0019</td>
<td>73</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Verb rear chunks</td>
<td>0.0010</td>
<td>0.0013</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Interrogative + noun head chunks</td>
<td>0.0011</td>
<td>0.0013</td>
<td>328</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>Interrogative + verb head chunks</td>
<td>0.0011</td>
<td>0.0010</td>
<td>312</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>Noun rear chunks + interrogative</td>
<td>0.0010</td>
<td>0.0013</td>
<td>315</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>Verb rear chunks + interrogative</td>
<td>0.0012</td>
<td>0.0024</td>
<td>318</td>
<td>74</td>
</tr>
<tr>
<td>Semantic</td>
<td>CMeSH concepts</td>
<td>0.0016</td>
<td>0.0033</td>
<td>43</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>CMeSH semantic types</td>
<td>0.0124</td>
<td>0.0101</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Lexical &amp; Statistical</td>
<td>Keywords (TF)</td>
<td>0.0008</td>
<td>0.0009</td>
<td>1510</td>
<td>282</td>
</tr>
<tr>
<td></td>
<td>Keywords (IDF)</td>
<td>0.0007</td>
<td>0.0008</td>
<td>1137</td>
<td>192</td>
</tr>
<tr>
<td>Statistical</td>
<td>Statistical features</td>
<td>0.0008</td>
<td>0.0008</td>
<td>1208</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td>Total with duplicates replaced</td>
<td>0.0073</td>
<td>0.0060</td>
<td>13</td>
<td>5</td>
</tr>
</tbody>
</table>

For each type of feature, $\sigma$ ($\Phi$) is the standard deviation of $\Phi$, $n_{AF}$ is the total number of features, $n(\Phi \geq \text{avg } \Phi)$ is the number of features with $\Phi \geq \text{avg } \Phi$.

Therefore, the features with $\Phi \geq \text{avg } \Phi$ in every feature type were selected as input features for machine-learning, in order to keep all the useful features in different types and to improve the performance of the classifiers. Thus, each classifier received a different feature set, and the number of features within them are showed in the third column in Table 4. For example, words such as “drinking (饮酒),” “eat a meal (吃饭),” “breakfast (早餐),” “stay up late (熬夜),” “weight (体重),” “daily life (平时),” “nurse one’s health (调理),” and so on were the effective bag-of-words features for the classifier for Healthy Lifestyle but not effective for the classifier for Diagnosis. On the contrary, words such as “diagnose (诊断),” “judge (判断),” “indicate (提示),” “physical examination (查体),” “cardiac murmur (杂音),” “head rush (脑充血),” “dazed (昏沉沉),” and so on were the effective bag-of-words features for the classifier for Diagnosis but not effective for the classifier for Healthy Lifestyle.

Table 4. Feature reduction and the performance of each classifier.

<table>
<thead>
<tr>
<th>General topics</th>
<th>N (all features)</th>
<th>N (selected features)</th>
<th>Feature reduction proportion</th>
<th>Avg $F_1$</th>
<th>$\sigma$ ($F_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>15349</td>
<td>5311</td>
<td>0.6540</td>
<td>0.9855</td>
<td>0.0164</td>
</tr>
<tr>
<td>Treatment</td>
<td>15349</td>
<td>4216</td>
<td>0.7253</td>
<td>0.7602</td>
<td>0.0482</td>
</tr>
<tr>
<td>Condition management</td>
<td>15349</td>
<td>3150</td>
<td>0.7948</td>
<td>0.9963</td>
<td>0.0117</td>
</tr>
<tr>
<td>Epidemiology</td>
<td>15349</td>
<td>4194</td>
<td>0.7268</td>
<td>0.7177</td>
<td>0.0798</td>
</tr>
<tr>
<td>Healthy lifestyle</td>
<td>15349</td>
<td>3656</td>
<td>0.7618</td>
<td>0.9913</td>
<td>0.0166</td>
</tr>
<tr>
<td>Health provider choice</td>
<td>15349</td>
<td>2282</td>
<td>0.8513</td>
<td>0.9635</td>
<td>0.0594</td>
</tr>
</tbody>
</table>
Performance of the Automatic Classification Methods

The results were obtained from SVMs in the kernlab package because it performed the best among all the classification algorithms available in the R project. The research findings showed that the feature spaces were reduced from 65.40% to 85.13% by dropping features under the threshold (Table 4). Furthermore, the performance of each classifier also improved significantly (Figure 3). For example, the average $F_1$ score of the classifier for Diagnosis dramatically increased from 79.84% to 98.55%, while the feature space reduced from 15349 to 5311 (reduced 65.40%). The feature space of the classifier for Treatment reduced greatly (Down from 15349 to 4216, reduced 72.53%), although the improvement of performance was not so obvious ($F_1$ score increased from 75.82% to 76.02%). The results of 10-fold cross validation on each binary classifier affirmed the hypothesis we proposed in the Feature Selection sections.
The performance on the classification of most topics of consumer health questions in Chinese was high. The evaluation metrics (average precision, recall, and F1 score) of Diagnosis, Condition Management, Healthy Lifestyle, and Health Provider Choice were above 95%, while, the metrics of Treatment and Epidemiology were 76.02% and 71.77%, which were relatively weaker than the others. The standard deviation indicated that the performance of each binary classifier was relatively robust. As of 6-category classification results, we achieved an average precision of 91.41%, recall of 89.62%, and F1 score of 90.24%.

**Discussion**

**Principal Findings**

A classification schema of consumer health questions was built in this study and 2000 hypertension-related consumer health questions in Chinese were manually annotated based on this schema. The research findings demonstrated that health consumers were mainly concerned about what was wrong with their health (or the health of someone they cared about), why it was wrong, how to treat it (including choosing which provider to treat), whether the drugs they used had adverse effects or would do harm in some conditions (eg, pregnancy, breast feeding), whether they could recover from the illness, and what they could do to improve their health in everyday life (mainly diet suggestions).

We explored a machine-learning method to automatically classify these Chinese consumer health questions into one of the six primary level topics, with a novel scoring metric to select the most effective features from the abundant feature types we had explored. The results proved that selecting the features with $\Phi \geq \text{avg } \Phi$ in each feature type as input features for machine-learning not only increased the efficiency, but also improved the performance of the classifiers successfully. From the 6-category classification results, we achieved an average precision of 91.41%, recall of 89.62%, and F1 score of 90.24%.

**Comparison With Prior Work**

**Similarities and Differences in Questions Asked by Health Consumers and Providers**

Compared with the 1396 clinical questions annotated by Ely et al [14,41], we found that while health consumers and providers both asked questions about diagnosis, treatment, condition management, and epidemiology, the questions posted by consumers were much more ambiguous. For instance, the frequency of questions with multiple findings was twice that of health providers’ inquiries under the category of interpretation of clinical findings. It might be because consumers could not identify the most important findings, so they tended to list all the findings they knew. Although the frequency of treatment questions was almost equal in the two groups, health providers’ questions were more specific to drug therapy (37.2% vs 22.1%), and they sometimes asked these questions on very specialized topics, such as composition, pharmacodynamics, action mechanism, and serum levels of drugs [14,41]. Such questions were rarely asked by health consumers. Moreover, health consumers would ask how to keep healthy or help in recovery in daily life, because many of them have recognized that lifestyle factors, such as diet, exercise, weight loss, and mood control, would impact their health status as well [42]. However, physicians seldom asked these questions during a patient encounter, possibly because they mainly focused on medical service rather than lifestyle advice [10]. Similarly, health consumers never asked questions about coordination with other providers, doctor-patient communication, doctor and patient education, administrative rules, ethics, and legal issues, because these tasks were usually regarded as health providers’ responsibility. These findings affirmed again that, health consumers’ information needs differed significantly from those of providers. Therefore, the existing classification schemas and automatic classification methods for clinical questions cannot be applied to consumer health questions directly [11].

**Features Explored for Automatic Classifiers**

Compared with other related studies on automatic question classification in the domain of health and medicine, we explored an abundant number of feature types for automatic classifiers. For example, Cao et al [17] explored the features of bag-of-words, n-grams, part-of-speech, UMLS concepts, and semantic types, as well as IDF to identify general topics of clinical questions. Patrick et al [18] used bag-of-words, Bigram, interrogative words, SNOMED category, verb and its subject, and verb and its object as feature sets to distinguish answerable and unanswerable ICU questions. Liu et al [19] picked bag-of-words, word length, question length, IDF, interrogative words, personal pronouns, indefinite pronouns, and auxiliary verbs as learning features to separate consumer questions from professional questions in the health domain. Roberts et al [20] explored the features of bag-of-words, part-of-speech, UMLS concepts, named entity, word length, IDF, and noun and verb head chunks to classify question types for consumer health questions in English, while Conway et al [43] used bag-of-words, n-grams, semantic UMLS types, and named entity as features to classify disease outbreak reports. In other words, bag-of-words, part-of-speech, and semantic types were the most commonly used features for question classification. Our work adopted all the effective features in the prior works with the UMLS concepts and semantic types replaced by CMeSH concepts and semantic types. We also explored three ways to extract the keywords from a question using the machine-learning features, that is, we took the first k words with maximum TF, IDF, or TF-IDF as keywords. In addition, we added noun or verb rear chunks + interrogative words according to the specialties of word order in the Chinese language. The results showed that it worked better than the interrogative words + noun or verb head chunks, which was commonly used for question classification in English.

**Feature Selection for Automatic Question Classification**

The feature selection methods in our work were quite different from other relative works, and it has proved that our methods were much more effective and easy. Cao et al [17], Liu et al [19], and Roberts et al [20] employed a method of combining different types of features without considering the threshold, in which they explored different combinations of different feature types and selected the best combination with the maximum $F_1$ score. These methods could not be applied to our situation, because we needed to classify questions into more than two categories and our topics were much more specific to consumer health.
Performance of the Classifiers

The performance of the classifiers trained by our study was quite satisfying. The average $F_1$ scores for the four classifiers for Condition management, Health lifestyle, Diagnosis, and Health provider choice were 99.63%, 99.13%, 98.55%, and 96.35%, respectively. The results were more significant than those of other similar studies. For example, the classification of 13 general topics of clinical questions conducted by Cao et al [17], which reached the highest $F_1$ score (89.3%) on the classifier for Pharmacology, while the majority of the scores were between 70% and 80%, and the classification of 13 question types of consumer questions carried out by Roberts et al [20], which achieved the highest $F_1$ score (90.6%) on the classifier for Management, with 5 between 80% and 90%, and 5 below 70%. It is worth noting that the methods proposed in this paper and those in the related works were experimented on different datasets in different languages. Further, there were two main reasons for the differences between this study and others, although the same algorithm of SVMs was used. On the one hand, the feature types and the feature selection methods applied in this study were more efficient and effective (as discussed above); on the other hand, the classification schema used in this study was more distinguishable. For example, questions about Etiology or Cause and Diagnosis were very similar and always asked together. Thus, they were annotated as one topic (Diagnosis) in our study. However, Cao et al [17] and Roberts et al [20] annotated them as different types.

Limitations

One of the limitations of this work is that the sample questions we used to build the classification schema and to train the automatic classifiers were from only one Chinese health website and defined to be hypertension or blood pressure related. Therefore, the applicability of the classification schema and the validity of the automatic classifiers for the vast majority of questions from other websites and other diseases remain to be tested. Another limitation of this work is that some types of features, such as keywords and bag-of-words, might be correlated. However, our feature selection algorithm did not take the impact of correlation into consideration. We only reached moderate performances on the automatic classifiers for the general topics of Treatment and Epidemiology, whereas the reasons for this remain to be explored in the future.

Conclusions

One of the specialties of this research was that Chinese consumer health questions were chosen as the research object. We built a classification schema of consumer health questions which consisted of 48 quaternary categories and 35 annotation rules, and we annotated 2000 questions in Chinese that were randomly selected from nearly 100 thousand messages about hypertension. Then, by using these annotated questions as the corpus, we explored a machine-learning method to automatically classify Chinese consumer health questions into six general topics to facilitate users’ information needs analysis and answer extraction. We explored an abundant number of feature types and adopted a novel method to select all the effective features with $\Phi \geq \text{avg } \Phi$. The results proved that our classification approach was relatively more efficient and effective as compared with similar studies.
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Abstract

Background: In the United States, national incentives for offering access to electronic personal health records (ePHRs) through electronic means are geared toward creating a culture of patient engagement. One group of patients who stand to benefit from online access to ePHRs is the growing population with multiple chronic conditions (MCC). However, little is known about the current availability and use of ePHRs and patient portals among those managing MCC.

Objective: The aim was to determine the associations between number of chronic conditions and sociodemographic characteristics and usage of ePHRs, and to assess how the public’s use of ePHRs varies across subpopulations, including those with MCC.

Methods: This study used data collected from the 2014 Health Information National Trends Survey (HINTS), and assessed differences in use of ePHRs between those with and without MCC (N=3497) using multiple logistic regression techniques. Variables associated with health care systems (insurance status, having a regular provider) and patient-reported self-efficacy were included in the statistical models.

Results: Those with MCC (n=1555) had significantly higher odds of accessing their records three or more times in the past year compared to those reporting no chronic conditions (n=1050; OR 2.46, 95% CI 1.37-4.45), but the overall percentage of those with MCC using ePHRs remained low (371 of 1529 item respondents, 25.63% weighted). No difference in odds of accessing their records was found between those reporting one chronic condition (n=892) and those reporting none (n=1050; OR 1.02, 95% CI 0.66-1.58). Significant differences in odds of accessing ePHRs were seen between income and age groups (P<.001 and P=.05, respectively), and by whether respondents had a regular provider (P=.03).

Conclusions: We conclude that ePHRs provide a unique opportunity to enhance MCC patient self-management, but additional effort is needed to ensure that these patients are able to access their ePHRs. An increase in availability of patient access to their ePHRs may provide an opportunity to increase patient engagement and support self-management for all patients and especially those with MCC.

(J Med Internet Res 2017;19(6):e188) doi:10.2196/jmir.7417
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Introduction

Over the next 40 years, the United States is expected to face a significant and rapid growth in its population aged 65 and older due in large part to the aging of the baby boomer generation [1]. With this aging population comes an increase not only in the number of individuals living with chronic disease, but also in the number of individuals living with multiple chronic...
conditions (MCC) [2]. Currently, 25% of Americans have two or more concurrent chronic conditions; these conditions include both physical conditions (eg, cardiovascular disease, diabetes, and cancer) and psychological conditions (eg, depression and anxiety) [3]. Individuals with two or more chronic conditions account for approximately 93% of Medicare spending; these costs are projected to increase in the coming years [4-7].

The US Department of Health and Human Services emphasizes the importance of patient-facing informatics tools for improving patient self-management and encouraging patient engagement, as evidenced by the creation of the Office of the National Coordinator for Health Information Technology in 2009. Widespread adoption of health information technology tools by the general population has been slow, but it is likely that the demands associated with MCC may encourage adoption in the near future [8]. Among older patients with diabetes, for example, the GroupHealth Cooperative found that the highest rate of use of secure messaging with providers was among those with multiple chronic conditions [9].

Health literacy is also key to using these tools because those with MCC need to have higher levels of health literacy when using electronic personal health records (ePHRs) [10,11]. Patients presenting with MCC have complex treatment regimens, some of which may be in conflict with one another [2]. Care is often fragmented and spread across several different providers and clinics, making coordination of care an additional concern for patients with MCC [2]. Furthermore, the complexity of care for these patients also results in more opportunities for medical errors, often due to missing data and note-taking differences in clinical records [12-15]. Therefore, there is a need for a technologically enabled health care system that can remove the burden from clinical personnel by enabling patients to be more engaged in their own care, simultaneously removing obstacles for timely patient-provider communication and preemptively decreasing the probability of medical error away from the clinic. At the same time, however, care must be taken to ensure that systems are not increasing the burden on the provider's time [16]. From the perspective of the chronic care model, this implies that utilizing these new technologies and their accompanying workflow modifications creates a "prepared health system" [17-19].

At the same time, those diagnosed with MCC face challenges with the self-management of their ongoing care. This may be a result of impairment of physical or cognitive function, complexity of treatment regimens, and poor patient-provider communication [20,21]. In addition, fragmented care delivery poses myriad problems from the patient perspective with regard to managing personal health information (PHI) because it often falls on the patients to bring their records to each of their providers and to ensure that all their medications and therapeutic decisions are communicated accurately across points of care [22-24]. These tasks require a great deal of self-efficacy from patients, which has been linked to clinical outcomes [25-27]. For care of patients with several comorbidities to be successful and to result in improved quality of life, there is a need to have "prepared patients"—that is, patients who are equipped with tools and knowledge that empower them to communicate effectively with their providers, understand and manage their various treatment regimens, feel self-efficacious to take on these tasks, and consolidate their complex health care histories into one place [28,29].

To effectively support care of patients with MCC over time, there is a need to have both a "prepared health care system" and a population of "prepared patients." Two complementary tools for addressing both the concepts of the "prepared system" and of the "prepared patient" are (1) electronic health records (EHRs) on the clinical side, and (2) connected access to that information through electronic personal health records (ePHRs) or patient portals on the patient side [19,30,31]. These ePHRs have the potential to serve as powerful tools for patient self-management, leading to the hypothesis that use of these tools will increase patient activation and self-efficacy and, in turn, improved clinical outcomes [32-34]. Studies have shown that "activated" and engaged patients tend to have lower health care costs and better care experiences than their less "activated" peers [35,36]. ePHRs hold particular promise for those with MCC because they have the potential to allow for care coordination between providers, allow for secure patient-provider communication, appointment management, information consolidation, and prescription refilling [22,37]. However, many individuals with MCCs have multiple providers and may consequently have multiple EHRs, potentially resulting in further confusion [2,25].

Although adoption of ePHRs sets the stage for patient engagement, there are no current data regarding the actual utilization of these tools from the public at large, especially for populations of patients struggling with MCC. To address this evidentiary gap, we analyzed data from the 2014 administration of the Health Information National Trends Survey (HINTS). The HINTS program was initiated in 2001 by the National Cancer Institute to provide surveillance on the public’s use of health information in a rapidly changing communication environment [38]. It has become the de facto source of data on many of the health communication and informatics objectives included in the Department of Health and Human Services’ Healthy People 2010 and 2020 initiatives [39], and has provided a complementary source of data for clinical audiences on the ways in which the public’s use of communication sources may influence practice [40]. In this study, we sought to answer the following questions:

1. What are the associations between number of chronic conditions, sociodemographic characteristics, and usage of ePHRs?
2. How does the public’s reported use ePHRs vary across different subpopulations, including populations who report MCC?
3. How likely is it for different groups of adults to have reported that they accessed their ePHRs and, more specifically, does the likelihood of accessing ePHRs increase as the number of chronic conditions increases?

Methods

Study Population and Data Collection

For this study, we analyzed data from the 2014 iteration of the HINTS (HINTS 4, Cycle 4) collected via a self-administered
mailed survey between July and November 2014. The probability-based sampling frame used a two-stage design to achieve a nationally representative sample of US adults aged 18 years and older. Briefly, this design first used a stratified sample of residential addresses from the United States Postal Service, from which one adult from each sampled household was randomly selected. Efforts were made to oversample minority populations and those living in central Appalachia. The final number of respondents for this survey cycle was 3677 (response rate=34.4%). All items included in the HINTS administration underwent at least two rounds of cognitive testing through an external testing service (Westat, Rockville, MD, USA) for validation []. Additional information about data collection for HINTS 4, Cycle 4 can be found in the corresponding methodology report [41].

Outcome Measure
The main outcome of interest was use of ePHRs. Respondents were asked: “How many times did you access your PHI online through a secure website or app in the last 12 months?”, with responses categorized as “none,” “1 to 2 times,” “3 to 5 times,” “6 to 9 times,” and “10 or more times.” A dichotomous variable for accessing ePHR was created by dividing respondents into “no/low” use and “medium/high” use. This categorization was based on the fact that no significant difference was found between those who reported never having accessed their record and those who reported accessing it 1 to 2 times (data not shown), and that the median response of those who had accessed their ePHRs at least once was the “3 to 5 times” category. Thus, no/low use consisted of individuals who responded “none” and “1 to 2 times,” and the medium/high use group consisted of individuals who responded “3 to 5 times,” “6 to 9 times,” and “10 or more times.”

Independent Variables
Sociodemographic variables included in the analyses were age, sex, race/ethnicity, education, employment status, and income level. Health care variables included health insurance status and having a regular health care provider. Other independent variables from the survey included in our models were respondent access to the Internet or email and self-reported ability to take care of one’s health. Analyses were restricted to those with Internet access or who owned a mobile phone. The final sample weight was used in all analyses to obtain population-level point estimates and model parameters. For each analysis, listwise deletion of subjects was used.

Results
Analyses were restricted to those who responded to the set of questions for self-reporting of chronic conditions. Of the 3497 individuals who responded to items about chronic conditions, 1050 (43.14% weighted) reported having no chronic conditions, 892 (24.85% weighted) reported having one chronic condition, 1050 (43.14% weighted) reported having one chronic condition, and 1555 (32.01% weighted) reported having two or more chronic conditions.

Associations Between Patient Factors and Number of Chronic Conditions
The first set of analyses explored bivariate relationships between a series of relevant patient characteristics and number of reported chronic conditions. Results from these analyses are presented in Table 1. As expected, there was a significant positive relationship between age and number of chronic conditions reported such that only 60 of 1555 (9.76% weighted) in the 18 to 34 years age range reported having two or more chronic conditions, whereas 274 of 1555 (17.49% weighted) in the 75 years and older range reported two or more conditions (Table 1). Sex, age, race/ethnicity, education, income, having a regular provider, and having health insurance were all significantly
associated with number of chronic conditions. In general, having two or more chronic conditions was associated with being older, having health insurance, having a regular provider, being less confident in taking care of themselves, reporting fair to poor health, being less inclined to use the Internet or to use a mobile phone/tablet, and in feeling more confident that their PHI is safe and controllable (Table 1). No significant difference was found between those who responded to the chronic conditions items and those who did not, save for a difference in self-reported general health ($P=.02$); however, these results are not clinically or contextually significant because of small numbers in individual cells.

**Assessing Likelihood of Utilizing Personal Health Information Online**

In the second set of analyses, we formulated a multivariable binomial logistic regression model based on a combination of model selection techniques (Hosmer-Lemeshow and Akaike information criterion). Results are presented in Table 2.

The first notable finding was that, even when controlling for the influence of other variables in the model, there was a strong and unique contribution from number of chronic conditions; those reporting two or more chronic conditions had significantly higher odds of reporting medium/high use of ePHRs (OR 2.55, 95% CI 1.36–3.71; Table 2). Once we controlled for numbers of chronic conditions, the relationship between age and ePHR use also persisted with those in the lowest age bracket having the greatest odds of accessing ePHRs (OR 3.81, 95% CI 1.53–9.52; Table 2). The independent relationship between income and ePHR use also persisted, with those earning more than US $75,000 having the highest odds for accessing ePHRs (OR 3.74, 95% CI 1.74–8.07; Table 2). Of the health care system-related variables included in the model, only the regular provider variable showed a significant relationship to ePHR access (OR 1.72, 95% CI 1.07–2.77; Table 2).
Table 1. Associations between patient characteristics, online characteristics, and attitudes with number of chronic conditions (N=3497).

<table>
<thead>
<tr>
<th>Respondent characteristics</th>
<th>Number of chronic conditions, n (weighted %)</th>
<th>$\chi^2$ (df)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>$\geq$2</td>
</tr>
<tr>
<td>Overall</td>
<td>1050 (43.1)</td>
<td>892 (24.9)</td>
<td>1555 (32.0)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>624 (38.5)</td>
<td>543 (25.9)</td>
<td>920 (35.6)</td>
</tr>
<tr>
<td>Male</td>
<td>420 (48.1)</td>
<td>344 (24.0)</td>
<td>605 (27.9)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>283 (66.4)</td>
<td>117 (23.9)</td>
<td>60 (9.8)</td>
</tr>
<tr>
<td>35-49</td>
<td>322 (24.6)</td>
<td>200 (23.9)</td>
<td>188 (27.7)</td>
</tr>
<tr>
<td>50-64</td>
<td>272 (29.0)</td>
<td>299 (30.0)</td>
<td>556 (42.1)</td>
</tr>
<tr>
<td>65-74</td>
<td>72 (27.4)</td>
<td>149 (27.4)</td>
<td>349 (58.6)</td>
</tr>
<tr>
<td>$\geq$75</td>
<td>28 (21.4)</td>
<td>74 (21.4)</td>
<td>274 (71.5)</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>185 (25.9)</td>
<td>132 (27.4)</td>
<td>194 (25.9)</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>555 (25.1)</td>
<td>496 (21.5)</td>
<td>844 (33.4)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>142 (21.5)</td>
<td>123 (21.5)</td>
<td>252 (30.8)</td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>94 (21.3)</td>
<td>56 (21.3)</td>
<td>85 (16.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>74 (25.7)</td>
<td>85 (25.7)</td>
<td>180 (46.4)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>59 (26.1)</td>
<td>65 (26.1)</td>
<td>163 (47.3)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>171 (21.2)</td>
<td>140 (21.2)</td>
<td>323 (35.7)</td>
</tr>
<tr>
<td>Some college</td>
<td>257 (27.1)</td>
<td>282 (27.1)</td>
<td>511 (35.7)</td>
</tr>
<tr>
<td>College graduate</td>
<td>534 (24.6)</td>
<td>377 (24.6)</td>
<td>500 (21.7)</td>
</tr>
<tr>
<td>Income (US$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>164 (26.7)</td>
<td>181 (26.7)</td>
<td>443 (40.0)</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>126 (20.0)</td>
<td>115 (20.0)</td>
<td>264 (43.4)</td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>144 (26.9)</td>
<td>136 (26.9)</td>
<td>222 (30.8)</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>181 (25.6)</td>
<td>156 (25.6)</td>
<td>253 (31.7)</td>
</tr>
<tr>
<td>$\geq$75,000</td>
<td>421 (24.6)</td>
<td>297 (24.6)</td>
<td>346 (24.1)</td>
</tr>
<tr>
<td>Health insurance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>872 (25.0)</td>
<td>768 (25.0)</td>
<td>1397 (33.2)</td>
</tr>
<tr>
<td>No</td>
<td>168 (23.3)</td>
<td>110 (23.3)</td>
<td>130 (22.7)</td>
</tr>
<tr>
<td>Regular provider</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>548 (24.0)</td>
<td>612 (24.0)</td>
<td>1256 (40.4)</td>
</tr>
<tr>
<td>No</td>
<td>494 (26.1)</td>
<td>266 (26.1)</td>
<td>268 (16.9)</td>
</tr>
<tr>
<td>Self-reported ability to take care of own health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely confident/very confident</td>
<td>787 (26.0)</td>
<td>629 (26.0)</td>
<td>890 (27.5)</td>
</tr>
<tr>
<td>Somewhat confident</td>
<td>224 (24.3)</td>
<td>231 (24.3)</td>
<td>518 (39.2)</td>
</tr>
<tr>
<td>A little confident/not at all confident</td>
<td>36 (14.1)</td>
<td>29 (14.1)</td>
<td>137 (55.2)</td>
</tr>
<tr>
<td>Self-reported general health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>675 (24.8)</td>
<td>443 (24.8)</td>
<td>427 (18.7)</td>
</tr>
<tr>
<td>Good</td>
<td>301 (27.3)</td>
<td>345 (27.3)</td>
<td>672 (38.2)</td>
</tr>
<tr>
<td>Fair/Poor</td>
<td>69 (17.8)</td>
<td>97 (17.8)</td>
<td>443 (63.0)</td>
</tr>
<tr>
<td>Respondent characteristics</td>
<td>Number of chronic conditions, n (weighted %)^a</td>
<td>$\chi^2$ (df)</td>
<td>$P$</td>
</tr>
<tr>
<td>----------------------------</td>
<td>---------------------------------------------</td>
<td>---------------</td>
<td>--------</td>
</tr>
<tr>
<td><strong>Regular Internet use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>923 (46.9)</td>
<td>709 (24.5)</td>
<td>1077 (28.6)</td>
</tr>
<tr>
<td>No</td>
<td>123 (24.2)</td>
<td>173 (26.7)</td>
<td>455 (49.1)</td>
</tr>
<tr>
<td><strong>Accessed EHRs at least once</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>284 (29.1)</td>
<td>250 (27.2)</td>
<td>371 (25.6)</td>
</tr>
<tr>
<td>No</td>
<td>757 (71.0)</td>
<td>630 (72.8)</td>
<td>1158 (74.4)</td>
</tr>
<tr>
<td><strong>Frequency of EHR access</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>757 (71.0)</td>
<td>630 (72.3)</td>
<td>1158 (74.4)</td>
</tr>
<tr>
<td>1-2 times</td>
<td>158 (16.3)</td>
<td>124 (15.1)</td>
<td>153 (8.6)</td>
</tr>
<tr>
<td>3-5 times</td>
<td>74 (6.8)</td>
<td>78 (6.7)</td>
<td>101 (8.1)</td>
</tr>
<tr>
<td>6-9 times</td>
<td>24 (2.2)</td>
<td>30 (3.6)</td>
<td>57 (4.1)</td>
</tr>
<tr>
<td>≥10 times</td>
<td>28 (3.8)</td>
<td>18 (1.9)</td>
<td>60 (4.8)</td>
</tr>
<tr>
<td><strong>Use a mobile phone or tablet</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>848 (26.4)</td>
<td>610 (24.8)</td>
<td>854 (26.4)</td>
</tr>
<tr>
<td>No</td>
<td>185 (25.8)</td>
<td>256 (25.1)</td>
<td>638 (49.2)</td>
</tr>
<tr>
<td><strong>Use health-related mobile phone/tablet apps</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>97 (49.6)</td>
<td>204 (23.2)</td>
<td>295 (27.2)</td>
</tr>
<tr>
<td>No</td>
<td>522 (48.2)</td>
<td>388 (26.6)</td>
<td>516 (25.2)</td>
</tr>
<tr>
<td><strong>Exchanged emails with provider(s)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>246 (47.3)</td>
<td>206 (23.7)</td>
<td>331 (29.0)</td>
</tr>
<tr>
<td>No</td>
<td>791 (42.3)</td>
<td>662 (25.2)</td>
<td>1179 (32.5)</td>
</tr>
<tr>
<td><strong>Confidence that PHI is safe</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very confident</td>
<td>207 (43.8)</td>
<td>178 (21.0)</td>
<td>389 (35.2)</td>
</tr>
<tr>
<td>Somewhat confident</td>
<td>534 (41.4)</td>
<td>473 (26.2)</td>
<td>809 (32.4)</td>
</tr>
<tr>
<td>Not confident</td>
<td>295 (47.0)</td>
<td>221 (24.6)</td>
<td>324 (28.4)</td>
</tr>
<tr>
<td><strong>Control privacy of records</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very confident</td>
<td>255 (38.1)</td>
<td>246 (25.3)</td>
<td>487 (36.6)</td>
</tr>
<tr>
<td>Somewhat confident</td>
<td>479 (42.3)</td>
<td>420 (24.8)</td>
<td>733 (32.9)</td>
</tr>
<tr>
<td>Not confident</td>
<td>307 (50.9)</td>
<td>215 (24.2)</td>
<td>302 (24.9)</td>
</tr>
<tr>
<td><strong>Ever withheld information due to privacy concern</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>160 (45.6)</td>
<td>128 (24.1)</td>
<td>222 (30.3)</td>
</tr>
<tr>
<td>No</td>
<td>882 (42.9)</td>
<td>754 (24.9)</td>
<td>1306 (32.2)</td>
</tr>
<tr>
<td><strong>Concerned about security of information when sent between providers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very concerned</td>
<td>226 (46.6)</td>
<td>191 (23.9)</td>
<td>338 (29.5)</td>
</tr>
<tr>
<td>Somewhat concerned</td>
<td>510 (43.4)</td>
<td>431 (23.5)</td>
<td>756 (33.1)</td>
</tr>
<tr>
<td>Not concerned</td>
<td>305 (40.7)</td>
<td>259 (27.3)</td>
<td>433 (31.9)</td>
</tr>
</tbody>
</table>

^a Percentages are weighted.
Table 2. Weighted multivariate logistic regression model of predictors of using electronic personal health records among those reporting having Internet access or who own a mobile phone (n=2941).

<table>
<thead>
<tr>
<th>Predictors of use of electronic personal health records</th>
<th>OR (95% CI)</th>
<th>Beta (SE)</th>
<th>Adj Wald $F$ (df1,df2)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of chronic conditions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Ref</td>
<td>Ref</td>
<td>7.59 (2,49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>1.02 (0.66-1.58)</td>
<td>0.02 (0.22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq$2</td>
<td>2.25 (1.36-3.71)</td>
<td>0.81 (0.25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>Ref</td>
<td>0.68 (1,49)</td>
<td>.41</td>
</tr>
<tr>
<td>Female</td>
<td>1.15 (0.82-1.60)</td>
<td>0.14 (0.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td>2.59 (4,49)</td>
<td>.05</td>
</tr>
<tr>
<td>$\geq$75</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>1.96 (0.79-4.87)</td>
<td>0.67 (0.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>2.42 (1.07-5.47)</td>
<td>0.88 (0.41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>2.63 (1.15-6.00)</td>
<td>0.97 (0.41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>3.81 (1.53-9.52)</td>
<td>1.34 (0.46)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td>0.76 (4,49)</td>
<td>.56</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.78 (0.36-1.69)</td>
<td>–0.25 (0.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1.13 (0.71-1.80)</td>
<td>0.12 (0.23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>1.27 (0.62-2.58)</td>
<td>0.24 (0.35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>0.40 (0.10-1.61)</td>
<td>–0.91 (0.69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td>2.21 (3,49)</td>
<td>.10</td>
</tr>
<tr>
<td>Less than high school</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>1.58 (0.47-5.33)</td>
<td>0.46 (0.60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>2.11 (0.66-6.76)</td>
<td>0.75 (0.58)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>2.44 (0.75-7.91)</td>
<td>0.89 (0.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Income (US$)</strong></td>
<td></td>
<td></td>
<td>6.16 (4,49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$&lt;$20,000</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$20,000 to $&lt;35,000</td>
<td>1.88 (0.79-4.48)</td>
<td>0.63 (0.43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$35,000 to $&lt;50,000</td>
<td>2.47 (1.13-5.41)</td>
<td>0.91 (0.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$50,000 to $&lt;75,000</td>
<td>1.74 (0.71-4.26)</td>
<td>0.55 (0.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq$75,000</td>
<td>3.74 (1.74-8.07)</td>
<td>0.89 (0.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health insurance</strong></td>
<td></td>
<td></td>
<td>3.06 (1,49)</td>
<td>.09</td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.69 (0.92-3.08)</td>
<td>0.52 (0.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Regular provider</strong></td>
<td></td>
<td></td>
<td>5.29 (1,49)</td>
<td>.03</td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.72 (1.07-2.77)</td>
<td>0.54 (0.24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported ability to take care of own health</strong></td>
<td></td>
<td></td>
<td>0.73 (2,49)</td>
<td>.49</td>
</tr>
<tr>
<td>A little confident/not at all confident</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somewhat confident</td>
<td>1.17 (0.44-3.14)</td>
<td>0.16 (0.49)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely confident/very confident</td>
<td>1.45 (0.58-3.60)</td>
<td>0.37 (0.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported general health</strong></td>
<td></td>
<td></td>
<td>1.56 (2,49)</td>
<td>.22</td>
</tr>
</tbody>
</table>
This study analyzed data from a nationally representative sample of noninstitutionalized US adults to gain a better understanding of who might be reporting use of ePHRs. Our analysis focused on usage patterns from those with MCC, a specific patient population that stands to benefit greatly from effective implementation and usage of ePHRs. When offered access to their ePHRs, patients with MCC had significantly higher odds of accessing their record more frequently than those without MCC; however, overall usage among those with MCC was lower than their healthy counterparts not reporting a chronic condition (25.6% and 29.1%, respectively).

Patients with MCC require complex care that demands a great deal from both the health care system and the patient. ePHRs and associated patient portals hold great promise for improving care coordination, patient-provider communication, shared decision making, appointment management, information consolidation, and management of medication for those with multiple comorbidities if incorporated into the patient’s self-management routines on a regular basis [22,46]. However, there are barriers to accessing and adopting patient portals. Several recent studies have documented barriers, namely a lack of information about the availability of the portals and/or motivation to use them [47,48]. Furthermore, older adults, including those with chronic conditions, had more difficulty using ePHRs and patient portals than their middle-aged counterparts [49]. All these studies on access barriers, however, involved deployment of the ePHR and portals specifically for the study. In the general population, the update rates may be higher, as was shown in one investigation of proactive engagement versus passive delivery of ePHR access in primary care clinics [50].

In order to increase adoption of ePHRs among patients with MCC, there is a need to understand the current state of use especially among these individuals. Thus, we first examined the sociodemographic and health care-related characteristics associated with MCC and then looked at whether an association exists between amount of ePHR use and number of chronic conditions reported in particular. First, older age was significantly associated with a greater number of chronic conditions. As would be expected, the accumulation of chronic conditions mounts over the life span with the majority of Americans aged 75 years and older reporting two or more conditions. This is the same group of Americans that is vulnerable to being left behind as health care becomes increasingly digitally based. In fact, our data showed that the majority of people reporting two or more chronic conditions also reported not using the Internet on a regular basis. Further work is needed, however, to determine what components of ePHRs and patient portals would be of greatest utility in their day-to-day lives.

We also examined which populations reported online access to ePHRs. Here we found strong relationships between ePHR use and education, income, having health insurance, and having a regular provider. Intriguingly, we also identified a significant relationship between ePHR usage and number of chronic conditions such that patients reporting two or more chronic conditions reported twice the frequency of ePHR use compared to those who reported one or no chronic conditions. To control for those influences, we regressed ePHR usage on a set of potential predictors as included in our previous analyses. This revealed an independent, significant relationship between ePHR use and number of chronic conditions reported regardless of age, education, income, and other variables included in the logistic regression. Specifically, those reporting two or more chronic conditions had more than two-fold increased odds of accessing their ePHRs as compared to those reporting no chronic conditions. Although some studies examining associations between patient portal use included comorbidities as part of their models, none looked specifically at the burden of MCC in association with amount of use [51-55]. One previous study has shown that patients diagnosed with two or more chronic conditions activated ePHR accounts at higher rates than their healthy counterparts [51], but to our knowledge, ours is the first study to examine population data relating use of ePHRs to number of chronic conditions. This finding is evocative of what some have referred to as “the diagnosis effect”: once diagnosed with a disease, patients tend to be more proactive in monitoring the implications of their condition or conditions [56]. For patients with Internet access, ePHRs could potentially be utilized as an extension of the clinical encounter, helping patients with some unmet needs and even the coordination of care across medical specialties. In this sense, patients with MCC may be at the vanguard of ePHR adoption and may provide an illustration of how policies increasing patient access can help create a cultural shift toward patient activation. Indeed, the few studies emerging on the efficacy of online support tools have generally shown strong clinical effects on patient engagement and outcomes [52-55]. One recent investigation examined patient activation and utilization of ePHRs via a telephone survey and found no
difference in patient activation; however, these individuals were not necessarily managing MCC nor were they recently diagnosed with a new condition, both of which could affect usage [57]. Additionally, HINTS included items addressing concerns about safety and privacy of electronic health information, which revealed that those with MCC reported slightly higher frequencies of believing that they were “very confident” in having control of the privacy of their records and that their PHI was safe with their providers. This could provide one explanation for the increased use of ePHRs among those with MCC.

Limitations of this study are largely related to the nature of cross-sectional surveys; namely, somewhat lower response rates than prospective patient studies, the fact that causation could not be inferred between variables (such as the nature of the relationship between use of online access and ratings of self-efficacy), and the fact that the data, including diagnoses of chronic conditions, were self-reported by respondents. Additionally, the survey administered did not include a comprehensive measure of patient self-efficacy, limiting our analyses to a single item for that construct. Another limitation lies in the nature of the fragmented health care system in the United States in that a patient with MCC may see many different specialists and may have multiple portals and ePHRs, and may answer “yes” to having accessed either ePHR without giving further indication as to which provider they are referring. Individuals with MCCs are more likely to have high levels of contact with their health care providers and, therefore, may have more opportunities to learn about ePHR tools and to be prompted to register for and use them. Additionally, the data on frequency of use were collected in categories rather than counts themselves. We were also unable to examine what patients were doing with their portals (eg, managing appointments, viewing laboratory results). Furthermore, this administration of HINTS did not include items addressing the quality of the ePHR systems and the degree of access that the ePHRs allow (whether patients were able to manage appointments, prescriptions, etc), which can vary between software companies and products. Survey items did not collect data on where care was received (eg, community clinics, private practice), which could have an impact on whether ePHRs were available to respondents; we attempted to control for this using sociodemographic factors. Future administrations of the HINTS instrument will collect those variables.

Despite these limitations, there are some significant strengths associated with national surveillance data, such as those reported through HINTS. These data are reported from the general population rather than being restricted to hospital-only respondent pools, the response rates and coverage results and ability to generalize are more robust than those of online panel surveys, and the sampling weights are carefully derived post stratification to generate nationally representative population estimates. Furthermore, the sampling paradigm for the administration of HINTS presented here oversampled minorities as well as rural residents of Appalachia. Previous investigations have focused on single clinics or health care systems, and many investigations have been qualitative in design. Here, we were able to present the first analyses quantifying differences in offers of access to ePHRs between those with MCCs and those without, which have not previously been examined. Due to the richness of the HINTS data, we were able to include a variety of sociodemographic and health care variables in our models that other investigations have not been able to address, including those reported from the patient’s perspective (ie, self-rated general health and self-efficacy).

Our analyses revealed a strong relationship between the presence of MCC and reports of electronic access to ePHRs as portrayed through a national probability sample of American adults. Our data show that those with two or more conditions have higher odds of accessing their ePHRs more frequently, but the numbers themselves remain low and the differences, although statistically significant, may not be of clinical significance. Our examination of variables related to both clinical and patient characteristics show that, although the system-related components may be in place, additional effort will be necessary to ensure that patients with MCC are equipped to use their ePHRs.

Targeted interventions and emphasis on patient engagement with these tools in MCC populations could greatly impact clinical outcomes. Assessments of those living with MCC have indicated that they are receptive to Web-based and app-based interventions, if the tools and interfaces were tailored to them and addressed any health and technology literacy divides [31,58]. These tools not only have the potential to support patients, but also to allow clinicians to monitor MCC patient behaviors and compliance with the various recommendations and prescribed treatments. Future planned studies involving the next HINTS administration will focus on what patients are using these portals to do; how patients are accessing these records; whether there is an association between MCCs, online access to their ePHRs, and primary care use; how use of ePHRs among those with MCC affect coordination of care; and whether outcomes are improved among those with MCC who engage with their ePHRs.
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Abstract

Background: As part of the national OpenNotes initiative, the Veterans Health Administration (VHA) provides veterans online access to their clinical progress notes, raising concern in mental health settings.

Objective: The aim of this study was to examine the perspectives and experiences of mental health clinicians with OpenNotes to better understand how OpenNotes may be affecting mental health care.

Methods: We conducted individual semi-structured interviews with 28 VHA mental health clinicians and nurses. Transcripts were analyzed using a thematic analysis approach, which allows for both inductive and deductive themes to be explored using an iterative, constant comparative coding process.

Results: OpenNotes is changing VHA mental health care in ways that mental health clinicians perceive as both challenging and beneficial. At the heart of these changes is a shifting power distribution within the patient-clinician relationship. Some clinicians view OpenNotes as an opportunity to better partner with patients, whereas others feel that it has the potential to undo the therapeutic relationship. Many clinicians are uncomfortable with OpenNotes, but acknowledge that this discomfort could both improve and diminish care and documentation practices. Specifically, we found that (1) OpenNotes is empowering patients, (2) OpenNotes is affecting how clinicians build and maintain the therapeutic relationship, and (3) mental health clinicians are adjusting their practices to protect patients and themselves from adverse consequences of OpenNotes.

Conclusions: Our findings suggest that future research should monitor whether OpenNotes notes facilitates stronger patient-clinician relationships, enhancing patient-centered mental health care, or diminishes the quality of mental health care through disruptions in the therapeutic relationship and reduced documentation.
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Introduction

Health care systems across the United States are beginning to allow patients to view their electronic health records, including clinical progress notes, online. These OpenNotes, and the OpenNotes initiative more generally [1], respond to recent legislation calling to increase patients’ access to their health information [2-4] and are intended to improve health care transparency, facilitate patient sharing of health information with other clinicians, and encourage patient engagement in
health care. The few available studies show that patients who read their medical record progress notes are more satisfied with their care, feel more informed about their health, and are more engaged and adherent to care [5-8]. Before a national rollout in 2013, the Veterans Health Administration (VHA) piloted OpenNotes at several sites across the United States to examine patient, clinician, and system-level outcomes [6]. Findings were favorable, with the majority of patients saying that OpenNotes helps them understand their health history and conditions, manage their health, prepare for clinic visits, and take their medications as prescribed [9,10].

Unlike other health care systems implementing OpenNotes, the VHA does not provide note writers the option of preventing selected notes from becoming available to patients online. As such, veterans can read or download any of their VHA progress notes (written after 2013) online, including progress notes detailing their mental health care. This removes logistical barriers for patients who wish to read their mental health notes. Although patients have had the legal right to request paper copies of their medical records for some time [11], the process can be cumbersome and time-consuming, resulting in few patients typically exercising this option [12]. Furthermore, since mental health notes often contain sensitive information about patients’ mental illness, they have historically been treated differently from other progress notes, sometimes requiring clinician approval for patients to see or receive paper copies of their notes [13]. Despite promising findings from studies of primary care patients [9,10], some are concerned that this increased ease of access to mental health notes may cause unnecessary worry, confusion, or distress among patients who read their mental health progress notes without guidance or permission from their clinicians [14,15].

In a brief survey of VHA mental health clinicians about OpenNotes, approximately half of clinicians did not feel that mental health OpenNotes was a good idea [14]. Although they thought some positive outcomes might come out of OpenNotes, most expressed concern over potential negative consequences from OpenNotes and reported making changes to their note writing practices, including writing fewer details, changing the tone of the note, and writing less information about diagnoses [14]. However, the impetus for such concern and documentation changes is poorly understood. In this study, we use qualitative methods to further examine mental health clinicians’ perspectives on and experiences with OpenNotes, to better understand how mental health clinicians approach care and documentation in the context of OpenNotes.

**Methods**

**Setting and Sample**

We conducted this qualitative study at a VHA Medical Center that provides comprehensive care at 11 urban and rural sites. Over 250 mental health clinicians (psychiatrists, psychologists, social workers, nurse practitioners) and nurses (registered nurses and licensed practical nurses) provide mental health care to approximately 18,000 unique patients each year across a variety of services spanning inpatient care to homelessness programs. “MyHealtheVet” is the VHA’s online patient portal through which veterans receiving VHA care can access their health care records and progress notes, refill prescriptions, and securely email their clinicians.

All clinicians and nurses providing mental health care at any of the medical center’s clinic sites were eligible for study participation. We sent recruitment emails to all eligible staff to describe the purpose of the study and invite interested staff to contact the study team. A total of 28 clinicians and nurses were interviewed between May and October 2014; enrollment was halted when the study team agreed we had reached saturation of themes. Of the participants were female, and participants represented a range of disciplines: social workers (10/28; 36%), psychologists (7/28; 25%), psychologists (5/28, 18%), mental health nurse practitioners (3/28; 11%), and nurses (3/28, 11%). Participants’ length of time working within VHA ranged from 1 to 30 years (mean 11.1 years).

**Data Collection**

We developed a semistructured interview guide informed by the main research questions and aims of the project, current literature on patient experiences with full health record access [7,16,17], and input from mental health clinicians. The interview guide focused on elucidating clinicians’ thoughts across four main domains: (1) general knowledge and attitudes about OpenNotes, including familiarity with OpenNotes, concerns, and benefits; (2) experiences discussing OpenNotes with patients, including responding to patient concerns or initiating conversations; (3) experiences and changes in documentation; and (4) recommendations to other clinicians and education needs regarding clinical practice in the context of OpenNotes. For this analysis, we focused on the first three interview domains. All interviews were conducted in person by nonclinicians with backgrounds in public health and anthropology, and each interview lasted approximately 60 min. Interviews were transcribed and validated for accuracy by an independent reviewer.

**Data Analysis**

We used ATLAS.ti software (ATLAS.ti Scientific Software Development GmbH) to organize transcripts and facilitate analysis. We used a thematic analysis approach [18,19], which allows researchers to bring preexisting research questions to their analysis of the data while also investigating entirely unanticipated themes. Thus, deductive and inductive codes, respectively, were identified and used in our analysis. We used the main topics from our interview guide to create initial, deductive codes. Then, through an iterative, open coding process, three analysts (RC, HBW, and MP) reviewed transcripts to identify themes emerging from the text to create inductive codes. Together, these codes comprised our codebook. Once all three analysts agreed that the codebook contained the themes emerging from the transcripts, the codebook was considered final. Then, after a calibration period, two analysts applied the codebook independently to all transcripts, with a third analyst arbitrating, as needed. Specific text passages relating to the codes were compiled into code reports for analysis. All authors then reviewed and discussed code reports for thematic interpretations to refine main themes, resulting in our primary findings. In the results presented here, we use participant quotes...
to illustrate our findings, which are labeled using a numeric code (eg, 1001).

Results

Overview

(OpenNotes) really is antithetical to the way that many of us have been, literally, trained and learned to think about our field. [1008]

Overall, analyses revealed that OpenNotes is changing VHA mental health care in ways that mental health clinicians perceive as both challenging and beneficial. At the heart of these changes is a perception of shifting power distribution within the patient–clinician relationship; OpenNotes provides patients with easier access to information about their health, their health care, and clinicians, resulting in more equitable distribution of power between clinician and patient. This is affecting how clinicians are navigating the therapeutic relationship and making changes to how they practice. Rapport building, which typically relies on carefully delivered conversations to help the patient feel comfortable enough to engage in the therapeutic relationship, is a key concern for clinicians, as progress notes leave room for miscommunication and misinterpretation. Many clinicians are uncomfortable with OpenNotes and want guidance on how to adjust their practices to protect patients and themselves from adverse consequences of OpenNotes. In the paragraphs that follow, we elaborate on these key themes: (1) OpenNotes is shifting the patient–clinician power distribution; (2) OpenNotes is affecting how mental health clinicians build and maintain the therapeutic relationship and therapeutic process; and ultimately, (3) mental health clinicians are adjusting their practices in the context of OpenNotes to protect patients and themselves from potential adverse consequences. Selected quotes illustrate these themes (see Multimedia Appendix 1).

Shifting Patient–Clinician Power Distribution

Clinicians discussed having less control over when and where patients access information contained in progress notes; online access to progress notes was thought to provide patients with more information about their health as well as an increased level of transparency about their health care. Clinicians compared their previously high level of control over the release of information in patients’ medical records with their current lack of control (when patients read their notes online, clinicians are not informed). Some clinicians embraced this, whereas others wished to regain some control.

Yes it definitely has changed. There was a definite time we used to get a...message saying "can this person read their own record?" [1009]

Many clinicians perceived the increase in patient access to, and resultant control over, their health information as a change in the distribution of power between patients and clinicians, with power becoming more equally distributed. Clinicians were not necessarily concerned about the loss of power per se, but about how the power shift affected their approach to providing care. Some clinicians viewed this shifting power differential as a move in the right direction, toward “patient-centered” care, creating better opportunities for collaboration with patients and facilitating patient engagement in care.

Basically, it lessens that knowledge gap between the treatment team and the patient in terms of what it is we’re working towards and how does the treatment plan go about trying to achieve these goals. [1029]

On the other hand, a few clinicians described feeling that patients could use OpenNotes to dictate to clinicians on how to write their notes and—by extension—direct their care. These clinicians were often referring to a small portion of patients that they described as particularly challenging, such as those diagnosed with borderline personality disorder or schizophrenia.

What I’m noticing is that, and I’ve directly had patients say this to me, “...don’t write that in my notes.” ...It’s just like they’re trying to dictate their care and we’re trying to provide care...I feel like I’m on the defense. [1016]

Therapeutic Relationship

Clinicians discussed the idea that developing good rapport and a therapeutic relationship is critical to patient engagement and recovery in mental health care. However, this process can be difficult and requires careful work on the part of clinicians to earn patients’ trust.

A lot of times with mental health, there is sort of a dance that’s done where a patient comes in, drops out and comes in and drops out again, and then finally comes in and feels safe enough and trusts enough to get the help. Anywhere along that line the trust gets hurt, that could be it and they are never seen again. We know that there is a lot of untreated mental illness for a lot of reasons, but that’s certainly one. It’s very hard to trust people with your most near and dear emotional psychological stuff. Trust is just the main thing we’ve got to help people in the mental health field, and so that’s my real concern is that we run the risk of damaging trust with our patients. [1008]

Many clinicians expressed concern that providing patients easier access to their notes could damage the therapeutic relationship by exposing a disconnect between the patients’ in-person experience with their clinicians and the documentation they read in their notes. Specifically, notes reveal aspects of the therapeutic process—such as clinical formulations and subjective impressions—which clinicians frequently do not communicate to their patients. As such, reading notes could create opportunities for patients to negatively misinterpret clinicians’ notation, or increase the likelihood that patients feel judged, stigmatized, or otherwise looked poorly upon by their clinicians. Some clinicians felt that notes had the potential to undo the work they did in session to develop good rapport with their patients.

People can feel belittled about something. I had somebody come in not too long ago, within the last few months, saying in a really angry way that “I don’t see what my haircut has to do with anything.” That’s part of the mental status exam. Obviously appearance, grooming and hygiene are something we attend to
see about a person’s depression and their hygiene and how are they taking care of things. He felt very criticized by that. I don’t think he feels criticized when he’s here with me. But reading that caused a separation that I think might not have been disturbing to him if he had not seen that in print. [1008]

On the other hand, some clinicians saw potential for OpenNotes to benefit the therapeutic relationship by enhancing feelings of trust and transparency, providing opportunity for enhanced communication even when there are disagreements, and showing patients that they are listening and have patients’ best interests in mind.

I’ve heard that a couple of times, “from your charting I could see how much work you’ve put into it, and I could see that you care about me, and the plans that we come up with—you are hearing the things I want out of our goals and plans.” [1027]

Adjusting Practice in the Context of OpenNotes

Mental health clinicians described being careful about what they write in progress notes as a matter of course; they are acutely aware of the clinical, legal, and other audiences of notes within a large integrated health care system that uses a common electronic medical record. However, they expressed increased discomfort with the added complexity of writing notes that their patients can access online, keeping in mind both realized and potential benefits and adverse effects of patients reading their notes.

There’s another one where someone said, “I smoked meth for 40 years and my wife doesn’t know.” And I was like, gosh, do I put this in the note? Because I don’t know if he is going to give his wife access to his notes and then see something that was delivered in confidence... [1006]

Often we’re taught to document things in a particular way in order to cover ourselves for legal concerns and adding the layer of actually having the client also reading these notes just adds an additional layer of complexity to what you have to think about and how you have to phrase things in your documentation. [1005]

In particular, clinicians felt a strong desire to protect their patients from potential harms, while also feeling vulnerable and exposed themselves.

Then again, for me, the onus is on us. We’re the ones who are responsible for creating safety. I think that’s a big part of this. If OpenNotes were to trigger somebody or create a safety issue, it’s still on us to do our best to resolve it in a safe way. It shouldn’t be on the person who is sick or war-torn to navigate it. [1011]

So I just feel like it hinders my ability to work without the feeling—sometimes I feel a little threatened, I feel there is going to be really negative consequences if I write what I’m assessing to be clinically accurate. [1016]

Some clinicians felt this discomfort functioned to help keep clinicians accountable, and would ultimately result in improved care and documentation. Furthermore, some clinicians liked that patients can now review notes and point out inaccuracies, which was viewed as another way to increase clinician accountability and improve the medical record documentation.

I think it has this sense of increasing empathy on my part. I really try to see where people are at. And I think when they’re coming in here saying, “this hurt, this is what’s written in my record,” it forces us to kind of be in their shoes a little bit when you know they’re clicking on that button and seeing what you wrote. [1023]

When you know that other people are looking at the work that you do, particularly the people who it directly pertains to, then you want to make sure it’s the best, it’s the most accurate. [1023]

Many clinicians were hoping for system-level guidance on how to best document care to reduce the potential for negative outcomes for them or their patients.

I would appreciate some clarity on who the audience is, on who I’m writing for. And I think in general, training in this more recovery-oriented and strengths-oriented treatment in general. Moving away from thinking about things, like in the medical model, in terms of problems and thinking about things more as this being a collaborative relationship with their clients. [1005]

Some sort of agency/VA-type guidance on what’s expected to be in a note. What should and shouldn’t be left out in order to minimize the risk of the open note problem, or the potential open note problem... [1008]

Without such guidance, some clinicians described making their own adjustments to documentation—writing fewer details, using vague terms, striving for increased objectivity, or adjusting how they document patient quotes (some increasing use of quotes and some decreasing)—as well as holding proactive conversations with patients about their notes.

How have I adapted? My notes are a lot less detailed now, here. I always have to kind of couch what I’m saying. There’s much less detail, much less frankness in my notes now [1006]

I do an informed consent about (OpenNotes). I think it’s dangerous, I tell them, “Look, there’s this thing called the blue button. You’ll hear about it. You may want to push it. If you do you’re going to see your clinical notes. That’s fine by me, but understand there’s stuff here that I’m going to write what I hear and see and it may be upsetting to you, and you may or may not want to do it, but there’s risks associated with it.” [1010]

Discussion

Overall, we found that OpenNotes within VHA is affecting how mental health clinicians think about their relationships with
patients and the progress notes they write. Primarily, they perceived reduced control over the flow of information pertinent to the therapeutic process; the notes they write are now accessible to patients at any time without clinician approval or other barriers. This change necessarily shifts the patient-clinician power dynamic toward a more equitable distribution.

Interestingly, we found that some clinicians described this power shift as a move toward more “patient-centered” care. Patient-centered care is often characterized by shared patient-clinician power and responsibility, a biopsychosocial orientation, patient and clinician humanity, and a therapeutic alliance [20]. True patient-centered care has been thought to be difficult to implement in mental health settings, where clinicians historically have had role expectations in which the patient is viewed as someone to “protect” and for whom the clinician is “responsible” [21-23]. We saw similar themes in this study. Many clinicians felt that OpenNotes provided benefits such as enhanced opportunity for collaboration, mutual trust, and addressing patients’ concerns. However, many were also concerned that OpenNotes could cause unintentional harm for their patients—for whom the clinicians would feel responsible. Indeed, mental health clinicians’ changes in note writing reflected a desire to write notes that would mitigate potential harm. This concern could be viewed as stemming from clinicians feeling obligated to protect their patients in the more traditional, paternalistic style of care. In previous work, nearly two-third of VHA mental health clinicians surveyed stated that they had made changes in how they document as a result of OpenNotes, with the majority reporting that they write fewer details in the notes [14]. Together, this suggests that while OpenNotes may help to facilitate care that is more aligned with patient-centered care ideals, mental health clinicians are also often limiting what they write in response to a desire to protect themselves and their patients, which could have unintended negative consequences such as forcing clinicians to rely on their memory more often or reducing clinician-clinician collaboration.

Although most clinicians felt some discomfort with OpenNotes, it is also important to note that some clinicians thought this discomfort might improve care by motivating clinicians to be at their best and providing an impetus to generate “difficult” but important conversations between patients and clinicians. Clinicians surmised that documentation could become more accurate as clinicians pay closer attention to what they write and patients have the opportunity to review and request changes. Generally, clinicians wanted guidance to help them navigate how to document in the context of OpenNotes, suggesting that mental health clinicians are motivated to improve and adapt their documentation.

Our findings should be considered in light of several limitations. We interviewed clinicians and nurses who expressed interest in participating; they may have stronger concerns or views than other clinicians. However, we heard a wide range of opinions and thoughts in response to our questions and we heard a range of experiences in the extent to which clinicians talked about OpenNotes with their patients and their knowledge of patients using OpenNotes. We also note that we do not know the actual potential for the possible outcomes of OpenNotes that clinicians discuss here (eg, diminished care due to reduced documentation). This study was conducted at one VHA medical center in the Pacific Northwest; views on OpenNotes may differ across other regions of the United States or at other VHA facilities. Finally, the VHA is unique in ways that may affect how mental health clinicians think about documentation, limiting our findings’ generalizability to other health care settings. For some examples, VHA is an integrated care system in which nonmental health clinicians have access to their patients’ mental health notes; some patients receive health benefits as a result of injury during military service, which can be inadvertently affected by clinician documentation; and some veterans eligible for redeployment may worry that contents of their medical record could impact redeployment eligibility.

Findings from this study suggest that online patient access to their mental health progress notes is changing how VHA mental health clinicians think about and document care—in both positive and negative ways. Clinicians perceive a shift in the balance of power between clinicians and patients, primarily resulting from reduced clinician control over the flow of information pertinent to the therapeutic relationship and process. Clinicians often view this as a shift toward more patient-centered care, but many find the change uncomfortable. This discomfort may result in improved documentation and conversations with patients, or could lead to some unintended negative consequences such as reducing what they document. Future research should continue to monitor impacts of OpenNotes in mental health settings and identify methods to reduce potential harms and enhance benefits of OpenNotes.
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Abstract

Background: A major barrier to the widespread dissemination of psychological treatments is the way that therapists are trained. The current method is not scalable.

Objective: Our objective was to conduct a proof-of-concept study of Web-centered training, a scalable online method for training therapists.

Methods: The Irish Health Service Executive identified mental health professionals across the country whom it wanted to be trained in a specific psychological treatment for eating disorders. These therapists were given access to a Web-centered training program in transdiagnostic cognitive behavior therapy for eating disorders. The training was accompanied by a scalable form of support consisting of brief encouraging telephone calls from a nonspecialist. The trainee therapists completed a validated measure of therapist competence before and after the training.

Results: Of 102 therapists who embarked upon the training program, 86 (84.3%) completed it. There was a substantial increase in their competence scores following the training (mean difference 5.84, 95% Cl –6.62 to –5.05; P<.001) with 42.5% (34/80) scoring above a predetermined cut-point indicative of a good level of competence.

Conclusions: Web-centered training proved feasible and acceptable and resulted in a marked increase in therapist competence scores. If these findings are replicated, Web-centered training would provide a means of simultaneously training large numbers of geographically dispersed trainees at low cost, thereby overcoming a major obstacle to the widespread dissemination of psychological treatments.
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Introduction

Psychological treatments are difficult to disseminate and implement [1,2]. They are inherently complex in form; they are labor-intensive and therefore costly; and, in contrast with drug treatments, there is no commercial drive to disseminate them. An additional obstacle is the way in which therapists are trained. This typically involves a therapist with generic training in psychological treatment delivery attending a specialist training workshop given by an expert and then practicing the treatment under the supervision of someone experienced at delivering the treatment [3]. As there is a scarcity of people qualified to provide both the workshops and the clinical supervision, this method is incapable of meeting the worldwide demand for training [4].
To address these problems, Web-centered training was devised [4]. Two main features distinguish it from conventional training. First, the training is program-led; that is, the training program itself leads the therapist through the training obviating the need for input from an external expert. Second, by delivering the training over the Internet, large numbers of geographically dispersed therapists can be trained at one time.

This investigation was a proof-of-concept study with 2 aims. The first was to determine whether Web-centered training is feasible and acceptable to therapists. The second aim was to establish its likely effectiveness. In common with most large-scale interventions, Web-centered training was not expected to be as potent as more intensive methods [5], a shortcoming that would be offset by its far greater scalability.

Methods
Design and Context
This was a proof-of-concept study in which a cohort of therapists across Ireland was offered Web-centered training in a specific psychological treatment. Their competence was assessed before and after the training.

The opportunity to undertake the study arose as a result of the Irish Health Service Executive (HSE) deciding to establish a countrywide eating disorder service. This necessitated identifying mental health professionals from across the Republic of Ireland whom the HSE wished to receive training in enhanced cognitive behavior therapy for eating disorders (CBT-E) [6,7]. CBT-E was chosen by the HSE as its treatment of choice because it has a strong evidence base across the full range of eating disorders, a decision consonant with the 2017 National Institute for Health and Care Excellence guidelines on eating disorders [8]. The Centre for Research on Eating Disorders at Oxford (CREDO) was asked to provide the training because it developed CBT-E [6]. Fortuitously, this request came at a time when CREDO was completing the development of a Web-centered training program in CBT-E. It therefore provided an opportunity to conduct a proof-of-concept study of the new method of training.

The research protocol was submitted to Oxford University Central Research Ethics Committee. It was judged not to require formal ethical approval.

Recruitment of the Trainees
The HSE identified 139 therapists as potential candidates for training. There were no formal inclusion or exclusion criteria. Each of these therapists was sent an email from CREDO in which they were invited to take part in an evaluation of the new form of training. They were provided with details about CBT-E and the study (Multimedia Appendix 1) together with an outline of the content of the training website (Multimedia Appendix 2). Those therapists who indicated that they were willing to take part and who provided informed consent were asked for details of their professional background, age, gender, and clinical experience. They were then given access to the training program for 20 weeks. Figure 1 shows the figures for the recruitment and retention of the trainees.

The Web-Centered Training Program
The Web-centered training program in CBT-E has 2 main parts, The Course and The Library. The Course is linear in nature and takes a minimum of 9 hours to complete (Multimedia Appendix 2). It provides a detailed practical description of how to implement the main focused form of CBT-E given by an expert on the treatment (CGF). This description takes the form of...
multiple brief video presentations accompanied by handouts and separated by formative learning exercises, video recordings of acted illustrations of the treatment, and tests of knowledge accompanied by feedback. While working through The Course, trainees are encouraged to read relevant sections from the CBT-E treatment guide [6] and treat 1 or 2 patients. As implementing CBT-E with patients who are not severely underweight takes up to 20 weeks, access to the program was for this length of time. It was stressed to the trainees that clinical responsibility for their patients remained with their local clinical team and not with CREDO.

The second part of the training website, The Library, provides supplementary information on how to use CBT-E with subgroups of patients including those who are severely underweight and those with clinical perfectionism, core low self-esteem, or marked interpersonal difficulties. There is also a detailed account of how to use CBT-E to treat young patients. At the time of conducting this study, The Library was not available but trainees had full access to all the material of relevance to the implementation of the focused version of CBT-E.

Web-centered training is designed to be undertaken either autonomously (independent training) or with support from a nonspecialist support worker (supported training). Although the supported form requires external input, it is still scalable because the role of the support worker is restricted to encouraging the trainee to follow the training program. In this study the supported form of training was used. Thus, in addition to having access to the website, the trainees were offered up to 12 telephone calls over the 20 weeks of training, each lasting no longer than 30 minutes. These calls were weekly at first and then every 2 weeks. The support workers followed a protocol that defined their role, and they were supervised by 2 senior clinicians (ZC and SBS); 2 of the support workers were research assistants with no clinical experience and 2 had clinical experience but restricted themselves to the supportive role.

Assessment of Competence
The competence measure was developed in advance of the study. It was designed to be scalable in nature so that it could be used in large-scale training studies such as this one. Its development and validation are described in detail in a separate publication [9]. This included detailed blueprinting, state-of-the-art item writing, and independent item review with initial field testing, followed by formal Rasch analysis. The measure was developed independently of the Web-centered training program in order to avoid teaching to the test.

The final version of the measure comprises 22 multiple choice questions, each of which addresses the trainee’s knowledge and understanding of the focused version of CBT-E and its implementation (ie, applied knowledge). Total scores on the measure have been related to performance at implementing CBT-E, and there is a cut-point indicative of a good level of competence at delivering CBT-E. Three equivalent versions of the measure are available so that different versions can be used before and after training.

Data Analysis
Regression analysis was used to estimate the mean difference in therapist competence scores and to explore whether trainee characteristics (age, gender, professional background, years of clinical experience), support characteristics (support worker background, number of supportive phone calls), and the trainee’s use of a practice case were associated with change. Logistic regression (adjusted for baseline score) was used to explore factors associated with the likelihood of trainees scoring over the competence cut-point following the training.

Results

Participants
Of the 139 potential participants identified by the HSE, 102 embarked upon Web-centered training (Figure 1), 93 of whom were female. Their mean age was 40.1 (SD 8.1) years, and their mean length of clinical experience was 12.0 (SD 7.9) years. The professional background of the trainees is shown in Table 1. They comprised 2 main professional groups, clinical psychologists (37.3%) and psychiatric nurses or nurse therapists (34.4%). Three-quarters (74.4%) currently treated patients with eating disorders, although a third (33.3%) did so rarely.

<table>
<thead>
<tr>
<th>Profession</th>
<th>Number n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical psychologist</td>
<td>38 (37.3)</td>
</tr>
<tr>
<td>Dietitian</td>
<td>3 (2.9)</td>
</tr>
<tr>
<td>Family therapist</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td>Nurse therapist</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>Occupational therapist</td>
<td>9 (8.8)</td>
</tr>
<tr>
<td>Psychiatric nurse</td>
<td>33 (32.4)</td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>3 (2.9)</td>
</tr>
<tr>
<td>Social worker</td>
<td>13 (12.7)</td>
</tr>
</tbody>
</table>
Completion of Training

Of 102 trainees, 86 (84.3%) completed the full training program. Of the remainder, 11 failed to start (6 cited practical reasons for withdrawing), and 5 were lost to contact (Figure 1).

Outcome of Training

Of the 86 trainees who finished the entire training program, 80 completed the competence measure before and after their training. Their scores increased substantially from 5.39 before training (95% CI 4.78-6.00) to 11.23 after training (95% CI 10.46-11.99), the mean difference being 5.84 (95% CI –6.62 to –5.05, P<.001). One of these trainees scored above the competence cut-point prior to the training (1.3%, 1/80) whereas 34 did so afterwards (42.5%, 34/80).

The exploratory logistic regression analyses identified 1 significant predictor of outcome. Psychiatric nurses and nurse therapists had a smaller increase in their competence scores than the other professional groups (mean difference 2.52, P=.003) and were less likely to score above the cut-point (OR 0.17, 95% CI 0.05-0.58; P=.005).

Discussion

The Study and its Findings

This study was an opportunistic initial evaluation of a new scalable way of training therapists to deliver specialist psychological treatments. It capitalized on a training initiative of the Irish HSE. It found that Web-centered training, when accompanied by nonspecialist support, was practicable, acceptable, and reasonably effective. Over 80% of the trainees completed the training program, and their scores on the validated measure of competence increased substantially. Almost half obtained competence scores indicative of a good level of competence.

Certain practical difficulties were encountered. One was technical. A beta version of the website was used and this proved unstable at times. The other was logistic. Some trainees reported difficulties implementing the training during their working hours. This was for 2 main reasons. First, given their clinical commitments, it was difficult to protect time for the training and second, in some rural areas there was limited access to the Internet. Both difficulties proved surmountable.

Comparison with Other Training Studies

It is difficult to provide a context within which to interpret these findings because therapist training has been relatively neglected as a research topic [10,11]. Furthermore, many of the training studies to date have been small in scale and few have used competence measures with a validated cut-point [12]. The competence figures that have been reported following training vary widely with higher figures coming from training programs that have included extensive supervision, a method that is not scalable and therefore of little relevance in this context.

Strengths of the Study

The study had several strengths. First, it was conducted in a real-world setting and should therefore be viewed as an effectiveness study rather than an efficacy one. Second, the sample size was large for a training study although it was too small to draw firm conclusions regarding subgroups within the sample. This qualification particularly applies to the exploratory predictor analyses. Third, it used a validated measure of therapist competence.

Limitations of the Study

The study had certain limitations. First, the trainees were selected by the HSE rather than being volunteers as would usually be the case. Second, there was no posttraining follow-up to determine whether the effects of the training persisted and whether the trainees put into practice what they had learned. Third, the study was not controlled. We cannot therefore discount the possibility that the increase in therapist competence scores would have happened spontaneously although this seems improbable. Nor do we know how this form of training would compare in effectiveness with other training methods. A comparison with the conventional method of training might seem the obvious design but we believe that the findings would be of limited interest given the poor scalability of the latter method. Instead, a comparison of independent and supported training would be of greater value as both are scalable yet one has higher inherent costs and is harder to implement.

Conclusions

Two findings emerge from this opportunistic study. First, Web-centered training is feasible and well accepted. Over 80 therapists, dispersed across a wide geographical area, completed the training program despite receiving only a limited amount of nonspecialist support. Training on this scale, and at a distance, would be impossible with the current method of training. Second, the training was reasonably effective as almost half the trainees obtained a competence score indicative of a good level of competence. While this figure is lower than that reported of nonspecialist support. Training on this scale, and at a distance, would be impossible with the current method of training. Second, the training was reasonably effective as almost half the trainees obtained a competence score indicative of a good level of competence. While this figure is lower than that reported with more intensive but unscalable forms of training, it is impressive given the scalability of the new method.

If these findings were replicated, Web-centered training would provide a means of simultaneously training large numbers of geographically dispersed therapists thereby overcoming a major obstacle to the dissemination of psychological treatments.
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Abstract

Background: Combinations of professional and commercial communication are typically very controversial, particularly in health care communication on the Internet. Websites of licensed community pharmacies on the other hand tend to raise remarkably little controversy, although they typically contain controversial combinations of clinical and commercial services previously unprecedented in professional health care communication.

Objective: The aim of this study was to fill the void of knowledge about the combination of clinical and commercial services presented on the websites of licensed community pharmacies.

Methods: A content analysis of clinical and commercial services presented in a random sample of 200 licensed community pharmacy websites from Great Britain, the Netherlands, the Canadian provinces British Columbia and Manitoba, and the Australian states New South Wales and Western Australia was conducted.

Results: The top five specific services mentioned on the community pharmacy websites were cosmetic products (126/200, 63.0%), medication refill request options (124/200, 62.0%), over-the-counter medicine (115/200, 57.5%), complementary and alternative medicine (107/200, 53.5%), and home medical aids (98/200, 49.0%). On average, 72.5% (145/200) of the community pharmacy websites across the 4 countries included a combination of clinical and commercial services. A combination of clinical and commercial services was more often present on chain pharmacy websites (120/147, 82.8%) than single pharmacy websites (25/53, 47%; P<.001), and most often on the Canadian community pharmacy websites, followed by the Australian, British, and Dutch pharmacy websites, respectively (P<.02). Furthermore, more than half of the pharmacies’ homepages contained a combination of clinical and commercial images (107/200, 53.5%), and almost half of the homepage menus contained a combination of clinical and commercial items (99/200, 49.5%). The latter were, again, more common on chain pharmacy than single pharmacy websites (P<.001), with significant differences between countries (P<.001).

Conclusions: A considerable share of websites of licensed community pharmacies in Great Britain, the Netherlands, Canada, and Australia combine clinical services with commercial services. Previous research into the presence of a combination of commercial and professional services suggests that such a combination may lead to increased interest in commercial services that may be unnecessary or inappropriate to patients’ health.
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Introduction

Combinations of Professional and Commercial Health Communication

Combinations of professional and commercial communication are typically very controversial, particularly in health care, where vulnerable patient groups may become interested in goods or services that may be unnecessary, inappropriate, or even dangerous to their health [1-3]. That is why such a combination often gives rise to calls for stringent regulatory action, meanwhile generating significant volumes of research. Examples include a combination of clinical and commercial communication in cosmetic surgery [4,5], medical tourism [6,7], and robotic surgery [8,9]. Recent years have also witnessed a lot of alarm surrounding the surge of illicit online pharmacies that sell prescription drugs without a physician’s prescription, and are notorious for the use of hard-line marketing techniques such as mail spamming and search engine contamination [10-12]. On the other hand, remarkably little controversy or research surrounds the websites of regular, licensed community pharmacies. However, as we will argue, community pharmacy websites are gaining increasing importance as online “health care hubs” where patient consumers may submit electronic prescriptions, order prescription and over-the-counter medication, consult pharmacists about a chronic condition, obtain a prescription for a minor ailment, download software to monitor their health, and order personal care and household products, among others. They are also one of the major mainstream venues where professional clinical and commercial communication come together on the Internet [13-17], and this could be a potential minefield where many patients can easily confuse commercial communication for professional advice.

This study aimed to fill the currently large void in knowledge about the contents of licensed community pharmacy websites, guided by the following research question: To what extent do present-day licensed community pharmacy websites combine clinical and commercial communication? This question was investigated through a systematic content analysis of licensed community pharmacy websites from Australia, Canada, Great Britain, and the Netherlands. Besides gauging a picture of the combination of clinical and commercial content on officially licensed community pharmacies’ websites in a number of Western countries nowadays, this study also provided an overview of the range of clinical and commercial services put forward on present-day community pharmacy websites, guided by the subquestions: What types of clinical services are mentioned on present-day licensed community pharmacy websites? and What types of commercial services are mentioned on present-day licensed community pharmacy websites? Finally, although cross-national comparisons were not the study’s aim, the study could also answer the subquestion: What cross-national differences exist in the types of clinical and commercial services mentioned on community pharmacy websites? Implications for public health education are also discussed.

Background

The ideal clinical professional stays away from involvement in commercial communication, or so it seems. Professional clinical associations often promote straight bans or use highly restrictive codes of conduct for members’ commercial communication, sometimes against pressure from government administrations to loosen their regulations. The American Federal Trade Commission (FTC), for instance, has fought a lengthy statutory battle against the American Medical Association for restricting free competition through its persistent ban on physician advertising. This was later followed up by comparable cases of the FTC against other professional associations for restricting advertising, such as dentists, optometrists, accountants, and lawyers [18]. Also for instance the Israel Medical Association upheld a long-lasting public doctors’ strike after the Israeli government proposed a loosening of the absolute ban on physician advertising in the country [19]. Professional clinical providers also typically have strong adverse attitudes toward marketing and advertising their services [20-22]. On the Internet, this is mirrored in the continuous effort by diverse medical and health associations to establish quality standards for professional health information. This can be seen with examples such as the “Health on the Net Foundation Code of Conduct” (HONcode) which states that “advertising should be clearly distinguished from editorial content.” Similarly, the guidelines of the American Medical Association state that on the Internet “advertising and commercial sponsorship must not influence any editorial content and advertising must be easily discernible from editorial content” [23-25].

The principal argument against clinical professionals’ involvement with commercial communication revolves around a perceived conflict between commercial communication on the one hand and the clinical profession’s “fiduciary responsibility” on the other, that is, the duty to prioritize and protect patients’ interests at all times [26,27]. The premise is that trust is a central feature of clinical professionals’ relationship with their patients, and commercial communication could compromise this trust [3,20]. In persuasive communication literature, the trust that people have in the accuracy and reliability of an information source is referred to as “source credibility.” It is one of the oldest [28] and most frequently studied factors in persuasive communication research [29]. Research exploring the role of source credibility in the acceptance of online health information often shows that online health information is seen as more credible and convincing when the source is a perceived expert, such as a physician or professional health organization, than a lay person [30-34]. A commercial service mentioned on a physician or hospital’s website will thus be likely to be seen as a higher-quality service than the same service featured on, for instance, the website of a brand or an online retailer, such as Amazon.

Clinical and Commercial Services in Community Pharmacy

This study focused on the combination of clinical and commercial communication on community pharmacy websites. On the basis of the existing strong norms against combining clinical and commercial communication in the clinical
professions, most people would be at least surprised, and possibly dismayed, if their family physician’s website would promote a branded pain reliever or line of mascaras. However, it is not uncommon to see this on a community pharmacy website. For example, the website of Service Apotheek, one of the largest community pharmacy chains in the Netherlands, mentions clinical consultation services for patients with chronic conditions such as diabetes and chronic obstructive pulmonary disease (COPD). At the same time, the website presents promotion for a branded facial cream that is claimed to “fill the skin with youth” and a slimming belt that will allegedly “redefine the body contours instantly.” Such a combination of clinical and commercial communication can be found in community pharmacies across the world today, from Australia [35], to Kenya [36], Peru [37], and the Vatican [38].

Given today’s proliferation of commercial communication in community pharmacies, it may be assumed that a community pharmacy is largely evolving into a commercial retail business, with little in the way of an enduring role in the provision of clinical health care. Nonetheless, this is only one side of the coin. Community pharmacies’ clinical care activities largely waned during the course of the 20th century, when the “golden age of doctoring” was in its heydays and pharmacists’ role largely hinged on those of physicians [15,39,40]. As one pharmacist said about his time in a community pharmacy in the 1970s, “We were discouraged from talking to patients for fear we would disrupt the doctor-patient relationship” [41]. Pharmacies since, however, have taken on a more patient-centered role and are becoming increasingly more involved in patient therapy [42,43]. Moreover, in recent years many countries such as China, Great Britain, New Zealand, and Switzerland have installed programs for clinical services to be delivered by community pharmacies, in an effort to control the steep rise in costs of clinical care delivered by family physicians and hospitals [44-46]. Community pharmacies’ clinical role thus has risen “like a phoenix from the ashes” [39]. Present-day clinical services offered through community pharmacies may range from patient education, to consultations for patients with chronic conditions, to primary care provision, to actual prescribing [39,47-50]. For instance, Walgreens pharmacy in the United States currently has 400 so-called “health care clinics” across the country where the public may obtain treatment for minor illnesses. Similarly, Boots pharmacy in the United Kingdom features a number of “online clinics” where people can obtain prescription-only medication without going to the doctor for conditions such as erectile dysfunction, period delay, and malaria prevention.

Study Aims

All in all, developments in community pharmacies over the last few years have led to the presence of a combination of clinical and commercial services that were previously unprecedented in the domain of professional clinical care. To what extent this is mirrored on community pharmacy websites however is unknown. Extant research on community pharmacy websites is scant, with very few exceptions [51,52]. Thus, this study aimed to fill the void in knowledge by documenting the types of clinical and commercial services present on licensed community pharmacies’ websites in 4 Western countries and the extent to which the websites contain a combination of clinical and commercial services.

Methods

Content Analysis

A systematic content analysis was conducted to allow for an unobtrusive observation of representative samples of licensed community pharmacies’ websites and their contents. To strengthen the generalizability of the findings beyond the specific context of one particular country, community pharmacy websites from 4 different countries and different continents were included in the study, namely from Great Britain, the Netherlands, Canada, and Australia. The choice for these 4 countries was in part based on practical reasons of the researchers’ command of the languages. Furthermore, low and middle-income countries were not included because pharmacy legislation may often be fragmented with limited enforcement of regulations in these countries [53], and this would significantly hinder identification of the population of licensed pharmacies in these countries. Finally, the United States and New Zealand were excluded because they currently are the only two countries in the world where direct-to-consumer advertising (DTCA) of prescription medication is permitted [3]. This exceptional regulatory status may restrict the generalizability of the findings regarding commercial content on community pharmacy websites, to most other countries in the world where DTCA of pharmaceuticals is prohibited. All in all, this study involved a content analysis of community pharmacy websites from Great Britain, the Netherlands, Canada, and Australia as countries with highly institutionalized and enforced pharmacy legislation and a ban on DTCA for medical drugs. Without making unsubstantiated claims regarding the representativeness of these 4 countries for community pharmacy websites worldwide, this likely renders a conservative rather than exaggerated picture of combinations of clinical and commercial services on community pharmacy websites worldwide nowadays.

Sample

Sampling Method

The sample consisted of 200 licensed community pharmacy websites: 50 from Great Britain, 50 from The Netherlands, 50 from the Canadian provinces British Columbia and Manitoba, and 50 from the Australian states New South Wales and Western Australia.

The sample of British community pharmacies was randomly drawn from a directory of all 14,437 licensed community pharmacies from the British General Pharmaceutical Council, and the sample of Dutch pharmacies from a directory of all 1981 licensed pharmacies in the Netherlands from the Dutch Healthcare Inspectorate. Community pharmacy licensing and directories in Australia and Canada are organized by the given state or province, which is why the sampling of community pharmacies proceeded with the use of the directories of two states or provinces per country. For Canada, 25 community pharmacy websites were drawn from the directory of the 1256
licensed community pharmacies of the College of Pharmacists of British Columbia and 25 from the 415 registered pharmacies by the College of Pharmacists of Manitoba. For Australia, 25 community pharmacy websites were drawn from the directory of the 2514 licensed community pharmacies by the Pharmacy Council of New South Wales and 25 from the 637 licensed pharmacies by the Pharmacy Registration Board of Western Australia.

Since this study endeavored to study community pharmacy websites, community pharmacies in the directories without a (working) website were excluded from the sample; this concerned 33.3% (67/200) community pharmacies of the original selection (26 Australian, 13 British, 28 Canadian, and 0 Dutch original selections). Also, the pharmacy departments of mass merchants and health centers had to be excluded. This is because the websites of these merchants and centers do not allow a valid separation between services offered through the pharmacy department and services offered through other departments, such as those of family physicians or a nurse on a health care center’s website or banking or petrol services on a retail centers’ website. Inclusion of these websites thus would have led to a significant overestimation of combinations of clinical and commercial services on community pharmacy websites. This concerned 8.5% (17/200) community pharmacies of the original selection (4 Australian, 4 British, 7 Canadian, and 2 Dutch original selections). When a pharmacy in the random selection had to be excluded from the sample, the next one in the directory was always chosen.

### Sample Characteristics

Table 1 provides an overview of the share of chain pharmacies versus single pharmacies per country in the sample, with the former defined as community pharmacies belonging to a group of four or more community pharmacies that operate under a joint brand name [54]. It can be seen that almost three quarters (73.0%; 147/200) of the community pharmacies in the sample operated under a chain pharmacy retail brand name, with little variation across countries.

<table>
<thead>
<tr>
<th>Pharmacy business type</th>
<th>Community pharmacies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Australia, N=50</td>
</tr>
<tr>
<td>Single pharmacy, n (%)</td>
<td>15 (30)</td>
</tr>
<tr>
<td>Chain pharmacya, n (%)</td>
<td>35 (70)</td>
</tr>
</tbody>
</table>

aChain pharmacies are community pharmacies belonging to a group of four or more community pharmacies that operate under a joint pharmacy retail brand name and often participate in one or more centralized programs [55].

Considering the present study’s aims, it is of relevance to note that community pharmacies operating under a chain pharmacy retailer name often participate in one or more centralized programs, such as supply chains, pharmacist training schemes, or store brands. This could impact the variation in the services mentioned on the websites. However, the extent to which individual pharmacies partake in the pharmacy chain’s centralized programs varies between, as well as within, pharmacy chains, while individual pharmacies may also include their own local services on the website. For instance, the Boots community pharmacy from the town of St Austell in the United Kingdom in our sample listed 10 services on its website, whereas the Boots pharmacy from the British town of Peebles in our sample listed only 2 services. That is why each community pharmacy website in the sample was coded separately and often contributed to variation in the data.

### Coding Instrument and Procedure

Figures 1-4 show screenshots of community pharmacy websites from the sample. Each community pharmacy website in the sample obtained a binary code for the presence or absence of specific categories of clinical and commercial services on the website. Since a number of discrete products and services are concerned that obtain their meaning from the trade’s definition of these products/services, measures of intersubjective agreement were not deemed relevant here and the coding was done by a single author. Below is a rationale for and overview of the coding categories employed.
Figure 1. Screenshot of website Hollywood Pharmacy, Nedlands (Australia), taken on March 29, 2017.

Figure 2. Screenshot of website Roadnight Pharmacy, Sidcup (Great Britain), taken on March 29, 2017.
Figure 3. Screenshot of website Medsen pharmacy, Hilversum (Netherlands), taken on March 29, 2017.

Figure 4. Screenshot of website Rexall pharmacy (Canada), taken on March 29, 2017.
**Clinical and Commercial Services**

**Clinical Services**

Clinical services were defined as clinical and pharmaceutical goods and services that are typically restricted to qualified pharmacists and other health care professionals. Three categories of clinical goods and services were distinguished in the coding, based on how current community pharmacy commonly defines its own roles [39,41-45]. The first of these is community pharmacy’s traditional role of supervising the dispensing of medication. As community pharmacy in more recent years has expanded beyond the traditional function of dispensing and distributing medicine to more patient-based care, a second commonly recognized role of community pharmacy is disease detection and prevention. This includes services to maintain health such as vaccinations and stop smoking counseling, but also the timely detection of conditions such as hypertension or diabetes to combat the adverse consequences for patients more effectively. Third and finally, community pharmacy assumes a role in consulting patients about the effective and safe use of medication to achieve optimal patient outcomes, particularly for patients with chronic conditions such as hypertension, asthma, or diabetes [39,41-45].

In the coding procedure, each community pharmacy website was coded for the presence of the 3 above-mentioned roles of community pharmacy, specifically: Dispensing services, that is, services surrounding the dispensing of prescription medication (eg, dispensing of prescription medication, dispensing hormone replacement therapy), Disease prevention and detection services, that is, methods for diagnosing conditions and avoiding illness (eg, diabetes test, flu vaccinations), and Clinical consultations, that is, consultations for patients with specific conditions (eg, consultations for asthma patients, diabetes patients). Specific subcategories within these 3 coding categories, such as the testing of blood pressure, cholesterol, diabetes, and so on, were derived from the categorizations on the pharmacy websites themselves. Clinical services that typically belong to other professional health care domains such as veterinarian, optometric, or dental care services were excluded from coding. The screenshot of the website of Hollywood pharmacy from the town of Nedlands in Australia in Figure 1 illustrates the 3 categories of clinical services. Specifically, we see that the list of pharmacy services on this website includes dispensing services (“prescription dispensing,” “dose administration aid”), disease detection and prevention services (“complementary blood pressure monitoring”), and clinical consultation services (“home medicine review,” a consultation to review a patient’s medication use to check for possible overlaps or interactions).

**Commercial Services**

Commercial services were defined as all services mentioned on the community pharmacy websites that are not typically restricted to licensed health care professionals. Again, 3 categories of commercial goods and services were distinguished. The first category reflects pharmacies’ traditional role of the sale of health-related goods and services such as cold and cough medicine or pain relievers to ease and combat ills. The second category, the sale of nonhealth services, reflects the rise of the “drugstore” and “convenience store” concept in community pharmacy with an expanded focus on the sale of a range of everyday products such as cosmetics, snacks, and cleaning supplies. Finally, the third category reflects the move away from the brick-and-mortar commercial sale only, to an e-commerce model with the integration of a Web shop in community pharmacy websites.

In the coding procedure, each community pharmacy website was coded for the presence of the above-mentioned commercial roles of community pharmacy, specifically: Health services, specifically the sale of over-the-counter medicine (eg, pain relievers, first aid kits), complementary and alternative medicine (eg, homeopathic products, aromatherapy), diet products (eg, slimming shakes, gluten-free products), and home medical aids (eg, mattress covers, shower stools). Non-health services, specifically cosmetic products (eg, soaps, make-up products), food and drinks (eg, candy, snacks), and other goods or services (eg, greeting cards, pet products, kitchen appliances, photo services). E-commerce, that is, options to purchase services online through the pharmacy website, often through a Web shop. Again, the specific subcategories were derived from the categorizations provided by the pharmacy websites themselves. The screenshot of the website of Roadnight Pharmacy from Sidcup in Great Britain in Figure 2 is an example of a pharmacy website with an integrated Web shop. The Web shop offers a range products for sale, including health products such as the wound dressing product at the bottom of the screenshot and nonhealth services such as the hair dye product also at the bottom of the screenshot.

**Menu and Images**

Another part of the coding gauged the combination of clinical and commercial services on (1) the website menu and (2) through website images. The focus thereby was on the homepage as the place where users “land” after opening a pharmacy website.

**Homepage Menu**

The menu on the homepage of a community pharmacy website is the main tool that allows users to navigate to specific services. The menu can list items that connect to clinical services on the website (eg, “prescriptions,” “immunizations”), items that connect to commercial services (“fragrances,” “gifts”), or items that connect to other services (eg, “site map,” “home”). In the screenshot of the website of Medsen Pharmacy from the Netherlands in Figure 3, for instance, the menu at the top of the page has 5 categories. From left to right, these are “About us,” “Health ABC,” “Our services,” “Permission” (to share medical information with other health providers), and finally “Registration.”

To gauge the presence of a combination of clinical and commercial services on the homepage menus, each item on the homepage menu was coded as connecting to a clinical service or a commercial service, using the definitions of clinical and commercial services as given above. A category “other” was used for menu items connecting to other utilities or services such as “contact” or “pharmacy locator.”
Homepage Images
Images on community pharmacy homepages are usually either static pictures or sliding pages ("carousel format"). They can serve to highlight clinical pharmacy services, such as a photo of a patient having his blood pressure taken (see example of Hollywood pharmacy in Figure 1). They can also serve to highlight commercial services, such as images of nail polishes (see example of Rexall pharmacy in Figure 4). To gauge the presence of a combination of clinical and commercial services in homepage images, each image on the homepage menu was coded as referring to a clinical service or a commercial service, again using the definitions of clinical and commercial services as given above. A third coding category of “other” was used for images that referred to neither clinical nor commercial services, such as a photo of the pharmacy premises or staff members.

Data Processing and Analysis
The units of analysis were the community pharmacy websites. Chi-square tests of independence were used to test if the presence of a combination of clinical and commercial services on the community pharmacy websites was contingent on pharmacy types (chain pharmacies and single pharmacies), or country (Australia, Canada, Great Britain, and the Netherlands). Phi coefficients gauged associations between the presence of different categories of services on the websites. Significance levels of \( P<.05 \) were used for all tests.

Results
Clinical and Commercial Services Mentioned on the Websites
Clinical Services
An overview of the specific clinical services listed on the community pharmacy websites can be found in Table 2, whereby it should be noted that only clinical services mentioned on more than one website are listed in the table. In line with community pharmacies’ traditional function as a dispensary of prescription medication, all \( (N=200) \) community pharmacy websites made mention of this service. It can also be seen in Table 2 that the most commonly mentioned dispensing service, other than medication dispensary at the pharmacy location, tended to emphasize convenience for patients by presenting options for online ordering of prescription medication refills, multi-dosage packaging, and delivery of prescription medication to patients’ home.

Disease prevention and detection services came as the second most often category of clinical services presented on the community pharmacy websites, with 79.5\% \( (N=159/200) \) of the websites mentioning specific services of this type. Among these, blood pressure tests, stop smoking counseling, and flu vaccinations were the most frequently mentioned services. Clinical consultation services were presented on less but still a substantial share of 65.0\% \( (N=130/200) \) community pharmacy websites. The number one specific clinical consultation service thereby was “medication therapy review and management,” which is used here as an umbrella term for a recognized clinical pharmacy service aimed at optimizing therapeutic outcomes through an assessment of a patient’s patterns of medication use, therapeutic responses, and potentially adverse reactions. Depending upon country, the service is known as medication use review, medication therapy management, or home medicines review \([56,57]\). Consultations for asthma and diabetes patients came second and third, respectively, as the most often mentioned clinical consultation services.
## Table 2. Presence of clinical services on community pharmacy websites in Australia, Great Britain, Canada, and the Netherlands.

<table>
<thead>
<tr>
<th>Clinical services</th>
<th>Location of community pharmacies</th>
<th>Australia</th>
<th>Great Britain</th>
<th>Canada</th>
<th>Netherlands</th>
<th>All</th>
<th>( p^b )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dispensing services</strong></td>
<td></td>
<td>50 (100%)</td>
<td>50 (100%)</td>
<td>50 (100%)</td>
<td>50 (100%)</td>
<td>200 (100%)</td>
<td>N/A</td>
</tr>
<tr>
<td>Online request for refill prescription medication</td>
<td></td>
<td>0 (0%)</td>
<td>45 (90%)</td>
<td>30 (60%)</td>
<td>49 (98%)</td>
<td>124 (62.0%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medication multidosage packaging</td>
<td></td>
<td>21 (42%)</td>
<td>8 (16%)</td>
<td>36 (72%)</td>
<td>26 (52%)</td>
<td>91 (45.5%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medication home delivery</td>
<td></td>
<td>11 (22%)</td>
<td>14 (28%)</td>
<td>33 (66%)</td>
<td>28 (56%)</td>
<td>86 (43.0%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medication compounding</td>
<td></td>
<td>10 (20%)</td>
<td>0 (0%)</td>
<td>27 (54%)</td>
<td>4 (8%)</td>
<td>41 (20.5%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emergency contraception</td>
<td></td>
<td>0 (0%)</td>
<td>27 (54%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>27 (13.5%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Online physician for ordering prescription medication</td>
<td></td>
<td>0 (0%)</td>
<td>23 (46%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>23 (11.5%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Minor ailment service</td>
<td></td>
<td>1 (2%)</td>
<td>13 (26%)</td>
<td>7 (14%)</td>
<td>0 (0%)</td>
<td>21 (11.0%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hormone replacement therapy</td>
<td></td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>9 (18%)</td>
<td>0 (0%)</td>
<td>11 (5.5%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Opioid substitution</td>
<td></td>
<td>4 (8%)</td>
<td>1 (2%)</td>
<td>2 (4%)</td>
<td>0 (0%)</td>
<td>7 (3.5%)</td>
<td>&lt;.16</td>
</tr>
<tr>
<td><strong>Disease prevention and detection services</strong></td>
<td></td>
<td>41 (82%)</td>
<td>43 (86%)</td>
<td>37 (74%)</td>
<td>38 (76%)</td>
<td>159 (79.5%)</td>
<td>&lt;.44</td>
</tr>
<tr>
<td>Stop smoking counseling</td>
<td></td>
<td>7 (14%)</td>
<td>30 (60%)</td>
<td>13 (26%)</td>
<td>9 (18%)</td>
<td>59 (29.5%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Travel health advise</td>
<td></td>
<td>4 (8%)</td>
<td>0 (0%)</td>
<td>3 (6%)</td>
<td>20 (40%)</td>
<td>27 (13.5%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Healthy eating and weight advise</td>
<td></td>
<td>10 (20%)</td>
<td>6 (12%)</td>
<td>5 (10%)</td>
<td>2 (4%)</td>
<td>23 (11.5%)</td>
<td>&lt;.09</td>
</tr>
<tr>
<td>Medication use during Ramadan advise</td>
<td></td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>11 (22%)</td>
<td>11 (7.3%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Diagnostic tests and checks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>blood pressure</td>
<td></td>
<td>33</td>
<td>15</td>
<td>14</td>
<td>0</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>diabetes/glucose</td>
<td></td>
<td>14</td>
<td>9</td>
<td>5</td>
<td>14</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>cholesterol</td>
<td></td>
<td>15</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>body mass</td>
<td></td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>bowel cancer</td>
<td></td>
<td>6</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>spot check</td>
<td></td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Chlamydia/gonorrhea</td>
<td></td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>anticoagulation</td>
<td></td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Allergy</td>
<td></td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Vaccinations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>flu</td>
<td></td>
<td>15</td>
<td>21</td>
<td>22</td>
<td>0</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>travel</td>
<td></td>
<td>0</td>
<td>14</td>
<td>20</td>
<td>0</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>Clinical services</td>
<td>Location of community pharmacies</td>
<td>$p$&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------------------</td>
<td>----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Australia</td>
<td>Great Britain</td>
<td>Canada</td>
<td>Netherlands</td>
<td>All</td>
<td></td>
<td></td>
</tr>
<tr>
<td>shingles</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Clinical consultation services</strong></td>
<td>35 (70%)</td>
<td>36 (72%)</td>
<td>41 (82%)</td>
<td>18 (36%)</td>
<td>130 (65.0%)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Medication therapy review and management&lt;sup&gt;k&lt;/sup&gt;</td>
<td>20 (40%)</td>
<td>28 (56%)</td>
<td>40 (78%)</td>
<td>2 (4%)</td>
<td>90 (45.0%)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Consultations for patients with specific conditions</strong></td>
<td>22 (44%)</td>
<td>20 (40%)</td>
<td>20 (40%)</td>
<td>18 (36%)</td>
<td>80 (40.0%)</td>
<td>&lt;.85</td>
<td></td>
</tr>
<tr>
<td>asthma/COPD</td>
<td>11</td>
<td>9</td>
<td>7</td>
<td>14</td>
<td>41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>diabetes</td>
<td>8</td>
<td>0</td>
<td>13</td>
<td>13</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pain</td>
<td>1</td>
<td>10</td>
<td>5</td>
<td>0</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sleep apnea</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cancer</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>urinary incontinence</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>post-hospital discharge</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>hair loss</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>osteoporosis</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>coeliac</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>erectile dysfunction</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absence from work certificates&lt;sup&gt;l&lt;/sup&gt;</td>
<td>16 (32%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>16 (8.0%)</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Only clinical services that were mentioned on more than one website are included.

<sup>b</sup>On the basis of the chi-square test of independence $\chi^2$ (N=200): N/A=nonapplicable.

<sup>c</sup>Patients submit an online request for a refill of a medicine that a physician prescribed to them earlier, after which the pharmacy arranges the order for the refill directly with the physician and makes the refill medication ready for the patient.

<sup>d</sup>The pharmacy promises to deliver medication to the patient’s home, or alternatively patients receive a code that will allow them to open a locker where their medication was deposited.

<sup>e</sup>A blister package (“webster pak”) or roll of sachets containing the medications a patient should take on a specific day and time, often used for patients on a multiple medication regime.

<sup>f</sup>The pharmacy prepares a medicine in-house that is tailored to the specific needs of an individual patient.

<sup>g</sup>Patients obtain prescription medication for specific conditions by filing an online questionnaire that is reviewed and then ordered by a physician hired by the pharmacy.

<sup>h</sup>Pharmacist advises and prescribes medicine for common, non–life threatening conditions such as eczema, headaches, or coughs.

<sup>i</sup>A therapy for menopause-related symptoms involving medications to artificially boost hormone levels.

<sup>j</sup>Substitution medication for patients with an opioid dependence, including the dispensing of methadone.

<sup>k</sup>Consultation to review a patient’s medication use to check for possible overlaps or interactions, identify and diminish side effects, and improve a patient’s understanding and medication adherence.

<sup>l</sup>Pharmacist issues a certificate as proof of legitimate absence from work, part of the 2009 Australian Fair Work Act.
### Table 3. Presence of commercial services on community pharmacy websites in Australia, Great Britain, Canada, and the Netherlands.

<table>
<thead>
<tr>
<th>Commercial services</th>
<th>Location of community pharmacies</th>
<th>All</th>
<th>p&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Australia</td>
<td>Great Britain</td>
<td>Canada</td>
</tr>
<tr>
<td>Health-related services</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over-the-counter medicine&lt;sup&gt;b&lt;/sup&gt;</td>
<td>30</td>
<td>31</td>
<td>29</td>
</tr>
<tr>
<td>Complementary and alternative medicine</td>
<td>24</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>Home medical aids&lt;sup&gt;c&lt;/sup&gt;</td>
<td>33</td>
<td>19</td>
<td>24</td>
</tr>
<tr>
<td>Diet products&lt;sup&gt;d&lt;/sup&gt;</td>
<td>28</td>
<td>27</td>
<td>17</td>
</tr>
<tr>
<td>Nonhealth-related services</td>
<td>32</td>
<td>30</td>
<td>32</td>
</tr>
<tr>
<td>Cosmetic products</td>
<td>32</td>
<td>30</td>
<td>32</td>
</tr>
<tr>
<td>Foods and beverages</td>
<td>0</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>E-commerce</td>
<td>20</td>
<td>30</td>
<td>9</td>
</tr>
</tbody>
</table>

<sup>a</sup> On the basis of the chi-square test of independence $\chi^2 (N=200)$: ns=nonsignificant.

<sup>b</sup> Products dispensing of some of the specific classes of over-the-counter drugs can be restricted to pharmacists or drug store owners only. This concerns only a very small portion of the wide range of over-the-counter medicines available.

<sup>c</sup> Tools to mitigate medical treatment or impairment, such as mattress covers, crutches, or shower seats. Usually sold, but sometimes also for hire, through the pharmacy.

<sup>d</sup> Products that replace or complement conventional foods, taken for health or cosmetic reasons, such as slimming shakes, vitamins, and gluten-free foods.

### Commercial Services

The overview of the commercial services presented on the community pharmacy websites in Table 3 shows that nearly 60% of the community pharmacy websites (N=119/200, 59.5%) presented the sale of health products on their websites. Particularly the sale of over-the-counter medicine such as cold and cough medicine, as well as complementary and alternative medicine such as homeopathic products, were popular items on the community pharmacy websites. The sale of nonhealth services was even more common on the websites (N=126/200, 63.0%). Commonly mentioned in this category of services was the sale of cosmetic products such as shampoo or hand creams; however, the offer of nonhealth-related services on the pharmacy websites could also extend into a very wide range of goods or services, including public transport and lottery tickets, walking sticks, computers, or an organic juice bar inside the pharmacy. Finally, nearly half (N=91/200, 45.5%) of the pharmacy websites included e-commerce options (ie, a Web shop) for the online sale of commercial products.

### Cross-National Differences

Although cross-national comparisons were not this study’s primary aim, the last columns in Tables 2 and 3 show the extent to which the mention of specific clinical and commercial services on the community pharmacy websites was contingent upon the country where the pharmacy is located, based on chi-square tests of independence. A notable finding here was that there were few differences across countries in the categories of clinical services mentioned on the community pharmacies websites. Both dispensing services and disease detection and prevention services were mentioned equally often on the community pharmacy websites across countries. On the other hand, a rather large share of the specific clinical services within these categories proved country-specific. Thus, many specific clinical services, be it medication compounding, consultations for diabetes patients, or stop smoking counseling services, were mentioned on the pharmacy websites in one country significantly more often than in other countries. Furthermore, a notable cross-national difference in the mention of commercial services on websites was the relatively low share of Canadian pharmacies that integrated e-commerce in their websites compared with the three other countries.
Table 4. Presence of services on chain pharmacy websites and single pharmacy websites.

<table>
<thead>
<tr>
<th>Presence of services</th>
<th>Pharmacy business type</th>
<th>Chain pharmacy (N=147)</th>
<th>Single pharmacy (N=53)</th>
<th>p a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dispensing services</td>
<td></td>
<td>147 (100%)</td>
<td>53 (100%)</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinical consultation services</td>
<td></td>
<td>101 (68.7%)</td>
<td>30 (57%)</td>
<td>ns</td>
</tr>
<tr>
<td>Disease prevention and detection services</td>
<td></td>
<td>120 (81.6%)</td>
<td>31 (59%)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Commercial services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-related commercial services</td>
<td></td>
<td>104 (70.7%)</td>
<td>22 (42%)</td>
<td>.001</td>
</tr>
<tr>
<td>Nonhealth-related commercial services</td>
<td></td>
<td>114 (77.6%)</td>
<td>13 (25%)</td>
<td>.001</td>
</tr>
<tr>
<td>E-commerce</td>
<td></td>
<td>85 (57.8%)</td>
<td>7 (13%)</td>
<td>.001</td>
</tr>
</tbody>
</table>

aOn the basis of the chi-square test of independence $\chi^2_1 (N=200)$: N/A=nonapplicable, ns=nonsignificant.

**Differences Between Single and Chain Pharmacies**

Table 4 shows that chain pharmacy websites presented disease prevention and detection services as well as all categories of commercial services significantly more often than single pharmacy websites. Note that this does not mean that single pharmacy websites did not mention these services, as all categories of clinical services were mentioned on more than half of the single pharmacy websites. Additionally, health-related commercial services such as self-care products were present on 42% (22/53) of the single pharmacy websites in the sample compared with 70.7% (104/147) of the chain pharmacy websites.

**Combinations of Clinical and Commercial Services**

The analyses focusing on a combination of clinical and commercial services on community pharmacy websites showed that nearly three quarters (N=145/200, 72.5%) of the community pharmacy websites were a mix of clinical and commercial services. The remaining pharmacy websites presented clinical services only (N=55/200, 27.5%). This confirms that having a combination of clinical and commercial services on the website of licensed community pharmacies is widespread. Although the share of pharmacy websites containing a combination of clinical and commercial services was at least 62% (31/50) in each country, a chi-square test of independence further showed that combinations were not equally common across the 4 countries, $\chi^2_3 (N=200)=10.91, P=.01$. They were most common on the Canadian community pharmacy websites (N=44/50, 88%), followed by the Australian (N=38/50, 76%), British (N=32/50, 64%), and finally the Dutch (N=31/50, 62%) community pharmacy websites. Moreover, whereas more than 4 in every 5 websites from chain pharmacies contained a combination of clinical and commercial services (N=120/147, 82.8%), slightly less than half of the single pharmacy websites did (N=25/53, 47%), resulting in a significant chi-square relationship ($\chi^2_1 (N=200)=24.12, P<.001$). A combination of clinical and commercial services on community pharmacy websites was thus more commonly seen on the websites of pharmacies operating under a chain brand than single pharmacies.

**Table 5. Phi coefficients for the presence of categories of clinical and categories of commercial services on the community pharmacy websites ($\Phi$, 200).**

<table>
<thead>
<tr>
<th>Clinical services</th>
<th>Commercial services</th>
<th>Health-related</th>
<th>Nonhealth-related</th>
<th>E-commerce</th>
<th>All commercial services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dispensing services</td>
<td>.09</td>
<td>.01</td>
<td>-     .17 a</td>
<td>.00</td>
<td></td>
</tr>
<tr>
<td>Consultation services</td>
<td>.19 b</td>
<td>.00</td>
<td>-     .15 a</td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>Disease prevention and detection services</td>
<td>.14 a</td>
<td>.26 b</td>
<td>.11</td>
<td>.26 b</td>
<td></td>
</tr>
</tbody>
</table>

a$P<.05$.

b$P<.01$. 
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Menu and Images

Homepage Menu

One of the main elements of community pharmacy websites is the homepage menu that allows users to navigate to specific services on the website. On nearly half of the pharmacy websites’ homepages, namely 99/200 homepages (49.5%), the homepage menu was a combination of clinical and commercial service items. The occurrence of this combination of clinical and commercial services on the homepage menus was further contingent on country and occurred most often on the Canadian websites (37/50, 74%), followed by the British (N=30/50, 60%), Australian (N=24/50, 48%) and finally the Dutch (N=6/50, 12%) websites (χ^2 (N=200)=42.71, P<.001). Also, a combination of clinical and commercial homepage menu items were significantly more common on chain pharmacy websites (N=82/147, 55.8%) than single pharmacy websites (N=15/53, 28%), χ^2 (N=200)=11.75, P<.001.

Homepage Images

Another way of combining clinical and commercial content on the homepages of the community pharmacies’ websites is through the inclusion of clinical and commercial images on the homepage. More than half of the homepages of community pharmacy websites contained a combination of clinical and commercial images (N=107/200, 53.5%). A combination of clinical and commercial images occurred most often on the homepages of the British pharmacy websites (N=40/50, 80%), followed by the Australian (N=25/50, 50%), Canadian (N=24/50, 48%), and finally the Dutch (N=24/50, 48%) homepages, χ^2 (N=200)=21.12, P<.001. Again, it was significantly more common on the homepages of chain pharmacy websites (N=97/147, 66.0%) than on the homepages of single pharmacy websites (N=10/53, 19%), χ^2 (N=200)=35.40, P<.001.

Discussion

Principal Findings

Community pharmacy websites are playing an increasingly important role in clinical health care nowadays as they have moved from a static reflection of local premises for dispensing medication to an online “health care hub.” Here, patient consumers can submit electronic prescriptions, order prescription and over-the-counter medication, consult pharmacists on the management of a disease, download software to monitor one’s health, and order vaccinations, personal care, and household products, among other things. Pharmacy licensing however lags behind these developments and often does not include specific regulations about a combination of clinical and commercial services on pharmacy websites. The present study is situated amidst these developments, which may be a significant “social force” as online retail continues to grow but has not received much attention in the literature so far in the context of pharmacy websites [47-50]. This study addressed the pertinent question as to what types of clinical and commercial services are mentioned on present-day licensed community pharmacy websites and to what extent the websites currently present a combination of clinical and commercial services. Such a combination is regarded as highly controversial in the clinical professions and tends to frequently raise calls for codes of conduct, regulatory action, or straightforward bans to protect vulnerable patient groups from the undue influence on their preferences for treatment [1-3].

Through a content analysis of representative samples of licensed community pharmacy websites in Great Britain, the Netherlands, Australia, and Canada, it was found that around three quarters of the websites of licensed community pharmacies currently present a combination of clinical and commercial services. Particularly disease prevention and detection services such as stop smoking counseling and travel health advice were often combined with the sale of commercial services on the websites. This shows, first, that a controversial combination of clinical and commercial services is a common feature of licensed community pharmacy websites nowadays. Furthermore, particularly the inclusion of disease prevention and detection services on the pharmacy websites signals an appeal to a broad group of customers to maintain their health through a combination of timely disease detection and prevention and purchasing health and wellness products such as over-the-counter medicine, diet shakes, and aromatherapy oils.

Up to three quarters of community pharmacies in our sample operate under a chain pharmacy’s retail brand name, and the findings showed that a combination of clinical and commercial services is particularly common on chain pharmacies’ websites, although also nearly half of the single pharmacy websites included a combination of clinical and commercial services. One explanation is that commercial content for chain pharmacy websites is created in the head offices, whereas single pharmacy owners may not have similar resources. Another explanation may be that single pharmacy owners attempt to avoid the controversial combination of clinical and commercial contents on their websites more than chains in an attempt to emphasize adherence to the trade’s traditional values and present as different from the chain pharmacy competition in this respect. Single community pharmacies have been found to prioritize the profession’s fiduciary role more than chain pharmacies [16,58].

A final notable finding from this study is that there were few differences across countries in the categories of clinical services mentioned on the community pharmacies websites, and both dispensing services and disease detection and prevention services were mentioned equally often on the community pharmacy websites across countries. This suggests that community pharmacy websites generally include the same scope of services across the four high-income countries. However, there was substantial variation within, as well as across, countries in regard to specific clinical services mentioned on the community pharmacy websites. This can in part be explained by the specific national context. For instance, online pharmacies that are (actually or supposedly) “Canadian” obtained a negative reputation in recent years for allegations of illegitimate e-commerce practices [59]. It appears that licensed community pharmacies from Canada therefore more often did not include e-commerce options than other countries. Other cross-national differences can be explained by national pharmacy legislation. For instance, receiving a prescription from an online physician...
through a community pharmacy website occurred only on British pharmacy websites because it is prohibited in the three other countries in our sample [60], while vaccinations through pharmacies, for instance, are not allowed in the Netherlands [61]. The larger share of the cross-national variation however cannot be explained by nation-specific context or legislation, suggesting that the community pharmacies’ offerings are not only shaped by clinical considerations, but also by other factors. Possible factors include insurer-based remuneration programs [62], as well as government- and industry-sponsored health and disease campaigns [1,63].

**Limitations**

Regarding the generalizability of the findings, it is important to note that the present study endeavored to gain insight into the combination of clinical and commercial communication on present-day community pharmacy websites. No claim regarding a one-to-one relationship with the actual services offered at a pharmacy’s premises is made, as this falls outside this study’s aims. It is of further relevance to note that the community pharmacy websites in our sample likely render a somewhat conservative picture of the combination of clinical and commercial content on community pharmacy websites worldwide. First, because the focus of this study was on websites of licensed community pharmacies, rather than the more heavily studied phenomenon of online pharmacies involved in illicit practices [10-12]. Second, regulations surrounding commercial communication in health care are typically enforced more heavily in the countries in our sample than in middle- or low-income countries [53]. Third and lastly, mass merchants and supermarkets with pharmacy departments were excluded from the present sample since these websites would not allow a clear separation between services mentioned as part of pharmacy departments, versus other store departments. The websites of some of the largest mass merchants in the world such as Wal-Mart, Tesco, and Costco frequently have pharmacy sections as well, which leads to the combination of clinical services with a vast range of commercial services. Although caution is warranted due to a lack of empirical data, the combination of clinical and commercial communication found in this study likely forms a lower bound, rather than an upper bound, of those found on community pharmacy websites across the board.

**Implications**

This paper has drawn attention to the websites of licensed community pharmacies as one of the major online venues in health care where a combination of clinical and commercial services is common practice. One implication is a further recognition in the literature on online DTCA and medical marketing that this is an important area of health care communication on the Internet nowadays. Effects on online patients’ reactions have yet to be studied but, as mentioned in the introductory section, patients often see online health information as more credible and persuasive when it comes from a source that is perceived as having relevant expertise [30-33]. With the increasingly expanding role of community pharmacies in clinical health care provision, this suggests for policy makers and regulatory agencies that the combination of clinical and commercial services on community pharmacy websites is able to impact patients’ beliefs and preferences. It should thereby be noted that, likening to contemporary advertising formats such as sponsored content and native advertising [64,65], the distinction between services restricted to licensed pharmacists versus commercial services is nearly never clearly marked on community pharmacy websites. Due to this, patients cannot immediately tell if a service or product, such as a magnetic therapy service or insect repellent, featured on a community pharmacy website is clinical or commercial. The extant research shows that people are rarely motivated, or able, to distinguish commercial content from editorial content in the absence of clear disclosures [65,66]. All in all, community pharmacy websites clearly are no longer just an online version of a medication dispensing facility alone and should be regarded as a significant party in the controversy over combinations of clinical and commercial communication on the Internet nowadays.
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Abstract

Background: In patients with chronic disease, many health care professionals are involved during treatment and follow-up. This leads to fragmentation that in turn may lead to suboptimal care. Shared care is a means to improve the integration of care delivered by various providers, specifically primary care physicians (PCPs) and specialty care professionals, for patients with chronic disease. The use of information technology (IT) in this field seems promising.

Objective: Our aim was to systematically review the literature regarding the effectiveness of IT-supported shared care interventions in chronic disease in terms of provider or professional, process, health or clinical and financial outcomes. Additionally, our aim was to provide an inventory of the IT applications’ characteristics that support such interventions.

Methods: PubMed, Scopus, and EMBASE were searched from 2006 to 2015 to identify relevant studies using search terms related to shared care, chronic disease, and IT. Eligible studies were in the English language, and the randomized controlled trials (RCTs), controlled trials, or single group pre-post studies used reported on the effects of IT-supported shared care in patients with chronic disease and cancer. The interventions had to involve providers from both primary and specialty health care. Intervention and IT characteristics and effectiveness—in terms of provider or professional (proximal), process (intermediate), health or clinical and financial (distal) outcomes—were extracted. Risk of bias of (cluster) RCTs was assessed using the Cochrane tool.

Results: The initial search yielded 4167 results. Thirteen publications were used, including 11 (cluster) RCTs, a controlled trial, and a pre-post feasibility study. Four main categories of IT applications were identified: (1) electronic decision support tools, (2) electronic platform with a call-center, (3) electronic health records, and (4) electronic communication applications. Positive effects were found for decision support-based interventions on financial and health outcomes, such as physical activity. Electronic health record use improved PCP visits and reduced rehospitalization. Electronic platform use resulted in fewer readmissions and better clinical outcomes—for example, in terms of body mass index (BMI) and dyspnea. The use of electronic communication applications using text-based information transfer between professionals had a positive effect on the number of PCPs contacting hospitals, PCPs’ satisfaction, and confidence.

Conclusions: IT-supported shared care can improve proximal outcomes, such as confidence and satisfaction of PCPs, especially in using electronic communication applications. Positive effects on intermediate and distal outcomes were also reported but were mixed. Surprisingly, few studies were found that substantiated these anticipated benefits. Studies showed a large heterogeneity in the included populations, outcome measures, and IT applications used. Therefore, a firm conclusion cannot be drawn. As IT applications are developed and implemented rapidly, evidence is needed to test the specific added value of IT in shared care interventions. This is expected to require innovative research methods.

(J Med Internet Res 2017;19(6):e221) doi:10.2196/jmir.7405
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Introduction
In Europe, 77% of the disease burden is attributable to chronic diseases. For example, 60 million people live with diabetes [1] and 4-10% suffer from chronic obstructive pulmonary disease (COPD) [2]. Cancer is the leading cause of death in Europe with at least 3 million new cases each year, and cancer survivors are increasingly considered as having a chronic disease [3]. Many health care professionals and various providers are involved during treatment and follow-up of patients with these chronic diseases [3,4]. This inevitably increases fragmentation and can lead to suboptimal care [3]. Coordination of care between multiple professionals caring for patients with chronic disease is essential to guarantee quality of care [4,5]. However, coordination and integration of different professionals is often lacking [3,4]. Shared care is a means to improve integration and is defined as “the joint participation of GPs and hospital consultants in the planned delivery of care for patients with a chronic condition, informed by an enhanced information exchange over and above routine discharge and referral letters” [6]. Shared care can improve care delivery, since it involves a collaboration between primary and specialty care professionals, and this delivery of care is expected to be better than the separation of specialty and primary care [7]. Optimal information exchange between health care professionals is very important for the coordination and continuity of care [8,9]. However, oftentimes information exchange between professionals caring for the same patient is suboptimal [9,10], since professionals lack information [9] or the information is not exchanged on time [10].

The use of information technology (IT) seems promising [10] and is increasingly used to support information exchange [6]. IT can improve information accessibility [4,11-13] and can have a positive effect on safety [14,15]. Additionally, IT can support health care processes and has the potential to improve quality [16] and efficiency of care processes [15,16]. For example, electronic referral can improve the quality of care, access to a professional, and decrease costs [17], and electronic reminders can improve efficiency [4].

An overview of the characteristics and effectiveness of IT-supported shared care interventions is lacking. Previous systematic reviews, such as by Smith et al, provided a total overview of shared care interventions for chronic disease including IT support. They found shared care to be a promising approach but only three IT-supported shared care interventions were reported on. Therefore, there is a need for more evidence, especially as the selected studies were of low methodological quality [7,18]. We presume that since previous reviews [7,18], considerably more IT-supported shared care interventions have been developed and reported on in the literature. Also, IT applications in health care are being developed and implemented at a rapid pace and involve considerable costs. Therefore, we aim to systematically review the state-of-the-art regarding the effectiveness of IT-supported shared care interventions on the care of patients with chronic diseases: diabetes, chronic obstructive pulmonary disease (COPD), congestive heart failure, cardiovascular disease (CVD), hypertension, asthma, or cancer. More specifically, we aim to provide an inventory of the effects of shared care, supported by IT, on the care of patients with chronic diseases and to describe the characteristics of the IT applications that support such interventions.

Methods
Information Sources and Search Strategy
Studies were identified by searching the literature in EMBASE, Scopus, and PubMed from January 2006 to September 2015. The search consisted of three concepts: (1) shared care, (2) chronic disease, and (3) IT. Several mesh terms were used for these concepts. The full search string is provided in Multimedia Appendix 1. We also checked the reference lists of included articles to detect other relevant studies focusing on (other) chronic diseases (“snowballing method”). As we wanted to provide a total overview of IT-supported shared care interventions, we selected relevant studies from before 2006 from 2 excellent previous reviews (that searched up until 2006) [7,18].

Eligibility Criteria
For the selection, we used the following eligibility criteria: (1) English-language studies describing a randomized controlled trial (RCT), nonrandomized controlled study or a single-group before and after study; (2) included a shared care intervention; (3) supported by IT; (4) developed specifically for people with a chronic disease: diabetes, COPD, congestive heart failure, CVD, hypertension, or asthma, or cancer; (5) involved health care providers were both primary care physicians (PCPs) operating outside hospitals or physician practices and specialty health care professionals; and (6) study included outcome measures focusing on at least health or clinical, process, provider or professional and financial outcomes.

Study Selection
The first and second authors independently assessed titles and abstracts focusing on the concepts of shared care, type of disease, and study type. IT was not a criterion for the abstract rejection because it was assumed that IT might only be described in the full texts. In the case of ambiguity or when there was no consensus about the abstracts, the full publication was reviewed by the 2 authors. Disagreement was resolved by discussion; when an issue remained unresolved, the decision of a third reviewer (WvH) was decisive. This selection process was similar for the further selection of full texts.

Data Extraction
From the selected studies, we report on study characteristics (year, design, measurement time points, and country), patient population (number and type of disease), intervention characteristics (content), IT characteristics (type of application), outcome measures, and effects. The latter were structured according to provider or professional (proximal), process...
(intermediate), health or clinical and financial (distal) outcomes. These data items were extracted independently by 2 researchers (LK and WG) and disagreement was resolved by discussion.

**Risk of Bias Assessment**

We assessed the risk of bias of the included (cluster) RCTs by using the Cochrane risk of bias tool.

The risk of bias was independently assessed by 2 researchers (LK and WG). Disagreement was solved by discussion until consensus was reached. Each aspect and the overall risk of bias of the Cochrane risk of bias tool was graded as high, low, or unclear according to the criteria in the Cochrane handbook [19].

**Synthesis of Results**

For the reporting of this systematic review, we used the PRISMA guidelines [20]. Results were synthesized in a qualitative way as there were large differences in the types of intervention, target populations, and outcome measures. Due to the diversity of intervention characteristics and outcomes measures, we could not conduct a meta-analysis.

**Results**

**Study Selection**

The primary search yielded 4167 results. After title and abstract selection and the removal of duplicates, 29 papers were read in full text. Nine articles met our inclusion criteria. One additional study was found by reviewing the reference lists, and we identified 3 additional studies from the previous systematic review of Smith et al [7,18]. Reasons for excluding studies were inappropriate study design, no available full text, lack of a shared care intervention, and/or lack of IT support. Figure 1 gives a detailed overview of the study selection procedure.

**Study Characteristics**

In total, we included 8 RCTs, 3 cluster RCTs, 1 controlled trial, and 1 pre-post feasibility study. The 13 manuscripts described 11 unique studies. Two papers by Casas et al [21] and Garcia-Aymerich et al [22] described the same intervention but with different patient populations and outcome measures. Lalonde et al [23] and Santschi et al [24] both described the same intervention but assessing different outcome measures. The included studies were conducted in Canada (n=2) [23,24], Italy (n=2) [25,26], Scotland (n=3) [27-29], United States (n=2) [30,31], Australia (n=1) [32], Denmark (n=1) [33], Spain (n=1) [22], and Spain and Belgium (n=1) [21]. The intervention groups were mostly compared with a group receiving usual care [21-25,27,29,30,32,33], with a specialist outpatient and a nurse practitioner clinic [28] or in one case through general correspondence by email [31].
Patient Population Characteristics
Patient populations included patients with COPD (n=2) [21,22]; chronic kidney disease (CKD; n=2) [23,24]; diabetes (n=3) [25,27,31]; hypertension (n=1) [28]; asthma (n=1) [29]; and multiple conditions, such as heart failure, diabetes, (risk for) CVD (n=1) [26], and cancer (n=2) [32,33]. One study did not specify the target population but considered hospital discharges in general, which included all conditions [30].

Intervention Characteristics
The intervention characteristics are presented in Multimedia Appendix 2. There was a large variation in the nature of the interventions, IT applications, and the professionals involved. The primary health care providers who participated in the interventions were PCPs or general practitioners (GPs) (n=11) [21,22,25-33] and pharmacists [23,24]. Specialty care professionals included case managers [21,22,26] and specialists [23,24,28,29,31,33]. However, in 4 interventions the type of specialty care professional was not specified [25,27,30,32].

The objectives varied among the included studies. The majority of the interventions aimed to assess the effectiveness of shared care interventions on the level of distal and/or intermediate outcomes. This included (clinical) patient outcomes [22,24,25,31], sometimes in combination with social and economic settings [27,29]. Other objectives were to study the effects on the number of readmissions, GP contacts with the hospital [21,30], or (diabetes) care outcomes [31]. The impact of a pharmaceutical training and communication network on...
both distal (pharmaceutical opinions and referrals, clinical outcomes) and proximal outcomes (knowledge and satisfaction of pharmacists) were assessed [24]. Proximal outcomes were also assessed, including tailored information provision to GPs [32] and hospital-based case management [33]. One study aimed to evaluate the feasibility, acceptability, and cost-effectiveness of shared care in comparison with other follow-up approaches [28].

Information Technology (IT) Characteristics
Four types of IT applications can be distinguished: electronic decision support [26,31], electronic health records (EHRs) [25,27-30], an IT platform combined with a call center [21,22], and electronic communication applications [23,24,32,33]. These will be described in more detail in the next section.

Electronic Decision Support
The electronic decision support tools were mainly used for care management, specifically for patients with diabetes [31] and (at risk of) CVD, diabetes, or heart failure [26]. A diabetes electronic management system was used to provide PCPs with decision support aimed at reducing cardiovascular risk in diabetes. PCPs received patient-specific and evidence-based information from endocrinologists via secure-email. Based on this information, PCP and patient discussed how to further continue treatment [31]. Decision support was also used to improve care coordination for patients with diabetes, heart failure, and (at risk of) CVD. Therefore, their care managers were provided with notifications and monitoring instruments [26].

Electronic Health Records
In one nonrandomized controlled study, PCPs and hospital professionals exchanged information via a connected EHR in care for diabetes patients [25]. In a RCT, a connected EHR provided GPs with information regarding their elderly patients’ hospital discharge [30]. In 3 cases, the EHRs were “synchronized” and therefore used to store information, which was shared between professionals without technology involved (i.e., hardcopies were sent via surface mail). GPs send information to secondary care providers, who add this to their EHR. Consequently GPs periodically receive back the latest updated version [27-29].

IT Platform Including a Web-Based Call Center
An IT platform was used by case managers to manage COPD patients’ health records. This platform was connected to a call center that was accessible to PCPs and patients to allow them to contact the case manager. This was part of an intervention aimed at improving health or clinical related outcomes [22] and preventing or reducing of hospitalization [21].

Electronic Communication Applications
IT applications were used to provide (one-way) electronic communication using text, for example, fax and electronic messaging. This information was provided by specialty care professionals to inform primary care physicians about their patients.

Electronic decision support for case management in a pre-post feasibility study showed multiple statistically significant outcomes, for example, days of physical activity per week increased from 2.5 to 4.2 days ($P<.01$) and time from 19.9 to 32.9 min each time, self-monitoring increased by 20-27%. Body mass index (BMI), low-density lipoprotein (LDL), systolic blood pressure (BP), and total cholesterol decreased by 10-20%. Additionally, survey results indicate high levels of satisfaction among physicians, care managers, and patients [26]. However, Smith et al [31] found a significant difference between intervention and usual care for smoking cessation (96.0%, 343/358 in the intervention; 93.0%, 257/277 in the control group; $P=.04$) and aspirin use (66.0%, 238/358 in the intervention; 52.0%, 145/277 in the control group; $P=.001$). A significant effect on metabolic outcomes was not detected. Lower costs were reported benefiting the intervention group. The total mean costs of the intervention were US $6252 compared with US $8564 for the control group ($P=.02$); the outpatient costs for the intervention were US $1842 and US $2129 for the control group ($P=.04$). However, these costs were not specifically related to diabetes care [31].

Electronic Health Records
EHRs were used to (1) share (real-time) data by connecting primary and secondary EHRs [25,30], and (2) synchronize records by collecting professionals’ input and storing patients data [27-29].

Provider or Professional Outcomes
Use of an EHR for hypertension patients was compared with specialists’ outpatient- and nurse practitioner (NP) follow-up. Sixty-one percent (90/147) of the GPs had a preference to continue shared care and 32% (47/147) preferred shared care over the usual, outpatient- or NP care [28].
Process Outcomes

EHRs were used to inform GPs about hospital discharges. This had no significant effect on the number of PCP visits after discharge nor on rehospitalization rates (18.77%, 351/1870) compared with the control group (19.88%, 356/1791) [30]. The use of “synchronized” EHRs did not seem to affect the number of consultations [27], admissions [27,29], or GP consultations [29] compared with usual care. However, significant effects were noted for the number of patients receiving a complete (medical) review after 2 years (82.4%, 220/267) in comparison with outpatients (54.1%, 146/270) and with nurse practitioner (74.8%, 202/270) follow-ups [28].

Health or Clinical and Financial Outcomes

Clinical information about diabetes patients was shared between GPs and hospital professionals. This had a significant positive effect on various clinical outcomes—for example, glycated hemoglobin (HbA1c), BMI, LDL, and cholesterol [25]. However, the use of “synchronized” health records showed no difference with usual care for most patient-related outcomes, such as metabolic control, psychosocial problems [27], or sleep disturbance [29].

IT platform and Web-Based Call Center

COPD patients’ care managers were accessible for PCPs and patients via a call center that was an integral part of an IT platform in which care managers could also manage health records [21,22].

Health or Clinical and Financial Outcomes

A significant effect on the number of patients without readmissions was detected: 55% (36/65) of patients in the intervention group compared with 33% (30/90) of patients in the control (P=.03) [21].

The intervention was also evaluated on a range of clinical, health-related, quality of life and lifestyle aspects; and on self-management medical treatment and patients’ satisfaction. Only statistically significant improvements in dyspnea and BMI were detected. Patients in the intervention had better knowledge of the name of their disease (81%, 17/21 vs 44%, 18/41 in usual care group; P=.005), awareness of identification of COPD exacerbations (81%, 17/21 vs 22%, 9/41 in usual care group; P<.001), and of exacerbations in early COPD treatment (90%, 19/21 vs 66%, 27/41 in usual care group P=.04) than patients receiving usual care—without support from a case manager [22].

Electronic Communication Applications

Information was transferred from secondary to primary care using electronic communication applications, for example, fax [23,24,32,33].

Provider or Professional Outcomes

Overall, PCPs were satisfied about the interventions and information [23,32,33]. For example, GPs receiving extra information about their chemotherapy patients were more confident (7% difference with usual care, P=.03) and more satisfied than GPs receiving only the usual correspondence (10% difference with usual care, P=.002) [32]. Jefford et al [32] found no effect for GP knowledge, whereas Lalonde et al [23] found that the knowledge of pharmacist in the intervention group increased by more than 30%.

Process Outcomes

The majority of process-related outcomes improved significantly in the included interventions. For example, training combined with a communication network for pharmacists had positive effects on the number of pharmaceutical recommendations [23,24]. GPs were informed by electronic messaging in a care management intervention for patients with colorectal cancer. In the 9 months follow-up period, the case manager intervention showed a decrease in GPs contacting the hospital (P=.008), and fewer patients contacted GPs during out-of-hours service (that is not daytime) (P=.02) compared with the control group [33].

Risk of Bias

An overview of the risk of bias is provided in Multimedia Appendix 4. No study was free from the risk of bias. Inherent to the type of intervention blinding either the participants or professionals was not possible. Of the 11 included (cluster) RCTs, 6 studies had adequate random sequence generation; in most cases, computer-generated systems were used. More than half of the studies had a low risk of bias for allocation assessment, mainly because of the use of numbered sealed envelopes. Other aspects that were rated for risk of bias were (1) selective reporting, (2) blinding of outcome assessment, and (3) incomplete outcome data. These items were often not reported, and therefore, score as an unclear risk of bias according to the Cochrane handbook [19].

Discussion

Summary of Evidence

We have systematically reviewed 13 studies focusing on IT-supported shared care for patients with a chronic disease. Overall, there seems to be much merit in IT supported shared care interventions.

The reviewed interventions were supported by four main categories of IT applications: (1) electronic decision support systems, (2) electronic platform and call center, (3) EHR, and (4) electronic communication applications. The main findings of these studies are (1) electronic decision support-based interventions showed a significant positive effect on reducing costs; (2) connected EHRs resulted in more PCP visits, less rehospitalization and better clinical outcomes; and (3) the use of an IT platform resulted in fewer readmissions and positive effects on some health or clinical outcomes. However, it failed to show positive effects on quality of life or doctor visits. Additionally, (4) the use of electronic communication applications showed positive results in terms of PCPs’ satisfaction, confidence [32], and the lower number of GPs contacting the hospital [33]. However, effects on GPs’ knowledge were inconsistent [23,32].
As IT often was only a small part of the intervention, it is hard to determine its real added value in shared care. The reviewed studies varied considerably with regard to the type of intervention, the studied patient population, the IT applications used, and the various outcome measures. As a result of this great variation, and because no study was free from the risk of bias, it is difficult to reliably compare the effects found between the various studies or to make valid generalizations about outcomes that hold true for most chronic patients.

The level of advancement of included IT applications varied and they have evolved over time. The intervention studies conducted in 1994 [27-29] all used an EHR to manage clinical information and shared this (nonelectronically) between professionals. EHRs have evolved into connected systems that ensure real-time information exchange. Examples are the EHRs used in the studies of Gurwitz et al [30] and Carallo et al [25]. Surprisingly, in 2008 and 2011, fax was still used to transfer information from secondary to primary care, and on the other hand innovative electronic decision support systems were used as well [26,31]). Such “intelligent” systems support professionals in their care of patients, for example, by sending automatic alerts or providing tailored advice. Based on this review we regard this as the most advanced IT application to support shared care.

Comparison With Previous Work

The findings of our review are comparable with previous reviews on shared or integrated care, in the way that these also reported mixed overall results. For example, Smith et al reviewed the effectiveness of shared care studies for patients with chronic disease [7,18]. The results of the included studies were mixed, and therefore, they pose that it was not possible to draw conclusions about the effectiveness of the interventions. Also the reviewed interventions were complex and consisted of multiple elements that precluded attribution of the effects to the different elements. Additionally, in line with our review, the studies were of low methodological quality [7,18].

Ouwens et al [34] reviewed integrated care interventions and also found heterogeneity in patient populations, outcomes, and interventions. Although integrated care appears to be an effective approach, this heterogeneity may lead to incorrect conclusions [34]. A similar conclusion was drawn in the review of Aubin et al on the effects of interventions to improve continuity of follow-up care for cancer patients. In this review, a shared care model was used in 14 of 63 studies, and even though some effects in separate studies were found, no clear conclusions could be drawn because the results were too mixed [35]. Again, just as in the review of Smith et al [7,18], the interventions were complex, which makes it hard to determine which elements of the intervention were effective and which were not. Overall, it seems difficult to determine the real added value of shared care as a result of mixed results and heterogeneity in the included populations and intervention elements.

The use of IT based interventions in these previous reviews was minimal and also a description of the applications and their effects was lacking [7,18]. We found several IT-supported shared care interventions but unfortunately, we were unable to draw firm conclusions about the added value of IT because it is not evaluated as a single component.

Future Research

Nowadays, many IT applications have been or are being developed to support health care processes [16], but despite this, we only found a surprising small number of publications analyzing their effectiveness in a controlled study. The rapid development of IT applications for shared care purposes is currently not underpinned by rigorous studies showing its added value. Although in evidence-based medicine the RCT is regarded as the gold standard design, there may be drawbacks in using this design for evaluating health care IT applications. RCTs are, by nature, time and cost intensive and may not be able to keep up with fast developing technologies. In other words, when the results of a RCT are finally available, the IT may be outdated. Other research designs could provide more information and save time [36] and may better keep up with the rapid development of IT. Another approach to reflect the rapid development of IT is to measure the feasibility of an IT intervention in a smaller population within a larger RCT [37].

The assessment of the risk of bias of the studies indicates that there is room for improvement in several areas. For example, concealment of intervention allocation and the lack of blinding of participants were not clearly described. This can mean that the effects are overestimated, and it may also be due to the type of intervention. In future research, researchers should provide estimates (as blinding is seldom possible) about how likely it is that this will influence the outcomes. The measurements should also be described more accurately and preferably distinguish proximal or intermediate or distal outcomes because the exact mechanism of intervention and effects is often unclear. Also better standardization on outcome assessments by using a framework, such as the chronic care model (CCM) may be useful. This is a framework to improve clinical and functional outcomes for patients suffering from a chronic disease, and IT can support that model. Key elements are clinical information systems, including databases and care protocol systems. But other applications are also increasingly used to share data with patients, such as patient portals and PHRs. These are applications to provide patients with their clinical information and the ability to share this information [38,39]. Patients’ needs are important, and care should be focused on patients’ preferences to improve quality of care [40]. Professionals should work together, by means of a shared care model, to meet the needs of patients [41]. In line with this, the definition of shared care may be open to discussion or other care models may be increasingly relevant.

Future research must adapt to these aspects and developments. It is also relevant to examine the processes and time points for which IT will be most valuable in supporting shared care.

Limitations

A limitation of this study is the inclusion of “IT” as a search term in the initial search (title or abstract selection). We therefore might have missed studies that were supported by IT but did not mention this in the title or abstract. Furthermore, although we included a broad range of terms in our search, we may not...
have retrieved all studies that in fact are a shared care intervention. Our search was conducted from 2006 to January 2015, and we added IT-supported shared care studies from before 2006 from the review of Smith et al [7,18] Although unlikely, we might miss relevant studies from before 2006 that were not reviewed by Smith et al [7,18] because they used slightly different search terms.

Conclusions
Despite the potential benefits of using IT to support shared care in chronic diseases, we found surprisingly few—whether controlled or uncontrolled—studies that substantiated these anticipated benefits. Studies showed a large heterogeneity in the study populations, outcome measures, and IT applications. The reviewed interventions reported many positive effects on (proximal) provider or professionals outcomes (such as GPs’ satisfaction and confidence). To a lesser extent, positive effects on intermediate (GPs contacting the hospital) and distal outcomes (costs and readmissions) were also reported. Nonetheless, a firm conclusion cannot be drawn on the effect of IT-supported shared care — especially its clinical effect. As IT applications for shared care are developed and implemented rapidly, we are in need of more and better evidence on the specific added value of IT in shared care interventions, and this is expected to require innovative research methods.
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Abstract

Background: Although cancer screening reduces morbidity and mortality, millions of people worldwide remain unscreened. Social media provide a unique platform to understand public sentiment toward tools that are commonly used for cancer screening.

Objective: The objective of our study was to examine public sentiment toward colonoscopy, mammography, and Pap smear and how this sentiment spreads by analyzing discourse on Twitter.

Methods: In this observational study, we classified 32,847 tweets (online postings on Twitter) related to colonoscopy, mammography, or Pap smears using a naive Bayes algorithm as containing positive, negative, or neutral sentiment. Additionally, we characterized the spread of sentiment on Twitter using an established model to study contagion.

Results: Colonoscopy-related tweets were more likely to express negative than positive sentiment (negative to positive ratio 1.65, 95% CI 1.51-1.80, \( P < .001 \)), in contrast to the more positive sentiment expressed regarding mammography (negative to positive ratio 0.43, 95% CI 0.39-0.47, \( P < .001 \)). The proportions of negative versus positive tweets about Pap smear were not significantly different (negative to positive ratio 0.95, 95% CI 0.87-1.04, \( P = .18 \)). Positive and negative tweets tended to share lexical features across screening modalities. Positive tweets expressed resonance with the benefits of early detection. Fear and pain were the principal lexical features seen in negative tweets. Negative sentiment for colonoscopy and mammography spread more than positive sentiment; no correlation with sentiment and spread was seen for Pap smear.

Conclusions: Analysis of social media data provides a unique, quantitative framework to better understand the public’s perception of medical interventions that are commonly used for cancer screening. Given the growing use of social media, public health interventions to improve cancer screening should use the health perceptions of the population as expressed in social network postings about tests that are frequently used for cancer screening, as well as other people they may influence with such postings.


KEYWORDS
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Introduction

The US Preventive Services Task Force and numerous professional societies endorse colonoscopy, mammography, and Pap smear as effective screening modalities for colon, breast, and cervical cancer, respectively. Over 350,000 cases of these cancers are diagnosed yearly in the United States [1-5]. Despite the effectiveness of these and other screening modalities in reducing cancer-related mortality, millions of Americans do not undergo screening [6-13]. The reasons for this lack of adherence, particularly for these 3 tests, are multifactorial. Colonoscopy, mammography, and Pap smear are generally considered more invasive or involved than exclusively laboratory-based screening tests, such as those for high cholesterol or diabetes. Briefly, colonoscopy generally involves visualization via a flexible endoscope inserted into the rectum, and often biopsy, of colonic mucosa. To increase the chances of complete visualization of colonic mucosa, patients are typically advised to adhere to a restricted diet with avoidance of solid food the day prior to the procedure and are frequently required to drink large volumes of bowel-cleansing solutions that result in frequent bowel movements [14]. Mammography involves radiographic imaging after compression of the breast tissue, a process that can be uncomfortable for many women [15]. Pap smear entails insertion of a speculum into the vagina and use of a brush to scrape a sample of cervical cells, which allows the operator to examine cells microscopically for malignant and premalignant changes, but it can also be associated with pain and anxiety [16].

Patient questionnaires have identified discomfort, embarrassment, and various socioeconomic factors as barriers to participation in cancer screening [4,17]. However, studying patient perceptions of modalities commonly used for cancer screening using formal surveys is limited by several factors. First, these surveys can be costly to administer and do not provide real-time actionable information [18]. Second, monitoring the spread and changes in sentiment over time is limited by cost and diminishing response rates. Third, surveys ask specific questions and typically provide limited possible responses, which qualitatively and quantitatively limits the range of data generated by these interventions [19]. Infodemiology, which includes exploration of the distribution and determinants of information on the Internet to improve public health, provides an alternative method to study societal perceptions of health care, such as their sentiment regarding commonly used cancer screening interventions [20]. Infodemiologic studies have investigated numerous aspects of health, including attitudes toward and spread of illness as expressed on social media, search engines, and blogs; sentiment in chronic diseases; and the effectiveness of smoking cessation campaigns [20-24]. Analysis of social media postings offers a unique opportunity to overcome the limitations of conventional surveys and to understand core health care issues, such as why screening recommendations are often not followed. Among such networks, Twitter is relatively unique in that vast amounts of data are publicly available. Revealing differences in sentiment on social media toward various tools commonly used for screening and analyzing how interventions to improve screening affect perception may lead to understanding how screening adherence can be increased.

In this study, we applied established methods in sentiment analysis and machine learning to Twitter data to characterize sentiment toward common interventions used for cancer screening. Similar methods have been applied to characterize patient attitudes toward various medical topics, including vaccines, illness, pain, and drug use [19,25-29]. We also quantified the way in which sentiment regarding interventions commonly used for cancer screening spreads on social networks, offering a unique opportunity to both understand health-related discourse propagation and gain insight on how to engineer outreach efforts more effectively.

Methods

Recruitment

We used the Twitter (Twitter, Inc) search application programming interface (API) to collect over 30,000 English-language tweets relating to colonoscopy (10,262), mammography (12,002), and Pap smear (10,583) [12]. All tweets were collected on consecutive days over a 6-week period from December 2015 to January 2016. Colonoscopy-related tweets were identified by querying for the term “colonoscopy.” Mammography-related tweets were identified by querying for the term “mammogram” or “mammography.” Pap smear-related tweets were identified by querying for “pap smear,” “pap test,” “Papanicolaou test,” “Papnicolaou AND screening,” “pap AND cervical cancer,” “pap AND pelvic exam,” or “pap AND HPV.” We obtained the data set by writing code to manually collect these publicly available tweets through the Twitter API, which is a sampling of up to 1% of the total number of tweets at any time (ie, the Twitter Firehose) [30-32]. The question of how representative the Twitter API is of the Firehose has been rigorously studied, and the limitations are discussed in the “Limitations” section below. Briefly, the quantity and quality of tweets delivered via the API depends on the keywords used to query the tweets, the user IDs specified, and geographic tags (if present). The Twitter API begins sampling using an undisclosed method once the 1% tweet threshold is reached. Following the precedent set by other Twitter-based studies, and according to our institutional review board’s recommendations to exempt this study from review, we did not obtain consent from Twitter users, since we used the data in aggregate, and these data are publicly available. For each tweet, we recorded the content of the message and the number of retweets (how many times the tweet was propagated by other users).

Sentiment Classification

We classified sentiment in 2 separate steps as described in the literature [33,34]. First, 1,500 tweets (500 for each screening modality) were manually labeled by an investigator as containing positive, negative, or neutral sentiment and were used to train the classifiers. For each screening modality, we trained a naive Bayes classifier, a classification algorithm in which training is based on prior probabilities with different variables assumed to be independent of one another a priori, to categorize all tweets as carrying either positive or nonpositive sentiment [35]. Then, we trained a second naive Bayes classifier to categorize all...
tweets as carrying either a negative sentiment or a nonnegative sentiment. Tweets that were positive and nonnegative were ultimately labeled as positive. Tweets that were negative and nonpositive were ultimately labeled as negative. Tweets that were classified as both nonpositive and nonnegative were grouped into a third, neutral category. No tweets were classified as both positive and negative.

Validity
To assess consistency in labeling, a random subset of the 1500 tweets were relabeled by the same investigator, with 96% concordance. To establish validity of our labeling system, a second investigator independently labeled tweets, with an interobserver concordance of 95%. We characterized the accuracy of the classification algorithm by using 1200 of the labeled tweets as a training set and the remaining 300 as a testing set [36]. Our decision to use 75% of labeled tweets for training and 25% of labeled tweets for testing is consistent with validity assessment common in the machine learning literature; 20% to 33% of a labeled set is commonly used for testing purposes, with the remaining dataset used for training [36]. We inferred the true proportion of positive and negative tweets via a 2-step bootstrap method [37]. The first step of the bootstrap sampled individual classifications from the observed data with replacement. The second step labeled the bootstrapped classified data as positive, negative, or neutral based on contingency tables (Multimedia Appendix 1). To compute 2-sided \( P \) values for the ratio of negative to positive sentiment, we applied a 1-step with replacement bootstrap to a null dataset that had the same number of observed neutral tweets, but an equal proportion of positive and negative tweets. The total size of the null dataset matched the observed data, and we assumed classification of the null datasets to be 100% accurate.

Dissemination of Sentiment
We analyzed word frequency in all original tweets for the most common words in positive and negative tweets. Demographic information about Twitter users was obtained from Demographics Pro (Demographics Pro Inc), a third-party tool providing inferred predictive analytics on demographic information about social media users with 95% or greater confidence based on multiple data sources [26,38,39].

To assess the likelihood of a tweet to be propagated (ie, retweeted), we employed established concepts from the spread of infectious disease [40]. The effective reproduction number equals the expected secondary cases resulting from exposure to an infected individual [41,42]. Analogously, we defined the rate of propagation as the mean number of times a message is retweeted by a Twitter user. To account for heterogeneity of retweeting, we inferred rate of propagation by assigning a negative binomial distribution for the number of retweets each tweet generated. We determined the statistical difference of rate of propagation by Akaike information criterion score [41] and calculated corresponding \( P \) values by chi-square modeling of the log likelihood ratio. \( P \) values for the incidence of new tweets were determined based on assuming an underlying Poisson distribution for the introduction of new tweets.

Results
Classifier Performance
Our classifier labeled tweet sentiment with an accuracy of about 80%. Importantly, no negatively classified tweets were manually labeled as positive, and only 4% of the positively classified tweets were manually labeled as negative (Multimedia Appendix 1). The misclassifications were predominantly for tweets with nonneutral sentiment classified as being neutral or for tweets with neutral sentiments being classified as nonneutral. As such, the overwhelming majority of misclassified tweets did not entail complete reversal of sentiment. One example of a tweet with neutral sentiment being classified as nonneutral (in this particular case, as negative) is “Worried about preparing for a colonoscopy? Don’t. The preparation can be inconvenient, but it is not difficult or painful.” Since we were using a naive Bayes classification algorithm, the most likely explanation for misclassification of this tweet is the presence of words with negative connotations, such as “painful” and “inconvenient.” Similarly, this nonneutral (in this case, negative) tweet was incorrectly classified as neutral: “cant afford doctor just go to the airport. You get a free xray and breast exam. And if you mention Al Qaeda and you get a free colonoscopy.”

Differences in Sentiment Among Screening Modalities
When adjusted for imperfections in classification, colonoscopy-related tweets were estimated to be 1.65 (95% CI 1.51-1.80, \( P < .001 \)) times more likely to express negative sentiment than positive sentiment (Figure 1 and Multimedia Appendix 2). In contrast, mammography-related tweets were 0.43 (95% CI 0.39-0.47, \( P < .001 \)) times more likely to be negative than positive. The proportions of positive versus negative sentiment in Pap smear-related tweets were not significantly different (negative to positive ratio 0.95, 95% CI 0.87-1.04, \( P = .18 \)). The majority of tweets in all screening modalities were neutral.

Demographic Analysis
Table 1 provides aggregate sex and age information about Twitter users discussing each screening modality. A large proportion of Twitter users discussing an intervention commonly used for cancer screening were less than 45 years of age, generally younger than those who commonly pursue routine colon cancer screening (typically starting at age 50 years). In contrast to the demographics of the entire Twitter network, which is characterized by roughly equal proportions of male and female users, more male users commented on colonoscopy and, not surprisingly, more female users commented on mammography and Pap smear [43]. Interestingly, Twitter users commenting on colonoscopy, mammography, and Pap smear were younger than the average Twitter user.
Figure 1. Sentiment expressed on Twitter regarding colonoscopy, mammography, and Pap smear (based on classification of over 30,000 tweets). A naive Bayes classifier was trained on labeled data and used to classify tweets relating to either colonoscopy, mammography, or Pap smear. Tests of statistical significance were undertaken using a bootstrap method with negative to positive sentiment ratio for colonoscopy (1.65, $P<.001$), mammography (0.43, $P<.001$), and Pap smear (0.95, $P=.18$). The full results for the bootstrap analysis are shown in Multimedia Appendix 2.

Table 1. Demographics\(^a\) of users tweeting about cancer screening by screening modality (N=32,847).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Colonoscopy</th>
<th>Mammography</th>
<th>Pap smear</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>56.7%</td>
<td>36.4%</td>
<td>33.3%</td>
</tr>
<tr>
<td>Female</td>
<td>43.3%</td>
<td>63.6%</td>
<td>66.7%</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>18.4%</td>
<td>10.9%</td>
<td>24.3%</td>
</tr>
<tr>
<td>21-29</td>
<td>30.8%</td>
<td>20.9%</td>
<td>34.3%</td>
</tr>
<tr>
<td>30-34</td>
<td>15.9%</td>
<td>14.7%</td>
<td>11.8%</td>
</tr>
<tr>
<td>35-44</td>
<td>18.8%</td>
<td>30.7%</td>
<td>18.6%</td>
</tr>
<tr>
<td>45-54</td>
<td>10.1%</td>
<td>15.5%</td>
<td>7.8%</td>
</tr>
<tr>
<td>55-64</td>
<td>4.3%</td>
<td>5.5%</td>
<td>2.2%</td>
</tr>
<tr>
<td>≥65</td>
<td>1.7%</td>
<td>1.5%</td>
<td>1.1%</td>
</tr>
</tbody>
</table>

\(^a\)Percentage data obtained from Demographics Pro.

Word Frequency Analysis

Word frequency analysis for all 3 screening modalities demonstrated similarly perceived benefits of tools frequently used for cancer screening (Multimedia Appendix 3). Word frequency analysis showed that positively charged tweets most frequently contained words such as “health,” “awareness,” “screening,” “detection,” and “recommend.” Negatively charged tweets most frequently contained words related to pain (“painful,” “hurts”), anxiety associated with the procedure (“worried”), and issues with procedure preparation (“dehydration,” “preparing”). Examination of individual tweets showed that positive sentiment was more likely to be expressed...
when providing information about a procedure or explaining the benefits of cancer screening (Table 2). Positive tweets might also provide a “call to action” to encourage friends or family to get screened. Negative tweets often expressed physical discomfort related to a screening modality and compared cancer screening to anxiety-provoking tasks or suggested a level of social inappropriateness with the topic. Tweets with negative sentiment often included sarcastic humor.

Table 2. Examples of positive and negative tweets.

<table>
<thead>
<tr>
<th>Type of tweet and modality</th>
<th>Positive sentiment</th>
<th>Negative sentiment</th>
<th>Neutral sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information on the procedure (positive) or fear of pain or harm (negative)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colonoscopy</td>
<td>Worried about preparing for a colonoscopy? Don’t. The preparation can be inconvenient, but it is not difficult or painful.</td>
<td>Getting a colonoscopy can cause the patient to explode (methane+oxygen+electrical spark).</td>
<td>Colonoscopies are not just simple, harmless tests. Here are the pros and cons to consider.</td>
</tr>
<tr>
<td>Mammography</td>
<td>For women with dense breasts, ultrasound could help diagnose breast cancer.</td>
<td>I don’t think my breast have ever been so smashed and squeezed. And here I thought a mammogram would be like taking an X-ray--NOPE! Corsets = struggling to breathe while getting a constant mammogram.</td>
<td>Is This Why Mammogram Recommendations Have Changed?</td>
</tr>
<tr>
<td>Pap smear</td>
<td>Getting a #PapTest is one of the best things you can do to prevent #cervical-cancer.</td>
<td>So my mom never had a pap smear until after she had me, when she was 37. I grew up hearing about how horrific it was. It really hurt her.</td>
<td>For me, a Pap Test just ended up being an unexpected trigger. For various reasons, some of which I will never know.</td>
</tr>
<tr>
<td>Benefits of cancer screening (positive) or “I'd rather” tweets (negative)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colonoscopy</td>
<td>LOVE your Parents enough to take them in for a Colonoscopy! It could just save their lives! Studies show that the colon cancer death rate was cut by more than half in those who had a colonoscopy. Has your dad turned 50 yet? If so, bug him into getting a colonoscopy. You could be saving his life.</td>
<td>Things I would rather do than my exams: re-organise a forever 21 store, eat my own vomit, peel 4,000 potatoes with a spork, colonoscopy prep I can think of a few better places: Gates of Hell, during a colonoscopy, Mordor, a Joel Osteen Conference...</td>
<td></td>
</tr>
<tr>
<td>Mammography</td>
<td>Annual mammography in women 40 to 48 y of age reduced breast cancer mortality.</td>
<td>i’d rather have a mammogram done while being awake as they remove my kidney</td>
<td></td>
</tr>
<tr>
<td>Pap smear</td>
<td>The only way to find changes that may lead cervical cancer is by having a Pap. Screening saves lives!</td>
<td>I would rather give myself a pap smear in the middle of Macy’s than read your Christmas newsletter, Aunt Karen</td>
<td></td>
</tr>
<tr>
<td>Call to Action (positive) or Other (negative)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colonoscopy</td>
<td>Have a friend turning 50? Encourage them to get their colonoscopy; it could save their life.</td>
<td>i would hate to get a colonoscopy… My first colonoscopy will be done by a coroner at my autopsy Today a colleague told me that he’s having a colonoscopy this week. I need a new job.</td>
<td></td>
</tr>
<tr>
<td>Mammography</td>
<td>Ladies get that mammogram because it saved my little sister from a very aggressive breast cancer. Make it a XMas present to yourself.</td>
<td>How a mammogram actually causes breast cancer.</td>
<td></td>
</tr>
<tr>
<td>Pap smear</td>
<td>I went for my first ever Pap Test today <em>feeling proud &amp; brave</em>. Thanks to all the lesbian women who urged/reminded me to go! Hello ladies schedule your mammogram today. Include health in your new year’s resolution.</td>
<td>Your mothers so dumb she went to Dr. Dre for a pap smear</td>
<td></td>
</tr>
</tbody>
</table>
Figure 2. The fraction of original tweets and the rate of propagation for each modality. Upward (downward) pointing triangles represent positive (negative) tweets. Lines are for visualization purposes only. The difference in rate of propagation between positive and negative tweets was significant for colonoscopy ($P=.001$) and mammography ($P=.02$) but not for Pap smear ($P=.83$).

Propagation of Sentiment

The proportion of tweets with positive versus negative sentiment is dependent on both the frequency of new tweets and the rate at which these new tweets are retweeted (Figure 2 and Multimedia Appendix 4) [44]. Comparison of positively versus negatively classified tweets showed that, for colonoscopy, negative sentiment both was more frequent in original tweets and spread more than positive ones. New tweets regarding mammography were typically positive rather than negative. However, the few negative-sentiment tweets toward mammography spread much more than those with positive sentiment. For Pap smear, negative and positive tweets had similar characteristics with regard to their spread and the frequency of new tweets.

Discussion

Principal Results

By using automated sentiment classifiers, we were able to analyze much larger bodies of data than in typical patient survey-based studies. Understanding basic differences in sentiment between interventions commonly used for screening, such as the greater prevalence of negative sentiment regarding colonoscopy compared with mammography, could lead to more targeted, effective interventions, as well as the real-time means to assess the effects of such interventions. Such comparisons could, for example, foster organizations promoting screening to learn from each other to more effectively maintain social media interventions to promote positive sentiment for these lifesaving medical interventions. Beyond sentiment analysis, word frequency analyses can provide quantitative as well as qualitative insight into potential reasons for differences in sentiment and can identify areas on which to focus education efforts. For instance, pain and fear were common themes in negative tweets about all 3 modalities, findings that have been echoed, at times inconsistently, by formal patient surveys [17].

Comparison With Prior Work

We employed novel machine learning algorithms to understand sentiment on social media regarding tools commonly used for screening. Understanding opinions regarding these changes by analyzing social media could be valuable in assessing health policy changes and implementing new policies. With respect to cancer screening, public reactions to changes in screening recommendations from professional societies could also be monitored, and false perceptions could be addressed immediately.

Limitations

Despite the large number of public tweets available for analysis, this is an imperfect representation of the population at large. The age of Twitter users sampled is generally younger than the target screening population, who commonly use the medical tests investigated in this study, limiting the generalizability of our results to older populations. However, this limitation also provides useful insight. For example, one hypothesis to explain the negative sentiments regarding colonoscopy in younger users is that some of these persons may have conditions such as inflammatory bowel disease and require invasive, potentially embarrassing interventions that their peers do not require. It is unclear how younger persons’ sentiments toward colonoscopy might affect the sentiments of older persons, including the relatives of the tweet authors, who may be eligible for...
age-appropriate colon cancer screening. While references to colonoscopy on Twitter may not entirely reflect screening and surveillance, these are the most common indications for colonoscopy [13]. The same is true for mammography and Pap smear. Yet even understanding perceptions of a tool commonly used for screening is telling. This information still represents public opinion, albeit a younger population, and understanding the perceptions of this younger population may influence future screening decisions as well. Influencing younger users may in fact be a strategy to further improve cancer screening adherence. The relatively small subgroup sample sizes limited the demographic analysis possible through Demographics Pro. Additionally, potentially vulnerable groups, including minorities at risk for poor preventive health use, may not be represented. Nonetheless, we believe that public expressions of sentiment provide insight that may not necessarily be reflected by formal surveys into how the screening modalities that we studied are perceived by the public. We chose to capture whether tweets mentioning tools commonly used for cancer screening were generally positive or negative versus attempting to discern whether the sentiment was expressed specifically regarding the actual screening procedure itself. More nuanced sentiment analysis methods capable of discerning meaning by analyzing sentences as aggregates of phrases and their modifiers may improve our understanding of public discourse specifically related to cancer screening [45]. We believe that even capturing such nonscreening-related mentions of these interventions provides valuable insight into public opinion for these tools used by millions to improve health.

How well the Twitter API samples the total corpus of tweets (the Twitter Firehose) has been studied by Morstatter et al and has yielded heterogeneous results [32]. The API’s sampling is imperfect and depends to a large extent on the type of analysis undertaken. For example, those authors found that the 1% sampling becomes substantially more representative when tweets are collected over consecutive days, as was the case in our study. The quality of the API’s sampling decreases when the number of hashtags or query keywords decreases, which would theoretically affect the quality of sampled colonoscopy tweets (where “colonoscopy” is the only queried term) more than Pap smear-related tweets (which we sampled using 10 unique keywords). Correcting for this sampling bias is difficult given that Twitter does not disclose how sampling is performed, but it should be acknowledged in infodemiologic studies that use the Twitter search API.

**Conclusion**

We have analyzed tweets about interventions commonly used for cancer screening to assess public sentiment about these interventions. There were substantially more negative than positive tweets about colonoscopy, but not mammography or Pap smear. Tweet propagation in the social network was greater for negative than for positive tweets about colonoscopy and mammography, suggesting a possible disproportionate impact of negative sentiment for these screening tests. Examination of large data sets available from the Twitter social network using automated algorithms provides an opportunity to examine public attitudes toward cancer screening and other health care interventions that might lead to policy changes, novel programs, and more refined counseling guidelines that improve public attitudes and health-related behaviors.
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Abstract

Background: The most popular social networking site in the United States is Facebook, an online forum where circles of friends create, share, and interact with each other’s content in a nonpublic way.

Objective: Our objectives were to understand (1) the most commonly used terms and phrases relating to breast cancer screening, (2) the most commonly shared website links that other women interacted with, and (3) the most commonly shared website links, by age groups.

Methods: We used a novel proprietary tool from Facebook to analyze all of the more than 1.7 million unique interactions (comments on stories, reshares, and emoji reactions) and stories associated with breast cancer screening keywords that were generated by more than 1.1 million unique female Facebook users over the 1 month between November 15 and December 15, 2016. We report frequency distributions of the most popular shared Web content by age group and keywords.

Results: On average, each of 59,000 unique stories during the month was reshared 1.5 times, commented on nearly 8 times, and reacted to more than 20 times by other users. Posted stories were most often authored by women aged 45-54 years. Users shared, reshared, commented on, and reacted to website links predominantly to e-commerce sites (12,200/1.7 million, 36% of all the most popular links), celebrity news (n=8800, 26%), and major advocacy organizations (n=4900, 15%; almost all accounted for by the American Cancer Society breast cancer site).

Conclusions: On Facebook, women shared and reacted to links to commercial and informative websites regarding breast cancer and screening. This information could inform patient outreach regarding breast cancer screening, indirectly through better understanding of key issues, and directly through understanding avenues for paid messaging to women authoring and reacting to content in this space.
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Introduction

Nearly 3 million women have a history of breast cancer today in the United States [1], and a further 15 million receive screening mammography annually [2]. Understanding how women interact with their support and social networks may be clinically important in breast cancer [3]. Breast cancer screening with imaging is widely recognized as lifesaving [4,5], yet still far too few women take advantage of this program. Widespread estimates that as many as 1 in 3 women remain unscreened or underscreened [6] suggest that more must be done to drive awareness, improve access, and increase screening.

Online social media and social networks potentially provide an opportunity for women to become aware, or more aware, of breast cancer risk and screening options and methods. Such novel channels can allow women to share intimate information regarding their symptoms, signs, screening, diagnosis, and treatment with close friends and relatives. In this study, we explored content relating to breast cancer screening on the leading US online social networking platform. Our approach has several key differentiators from past and current work.

First, we listened rather than reaching out and teaching or communicating. We sought to illustrate that researchers can use an online platform to listen to users in a way that respects their privacy and doesn’t identify them or any of their actual text. This social experience can be viewed through the lens of social normative theory, recognizing that these online channels allow users to build relationships and potentially influence the attitudes and behaviors of connected others [7,8]. The information spread through social media, whether true or false, can affect the social norms of others for good or bad, making listening to such content important for understanding perceptions, awareness, and attitudes [9].

Yet most research using Facebook, including our own, has hinged on outreach instead of listening. While an online social network is designed to be a social experience for its users, commercial outreach by advertisers and researchers is simple and cost effective. Such outreach methods exploit the personal and intimate setting afforded by the network and its highly tailored ability to finely target users based on expressed and inferred interests. For example, we reached more than 50,000 white, Latino, and Hispanic American women with an interest in maternity care in Los Angeles in part through targeted Facebook advertisements [10]. Other researchers have seen success with similar Facebook-based outreach in the settings of mental health [11,12], tobacco use [13], and drug and alcohol use [14].

Second, Facebook is an intrinsically different platform from other online platforms. Recently, Rosenkrantz and colleagues provided an innovative and important look at how women perceive the mammography experience through examination of several hundred carefully selected tweets both before and after the screening [15]. Others have similarly examined Twitter [16], YouTube video comments [17], smartphone apps [18], and Google Trends [19].

However, these other platforms differ in use, beliefs, attitudes, experiences, typical audience, and context of use. Facebook allows its users to experience gratification from satisfying the need to belong and the need for self-presentation [20,21]. Facebook also differs from the more public platforms by allowing users to share content with a circle of connected users. This offers potentially an opportunity to listen to more nuanced and private, sensitive conversations. This aspect of nonpublic, sensitive information is similar to that revealed through private searches on Google, but differs from the usually public comments on a video on YouTube, tweets on Twitter, or a weblog (blog). Other differences that distinguish Facebook are that it may, unfortunately, also allow inaccurate information, myths, or undesirable social norms to spread, unlike more public communications such as tweets, in which such issues can be more quickly and easily identified [22].

Third, the scale of our data source exceeds those of other studies leveraging Facebook data. Some studies have examined the rate of engagement with sampled posted Facebook content on breast cancer screening [23,24], or relatively small samples of conversations about complementary medicine and breast cancer on Facebook [25], or within samples of Facebook groups specifically relating to breast cancer [26]. Yet there is a wide and deep penetration of Facebook in the United States. More than half of all American adults are users [27]. It is also the most demographically representative of all online social networks; of adult women who are online, 77% are users of Facebook [28]. The Pew Research Center also found the median number of Facebook friends to be around 200 [27]. This suggests that there are large numbers of connected users who can see, comment on, and react to content that their friends create. Since such content could have positive or negative public health effects, we contend that understanding what is being shared is critical.

We believe that online investigations are crucial to understanding women’s experiences better, and to inform strategies that seek to deal with obstacles to improved utilization of screening. This pilot study is a cursory first step: an exploration of the terms and phrases used by female users on Facebook relating to breast cancer screening over a 1-month period. Our hypothesis was that adult women would be actively engaging with Facebook on the topic of breast cancer [26], or within samples of Facebook groups specifically relating to breast cancer [29].

Yet there is a wide and deep penetration of Facebook in the United States. More than half of all American adults are users [27]. It is also the most demographically representative of all online social networks; of adult women who are online, 77% are users of Facebook [28]. The Pew Research Center also found the median number of Facebook friends to be around 200 [27]. This suggests that there are large numbers of connected users who can see, comment on, and react to content that their friends create. Since such content could have positive or negative public health effects, we contend that understanding what is being shared is critical.

We believe that online investigations are crucial to understanding women’s experiences better, and to inform strategies that seek to deal with obstacles to improved utilization of screening. This pilot study is a cursory first step: an exploration of the terms and phrases used by female users on Facebook relating to breast cancer screening over a 1-month period. Our hypothesis was that adult women would be actively engaging with Facebook on the topic of breast cancer screening. Our objectives were to understand (1) the most commonly used terms and phrases relating to breast cancer screening, (2) the most commonly shared website links that other women interacted with, and (3) the most commonly shared website links, by age groups.

Methods

We contracted with Sysomos Scout (Sysomos, Toronto, ON), a commercial infomediary that resells Twitter, Facebook, blog, and other social media data [10]. We provided a list of 69 keywords and key phrases (Textbox 1) to Sysomos, looking only at Facebook data generated by self-identified female users of Facebook, covering professions and organizations, formal and informal terms for services rendered relating to breast cancer.
and breast cancer screening, related symptoms and signs, risk strata, and investigation findings. A practicing breast imaging radiologist (AC) and a physician scientist with substantial prior experience using online infomediaries (MH) prespecified these keywords based on guidelines content, institutional patient education materials, and the bibliography of breast cancer screening literature of this study.

We controlled searches using the proprietary tool’s user interface (Figure 1). Facebook and Sysomos make only 30-day rolling period data available, and we randomly initiated coverage on November 15, 2016, which ran through December 15, 2016.

**Definition of Content**

Sysomos matched these keywords to any Facebook *story* (a posted item of content by a user) or any type of Facebook *interaction* that can be a *reshare* (a reposting of an original story to another user connected to the sharing user), a *comment* (a text comment made by a connected user on the original story or on a prior comment), or a *reaction* (one of several emoji representing emotions, such as positive, negative, empathetic, surprise, and love).

**Definition of Counts**

All counts for numbers of stories and interactions are unique, by Facebook’s construction of nonoverlapping categories of story, reshare, comment, and reaction. Counts of authors are more complex. Within a category, the number of authors is the unique number of authors. For example, if 45,000 women commented on an article, these are nonduplicated authors. Across categories this may not hold, as the same author may post several stories, comment on other stories, and react to many others.

Accordingly, we cannot add the numbers of authors across the different categories of interactions. For example, 1.1 million unique authors making reactions and the 0.4 million unique authors making comments cannot be added to obtain 1.5 million authors, because this resulting sum double counts women doing both. However, the actual total is no smaller than 1.1 million and no larger than 1.5 million. We conservatively report only the lower number and use phrases such as “…at least…” in reporting these totals.

**Most Commonly Mentioned Terms**

Sysomos reported to us summary aggregate statistics such as totals, time-based trends such as subtotal by day, content-based subtotals, keyword prevalence, other word prevalence in context of keyword, and most popular website links that were posted or shared. Importantly, Facebook explicitly limits some aggregate data to just the top 10 items within a category and limits all aggregate data to items with at least 100 instances. This is due to confidentiality concerns and the ability otherwise to potentially reidentify individuals. We provide selected excerpts of these data, including tabular and graphical summaries.

**Most Commonly Shared Website Links by Interaction Type and by Age Group**

In this pilot study, we were most interested in the type of content that was being shared. Links to website content originate in a story. Such stories can be authored by women who embed a link in a posted story, or authored by a marketer or news media organization that uses a shortened (eg, bitly) Web address to allow ease of use and visibility. Sysomos allowed us to identify the actual 10 most popular links and the frequency of each, by interaction type and content of link.

We clicked through all of these links and examined their content in detail. One study team member, a physician scientist (MH), manually categorized their content retroactively. This led to us identifying 5 mutually exclusive and collectively exhaustive categories to which all shared links belonged. These categories were *e-commerce related to breast cancer*, *celebrity breast cancer information*, *breast cancer advocacy and charity*, *noncelebrity breast cancer information*, and *unrelated to breast cancer*. This last category arose because, although a user may have been commenting on a breast cancer news story, they may also have been sharing an unrelated news item in the same post, and hence both were captured. These categories have not been externally validated and should be considered hypothesis generating only.

This study was conducted using completely deidentified, aggregated summary data provided by a third party, and accordingly did not involve human participant research and did not require an institutional review board determination or approval in our institution.
Textbox 1. Keywords and key phrases used to capture Facebook data.

**Profession and organizational terms**
Radiology  
Doctor xray  
Hospital Xray  
Hospital Radiology  
Radiologist  
breast center  
breast imaging center  
breast cancer screening  
breast screen guidelines  
breast screening guidelines

**Services rendered: formal terms**
Mammogram  
Mammography  
Breast Exam  
Digital mammography  
digitized mammographic image  
Breast tomosynthesis  
three-dimensional mammography  
three-dimensional mammogram  
3-D mammogram  
3d mammogram  
3d mammogram  
breast imaging  
breast image  
full-field digital mammogram  
Screening Mammography  
Screening Mammogram  
Diagnostic Mammography  
Diagnostic Mammogram  
3-D mammography  
mastectomy  
3d mammography  
Lumpectomy  
full-field digital mammography  
digital breast tomosynthesis  
3d mammography  
breast tumor  
Digital mammogram  
breast needle biopsy

**Services rendered: informal terms**
breast xray  
breast x-ray
X-ray of my breasts
Doctor x-rayed my breasts
Hospital X-rayed my breasts
needle biopsy done of my breast
Symptoms and signs terms
breast lump
lump in my breast
Preexisting risk terms
BRCA tested positive
family risk breast
high-risk breast
Findings terms
abnormal breast screen
dense breast
breast density
DCIS
ductal carcinoma
fatty breasts
breast cancer
Results

More than 1.7 million unique interactions (comments on stories, reshares, and emoji reactions) and stories associated with the 69 breast cancer screening keywords were generated by at least 1.1 million Facebook users over the 30-day period from November 16, 2016 to December 15, 2016.

On average, each of the 59,000 unique stories during the month was reshared 1.5 times, commented on nearly 8 times, and reacted to more than 20 times by other users seeing the original content.

Most Commonly Mentioned Terms

Stories and interactions were most often authored by women aged 45-54 years (Figure 2). We observed a substantial spike in volume on November 28, 2016, the Monday on which many news sites shared a picture of a bald Ms Shannen Doherty (an American actress) and her mother, immediately prior to Ms Doherty’s radiotherapy.
A search of mentions of “Doherty” in any link shared, reshared, or otherwise interacted with showed 6700 mentions by 6600 unique authors over the month, respectively 0.4% and 0.6% of the overall totals for the month.

Common terms relating to breast cancer and screening mammography mentioned in any context included “mammogram” (266,000 interactions, or 16% of the month’s total interactions), “lump” (26,600, 1.6%), “abnormal mammogram” (4400, 0.3%), “scars” (4000, 0.2%), “BRCA” (3800, 0.2%), “dense” (3200, 0.2%), “DCIS” (3000, 0.2%), “high risk” (2900, 0.2%), and “compression” (1000, 0.06%).

Most Commonly Shared Website Links by Interacted Type

Across all interactions, the 10 most popular links accounted for a total of 33,600 interactions, or almost 2% of monthly total interactions (Table 1). Multimedia Appendix 1 provides the actual links.

Links to e-commerce related to breast cancer represented the plurality of interacted links at 36% of all top interactions and were the most popular to be reshared with connected users (59% of all top reshares). These tended to represent a for-profit or not-for-profit organization that was selling items in some way connected to breast cancer themes over the Web. The most common of these were thebreastcancersite.com, hopinghand.com, and makaiclothing.com. Other links in this category were also aimed at recruiting email addresses for future direct marketing by offering giveaways (thebreastcancersite.com).

The next largest category was links to celebrity breast cancer information, which represented 26% of all top interactions and originated in stories such as from the television program The Today Show; E! Online, and similar sites. Here the most prominent foci were Ms Shannen Doherty, Ms Danielle Spencer, and Ms Robin Roberts, in that order. Almost all of these interactions were emoji-based reactions.

The third largest category represented links to breast cancer advocacy and charity sites, with 15% of all top interactions concentrated among links to 2 sites. The American Cancer Society donation page (“Making Strides Giving Tuesday”) was the second most popular link interacted with overall, with 4900 interactions or 0.3% of all interactions, was the most reacted to, and was the fifth most often reshared link among all top links. The other site was the advocacy and information site of Susan G. Komen, which did not make the top 10 links overall, and represented only 100 commented-on links (the 10th most commented-on link).

Noncelebrity breast cancer information links constituted only 6% of all top interactions and included mostly personal blog stories, inspirational messages, and some traditional news media. The most prominent themes in this category were positive stories around the use of tattoos to mask the surgical scars associated with breast cancer surgery and a new breast cancer vaccine trial at City of Hope hospitals in Duarte, California.

Importantly, in this category were at least 700 shared links relating to mercola.com, a natural health advocacy site that presented a view against breast cancer screening, including multiple references to scientific studies and a recent article by Welch and colleagues [29]. This single link alone represented nearly 6% of all the top links in the 35- to 54-year age group.

Finally, more than 1 in 6 links were not in relation to breast cancer or screening terms. These presumably were stories, reshares, and comments in which a user conveyed multiple messages, some about breast cancer (hence they were selected by Sysomos) and some not about this.

Most Commonly Shared Website Links by Age Group

We repeated our analyses to understand how interest and interactions changed across age groups (Table 2). Examining the totals of the top 10 links by age group, we found a clear increase with age. The most salient findings were the increase by age groups in e-commerce, peaking in the 45- to 54-year age group, and the complete or nearly complete lack of interest in those between 18 and 44 years of age in breast cancer advocacy and charity sites.

Additionally, we noted that noncelebrity-related news and information about breast cancer represented a larger share among the youngest users (50%) than among older users. We also noted the apparent complete lack of interest among the age group 65 years and older in celebrity-related breast cancer information.

Table 1. Distribution of most popular links by category and interaction type.

<table>
<thead>
<tr>
<th>Top 10 links</th>
<th>Most popular reshared with others</th>
<th>Most commented on</th>
<th>Most reacted to</th>
<th>Overall most popular across all interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-Commerce related to breast cancer</td>
<td>3100 (59%)</td>
<td>400 (29%)</td>
<td>9400 (32%)</td>
<td>12,200 (36%)</td>
</tr>
<tr>
<td>Celebrity breast cancer information</td>
<td>300 (6%)</td>
<td>500 (36%)</td>
<td>8000 (28%)</td>
<td>8800 (26%)</td>
</tr>
<tr>
<td>Noncelebrity breast cancer information</td>
<td>1000 (19%)</td>
<td>300 (21%)</td>
<td>1700 (6%)</td>
<td>2100 (6%)</td>
</tr>
<tr>
<td>Breast cancer advocacy and charity</td>
<td>300 (6%)</td>
<td>100 (7%)</td>
<td>4500 (16%)</td>
<td>4900 (15%)</td>
</tr>
<tr>
<td>Unrelated content</td>
<td>600 (11%)</td>
<td>100 (7%)</td>
<td>5400 (19%)</td>
<td>5600 (17%)</td>
</tr>
<tr>
<td>Total of top 10 link volume</td>
<td>5300</td>
<td>1400</td>
<td>29,000</td>
<td>33,600</td>
</tr>
</tbody>
</table>
Discussion

In this novel pilot study, we examined aggregated mentions of terms and phrases, and shared website links among women in the United States on Facebook in relation to breast cancer screening over a 1-month window. We found substantial content posted by, shared among, and interacted with by large numbers of women. The most popular stories provided information on women undergoing treatment for breast cancer and information on online destinations to purchase small items and make small donations to further research.

We observed that the timing of upswings in interest often appeared to coincide with celebrity news, such as a picture shared by Shannen Doherty of herself about to receive radiotherapy for her breast cancer. In general, our work supports the importance of sharing of and commenting on stories about well-known celebrities with breast cancer [30,31].

It is well-known that the Internet allows a so-called long tail to form, in which many niche sites, topics, or products are, respectively, visited, mentioned, or bought by a small number of users, in contrast with more popular sites, topics, or products [32]. We found a limited count of women creating and interacting with very popular content, such as content relating to “mammogram” (more than 15% of all interactions in our study). For example, we found that even many of the most popular terms, such as “DCIS” and “dense,” represented very small (0.2%) proportions of the overall number of story interactions. These may nevertheless be a meaningful subgroup. We saw the same phenomenon with interactions to links. The 10 most popular links accounted for just 2% of all interactions. These may nevertheless be a meaningful subgroup. We saw the same phenomenon with interactions to links. The 10 most popular links accounted for just 2% of all interactions.

Yet, despite these restrictions, we found that there was a plurality of links to commercial e-commerce websites marketing items related to breast cancer themes, such as thebreastcancersite.com. We saw little sharing of original medical news content from formal online media or formal health information publishers, despite the positive impact this can have [33]. There was some sharing of a story from a natural health website that appeared to be strongly against breast cancer screening. The extent of sharing of this site (nearly 6% of all the top links in the 35- to 54-year age group) and the strength of the views against breast cancer screening in the content on that site appeared to us to echo well-known online campaigns against vaccines by vaccine skeptics [34].

We also found less content than we had expected from some of the most prominent advocacy organizations, such as Susan G. Komen, although the American Cancer Society’s breast cancer site was the link with the second most frequent interactions. Finally, we saw fewer mentions than we had expected of terms anecdotally thought to be points of concern for women (e.g., breast compression during imaging) and that had been found among their tweets in a recent innovative study by Rosenkrantz and colleagues [15]. One potential limitation is that, given the terms of use of the tool, we were able to examine only a 1-month study window.

As we continue to examine this new data source, we expect to obtain more detailed insights about how women are interacting about and how they are interacting regarding breast cancer terms. We expect that such data can inform the outreach of advocacy organizations, and can inform campaigns to improve rates of screening and to educate high-risk women concerning their options, among many other examples.

Methodologically, this study adds to our understanding of patients’ and consumers’ articulated thoughts and feelings about important public health initiatives such as breast cancer screening. We showed that summarized information is available from the world’s leading online social network, and note that this commercially available information is distinct from more easily analyzed public online social media. Given the greater demographic representativeness of Facebook, compared with other online social media and social networks [8], the data on this platform are a potentially useful research tool.

Limitations

While our study had several important strengths, including novelty, exhaustiveness, and national scale in the United States, there are several important limitations. Our data source,

Table 2. Distribution of most popular links by category and age group.

<table>
<thead>
<tr>
<th>Top 10 links</th>
<th>Age group (years)</th>
<th>Overall most popular across all interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18-24</td>
<td>25-34</td>
</tr>
<tr>
<td>E-Commerce related to breast cancer</td>
<td>100</td>
<td>900</td>
</tr>
<tr>
<td>(7%)</td>
<td>(28%)</td>
<td>(37%)</td>
</tr>
<tr>
<td>Celebrity breast cancer information</td>
<td>200</td>
<td>900</td>
</tr>
<tr>
<td>(14%)</td>
<td>(28%)</td>
<td>(37%)</td>
</tr>
<tr>
<td>Noncelebrity breast cancer information</td>
<td>700</td>
<td>200</td>
</tr>
<tr>
<td>(50%)</td>
<td>(6%)</td>
<td>(10%)</td>
</tr>
<tr>
<td>Breast cancer advocacy and charity</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(0%)</td>
<td>(0%)</td>
<td>(5%)</td>
</tr>
<tr>
<td>Unrelated content</td>
<td>0</td>
<td>400</td>
</tr>
<tr>
<td>(0%)</td>
<td>(13%)</td>
<td>(12%)</td>
</tr>
<tr>
<td>Total of top 10 link volume</td>
<td>1400</td>
<td>3200</td>
</tr>
</tbody>
</table>

Sysomos, is a commercial reseller of data obtained indirectly from Facebook through another intermediary, Datasift. Data provenance, custody, and governance must be assumed but cannot be verified or guaranteed. For example, software errors could occur at each one of these handoffs, as well as within each segment of the data custody chain.

In particular, Facebook is the data owner, whose terms of service do not permit actual visualization of the original post or comment. To protect users’ privacy, all data were aggregated, deidentified, and mapped coarsely into topics. We therefore had no independent ability to confirm whether the reported statistics we obtained were accurate, representative, or exhaustive. Moreover, under our contract, data availability was limited to rolling 1-month lookback periods. Other restrictions motivated by privacy and imposed by the data owner include sampling only high-frequency items, limiting results to the top 10 items in a category, and masking results in which fewer than 100 Facebook users mentioned a term or shared a link. As a result, none of our results were able to provide a full view of the frequency distribution.

Neither we nor other researchers can subsequently return to historical periods beyond examining reports that were downloaded contemporaneously. Similarly, only a 30-day rolling period of aggregated data is made available by Facebook, Datasift, and Sysomos. This clearly further limits replication and error checking. For research purposes, while substantial information abides, much is lost during this process. This weakness does not seem to be one that will be alleviated, given legitimate concerns regarding online privacy [35].

Finally, while our research is internally valid, the extent to which it is externally applicable is not known. The particular month of data we looked at was almost immediately after a polarizing general election in the United States, in which health-related conversations (eg, Affordable Care Act, Planned Parenthood, women’s right to choose) were widely occurring. In other months, there might have been fewer mentions of breast cancer screening terms. Our research also explicitly required women to have access to the Internet, be a member of Facebook, and use English in their interactions. There are clearly large parts of US society in which one or more of these requirements are not met.

Future researchers may exploit other less coarse methods for obtaining online social media and social network data. Companies operating online survey panels such as Knowledge Networks, Inc [36], Qualtrics, and ClearVoice Research [37] can allow more representative surveys and more specific questions as to what women share on Facebook. Free resources can also be accessed through Google’s own Trends data—for example, to analyze searches related to Angelina Jolie’s disclosed prophylactic mastectomies [8], and to understand interest in public hospital quality reports [38]—or by exploiting the freely available Twitter data [39].

Conclusions

Examining novel data from the universe of mentions on the leading online social network regarding breast cancer screening-related terms provided an important but superficial and initial look at topics of great interest among all female Facebook users over 1 month. More work is needed using this novel data source and applying its insights to solving pressing public health problems, including the inadequate screening for breast cancer.
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Abstract

Background: In 2014, the world was startled by a sudden outbreak of Ebola. Although Ebola infections and deaths occurred almost exclusively in Guinea, Sierra Leone, and Liberia, few potential Western cases, in particular, caused a great stir among the public in Western countries.

Objective: This study builds on the construal level theory to examine the relationship between psychological distance to an epidemic and public attention and sentiment expressed on Twitter. Whereas previous research has shown the potential of social media to assess real-time public opinion and sentiment, generalizable insights that further the theory development lack.

Methods: Epidemiological data (number of Ebola infections and fatalities) and media data (tweet volume and key events reported in the media) were collected for the 2014 Ebola outbreak, and Twitter content from the Netherlands was coded for (1) expressions of fear for self or fear for others and (2) psychological distance of the outbreak to the tweet source. Longitudinal relations were compared using vector error correction model (VECM) methodology.

Results: Analyses based on 4500 tweets revealed that increases in public attention to Ebola co-occurred with severe world events related to the epidemic, but not all severe events evoked fear. As hypothesized, Web-based public attention and expressions of fear responded mainly to the psychological distance of the epidemic. A chi-square test showed a significant positive relation between proximity and fear: $\chi^2 = 103.2 (P<.001)$. Public attention and fear for self in the Netherlands showed peaks when Ebola became spatially closer by crossing the Mediterranean Sea and Atlantic Ocean. Fear for others was mostly predicted by the social distance to the affected parties.

Conclusions: Spatial and social distance are important predictors of public attention to worldwide crisis such as epidemics. These factors need to be taken into account when communicating about human tragedies.

(Keywords: psychological theory; epidemics; fear; distance perception; social media)

Introduction

General Background

In early spring of 2014, the world was startled by an outbreak of Ebola: a fairly unfamiliar and incurable virus with a high risk of death. Starting in March in Guinea, the epidemic quickly spread to West African cities, causing over 10,000 infections and 5000 deaths in a course of 9 months [1]. Although Western media covered the main events relating to the unfolding Ebola crisis in West Africa, especially psychologically close events appeared to cause a stir in the West. For instance, the reporting...
Construal Level Theory of Psychological Distance

CLT is a psychological theory that explains the relationship between psychological distance of stimuli (eg, events, objects, and people) and how they are mentally represented or construed [11,14]. Psychological distance refers to the subjective distance stimuli maintain from a person’s direct experience [15], which is centered around “here,” “now,” the “self,” and “reality.” Based on CLT, as the Ebola epidemic comes closer on these four dimensions (ie, spatially, temporally, socially, or hypothetically), it also becomes “psychologically closer.” According to CLT, psychological distance plays a fundamental role in shaping mental representations [14,16]. Whereas psychologically close stimuli tend to be represented in a detailed, contextualized, and concrete manner (ie, low-level construal), psychologically far stimuli are represented more generally and abstractly (ie, high-level construal) [14,17]. The association between psychological distance and construal level has been successfully applied to explain various psychological processes such as biases and decision making [12,14], and the CLT framework has been increasingly applied by communication scholars [18-21].

Psychological distance has important implications for risk perceptions and experiencing affect. Previous research has shown that fear and arousal for (real or imagined) negative events decrease with increased psychological distances [22,23]. Similarly, perceptions of risk for negative events, such as a health hazard, have shown to increase with psychologically close framing [24], whereas increased psychological distance is linked to lower risk perceptions [13]. Low-level construals (and close psychological distances) have also been linked to increased truth [25,26] and likelihood perceptions [15,27,28] (eg, risk of contracting a disease), and higher behavioral intentions [29] compared with high-level construals (and far psychological distances). The underlying reason for these effects is suggested to be the more concrete and detailed nature of mental representations in closer psychological distances. The reduced intensity of affect caused by high psychological distance is also suggested to be due to the critical role physical distance has for human biology and survival [22]. In line with these findings, a previous study showed that as time passed, people used less anxiety- and sadness-related words on Twitter about the Sandy Hook Elementary School shooting [30]. However, the same study also showed that an increase in spatial distance caused a decrease in the number of sadness-related words but an increase in the number of anxiety-related words. In addition, “focusing on the abstract causes of this tragedy (rather than the concrete details) decreased sadness (...) but increased anxiety” (p.370). Although highly relevant to this research, the Sandy Hook shooting was one big impactful event in the United States. This research examines responses to an impactful health crisis as it unfolds across different continents over the course of several months.

Psychological Distance, Severity, and Fear for Epidemics Expressed on Twitter

Previous social media findings suggest that although media patterns sometimes converge with epidemic curves [5], they appear better suited to track public opinion and sentiment. This is because the Web-based media patterns more often follow the agenda of classical news media about an epidemic in an area of focus [7,8]. Classical media curves often do not converge with epidemic curves but rather are governed by the laws of news values. For example, the first infection in an epidemic has higher news value than the 1000th infection [31]. Although the relationship between classical and Web-based responses has been examined within one specific region, little is known about the relationship between gradual changes in psychological distance to certain real world events (eg, increased infection rates) and public attention and sentiment. Gaining more insight into this relationship is important to obtain generalizable insights about human responses to health crises. Specifically, 2 key theoretical questions have not been answered by previous CLT studies: (1) “when do individuals start experiencing events as psychologically close?” and (2) “does the severity of a (psychologically far or close) event play a role in public sentiment?”

Building on previous research regarding the use of social media as a real-time public opinion and sentiment proxy, we examined Twitter patterns as the Ebola epidemic approached the area of focus, in this case the Netherlands. We connected these patterns to specific locations (eg, West Africa and Spain) mentioned in the Tweets in order to examine the relationship between psychological distance of the outbreak, public attention, and fear. Based on CLT, as psychological distance decreases, mental representations of the events concerning the Ebola outbreak should become more concrete. We therefore expect increased public attention, as expressed by the number of tweets, as the Ebola outbreak becomes psychologically closer (Hypothesis 1). An earlier Twitter study found that surveillance of flu infection rates could be improved by using tweets that contained reference to “self” and “infection” (vs “other” and “concerned awareness”) [4]. This gives reason to think that a similar difference could be observed for fear; people may not fear becoming infected with Ebola unless an epidemic becomes psychologically close. This implies that especially expressions of fear for self should
respond to reports of increased psychological closeness of an epidemic (Hypothesis 2).

It also remains unclear to what extent the affective value of an event itself plays a role in the relationship between psychological distance and public sentiment. Journalism studies suggest that severity is a factor that crucially determines the prominence of a certain real-world event. For example, 1000 casualties have a bigger news value than a small number of casualties and will consequently trigger higher levels of media attention [32]. However, media coverage of severe epidemics also includes key political and economic events such as political debates about the epidemic or travel bans [32]. As social media follows classical media patterns, the severity of health events may only partially direct public attention on Twitter, together with key (nonhealth) events related to the epidemic. Previous studies showed that media volume curves appear to align more with public opinion than the epidemic curves, but these studies mostly investigated this relationship in a rather static manner, as they occurred within the same region. As the vast majority of Ebola cases were observed in West Africa, a comparison of Twitter curves in the Netherlands with the epidemic curves and severe world events relating to the epidemic should provide new insight into the relationship between the severity of the epidemic, and public attention and fear in a more global and transient manner. [7]. We therefore examined the relationship between public attention for Ebola on Twitter on the one hand and infection and mortality rates on the other (RQ1).

Methods

Material

A corpus of 185,253 Dutch tweets containing “(#)Ebola” was collected, dating from the first outbreak (and report) of Ebola on March 22, 2014 to October 31, 2014. We collected the tweets from the TwiNL archive, a corpus of Dutch tweet IDs posted from December 2010 onward [33]. The peaks of Ebola prevalence in the corpus were connected to corresponding real-world events in the news and to infection and mortality rates, as counted by the Centers for Disease Control and Prevention (2015). A sample of 4500 tweets was selected by using the randomize function of Microsoft Excel and was then hand-coded by 3 independent coders who each coded 2000 tweets.

Manual Encoding

Tweets were encoded for “fear” as (1) fear for self, (2) fear for others, and (3) no fear. The coders used fear-related keywords and emoticons such as: fear, scare(d), threat, help, scary, br, OMG (oh my god), WTF (what the fuck), panic, dare (not), creepy, infected, contagious, death(s), care, symptoms, hospital, ill(ness), die(d), mortality (rate), spread, infection (rate), risk (group), &,: ? (8,34). Whether these were indeed designators of fear (and not just of risk) was evaluated in the context of each tweet. Furthermore, simple notifications of reported fear without emotional connotations were coded as “no fear,” even when they contained the expressed worries from others. The difference between fear for self and others was based on the use of subjects, verbs, and (personal) pronouns [4]. When the (implied) subject was “I” or “we,” that tweet was encoded as “fear for self” and otherwise as “fear for others.” The intercoder reliability was high (Cohen kappa=.930).

To assess the “psychological distance” of Ebola toward the Netherlands, tweets were coded into one of the twelve different categories: (1) the Netherlands, (2) neighboring countries, (3) West and North Europe, (4) South Europe, (5) East Europe, (6) North America, (7) North Africa, (8) West Africa (Guinea, Sierra Leone, Liberia), (9) South Africa, (10) South America, (11) Asia and Oceania, and (12) no location. Tweets were assigned a specific “distance” category when the tweet explicitly expressed a location within the concerning area (eg, when a tweet mentioned a potential case in Zurich, that tweet was encoded as “(3) West and North Europe”). When a tweet did not mention a specific location, it was encoded as “(12) no location.” When a tweet mentioned multiple areas, the code of the nearest area was granted.

To our knowledge, no previous research identified the psychologically close or far countries or areas for the Dutch population. Therefore, this classification was based on the dimensions of psychological distance proposed by CLT. Following considerations of spatial and social distance, we formed the categories by starting from the areas the Dutch people presumably regard the nearest and continued categorizing toward the furthest areas. According to CLT, people form higher number of specific categories for low and fewer or broader categories for high psychological distances [35]. We therefore categorized a higher number of more specifically formed groups within close spatial distance of the Netherlands (ie, Europe is divided in groups 1 to 5), and broader groups out of areas with high spatial distance (eg, Asia and Oceania form group 11). North America is classified as the sixth nearest group; although it was not the next spatially closest area, we reasoned it will probably be seen as psychologically closer due to the closer social distance it implies for the Netherlands. West Africa was classified separately because it was thematically relevant as the Ebola epidemic originated there. When a tweet mentioned multiple areas, the code of the nearest area was applied. Intercoder reliability was high (Cohen kappa=.911).

Time Series Analysis

Relations between time series were estimated and corrected using vector error correction models (VECMs) to account for cointegration (ie, tendencies to equilibrium) in different time series with lags based on empirical results using Aikake information criterion. The model to support claims regarding fear was specified using the Johansen procedure for determining cointegration with alpha = .05 threshold. These series were logged and corrected for trends after determining the original series contained violations of the stationarity assumption using the Kwiatkowski et al unit root test with constant; violations of normality detected by the Jarque-Berra residual normality, skew, and kurtosis test; and remaining autocorrelation by using the multivariate Portmanteau- and Breusch-Godfrey test for serially correlated errors. The logged model showed no signs of serial correlations ($\chi^2_{244} = 234.4$, $P > .05$) or of lingering heteroscedasticity, although non-normality persisted. The new-deaths and new-cases series were used as exogenous
dummy variables. The research question was modeled using the same tests. In this model, non-normality also persisted but no heteroscedasticity was observed. In both cases a visual inspection of the residual plots did not indicate strong biases relevant to the reported results. In addition, we tested robustness of findings with different imputed breakpoints identified through the Zivot and Andrews unit root test and saw no significant changes. The expressed correlations are based on the error-corrected vectors of the error correction model (ECM) time series.

**Results**

**Social Media Curve Versus Epidemic Curve**

Figure 1 shows that at the onset of the epidemic Ebola received fairly little Twitter attention in the Netherlands. From March 22 to July 21, 2014, 8600 tweets (4.64%) were sent, of which the most encoded tweets either did not contain a location (57.7%, n=105) or referred to West Africa (34.1%, n=62). Only 13 of those tweets contained fear (both for self and others). Figures 2 and 3 show data on July 22, 2014, after which an increase in the daily tweet volume can be observed. The Twitter curve does not coincide well with the epidemic curves for the number of Ebola cases and deaths, whereas the total cases and deaths grow very fast at the end of October, the tweet volume goes down. At first glance, the Twitter curve mainly coincides with real-world events in relatively psychologically close areas; for example, when Ebola crossed the Mediterranean Sea and the Atlantic Ocean (suggesting increased proximity), peaks in the tweet volume can be observed. A VECM ($r^2=2$) causality analysis of differences confirmed that new reported infections and new reported deaths do not seem to granger cause ($F_{663}=0.19, P>.05$) or instantaneously cause ($\chi^2=0.3, P>.05$) the number of tweets. This answers RQ1, showing that the epidemic curve and social media curve do not coincide.

**Figure 1.** The daily Dutch tweet volume about Ebola from March 22 to October 31, 2014 (N=185,253); and the reported new cases (N=13,540) and deaths (N=4,941) caused by Ebola in Guinea, Liberia, and Sierra Leone, according to the Centers for Disease Control and Prevention (2015). The primary bar lines indicate one month, the secondary one week.
Figure 2. The daily amount of coded tweets containing fear for self or other or none plotted over time from July 22 to October 31, 2014. The primary bar lines indicate one month, the secondary one week.

Figure 3. The daily amount of coded tweets about Ebola, related to near (Netherlands and neighboring countries) versus far (all other) locations, from July 22 to October 31, 2014. The primary bar lines indicate one month, the secondary one week.
Ebola-Related Fear as Expressed in Dutch Tweets

Figure 2 shows the daily number of fear expressions (self, other, total, and none), plotted over time. About 19.9% (n=896) of the coded tweets contained fear for Ebola, but the majority (80.1%, n=3604) did not. The figure shows two fairly even trends for fear for self and others, wherein the frequency for self (4.9%, n=222) was lower than for others (15.0%, n=674) during almost the entire period. "Total" and "none" fear did not always follow the same pattern, and the number of occurrences for no fear was the highest during the entire period. Comparing the tweets coded for fear with the overall number of Ebola related tweets, it becomes clear that "no fear" has the best correlation with the total Twitter curve. After correcting for exogenous influences of the events on the ground and the cointegration of these time-series (Johansen procedure $r=2$), "no fear" shows strongest correlation with the overall level of tweets ($r_{222}=95$, $P<.05$). "Self" ($r_{222}=.56$, $P<.05$ ) and "other" ($r_{222}=.73$, $P<.05$ ) show more modest associations. Fear for self and others follow a different pattern, especially in the early phase, with correlations before August 18, 2014 of $r=.47$ and $r=.59$ after cointegration correction respectively. The first significant peak of fear for others is not seen until October 5, 2014, and although "self" increases as well, its first peak is seen the next day. On those days, there were notifications of a potential (later disconfirmed) Ebola patient in the Dutch city Dordrecht (October 5, 2014), and the first confirmed spread to Europe (October 6, 2014). On October 13, 2014, a notification was sent about a potential Ebola patient in a Belgian hospital; this news event is followed by the second peak for “self” on October 14, 2014 and for “others” on October 15, 2014.

Fear as a Function of Psychological Distance

As shown in Table 1, the percentage of fear for self was highest for the Netherlands (8.5%, n=134) and neighboring countries (18.5%, n=49). When a tweet did not specify a location, that tweet showed no fear for Ebola in almost all situations (90.1%, n=1053). Areas observed less than 100 times in total were excluded as separate values because of their possibly distorted percentages, but they were included in the “total” percentages. For the Netherlands and West Africa, percentages of tweets displaying fear for others amounted to around 16%; for the other locations (save “no location”), these percentages amounted to around 20-25%. The fairly low percentage for West Africa is particularly striking given the vast majority of infections and deadly cases reported in this area, compared with only few incidental infections in other regions.

Table 1. Location versus fear: crosstab for the percentage of tweets per location (N&gt;100) that contained fear for self, fear for others, or no fear. The excluded locations (N&lt;100) are taken into account in the “total” percentages.

<table>
<thead>
<tr>
<th>Location</th>
<th>Fear</th>
<th>Others</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netherlands (n=1572)</td>
<td>8.5</td>
<td>16.2</td>
<td>75.3</td>
</tr>
<tr>
<td>Neighboring countries (n=265)</td>
<td>18.5</td>
<td>22.6</td>
<td>58.9</td>
</tr>
<tr>
<td>South Europe (n=113)</td>
<td>1.7</td>
<td>20.4</td>
<td>77.9</td>
</tr>
<tr>
<td>North America (n=362)</td>
<td>0.6</td>
<td>24.3</td>
<td>75.1</td>
</tr>
<tr>
<td>West Africa (n=632)</td>
<td>1.1</td>
<td>15.4</td>
<td>83.5</td>
</tr>
<tr>
<td>No location (n=1174)</td>
<td>1.5</td>
<td>8.5</td>
<td>90.0</td>
</tr>
<tr>
<td>Total (N=4500)</td>
<td>4.9</td>
<td>15.0</td>
<td>80.1</td>
</tr>
</tbody>
</table>

Nevertheless, it remains difficult to draw final conclusions about a possible correlation between fear and psychological distance. Therefore, a new proximity variable was created by merging the Netherlands and neighboring countries under the category of “near” and all other locations under “far.” “No location” tweets were regarded missing, as they did not indicate distance (see Table 2). A chi-square test showed a significant positive relation between proximity and fear: $\chi^2=103.2$ ($P<.001$). Table 2 suggests that fear for self was found significantly more often than expected when linked to near locations, and significantly less when linked to far locations. The frequencies for fear for others and no fear did not differ significantly. Figure 3 further shows that the number of tweets about near locations increased particularly in the beginning of October, when the first Ebola cases were reported in Europe. Tweets on far locations are much less frequent during this time frame, in spite of significant increases in infections and deaths reported in West Africa (Figure 1). These findings confirm H1 and H2, that proposed that public attention and fear for Ebola decreased as a function of psychological distance.

Table 2. Psychological distance versus fear: crosstab for the percentage of tweets containing fear for self, fear for others, or no fear when location is near or far from the Netherlands, with the standardized residuals in brackets.

<table>
<thead>
<tr>
<th>Psychological distance</th>
<th>Fear</th>
<th>Others</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td>Near (n=1837)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self</td>
<td>9.96 (6.5)</td>
<td>17.09 (−0.5)</td>
<td>72.95 (−1.6)</td>
</tr>
<tr>
<td>Far (n=1493)</td>
<td>1.28 (−7.4)</td>
<td>18.23 (0.6)</td>
<td>80.48 (1.8)</td>
</tr>
<tr>
<td>Total (N=3330)</td>
<td>6.20</td>
<td>17.59</td>
<td>76.21</td>
</tr>
</tbody>
</table>
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Discussion

Principal Findings

This research on social media was, as far as we know, the first to examine the role of psychological distance in real-time Web-based responses to an approaching epidemic. Whereas previous studies have examined how social media relates to epidemic curves and classical media, the influence of psychological distance and severity of key events had not been explored. Current findings suggest that CLT may be a useful framework to increase understanding of public response to epidemic outbreaks. Even though the vast majority of Ebola cases occurred in West Africa and only a few suspected cases appeared near the Netherlands, findings showed that public attention for Ebola did not coincide well with the epidemic curve. As hypothesized, public attention for Ebola and expressions of fear for Ebola mostly responded to psychologically close events. Especially “fear for self” responded to increases in psychological closeness of the Ebola outbreak. Overall, findings suggest that events occurring in psychologically far regions of the world do not automatically capture public attention, even if the events are very severe.

The findings extend previous CLT findings in several ways. First, whereas previous research showed the effects of psychological distance in offline contexts [16,26,28], this has not been fully investigated in relation to Web-based communication contexts. It has been suggested that Web-based environments permit more confounded relationships for psychological distance dimensions (eg, with videoconferencing one can interact with spatially distant others in real time) compared with offline contexts [36]. Whether spatial distance is still important in Web-based contexts is a debated topic [37-39]. Therefore, this research contributes to CLT literature by demonstrating influence of two dimensions of psychological distance; namely spatial and social distance in Web-based expressions of public attention and fear. Second, our findings complement several lines of research that employ CLT framework to influence psychological distance perceptions in order to change behavioral intentions regarding important events. For instance, in climate change and distant suffering literature, psychological distance is suggested to be a barrier to engagement and behavioral intentions to act [13,29,40,41]. Our findings lend evidence to the application of CLT framework, and more specifically, the potential of rendering a situation psychologically close in order to increase attention to it.

The higher percentage of tweets expressing fear for self for neighboring countries compared with the Netherlands can be explained by the few confirmed cases of Ebola reported in, for example, Leipzig (Germany). Since both areas can be regarded as psychologically close in this study, following CLT we can reason that events in these areas were represented concretely [11], and perceived as truer [25] and more memorable [42] when compared with events taking place in distant locations. Whereas no overall relationship was found with regard to fear for others, a striking difference was observed between tweets involving North America and West Africa. Tweets about Ebola in North America (socially closer to the Netherlands) had the highest percentage fear for others, whereas tweets about Ebola in West Africa (spatially closer) had the lowest, in spite of extreme differences in reported cases between these regions. This suggests that people perceive psychologically far risks especially as more relevant for socially closer others. Social distance in this context might be more informative than spatial distance. Whereas this was not explicitly tested in this study, we can reason that people may have more knowledge about socially close others (eg, North America compared with West Africa) and can therefore imagine their situation more concretely and feel fear for those others. Subsequently, the findings extend previous studies on social media and health by showing that psychological distance not only affects perceptions of objects and events [20,21,23] but also determines (Web-based) public attention for an event and real-time expressions of fear (for self). The responses of the Twitter users might not be representative for the entire Dutch population, but the Netherlands have nevertheless a relatively large number of Twitter users compared with other countries, providing an adequate indication of the actual opinion and sentiment in the Netherlands.

In this research, and in line with previous studies [8,9], increases in attention for Ebola cooccurred with some severe real-world events, such as the World Health Organization (WHO) reports that Ebola formed a global threat. Yet, we can add that not all severe events evoked fear; public attention and fear overall responded strongest to proximity. The fact that attention and fear for Ebola in the Netherlands reached its peak around the time that Ebola started crossing the Mediterranean Sea and Atlantic Ocean suggests that the crossing of psychological boundaries may trigger sudden—rather than gradual—changes in proximity perceptions. Although severity of events played only a minor role in this research, it may play a role in and across other (closer) epidemics. Attention for Ebola was relatively minor compared with outbreaks as H1N1 [9], most likely because Ebola did not reach the Netherlands during the examined time frame. Future research should examine other epidemics that actually reached the Netherlands. The severity of an Ebola infection which takes place in a location where one has limited knowledge may be harder to visualize than an epidemic taking place in own country and thus, lead to more abstract mental representations [11]. Further research can test this possibility by examining differences in language abstraction (ie, the use of abstract vs concrete language) as a function of distance and severity [25].

Conclusions

Even though humans may care morally and rationally for the tragedies and suffering of others, psychological distance of events exerts important boundaries on what attracts people’s attention and triggers their emotions. These findings point to the limits of the human condition—limits that could be taken into account when communicating about human tragedies. The use of gripping concrete stories may be especially important to bring psychologically far news events to readers’ attention.
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Abstract

Background: In 2015, 90% of US young adults with Internet access used social media. Digital and social media are highly prevalent modalities through which young adults explore identity formation, and by extension, learn and transmit norms about health and risk behaviors during this developmental life stage.

Objective: The purpose of this study was to provide updated estimates of social media use from 2014 to 2016 and correlates of social media use and access to digital technology in data collected from a national sample of US young adults in 2016.

Methods: Young adult participants aged 18-24 years in Wave 7 (October 2014, N=1259) and Wave 9 (February 2016, N=989) of the Truth Initiative Young Adult Cohort Study were asked about use frequency for 11 social media sites and access to digital devices, in addition to sociodemographic characteristics. Regular use was defined as using a given social media site at least weekly. Weighted analyses estimated the prevalence of use of each social media site, overlap between regular use of specific sites, and correlates of using a greater number of social media sites regularly. Bivariate analyses identified sociodemographic correlates of access to specific digital devices.

Results: In 2014, 89.42% (weighted n, 1126/1298) of young adults reported regular use of at least one social media site. This increased to 97.5% (weighted n, 965/989) of young adults in 2016. Among regular users of social media sites in 2016, the top five sites were Tumblr (85.5%), Vine (84.7%), Snapchat (81.7%), Instagram (80.7%), and LinkedIn (78.9%). Respondents reported regularly using an average of 7.6 social media sites, with 85% using 6 or more sites regularly. Overall, 87% of young adults reported access or use of a smartphone with Internet access, 74% a desktop or laptop computer with Internet access, 41% a tablet with Internet access, 29% a smart TV or video game console with Internet access, 11% a cell phone without Internet access, and 3% none of these. Access to all digital devices with Internet was lower in those reporting a lower subjective financial situation; there were also significant differences in access to specific digital devices with Internet by race/ethnicity, and education.

Conclusions: The high mean number of social media sites used regularly and the substantial overlap in use of multiple social media sites reflect the rapidly changing social media environment. Mobile devices are a primary channel for social media, and our study highlights disparities in access to digital technologies with Internet access among US young adults by race/ethnicity,
education, and subjective financial status. Findings from this study may guide the development and implementation of future health interventions for young adults delivered via the Internet or social media sites.
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**Introduction**

Young adulthood, frequently defined as the period from the late teens through the 20s, is a critical time for self-identity construction [1,2]. According to Arnett’s theory of emerging adulthood, identity exploration centers on love, work, and worldviews [2]. Through experimentation with various life possibilities, young people move toward enduring decisions and values during this developmental period. Social media contributes to identity formation by facilitating reflexivity, or the process of reflecting on how we see ourselves and how others see us [3]. In 2015, 90% of US young adults with Internet access used social media [4]. Social media plays an important role in shaping self-beliefs and perceived social norms [5] by inviting other people’s feedback and shaping further modification of self-representations. Social media gives users an opportunity to control their public personae [6] and to experiment with more desirable versions of themselves. This can be done through a number of aspects of social media, including text, images, video, music, affinities (“likes”), visual customization of social media, use of profanity or slang, and group membership or affiliation, to name just a few.

Behavior change theories that address social norms, including social cognitive theory, provide a theoretical framework in which to understand the influence of social media on identity formation [7,8]. Through social observation and interaction, people gather important information from others that can be used to direct their own behavior and beliefs [9] through “electronic acculturation.” Digital and social media are significant modalities through which young adults explore identity formation [10-13], and by extension, learn and transmit norms about health and risk behaviors during this developmental period. Recent studies from a sample of US young adults have also highlighted potentially harmful effects of high social media use on mental health, including lower perceived emotional support [14], greater perceived social isolation [15], anxiety [16], and depression [16,17].

Annual data from the Pew Research Center on Internet, Science & Tech provide the only national benchmarks of the uptake and prevalence of social media and technology use among US teenagers and adults. These reports frequently present a breakdown of the demographic characteristics associated with use of digital technologies, including by age. However, there is limited detail on the characteristics of technology users within a specific age group, except for teens. Young adults have been characterized as hard-to-reach with regard to health promotion and disease prevention, but are widely accessing social media. Given young adults’ unique relationship with technology [18], social media could be a powerful venue for health intervention delivery, including mental health and substance use interventions, in this group. The purpose of this study was to provide updated estimates of social media use from 2014 to 2016, and correlates of social media use, including psychosocial measures, common risk behaviors, and access to digital technology in data collected from a national sample of US young adults aged 18-24 years in 2016. The broader goal of this work is to disseminate these data to inform health intervention efforts for young adults.

**Methods**

**Study Sample**

The Truth Initiative Young Adult Cohort Study was designed to understand the trajectories of tobacco use in a young adult population using a longitudinal cohort sample. Details of the cohort have been described elsewhere [19]. Briefly, the cohort comprises a nationally representative sample of young adults of ages 18-34 years drawn from GfK (Gesellschaft für Konsumforschung [Society for Consumer Research])’s KnowledgePanel. KnowledgePanel is a Web-based panel of adults of ages 18 years and older that covers those who do and do not use the Internet in the United States [20]. The panel was recruited via address-based sampling, a probability-based random sampling method that provides a statistically valid representation of the US population, including cell phone-only households; at the time of the baseline survey, the KnowledgePanel was one of the only providers that used this methodology. African American and Hispanic young adults were oversampled to ensure sufficient sample sizes for subgroup analyses. The validity of this methodology has been reported previously [21,22], and it has been used broadly in the peer-reviewed medical literature [23-27]. The baseline survey (Wave 1; n=4201) was conducted in July 2011, with subsequent assessments occurring approximately every six months; the study is ongoing with the most recent Wave 10 collected in October 2016. The cohort is refreshed at each wave to maintain the initial sample size.

This study used data from responses of participants aged 18-24 years to the Wave 7 survey (October 2014, N=1259) and the Wave 9 survey (February 2016, N=1023), as these two waves included the relevant items on social media use. In Wave 9, 34 participants (3.3%, 34/1023) were missing data on covariates and excluded, yielding an analytic sample of N=989. For the full sample of respondents of ages 18-34 years, the panel recruitment rate was 13.9% in Wave 7 and 13.2% in Wave 9 [28]. In 64% of the identified households, one member completed a core profile survey in which the key demographic information was collected (profile rate—PROR). For this particular study, only one panel member per household was selected at random to be part of the study sample and no members outside the panel were recruited. The response rate
(RR6) for Wave 7 was 61.1% and 60.7% for Wave 9. Thus, the cumulative response rate (CUMRR1; the product of these three rates) was 5.4% for Wave 7 and 5.1% for Wave 9. This study was approved by the Chesapeake Institutional Review Board, Inc, and consent was collected from participants before survey self-administration.

Measures

Social Media Site Use

Participants were asked about frequency of use for 10 social media sites: Twitter, Facebook, Instagram, Snapchat, Vine, Pinterest, Tumblr, Google+, LinkedIn, YouTube, and other sites not otherwise specified. Response options were “never,” “less than 1 time per month,” “monthly,” “weekly,” “daily,” or “multiple times per day.” Participants who reported that they used a social media site at least weekly were defined as regular users of that site. Participants who reported regular use of at least one social media site were classified as regular social media users. In 2014, participants were also asked to enumerate, in an open-ended response, approximate counts of their Facebook friends, Twitter followers, people they follow on Twitter, Instagram followers, and people they follow on Instagram.

Access to Digital Technology

All participants were asked about their access to digital devices, using the following item: “Which of the following types of digital devices do you have access to or use? Select all that apply” with the following response choices: “A smartphone with Internet access (for example, iPhone, Android, Blackberry etc)”; “A tablet with Internet access (for example, iPad, Samsung Galaxy Tab etc)”; “A desktop or laptop computer with Internet access”; “A Smart TV or video game console that has Internet access”; “A cell phone without Internet access (to talk and text).” Participants could also endorse the single response choice, “None of these.”

Other Covariates

As part of KnowledgePanel routine baseline data collection, participants provided information on age at study entry, gender, race/ethnicity (white, non-Hispanic; black, non-Hispanic; other, non-Hispanic; and Hispanic), and highest education completed (less than high school, high school, and some college or greater). GfK conducted hot deck imputation to handle missing data on age, gender, race/ethnicity, and education level. A measure of subjective financial status, developed and validated in the Truth Initiative Young Adult Cohort Study [29], was included as it has been shown to be a more robust measure of socioeconomic status for young adults than income or educational attainment. The item asked: “Considering your own income and the income from any other people who help you, how would you describe your overall personal financial situation?” with response options “don’t meet basic needs,” “just meet basic needs,” “meet needs with a little left,” and “live comfortably.” Two separate variables to assess for symptoms consistent with current depression and current anxiety were created from the two-item Patient Health Questionnaire (PHQ-2) [30] or the two-item Generalized Anxiety Disorder (GAD) scale [31], respectively. Using a four-point scale (0 = “not at all” and 3 = “nearly every day”), the two-item PHQ queries about the frequency of depressed mood and loss of interest in pleasant activities, whereas the two-item GAD queries about the frequency of uncontrollable worry and feelings of anxiety in the past two weeks. Per the scoring rubric for each scale, individuals who received a score at or above the cut-off (>3) were coded as having symptoms of depression or anxiety, respectively. Past 30-day alcohol and marijuana use were determined by two items. For alcohol, the first item asked about frequency of drinking alcohol in the past year (“never,” “monthly or less,” “2-4 times per month,” “2-3 times per week,” “4 or more times per week”); for marijuana use, participants were asked about the frequency of their current use, with response options “every day,” “some days,” and “not at all.” Those who reported any use of alcohol or marijuana were then queried about the frequency of use in the past 30 days, with respondents who reported using ≥1 day in the past month defined as current users.

Analytic Plan

All analyses were performed using Stata/SE 14.0 (StataCorp, 2014) in August 2016. Poststratification weights were used to offset any nonresponse or noncoverage bias and produce nationally representative estimates specific to each wave of data collection. Missing data were handled with list-wise deletion per Stata’s survey procedures as there was a low proportion of missing data on relevant covariates. Bivariate analyses were conducted using the survey commands in Stata to provide the estimates of use of each social media site and overlap between use of sites, and to assess the correlates of using a greater number of social media sites regularly. Differences in prevalence estimates were assessed using P values from the crude log-binomial regressions of regular use of each social media site and crude linear regressions of number of social media sites on demographics (Wald tests, P<.05). Adjusted log-binomial regressions were used to examine the associations of sociodemographic variables on regular use of each social media site and on the number of social media sites regularly used (P<.05). Analyses conducted for the items on access to digital technology comprised univariate and bivariate analyses examining the overall prevalence of access to specific digital devices and differences in use of various devices by sociodemographic characteristics.

Results

Participant Characteristics

In 2014, 89.42% (1126/1298) of young adults aged 18-24 years reported regular use of at least one social media site (Table 1). This increased to 97.5% (965/989) of young adults in 2016. In 2016, there were 989 (weighted) young adults aged 18-24 years who were regular social media users (Table 2). Of these, 49.7% (492/989) were male, 52.3% (517/989) white, non-Hispanic, 58.1% (575/989) had at least some college education, and 63.4% (628/989) reported a financial situation that at least met their needs with a little left. Also, 6.0% (60/989) of the sample reported symptoms of depression and 7.0% (70/989) reported symptoms of anxiety.
Table 1. Percentage of US young adults aged 18-24 years who regularly use social media sites.

<table>
<thead>
<tr>
<th>Social media sites</th>
<th>Percentage among all young adults (18-24 years of age)</th>
<th>Percentage among young adults who regularly use social media sites</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wave 7; N=1259</td>
<td>Wave 9; N=989</td>
</tr>
<tr>
<td></td>
<td>Relative percent difference compared with Wave 7</td>
<td>Absolute percent difference compared with Wave 7</td>
</tr>
<tr>
<td>Facebook</td>
<td>947 (75.24)</td>
<td>758 (78.5)</td>
</tr>
<tr>
<td></td>
<td>758 (76.6)</td>
<td>93 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>102</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>YouTube</td>
<td>814 (64.68)</td>
<td>758 (78.5)</td>
</tr>
<tr>
<td></td>
<td>541 (54.6)</td>
<td>77 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>-10</td>
</tr>
<tr>
<td>Instagram</td>
<td>465 (36.89)</td>
<td>779 (80.7)</td>
</tr>
<tr>
<td></td>
<td>779 (78.7)</td>
<td>196 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>213</td>
<td>42</td>
</tr>
<tr>
<td>Snapchat</td>
<td>387 (30.75)</td>
<td>789 (81.7)</td>
</tr>
<tr>
<td></td>
<td>789 (79.7)</td>
<td>238 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>259</td>
<td>49</td>
</tr>
<tr>
<td>Twitter</td>
<td>347 (27.58)</td>
<td>754 (78.1)</td>
</tr>
<tr>
<td></td>
<td>754 (76.2)</td>
<td>253 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>276</td>
<td>49</td>
</tr>
<tr>
<td>Google+</td>
<td>278 (22.06)</td>
<td>757 (78.5)</td>
</tr>
<tr>
<td></td>
<td>757 (76.5)</td>
<td>318 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>347</td>
<td>54</td>
</tr>
<tr>
<td>Pinterest</td>
<td>220 (17.51)</td>
<td>700 (72.6)</td>
</tr>
<tr>
<td></td>
<td>700 (70.8)</td>
<td>371 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>404</td>
<td>53</td>
</tr>
<tr>
<td>Tumblr</td>
<td>140 (11.08)</td>
<td>825 (85.5)</td>
</tr>
<tr>
<td></td>
<td>825 (83.4)</td>
<td>690 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>752</td>
<td>72</td>
</tr>
<tr>
<td>Vine</td>
<td>108 (8.56)</td>
<td>818 (84.8)</td>
</tr>
<tr>
<td></td>
<td>818 (82.7)</td>
<td>885 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>966</td>
<td>74</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>106 (8.44)</td>
<td>761 (78.9)</td>
</tr>
<tr>
<td></td>
<td>761 (76.9)</td>
<td>836 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>911</td>
<td>68</td>
</tr>
<tr>
<td>Other sites</td>
<td>49 (3.86)</td>
<td>808 (83.7)</td>
</tr>
<tr>
<td></td>
<td>808 (81.7)</td>
<td>1942 (97.57%)</td>
</tr>
<tr>
<td></td>
<td>2119</td>
<td>78</td>
</tr>
</tbody>
</table>

*Regular use is defined as using a site multiple times a day, daily, or weekly.

Social Media Use

Table 1 compares the popularity of 10 social media sites available in 2014 and 2016. Among regular social media users (weighted n=1126) in 2014, the top 5 social media sites were Facebook (947/1126, 84.15%), YouTube (814/1126, 72.33%), Instagram (465/1126, 41.26%), Snapchat (387/1126, 34.39%), and Twitter (347/1126, 30.85%). Among regular social media users in 2016 (weighted n=965) the top 5 sites were Tumblr (825/965, 85.5%), Vine (818/965, 84.8%), Snapchat (789/965, 81.7%), Instagram (779/965, 80.7%), and LinkedIn (761/965, 78.9%).

In 2014, respondents listed the greatest number of friends/followers on Facebook (n=292), followed by Instagram (followers: n=167; people you follow on Instagram: n=160) and Twitter (followers: n=111; people you follow on Twitter: n=128).

Correlates of regular use among the top 5 social media sites in 2016 are presented in Table 2. Compared with males, females were slightly less likely to regularly use Twitter (n=426 vs 399; 86.6% vs 80.2%). There were no significant differences in regular use of a site by race/ethnicity or education, with the exception of LinkedIn. A greater proportion of regular LinkedIn users were black, non-Hispanic (PR 1.12, 95% CI 1.02-1.23) than white, non-Hispanic. Prevalence of LinkedIn use was also higher among those with less than high school education (PR 1.25, 95% CI 1.12-1.39) or a high school education (PR 1.24, 95% CI 1.15-1.33) compared with those with some college education. Respondents who reported subjective financial situation as “just meeting basic needs” were less likely to report regular use of Tumblr compared with those who “meet needs with a little left” (PR 0.91, 95% CI 0.85-0.98). Young adults who “don’t meet basic needs” had a significantly higher prevalence of using Snapchat regularly compared with those who “meet needs with a little left” (PR 1.12, 95% CI 1.02-1.24).

Respondents reported regularly using an average of 7.6 social media sites (range 0-11 sites), with 3.0% (30/989) reporting regular use of 0-1 social media sites, 2.8% (27/989) using 2 or 3 sites, 9.1% (90/989) using 4 or 5 sites, and 85.1% (843/989) using 6 or more sites regularly. Table 3 presents the mean number of social media sites used regularly and correlates of the number of sites used regularly. In bivariate and multivariable analyses, having a high school education and past 30-day alcohol use were positively associated with using a greater number of social media sites compared with those with some college education and no past 30-day alcohol use, respectively.
### Table 2. Percentages and correlates of regular social media use, by site, among US young adults aged 18-24 years (weighted n=989).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total (N=989)</th>
<th>Tumblr (N=825)</th>
<th>Vine (N=818)</th>
<th>Snapchat (N=789)</th>
<th>Instagram (N=779)</th>
<th>LinkedIn (N=761)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td>83.4</td>
<td>82.7</td>
<td>79.7</td>
<td>78.7</td>
<td>76.9</td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>49.8</td>
<td>86.6</td>
<td>Ref</td>
<td>84.2</td>
<td>Ref</td>
<td>84.2</td>
</tr>
<tr>
<td>Female</td>
<td>50.3</td>
<td>80.2</td>
<td>0.93</td>
<td>(0.87-0.98)</td>
<td>0.96</td>
<td>(0.91-1.03)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, NH</td>
<td>52.3</td>
<td>84.3</td>
<td>Ref</td>
<td>81.0</td>
<td>Ref</td>
<td>79.9</td>
</tr>
<tr>
<td>Black, NH</td>
<td>12.9</td>
<td>87.2</td>
<td>1.03</td>
<td>(0.95-1.13)</td>
<td>1.04</td>
<td>(0.94-1.16)</td>
</tr>
<tr>
<td>Other, NH</td>
<td>8.8</td>
<td>83.6</td>
<td>0.99</td>
<td>(0.89-1.11)</td>
<td>1.02</td>
<td>(0.90-1.17)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>26.0</td>
<td>79.6</td>
<td>0.94</td>
<td>(0.87-1.02)</td>
<td>0.95</td>
<td>(0.98-1.13)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>12.1</td>
<td>83.1</td>
<td>1.00</td>
<td>(0.89-1.12)</td>
<td>1.06</td>
<td>(0.95-1.18)</td>
</tr>
<tr>
<td>High school</td>
<td>29.8</td>
<td>84.4</td>
<td>1.02</td>
<td>(0.95-1.09)</td>
<td>1.03</td>
<td>(0.96-1.11)</td>
</tr>
<tr>
<td>Some college</td>
<td>58.1</td>
<td>82.9</td>
<td>Ref</td>
<td>81.3</td>
<td>Ref</td>
<td>78.2</td>
</tr>
<tr>
<td><strong>Financial Situation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Don't meet basic needs</td>
<td>6.6</td>
<td>80.0</td>
<td>0.91</td>
<td>(0.79-1.05)</td>
<td>0.91</td>
<td>(0.96-1.18)</td>
</tr>
<tr>
<td>Just meet basic needs</td>
<td>30.0</td>
<td>80.1</td>
<td>0.91</td>
<td>(0.85-0.98)</td>
<td>0.91</td>
<td>(0.93-1.08)</td>
</tr>
<tr>
<td>Meet needs with a little left</td>
<td>38.0</td>
<td>87.9</td>
<td>Ref</td>
<td>82.6</td>
<td>Ref</td>
<td>80.6</td>
</tr>
<tr>
<td>Live comfortably</td>
<td>25.5</td>
<td>81.5</td>
<td>0.93</td>
<td>(0.86-1.00)</td>
<td>0.98</td>
<td>(0.90-1.06)</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>94.0</td>
<td>83.6</td>
<td>Ref</td>
<td>82.7</td>
<td>Ref</td>
<td>79.5</td>
</tr>
<tr>
<td>Yes</td>
<td>6.0</td>
<td>79.2</td>
<td>0.95</td>
<td>(0.82-1.09)</td>
<td>0.99</td>
<td>(0.87-1.13)</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

95% CI: 95% confidence interval; PR: prevalence ratio; Ref: reference category.

Superscript letters indicate significance levels: c: p ≤ 0.01; d: p ≤ 0.05; e: p ≤ 0.10.
Table 4 presents a matrix of the overlap between use of the top 5 social media sites among young adults. These findings highlight significant overlap (81%-90%) in use of multiple social media sites.

### Access to Digital Technology

Access to specific types of digital technologies among young adults was as follows: a smartphone with Internet access, 86.9% (860/989); a desktop or laptop computer with Internet access, 74.3% (736/989); a tablet with Internet access, 40.6% (401/989); a smart TV or video game console with Internet access, 29.0% (287/989); a cell phone without Internet access, 11.5% (114/989); none of these, 3.0% (30/989; Table 5). Females were significantly less likely to report having a smart TV or video game console with Internet access (77.4%, 99/128 vs 89.6%, 463/517; PR 0.86, 95% CI 0.75-0.99), a desktop or laptop with Internet access (59.6%, 76/128 vs 80.4%, 416/517; PR 0.74, 95% CI 0.60-0.91), and a smart TV or video game console with Internet access (16.2%, 21/128 vs 30.2%, 156/517; PR 0.54, 95% CI 0.32-0.89). Hispanic young adults also reported lower prevalence of access to a desktop or laptop with Internet access (68.6%, 176/257 vs 80.4%, 416/517; PR 0.85, 95% CI 0.78-0.96). Respondents with a high school education or less reported significantly lower prevalence of access to a smartphone (80.3%, 333/414 vs 91.6%, 527/575; PR 0.88, 95% CI 0.75-0.99), a desktop or laptop with Internet (65.0%, 269/414 vs 81.1%, 466/575; PR 0.80, 95% CI 0.72-0.89) compared with those with at least some college education. Past 30-day alcohol users reported a higher prevalence of access to a smartphone with Internet (PR 1.12), a desktop or laptop with Internet (PR 1.09), and a smart TV or video game console with Internet access (PR 1.31) compared with those who did not report past 30-day alcohol use. Past 30-day marijuana users reported a significantly higher prevalence of access to a smartphone with Internet access (PR 1.52) compared with nonusers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total (N=989)</th>
<th>Tumblr (N=825)</th>
<th>Vine (N=818)</th>
<th>Snapchat (N=789)</th>
<th>Instagram (N=779)</th>
<th>LinkedIn (N=761)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
</tr>
<tr>
<td>Past 30-day alcohol use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>93.0 (0.88-1.12)</td>
<td>83.5 (0.73-1.01)</td>
<td>79.7 (0.89-1.15)</td>
<td>74.9 (0.81-1.11)</td>
<td>76.9 (0.88-1.16)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7.0 (0.95-1.07)</td>
<td>71.9 (0.89-1.00)</td>
<td>1.01 (0.82-0.94)</td>
<td>0.95 (0.87-1.00)</td>
<td>0.97 (0.86-0.99)</td>
<td></td>
</tr>
<tr>
<td>Past 30-day marijuana use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>53.0 (0.93-1.12)</td>
<td>85.0 (0.89-1.08)</td>
<td>84.5 (0.87-1.09)</td>
<td>81.2 (0.85-1.09)</td>
<td>79.8 (0.87-1.10)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>47.0 (0.95-1.07)</td>
<td>80.1 (0.89-1.00)</td>
<td>74.3 (0.82-0.94)</td>
<td>75.9 (0.87-1.00)</td>
<td>73.7 (0.86-0.99)</td>
<td></td>
</tr>
</tbody>
</table>

\( a \)-Weighted.

\( b \)-PR: prevalence ratio.

\( c \)-Ref: Reference category.

\( d \)-Denote statistical significance at \( P < .05 \).

\( e \)-NH: non-Hispanic.
Table 3. Correlates of number of social media sites regularly used (defined as using a site multiple times a day, daily, or weekly) among US young adults aged 18-24 years (weighted n=989).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SE)</th>
<th>LRb</th>
<th>95% CI</th>
<th>aLRb</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7.74 (0.13)</td>
<td>Ref</td>
<td>-0.09 to 0.00</td>
<td>-0.04</td>
<td>-0.09 to 0.00</td>
</tr>
<tr>
<td>Female</td>
<td>7.38 (0.10)</td>
<td>-0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>7.53 (0.10)</td>
<td>Ref</td>
<td>-0.03 to 0.11</td>
<td>0.02</td>
<td>-0.05 to 0.09</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>7.80 (0.26)</td>
<td>0.04</td>
<td>-0.11 to 0.07</td>
<td>-0.04</td>
<td>-0.13 to 0.05</td>
</tr>
<tr>
<td>Other, non-Hispanic</td>
<td>7.37 (0.32)</td>
<td>-0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>7.57 (0.18)</td>
<td>0.01</td>
<td>-0.05 to 0.06</td>
<td>0.00</td>
<td>-0.06 to 0.05</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>7.99 (0.34)</td>
<td>0.08</td>
<td>0.00-0.17</td>
<td>0.07</td>
<td>-0.01 to 0.16</td>
</tr>
<tr>
<td>High school</td>
<td>7.80 (0.16)</td>
<td>0.06</td>
<td>0.01-0.11c</td>
<td>0.05</td>
<td>0.00-0.10c</td>
</tr>
<tr>
<td>Some college</td>
<td>7.35 (0.09)</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial situation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Don't meet basic needs</td>
<td>7.83 (0.26)</td>
<td>0.03</td>
<td>-0.04 to 0.10</td>
<td>0.01</td>
<td>-0.06 to 0.08</td>
</tr>
<tr>
<td>Just meet basic needs</td>
<td>7.40 (0.17)</td>
<td>-0.03</td>
<td>-0.08 to 0.02</td>
<td>-0.04</td>
<td>-0.09 to 0.02</td>
</tr>
<tr>
<td>Meet needs with a little left</td>
<td>7.62 (0.12)</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Live comfortably</td>
<td>7.59 (0.17)</td>
<td>0.00</td>
<td>-0.06 to 0.05</td>
<td>-0.01</td>
<td>-0.06 to 0.04</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.57 (0.09)</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7.41 (0.33)</td>
<td>-0.02</td>
<td>-0.11 to 0.07</td>
<td>-0.02</td>
<td>-0.16 to 0.12</td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.57 (0.08)</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7.38 (0.38)</td>
<td>-0.03</td>
<td>-0.13 to 0.08</td>
<td>-0.02</td>
<td>-0.17 to 0.13</td>
</tr>
<tr>
<td>Past 30-day alcohol use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.80 (0.11)</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7.30 (0.12)</td>
<td>-0.07</td>
<td>-0.11 to -0.02c</td>
<td>-0.06</td>
<td>-0.10 to -0.01c</td>
</tr>
<tr>
<td>Past 30-day marijuana use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.57 (0.09)</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7.48 (0.27)</td>
<td>-0.01</td>
<td>-0.09 to 0.06</td>
<td>0.00</td>
<td>-0.07 to 0.08</td>
</tr>
</tbody>
</table>

aSE: standard error.
bCrude (LR) and adjusted linear regressions (aLR) with significance at P<.05.
cDenote statistical significance at P<.05.

Table 4. Use of multiple social media sites among regular (defined as using a site multiple times a day, daily, or weekly) users (US young adults aged 18-24 years, weighted n=989). The table presents the % of regular users (ages 18-24 years) of each particular site who use another particular site (eg, % of regular users of Tumblr also regularly use Vine).

<table>
<thead>
<tr>
<th>Other social media use</th>
<th>Use Tumblr, n (%)</th>
<th>Use Vine, n (%)</th>
<th>Use Snapchat, n (%)</th>
<th>Use Instagram, n (%)</th>
<th>Use LinkedIn, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of Tumblr users (n=825) who…</td>
<td>-</td>
<td>734 (89)</td>
<td>691 (84)</td>
<td>679 (82)</td>
<td>678 (82)</td>
</tr>
<tr>
<td>% of Vine users (n=818) who…</td>
<td>734 (90)</td>
<td>-</td>
<td>697 (85)</td>
<td>687 (84)</td>
<td>666 (81)</td>
</tr>
<tr>
<td>% of Snapchat users (n=789) who…</td>
<td>691 (88)</td>
<td>697 (88)</td>
<td>-</td>
<td>684 (87)</td>
<td>647 (82)</td>
</tr>
<tr>
<td>% of Instagram users (n=779) who…</td>
<td>679 (87)</td>
<td>687 (88)</td>
<td>684 (88)</td>
<td>-</td>
<td>631 (81)</td>
</tr>
<tr>
<td>% of LinkedIn users (n=761) who…</td>
<td>678 (89)</td>
<td>666 (88)</td>
<td>647 (85)</td>
<td>631 (83)</td>
<td>-</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>A smartphone with Internet access (87%)</th>
<th>A tablet with Internet access (41%)</th>
<th>A desktop or laptop with Internet access (74%)</th>
<th>A smart TV or video game console with Internet access (29%)</th>
<th>A cell phone without Internet access (11%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR(^a) (95% CI)</td>
<td>PR(^b) (95% CI)</td>
<td>PR(^c) (95% CI)</td>
<td>PR(^d) (95% CI)</td>
<td>PR(^e) (95% CI)</td>
<td>PR(^f) (95% CI)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref(^b)</td>
<td>1.11</td>
<td>0.98</td>
<td>0.76</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>(1.01-1.14)(^c)</td>
<td>(0.94-1.31)</td>
<td>(0.90-1.07)</td>
<td>(0.62-0.94)(^c)</td>
<td>(0.45-1.00)</td>
</tr>
<tr>
<td>Female</td>
<td>1.07</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
</tr>
<tr>
<td></td>
<td>(1.01-1.14)(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, NH(^d)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
</tr>
<tr>
<td>Black, NH</td>
<td>0.86</td>
<td>0.74</td>
<td>0.74</td>
<td>0.54</td>
<td>1.57</td>
</tr>
<tr>
<td></td>
<td>(0.75-0.99)(^c)</td>
<td>(0.51-1.07)</td>
<td>(0.60-0.91)(^c)</td>
<td>(0.32-0.89)(^c)</td>
<td>(0.86-2.85)</td>
</tr>
<tr>
<td>Other, NH</td>
<td>0.96</td>
<td>1.19</td>
<td>0.96</td>
<td>0.60</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>(0.84-1.09)(^c)</td>
<td>(0.88-1.60)</td>
<td>(0.82-1.12)</td>
<td>(0.34-1.08)</td>
<td>(0.12-1.11)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.97</td>
<td>1.07</td>
<td>0.85</td>
<td>1.21</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>(0.90-1.03)(^c)</td>
<td>(0.89-1.28)</td>
<td>(0.77-0.95)(^c)</td>
<td>(0.97-1.51)</td>
<td>(0.63-1.64)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>0.81</td>
<td>0.65</td>
<td>0.65</td>
<td>1.01</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>(0.69-0.94)(^c)</td>
<td>(0.43-0.97)(^c)</td>
<td>(0.52-0.83)(^c)</td>
<td>(0.68-1.51)</td>
<td>(0.73-2.94)</td>
</tr>
<tr>
<td>High school</td>
<td>0.91</td>
<td>0.77</td>
<td>0.86</td>
<td>1.04</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>(0.84-0.98)(^c)</td>
<td>(0.63-0.94)(^c)</td>
<td>(0.78-0.96)(^c)</td>
<td>(0.81-1.33)</td>
<td>(0.93-2.25)</td>
</tr>
<tr>
<td>Some college</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
</tr>
<tr>
<td>Financial Situation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Don’t meet basic expenses</td>
<td>0.74</td>
<td>0.67</td>
<td>0.71</td>
<td>0.42</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>(0.60-0.92)(^c)</td>
<td>(0.44-1.02)</td>
<td>(0.54-0.93)(^c)</td>
<td>(0.20-0.88)(^c)</td>
<td>(0.60-2.67)</td>
</tr>
<tr>
<td>Just meet basic expenses</td>
<td>0.87</td>
<td>0.65</td>
<td>0.90</td>
<td>0.84</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>(0.80-0.94)(^c)</td>
<td>(0.52-0.82)(^c)</td>
<td>(0.80-1.00)</td>
<td>(0.63-1.10)</td>
<td>(0.81-2.35)</td>
</tr>
<tr>
<td>Meet needs with a little left</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
</tr>
<tr>
<td>Live comfortably</td>
<td>1.00</td>
<td>1.12</td>
<td>1.05</td>
<td>1.11</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>(0.94-1.06)(^c)</td>
<td>(0.93-1.34)</td>
<td>(0.96-1.16)</td>
<td>(0.87-1.42)</td>
<td>(0.72-2.07)</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
</tr>
<tr>
<td>Yes</td>
<td>0.97</td>
<td>0.91</td>
<td>0.87</td>
<td>0.90</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>(0.84-1.11)(^c)</td>
<td>(0.63-1.32)</td>
<td>(0.71-1.08)</td>
<td>(0.55-1.47)</td>
<td>(0.94-3.21)</td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
</tr>
<tr>
<td>Yes</td>
<td>0.97</td>
<td>1.04</td>
<td>0.89</td>
<td>0.97</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>(0.85-1.11)(^c)</td>
<td>(0.76-1.41)</td>
<td>(0.73-1.08)</td>
<td>(0.64-1.47)</td>
<td>(0.75-2.63)</td>
</tr>
<tr>
<td>Past 30-day alcohol use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
<td>Ref(^b)</td>
</tr>
<tr>
<td>Yes</td>
<td>1.12</td>
<td>1.01</td>
<td>1.09</td>
<td>1.31</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>(1.05-1.19)(^c)</td>
<td>(0.86-1.19)</td>
<td>(1.00-1.19)(^c)</td>
<td>(1.05-1.62)(^c)</td>
<td>(0.51-1.20)</td>
</tr>
</tbody>
</table>
Access to all Internet-enabled devices varied by subjective financial situation was as follows. Those who reported meeting needs comfortably or meeting needs with a little left reported greater access to a smartphone, a tablet with Internet access, a desktop or laptop with Internet access, and a smart TV or video game console with Internet access than those who “don’t meet” or “just meet” basic expenses (P < .05). Access to a cell phone without Internet access was low overall (11.5%, 114/989) and did not vary by subjective financial situation. Those who “don’t meet basic expenses” reported lower prevalence of access to a smartphone, a tablet or laptop, and a smart TV or video game console with Internet, and those who “just meet basic expenses” reported lower prevalence of access to a smartphone and tablet with Internet access, compared with those who “meet needs with a little left.” In the group at greatest socioeconomic disadvantage (“don’t meet basic needs”) (n=65), 68.4% (n=45) reported access to a smartphone, 30.0% (n=20) to a tablet, 54.7% (n=36) to a desktop or laptop, 13.0% (n=8) to a smart TV or video game console with Internet access, and 12.3% (n=8) to a cell phone without Internet access. Compared with those who “don’t meet basic needs,” those who “just meet basic needs” (n=297) had similar levels of access to a smartphone (79.8%, n=237), tablet (29.4%, n=87), desktop or laptop (69.2%, n=205), smart TV or video game console (25.8%, n=76), and cell phone without Internet (13.4%, n=40).

**Discussion**

**Principal Findings**

According to Pew Research, 99% of US young adults aged 18-29 years in 2016 used the Internet [32] and 90% of these young adults used a social networking site as of 2015 [4]. As of September 2014, 87% of Internet-using young adults reported using Facebook, 53% reported using Instagram, 37% reported using Twitter, and 34% reported using Pinterest [33]. This Pew Research survey did not report on YouTube use. Our study shows that social media use has continued to increase and that regular social media use was nearly ubiquitous in 2016 in a national sample of young adults aged 18-24 years. Additionally, young adults surveyed in 2016 reported regular use of different sites than in 2014 (ie, Tumblr, Vine, Snapchat, Instagram, and LinkedIn). The fact that most sites allow for multimedia content reflect the rising importance of visual content in Internet communication [34], particularly among young people. Lower use of YouTube in 2016 suggests that young adults may be accessing YouTube video content secondarily via other social media sites (eg, links in Twitter) and attributing the content to the primary site used. Participants used a high mean number of social media sites regularly and there was substantial overlap in use of social media sites.

In addition to providing updated estimates of social media use, this study found that while there were no consistent correlates of use of particular social media sites, there were a few relationships that deserve further exploration. First, there was a higher prevalence of LinkedIn use by black young adults and those with less than a college education. LinkedIn is an employment-oriented social media site that offers professional networking opportunities; higher LinkedIn use among young adults with lower education may reflect job-seeking among young people not enrolled in college. Given the professional focus of this site, it is unlikely to yield much information about the health behaviors of young people. Two other sites may provide more insight into the depiction of health behaviors on the Internet: Snapchat and Tumblr. Our study found there was a higher prevalence of Snapchat use among young adults reporting the greatest socioeconomic disadvantage. There was also a lower prevalence of Tumblr use among females and those who “just meet basic needs.” Tumblr, a social blogging platform, allows users to share and discuss multimedia content (text, photos, quotes, links, music, videos) and customize their blog using embedded tools. Approximately 32% of Tumblr bloggers are 18-24 years of age, and 67% are under age 35 [35]. Tumblr users can remain anonymous, which facilitates a relatively high degree of disclosure and sharing, particularly around sensitive topics [36-38]. Snapchat enables users to share photos and short videos with closed networks of friends or to broader unknown networks that disappear in 24 hours or less. It features tools for customizing photos/videos with filters, stickers, and drawings. High use of these sites reflects the potential importance of anonymity, creativity, and ephemeralization to social media users. Emerging research examines how people use these sites to portray their engagement in health-risk behaviors (eg, sex, smoking, substance use).
alcohol use, tobacco use) [39-48]. In line with social cognitive theory [9], we would expect social observation and interaction via social media to influence beliefs about health-risk behaviors or the behaviors themselves. To date, limited research exists on young adult exposure to risk behaviors via social media and the impact of such exposure on subsequent risk behavior [49-54].

Mobile devices are a primary channel for social media: Pew data indicate that in 2015, 85% of young adults aged 18-29 years had a smartphone and 91% of these individuals use a social networking site on the phone [55]. Our findings are consistent, showing that in 2016, 86.9% (860/989) of young adults aged 18-24 years had a smartphone. Novel findings from our study, however, highlight disparities in access to digital technologies among US young adults by race/ethnicity, education, and subjective financial status. Black young adults, those with less than a college education, and those who “don’t meet” or “just meet” basic expenses were significantly less likely to have access to a smartphone with Internet access compared with whites, those with a college education, and those who “meet needs with a little left,” respectively. A similar pattern emerged regarding access to a desktop or laptop with Internet access. Interestingly, this did not result in a greater proportion of these respondents reporting access to a cell phone without Internet. Smartphone access remained relatively high, despite these differences, with the lowest prevalence seen in those reporting that they “don’t meet basic needs” (68.4%). Disparities in ongoing social media and Internet access may have important implications for Web-based health interventions seeking to target groups that may be at highest risk.

Limitations

Limitations of this study include the self-reported nature of social media use and the social media sites identified in the survey. We may have missed other popular social media sites and data on some of the sites used may be erroneous; for example, the high prevalence of use of Google+ likely reflects use of Google’s search engine given the failure of the Google+ social networking site [56]. Similarly, our question regarding access to and use of digital technology did not ask about device ownership as in the Pew studies. Deviations from the Pew Center data may reflect differences in the timing of the surveys, items used, sample-specific differences in survey measurement, including differences in sample sizes, and different sampling and weighting strategies. The study sample’s completion rates and cumulative response rates are similar to that of other health studies that have relied on KnowledgePanel [24-26,57]. The internal validity of our results is not compromised by the panel’s cumulative response rate, and other work suggests that surveys with a low response rate can still be representative of the sample population, even though the risk of nonresponse bias is higher [58,59]. Studies assessing nonresponse to panel recruitment in KnowledgePanel have found little indication of nonresponse bias on core demographic and socioeconomic variables [60,61], and previous estimates from this cohort for key outcomes of interest, such as ever and current cigarette use, are consistent with national survey data [19]. Although missing data were relatively low for our covariates of interest (3.3%), our analytic approach that used list-wise deletion may have introduced bias to our results if missingness is not random.

Conclusions

There are several mechanisms through which social media interventions can influence health behavior; however, few studies to date have used social media to facilitate health behavior change in young adults [62-68]. Intervention and user-generated content in social media can be a powerful source of influence through peer modeling [69]. Additionally, content delivered via social media may correct misperceptions, offer resources to assist behavior change, and provide opportunities to recruit peer support for behavior change via one’s existing social networks. The findings from the current study may guide the development and implementation of future health interventions for young adults delivered via the Internet or social media sites. Our study highlights that young people are using multiple social media sites regularly and that these sites may provide an accessible venue for delivering health messaging. These messages will need to be tailored for the top social media sites used, including creative use of images, videos, hashtags, and other content to be relevant to the target audience. Intervention exposure in the target population may be maximized through coordinated dissemination of health messages across multiple social media sites. Lower access to Internet-enabled mobile devices among black young adults and socioeconomically disadvantaged young adults does not discount the utility of Web-based health behavior interventions in this group, but highlights that other channels may be needed to complement a Web-based approach in these subgroups. This research also highlights that the top social media sites change rapidly and any social media intervention approach for young adults must be flexible and nimble enough to adapt to new sites, new patterns of use, and new ways of delivering content via social media.
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Abstract

**Background:** Over the last decade, the Internet has become an important source of health-related information for a wide range of users worldwide. Yet, little is known about the personal characteristics of Egyptian Internet users who search for online health information (OHI).

**Objective:** The aim of the study was to identify the personal characteristics of Egyptian OHI seekers and to determine any associations between their personal characteristics and their health information-seeking behavior.

**Methods:** This cross-sectional questionnaire study was conducted from June to October 2015. A Web-based questionnaire was sent to Egyptian users aged 18 years and older (N=1400) of a popular Arabic-language health information website. The questionnaire included (1) demographic characteristics; (2) self-reported general health status; and (3) OHI-seeking behavior that included frequency of use, different topics sought, and self-reported impact of obtained OHI on health behaviors. Data were analyzed using descriptive statistics and multiple regression analysis.

**Results:** A total of 490 participants completed the electronic questionnaire with a response rate equivalent to 35.0% (490/1400). Regarding personal characteristics, 57.1% (280/490) of participants were females, 63.4% (311/490) had a university level qualification, and 37.1% (182/490) had a chronic health problem. The most commonly sought OHI by the participants was nutrition-related. Results of the multiple regression analysis showed that 31.0% of the variance in frequency of seeking OHI among Egyptian adults can be predicted by personal characteristics. Participants who sought OHI more frequently were likely to be female, of younger age, had higher education levels, and good self-reported general health.

**Conclusions:** Our results provide insights into personal characteristics and OHI-seeking behaviors of Egyptian OHI users. This will contribute to better recognize their needs, highlight ways to increase the availability of appropriate OHI, and may lead to the provision of tools allowing Egyptian OHI users to navigate to the highest-quality health information.
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Introduction

The use of the Internet as a source of health information has increased considerably over the last decade worldwide [1]. Many Internet users have switched to the Internet to obtain information about health and health care [2,3]. The Internet World Stats report indicates that the number of Internet users in Egypt has increased from 29.8 million in June 2015 (32.6% of the population) to 33.3 million in June 2016 (37.0% of the population) [4]. Most of this growth in Internet use has been
around social activities (social media and email), educational activities, and playing games. However, the number of Egyptian Internet users who search for health-related information has increased from 29.7% in 2012 to 32.4% in 2013 from the total Egyptian Internet users as reported by the Egyptian Ministry of Communication and Information Technology (MCIT) [5]. Whereas most health-related websites funded by the Egyptian Government are targeting professional users, there is now a range of private Arabic language websites providing general health information to users; however, their quality tends to be variable [6].

Online health information (OHI) seekers are defined as “Internet users who search online for information on health topics, whether they are acting as consumers, caregivers or patients aiming to take more control of their health” [7]. The variability of personal characteristics such as age, gender, race or ethnicity, and income levels can be a predictor for using the Internet as a source of health information [8-10].

Using the Internet to search for health information has many advantages: easy access, availability of a wide range of illustrated and audiovisual health resources, as well as providing an opportunity to ask experts’ opinion [11]. Furthermore, its anonymity enables users to express their health problems and share experiences privately with other people in a similar situation [12]. The Internet can contribute to the improvement of social interaction, better coping with life situations, more knowledge about particular diseases, emotional relief, and improvement in clinical outcomes for health information seekers [13]. Despite the advantages of using OHI, the Internet may also present a great risk for consumers when they are not aware of the quality standards of the obtained health information [14,15]. Studies have reported that health information available on the Internet is sometimes scientifically incomplete or inadequate [16,17]. When the health information obtained from the Internet is of questionable quality, it may negatively influence the doctor-patient relationship [18,19]. The wide variability of resources on the Internet and the commercial interest of some providers can cause confusion to the user and make it difficult to locate accurate and reliable health information [17]. Additionally, there are some barriers to access the Internet such as lack of computer skills, lower levels of education, and geographic location [20,21].

Public awareness of the usefulness of OHI has risen in low- and middle-income countries as well as in the Arab world [22,23]. Although the number of Egyptian OHI seekers has increased, knowledge of personal characteristics of OHI seekers and their motives behind searching for OHI is still limited [5]. This study aimed to identify the association between personal characteristics of Egyptian OHI seekers and their health information-seeking behavior. This may help to improve ways of promoting efficient and appropriate OHI for users and harnessing the benefits of the Internet as a source of health information.

### Methods

Data for this cross-sectional questionnaire study was collected from June to October 2015. An electronic questionnaire was sent to registered users meeting the inclusion criteria (currently living in Egypt and aged 18 years or older; N=1400) of a widely used Arabic language health information website (6abibak.com) by the website administrator. Two reminders were sent to the selected participants in order to improve the response rate. The invitation included information about the aim of the study and reassurance about the anonymity of collected data. After completing the consent form, participants progressed to complete the Web-based questionnaire. The questionnaire was developed based on previous studies [16,17,24,25]. The questionnaire was divided into the following three sections:

1. **Sociodemographic characteristics**: this included age, gender, levels of education, employment status (employed or not employed), marital status, and whether participants were covered by a health insurance scheme or not.
2. **Health status**: participants were asked whether they had any chronic health problems and to rate their self-reported general health status on a scale ranging from poor to excellent.
3. **Health information-seeking behavior**: participants were asked about their main source of health information, the frequency of using OHI (hours/ week), rating the quality of the OHI obtained, health topics they had searched for on the Internet, and whether they had made any behavioral change resulting from the obtained OHI.

The study was approved by the Ethics and Research Committee of The Faculty of Medicine, Suez Canal University, Egypt.

### Statistical Analysis

Statistical analysis was performed using SPSS statistical software (version 22; SPSS Inc). Descriptive statistics (eg, means and standard deviations) were used in the initial data analysis. Chi-square test was used to identify associations between different personal characteristics of the study participants and the use of Internet as the main source of health information. The level of statistical significance was set at $P$ value <.05.

Standard multiple regression analysis was carried out to assess the contribution of personal characteristics (the independent variables) to the frequency of using OHI among the participants as a dependent variable. Independent variables were presented as a sequence of nested models. Model 1 included age, gender, and educational level. In model 2, we added self-reported general health and having a chronic health problem. In model 3, we added using the Internet as the main source of health information. In model 4 we added any self-reported behavioral changes due to the obtained OHI.
Table 1. Sociodemographic and health-related characteristics of study participants (N=490).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-20</td>
<td>36 (7.3)</td>
</tr>
<tr>
<td>20-35</td>
<td>242 (49.4)</td>
</tr>
<tr>
<td>35-50</td>
<td>181 (36.9)</td>
</tr>
<tr>
<td>≥50</td>
<td>31 (6.4)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>210 (42.9)</td>
</tr>
<tr>
<td>Female</td>
<td>280 (57.1)</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
</tr>
<tr>
<td>Primary education</td>
<td>69 (14.2)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>110 (22.4)</td>
</tr>
<tr>
<td>University degree (undergraduate or postgraduate)</td>
<td>311 (63.4)</td>
</tr>
<tr>
<td><strong>Social status</strong></td>
<td></td>
</tr>
<tr>
<td>Never married before</td>
<td>187 (38.2)</td>
</tr>
<tr>
<td>Married</td>
<td>251 (51.2)</td>
</tr>
<tr>
<td>Divorced or widow or widower</td>
<td>52 (10.6)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>302 (61.6)</td>
</tr>
<tr>
<td>Unemployed(a)</td>
<td>96 (19.6)</td>
</tr>
<tr>
<td>Student</td>
<td>92 (18.8)</td>
</tr>
<tr>
<td><strong>Self-reported general health</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>95 (19.3)</td>
</tr>
<tr>
<td>Good</td>
<td>282 (57.6)</td>
</tr>
<tr>
<td>Poor</td>
<td>113 (23.1)</td>
</tr>
<tr>
<td><strong>Having a chronic health problem</strong></td>
<td>Yes(b)</td>
</tr>
<tr>
<td><strong>Having health insurance cover</strong></td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(a\)Unemployed also included housewife or retired. 
\(b\)Having one or more chronic health problems.

**Results**

A total of 490 participants completed the Web-based questionnaire with a response rate of 35.00% (490/1400).

**Sociodemographic Characteristics**
The main sociodemographic characteristics of study participants are summarized in Table 1. The mean age of the participants was 36.8 years. The number of female participants (57.1%, 280/490) was marginally higher than the male participants (42.9%, 210/490); 63.4% (311/490) were university graduates, and 61.6% (302/490) were employed.

**Self-Reported Health Status**
About 76.9% (377/490) participants rated their general health as good or excellent; meanwhile, only 23.1% (113/490) rated it as poor. Of all the participants, 67.3% (330/490) reported that they had health insurance coverage (either private or government-based coverage). Additionally, 37.1% (182/490) of the participants reported one or more chronic health problems.

**Health Information-Seeking Behavior**
The mean time spent searching for OHI was 1.58 (SD 2.13) hours/week (Table 2). Of all the respondents, more than half (55.4%, 271/490) considered the Internet as a main source for health information, followed by consulting physicians (30.7%, 151/490), whereas TV and radio were the least commonly used sources for health information (3.9%, 19/490). The main reasons for preferring OHI were easy access (47.2%, 231/490) and getting more information about specific health problems (30.8%, 151/490), whereas only 11.6% (57/490) participants preferred OHI because of its ability to preserve the user’s anonymity.
Table 2. Distribution of the online health information (OHI)-seeking behavior of study participants (N=490).

<table>
<thead>
<tr>
<th>OHI(^a)-seeking behavior of the participants</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main source of health-related information(^b)</strong></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>271 (55.4)</td>
</tr>
<tr>
<td>Physicians</td>
<td>151 (30.7)</td>
</tr>
<tr>
<td>Family members or friends or colleagues</td>
<td>49 (10.0)</td>
</tr>
<tr>
<td>Radio or TV</td>
<td>19 (3.9)</td>
</tr>
<tr>
<td>Others</td>
<td>79 (16.1)</td>
</tr>
<tr>
<td><strong>Average time spent on health information Web pages (hour/week)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>226 (46.1)</td>
</tr>
<tr>
<td>2-5</td>
<td>150 (30.7)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>114 (23.2)</td>
</tr>
<tr>
<td><strong>Main reason behind preferring OHI</strong></td>
<td></td>
</tr>
<tr>
<td>Easy access</td>
<td>231 (47.2)</td>
</tr>
<tr>
<td>Improving understanding of a specific health problem</td>
<td>151 (30.8)</td>
</tr>
<tr>
<td>Anonymity</td>
<td>57 (11.6)</td>
</tr>
<tr>
<td>Recommended by family, friend, or physician</td>
<td>51 (10.4)</td>
</tr>
<tr>
<td><strong>Web pages visited for health-related information</strong></td>
<td></td>
</tr>
<tr>
<td>Scientific societies</td>
<td>111 (22.6)</td>
</tr>
<tr>
<td>Websites recommended by search engines such as Google, Yahoo, etc.</td>
<td>163 (33.3)</td>
</tr>
<tr>
<td>Websites related to Ministry of Health or universities</td>
<td>81 (16.5)</td>
</tr>
<tr>
<td>No special preference</td>
<td>135 (27.6)</td>
</tr>
<tr>
<td><strong>Participant rating of the OHI quality</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>172 (35.2)</td>
</tr>
<tr>
<td>Good</td>
<td>235 (47.9)</td>
</tr>
<tr>
<td>Fair</td>
<td>83 (16.9)</td>
</tr>
<tr>
<td>Poor</td>
<td>0</td>
</tr>
<tr>
<td><strong>Looking for OHI</strong></td>
<td></td>
</tr>
<tr>
<td>For themselves</td>
<td>262 (53.5)</td>
</tr>
<tr>
<td>For someone else</td>
<td>150 (30.6)</td>
</tr>
<tr>
<td>Both</td>
<td>78 (15.9)</td>
</tr>
<tr>
<td><strong>Search topics</strong></td>
<td></td>
</tr>
<tr>
<td>New health issue</td>
<td>126 (25.7)</td>
</tr>
<tr>
<td>Longstanding health issue</td>
<td>152 (31.0)</td>
</tr>
<tr>
<td>Both</td>
<td>212 (43.3)</td>
</tr>
<tr>
<td><strong>Preferred search location for OHI</strong></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>309 (63.1)</td>
</tr>
<tr>
<td>Work</td>
<td>94 (19.3)</td>
</tr>
<tr>
<td>Others(^c)</td>
<td>87 (17.6)</td>
</tr>
</tbody>
</table>

\(^a\)OHI: online health information.
\(^b\)Multiple responses allowed.
\(^c\)Others include public places and Internet cafe.
Table 3. Cross-tabulations between personal characteristics of the study participants and using the Internet as a main source of health information (N=490).

<table>
<thead>
<tr>
<th>Personal characteristics</th>
<th>n</th>
<th>Using the Internet as a main source of health information n (%)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35</td>
<td>278</td>
<td>208 (74.8)</td>
<td>.001</td>
</tr>
<tr>
<td>≥35</td>
<td>212</td>
<td>129 (60.8)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>210</td>
<td>103 (49.1)</td>
<td>.01</td>
</tr>
<tr>
<td>Female</td>
<td>280</td>
<td>168 (60.0)</td>
<td></td>
</tr>
<tr>
<td>Having chronic diseasesb</td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Yes</td>
<td>182</td>
<td>121 (66.5)</td>
<td></td>
</tr>
<tr>
<td>Reporting behavioral changes after obtaining OHIc</td>
<td>Yes</td>
<td>283</td>
<td>173 (61.1)</td>
</tr>
</tbody>
</table>

aResult is significant at \( P<.05 \).
bHaving one or more chronic health problems.
cOHI: online health information.

Figure 1. Common health topics sought on the Internet by the study participants (%).

The majority of participants (83.1%, 407/490) rated the quality of OHI as good or excellent, and 16.9% (83/490) rated it as fair, whereas none rated it as poor. About 53.5% (262/490) of participants reported looking for health information for their own health issues, whereas 30.6% (150/490) were looking for health information for someone else, for example, family member or a friend (Table 2).

Table 3 compares personal characteristics of the participants and their use of the Internet as the main source of information, which was significantly higher among female participants \( (\chi^2=14.6, P=.001; \text{ Table 3}) \). Using the Internet as the main source of health information was significantly higher among participants who reported behavioral changes from the obtained \( (\chi^2=9.1, P=.002, \text{ Table 3}) \).

Participants reported seeking OHI for one or more of a broad range of health topics. About 63.8% (312/490) of the participants indicated that they sought information about nutrition and 41.9% (205/490) of the participants reported using the Internet to find information about chronic health conditions \( (\chi^2=14.6, P=.001; \text{ Table 3}) \). Using the Internet as the main source of health information was significantly higher among participants who reported behavioral changes from the obtained \( (\chi^2=9.1, P=.002, \text{ Table 3}) \).
Table 4. Multiple regression analysis with frequency of using online health information (OHI) as dependent variable and personal characteristics of Internet users as independent variables (P<.05, statistically significant).

<table>
<thead>
<tr>
<th>Personal characteristics</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta a</td>
<td>SE b</td>
<td>Beta</td>
<td>SE</td>
</tr>
<tr>
<td>Age</td>
<td>-0.19</td>
<td>0.04</td>
<td>-0.19</td>
<td>0.04</td>
</tr>
<tr>
<td>Female (vs male)</td>
<td>0.22</td>
<td>0.04</td>
<td>0.21</td>
<td>0.04</td>
</tr>
<tr>
<td>Primary educated (vs college graduate)</td>
<td>0.62</td>
<td>0.08</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>Secondary educated (vs college graduates)</td>
<td>0.12</td>
<td>0.09</td>
<td>0.11</td>
<td>0.08</td>
</tr>
<tr>
<td>Poor general health (vs good)</td>
<td>0.07</td>
<td>0.12</td>
<td>0.07</td>
<td>0.10</td>
</tr>
<tr>
<td>Fair general health (vs good)</td>
<td>-0.01</td>
<td>0.26</td>
<td>-0.05</td>
<td>0.26</td>
</tr>
<tr>
<td>Health insurance (vs noninsured)</td>
<td>0.06</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Internet as the main source of health information (vs not)</td>
<td>0.07</td>
<td>0.18</td>
<td>0.06</td>
<td>0.18</td>
</tr>
<tr>
<td>Behavior changes (vs no changes)</td>
<td>0.12</td>
<td>0.19</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>Constant</td>
<td>-</td>
<td>3.13</td>
<td>-</td>
<td>5.71</td>
</tr>
<tr>
<td>R²</td>
<td>0.23</td>
<td>0.28</td>
<td>0.29</td>
<td>0.31</td>
</tr>
</tbody>
</table>

aBeta: unstandardized.

bSE: standard error.

Table 4 shows the results of the multiple regression analysis with personal characteristics as independent variables and the frequency of using OHI as a dependent variable. In model 1, the regression coefficient of the independent variables age (beta=-0.16), gender (beta=.02), and level of education (beta=.13) were statistically significant. The model showed that younger participants spent more time on searching OHI than older participants. Model 1 can predict 23.2% of the variance in using OHI among the participants.

Adding the self-reported general health status in regression model 2, a statistically significant increase in R²(from 0.23 to 0.28, P<.05) occurred. The direction and the significance effect of age, gender, and education remain the same as in model 1. Adding the use of the Internet as a main source of health information in regression model 3, a further statistically significant increase occurred in the variance in frequency of using OHI (R²=.29, P<.05). The regression coefficients were statistically significant for the following independent variables (P<.05): age, gender, levels of education, and having a chronic health problem.

Overall, 31.0% of the variance in frequency of using OHI can be predicted by the personal characteristics of Internet users (F=9.94, P<.05, Model 4). The multiple regression analysis showed that the main predictors are being female, of younger age, having a higher level of education, reporting good general health, having a chronic health problem, and using the Internet as a main source of health information.

Discussion

Principal Findings

In our study, we explored characteristics and behaviors of Egyptian OHI seekers. Our findings showed that the main personal characteristics associated with more frequent OHI searching were younger age, female gender, higher education, and reporting good general health.

The study participants represent a small sample of Egyptian Internet users who seek OHI. We have no data of those who declined to take part in the study or those who had not searched OHI at any given time. Accordingly, the results of the study can be generalized only to Egyptian OHI seekers. Participants’ answers to the questionnaire were self-reported and could not be independently verified. None of the participants rated the quality of OHI as poor, which may be because participants who took part in the study were active users of a health website.

In relation to the association between gender and OHI-seeking behavior, our findings show that female participants (57.1%) have looked for OHI more frequently than male participants (42.9%). This may arise from curiosity about their own health, as women seem to be more involved in decisions about their health [26]. Similar results were reported by Rice et al, which shows that the female gender is an important predictor for OHI-seeking behavior [12]. However, this should be seen in the context that according to a 2013 report from the Egyptian MCT, a minority (44.4%) of Egyptian Internet users were females, whereas 56.6% were males [5].

The report also stated that 72% of Egyptian Internet users ranged between 15-44 years old, whereas only 19% were aged 45 years or older [5]. In this study, we found that younger participants
sought OHI more frequently than older participants. The reason for that may be that younger OHI seekers are more familiar with Internet use [25]. Similarly, Nolke et al reported that the probability of seeking OHI in German participants decreased with increasing age [27].

Participants’ level of education also had a considerable impact on OHI seeking behavior. In our study, participants with higher educational level spent more time seeking for OHI. This is to be expected given that 73% of Egyptian Internet users were university graduates [5]. Cotten et al found that OHI seekers tended to have higher levels of education than those who did not seek OHI, which confirms a link between educational level and OHI seeking [28].

Our findings also show that OHI seekers with good self-reported general health were likely to search for OHI more frequently than those with poor general health. Maybe because more than 50% of the participants were less than 35 years old, this meant that they were more likely to be in good general health. Similarly, Weaver et al found that healthier people use OHI more frequently in a proactive manner for health promotion or to maintain a healthy lifestyle [8]. However, Cotten et al found that healthier persons seek OHI less frequently than those with poor general health [28].

We found that people who reported one or more chronic health problems were more likely to search for OHI more frequently than people without any chronic health conditions. This link between having a chronic health problem and the frequency of OHI seeking is supported by some researchers, whereas others did not find a significant association [10,29-32]. The reason for this discrepancy is not clear but it might be argued that the two groups used OHI differently: healthy participants focused on improving their lifestyles, whereas people with chronic illness sought to improve their current health condition.

In this study, participants reported seeking OHI for a broad range of health topics including nutrition, sexual health, chronic health problems, and mental health. We found that nutrition-related health information is the most common topic sought on the Internet especially by female participants. This finding can be seen in the context of increased prevalence of nutrition-related health problems among Egyptian adults [33]. As reported in the DHS report in 2015, 30% of Egyptian adults are overweight or obese, and 6.8% of Egyptian children under the age of 5 years were malnourished (eg, micronutrients deficiency or anemic) [34,35]. Despite the ease of finding health information on the Internet, it may be difficult to judge the reliability of this health information. This may explain the variability in the level of trust in OHI [17]. Most OHI seekers in Arabic countries rely on health sites maintained mainly by the private sector rather than by ministries of health or other public services. Arabic language health information websites need a substantial improvement of their quality in order to improve their trustworthiness [6]. However, most of our participants rated the quality of the OHI accessed as “good” or “excellent.” For some, this may be linked to lack of trust in health professionals as much as increased trust in OHI sites.

Conclusions
The Internet has become an important tool with the potential to improve information dissemination and health care delivery to consumers. Continuing efforts to maximize the potential of this tool could have great value for users. The great range of health topics as well as the easy access to OHI has made the Internet a major and growing source of health information for Egyptian Internet users. We found that personal characteristics of OHI seekers such as younger age, females, higher levels of education, and having generally good health make a difference in how frequently they access the Internet for health information. An understanding of personal characteristics may inform education of OHI seekers to help them to take an active role in improving their health and engaging with treatment plans; however, more research is needed to identify whether these characteristics can be confirmed in a representative sample of Egyptian Internet users.

It is also concerning that most providers of Arabic language OHI are privately owned and therefore, their priority may be increasing advertising revenue rather than providing reliable information. There is a need for public funding for quality controlled websites, for example, equivalent to the United Kingdom’s National Health Service (NHS) Choices. Cooperation from health care providers is also needed in supporting their patients with reliable resources and assisting them to properly evaluate the quality of information available on the Internet in order to promote efficient, reliable, and appropriate OHI use for Internet users.
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Abstract

Background: Although primarily used for social networking and often used for social support and dissemination, data on social media platforms are increasingly being used to facilitate research. However, the ethical challenges in conducting social media research remain of great concern. Although much debated in the literature, it is the views of the public that are most pertinent to inform future practice.

Objective: The aim of our study was to ascertain attitudes on the ethical considerations of using social media as a data source for research as expressed by social media users and researchers.

Methods: A systematic review was conducted, wherein 16 databases and 2 Internet search engines were searched in addition to handsearching, reference checking, citation searching, and contacting authors and experts. Studies that conducted any qualitative methods to collect data on attitudes on the ethical implications of research using social media were included. Quality assessment was conducted using the quality of reporting tool (QuaRT) and findings analyzed using inductive thematic synthesis.

Results: In total, 17 studies met the inclusion criteria. Attitudes varied from overly positive with people expressing the views about the essential nature of such research for the public good, to very concerned with views that social media research should not happen. Underlying reasons for this variation related to issues such as the purpose and quality of the research, the researcher affiliation, and the potential harms. The methods used to conduct the research were also important. Many respondents were positive about social media research while adding caveats such as the need for informed consent or use restricted to public platforms only.

Conclusions: Many conflicting issues contribute to the complexity of good ethical practice in social media research. However, this should not deter researchers from conducting social media research. Each Internet research project requires an individual assessment of its own ethical issues. Guidelines on ethical conduct should be based on current evidence and standardized to avoid discrepancies between, and duplication across, different institutions, taking into consideration different jurisdictions.
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Introduction

Background

Social media are any Web-based computer-mediated tools to cocreate, share or exchange information, ideas, pictures or videos in virtual communities and networks (such as message boards, social networks, patient forums, Twitter, blogs, and Facebook) [1]. The availability of social media opens up new avenues for researchers to easily collect data, especially from sources that may have previously been difficult to access. This has led to a massive surge in social media analytics (whereby posts or chats are analyzed via qualitative methods or aggregate numerical data collection). The order of magnitude of data and the speed with which it is made available (approaching real time) make social media a potential tool to revolutionize health research [2]. Health-related social media analytics has taken many forms, including drug or product surveillance, monitoring disease or health patterns, or views or experiences of patients. Examples are pharmacovigilance (such as the discovery of adverse events), monitoring outbreaks of the flu epidemic, illicit drug usage or suicide patterns, and views on vaccinations and health service quality [3-29].

However, these new research avenues are not without ethical challenges [30-34]. In common with other research, potentially difficult considerations surround the purpose and value of the research, benefits and harm to participants, as well as privacy, informed consent, and confidentiality. However, Internet research is very different from traditional research and as such brings about many different ethical challenges. Whereas procedures are well established for obtaining ethical approval for traditional research, how far these can be transferred directly to Internet-mediated research is difficult to decipher. Whereas the ethical issues of social media research have been much debated [34-37], the attitudes of social media users (either posters or lurkers) and researchers have rarely been sought [38-42]. Researchers currently seek guidance from a wide variety of sources, such as individual institutions, research supervisors, subject specialist guidance [43], and increasing guidelines proposed specifically for research using social media [39,44-49].

This systematic review summarizes the existing research that has evaluated attitudes on the ethical considerations of research using social media. This will help to contribute to, and consolidate, current research practice as well as to clarify those ethical issues most pertinent to the public and researchers. This, in turn, will help guideline developers to formulate evidence-based guidelines for researchers conducting research using social media.

Objective

This study aimed to systematically review the research evidence that has evaluated attitudes of social media users, researchers, and other stakeholders on the ethical considerations of using social media as a data source for research.

Methods

Inclusion Criteria

Due to the anticipated dearth of studies specific to health-related research and the potential for generalizability of other research, any research area was considered. To reflect the qualitative or mixed methods nature of the research, we adopted SPIDER (sample, phenomenon of interest, design, evaluation, research type) for defining the inclusion criteria [50]:

S- Sample: Any sample of people (such as social media posters or lurkers, researchers, academics or other stakeholders). No minimum sample size was implemented.

P- Phenomenon of interest: Attitudes held on the ethical implications of conducting research using social media analytics.

D- Design: Any qualitative data collection methods (eg, surveys, questionnaires, interviews, observations, or focus groups) independent of the analysis conducted. Discussion papers were excluded.

E- Evaluation: Any information on attitudes to the ethical implications of research using social media. Such information may be the primary or secondary focus of the study.

R- Research type: Qualitative (such as interviews or focus groups), quantitative (such as surveys or questionnaires with fixed responses only) or mixed methods (such as research which collates a combination of fixed and open-ended responses).

No date, language or publication type restrictions were applied to the inclusion criteria. However, financial and logistical restraints did not enable translation from all languages.

Exclusion Criteria

Papers that are non–research based such as discussion papers were excluded. Such papers have been summarized elsewhere [35].

Research on the ethics of individual “look-ups” were excluded, for example, employers seeking information on employees or prospective employees, parents viewing their children’s posts, and health professionals seeking information on patients (or vice versa). Research on individual privacy or security issues such as fraud, cyberbullying, grooming, and child protection were also excluded.

Search Methods

A total of 16 databases and 2 Internet search engines were searched in addition to handsearching journals and conferences (Multimedia Appendix 1). Databases were carefully selected to reflect the multidisciplinary nature of the review. Other methods included reference checking all included articles and any related systematic reviews, citation searching of key papers on Google Scholar and Web of Science, and contacting authors and experts.

Search Strategies

The search strategies contained 3 facets—social media, ethics, and qualitative research. A date restriction of 1996 onwards was placed on the searches as blogging first began in 1997. No language limits were placed on the searches. The Embase search
strategy is contained in Multimedia Appendix 2 and was translated as appropriate for each database.

Selection of Studies
The results of the searches were entered into an EndNote library and duplicates were removed. The titles and abstracts were screened by 2 researchers independently (SG and GN). The full text of any potentially relevant articles was assessed for eligibility by 2 researchers independently (SG and GN or SA). Disagreements were resolved by consensus based discussion and, if necessary, a third reviewer.

Data Extraction
Information was collected on the research question, the numbers of respondents, the characteristics of the participants (such as age and gender), the methods used to ascertain attitudes (such as interviews and survey), sampling methods or survey distribution (such as email and snowballing), questions or methods used to ascertain ethical considerations, and key findings. Data were extracted independently by 2 reviewers (SG and SA). Any disagreements were resolved by discussion or a third reviewer where necessary.

Assessment of Methodological Quality
Two reviewers (SG, SA) conducted independent quality assessment using the methodological assessment tool—quality of reporting tool (QuaRT). This involves checking the reporting quality of the articles using 4 elements: (1) the question and study design, (2) recruitment and selection, (3) methods of data collection, and (4) analysis. Studies were categorized as “adequately reported” when a “yes” had been assigned against 2 or more criteria or “inadequately reported” where a study was assigned a single “yes” response, or no yes responses [51]. Any disagreements were resolved by discussion or a third reviewer where necessary.

Analysis
Although the quality of the reporting of the included papers was assessed, no quality threshold was implemented. All studies which provided insight or contributed to the analysis were included.

We chose an inductive theme analysis with descriptive analysis rather than a framework approach. We acknowledge that a framework approach is an equally valid approach. However, we did not identify any framework completely compatible with our intended purpose. For instance, the most relevant framework identified was restricted to Twitter [52]. In addition, framework analysis has a risk of suppressing “interpretative creativity” and thus reducing some of the “vividness of insight” [53]. Inductive thematic synthesis aims to identify salient themes via coding of the data without the use of a preexisting coding frame, or any preconceptions held by the analysts [54]. We undertook coding in QSR NVivo Pro 11 by assigning text on a line-by-line basis to nodes developed by one author (SG) and then checked by a second author (SA). An aggregation approach to the synthesis of the data was applied with data from each study extracted and grouped together to form themes with supporting quotations. Finally, interrelationships between themes were assessed and organized into a structure to produce synthesized findings.

Reporting
The enhancing transparency in reporting the synthesis of qualitative research (ENTREQ) statement of 21 items was used to report the stages of this review [55].

Results
Included Studies
Of the 3340 records (4636 before duplicates removed) identified by the original searches in February 2016 and a further 555 unique records by update searches in July or August 2016, 132 full-text papers were retrieved of which 112 were excluded. Excluded studies were mostly concerned with personal privacy or security (such as bank details), or with individual “look-ups” (such as seeking information on a particular person; Multimedia Appendix 3). Overall, 17 studies (from 20 publications) met the inclusion criteria (Figure 1).
Characteristics of Included Studies

Of the 17 studies, 12 explored the ethical concerns of social media users [38,40,56-67] and 5 asked researchers (mainly academics) [42,43,68-71] (Table 1 and Multimedia Appendix 4). The earliest study was published in 2001 and the latest in 2016, with 12 studies published after 2012.

Numbers of study participants were reported in 16 of the 17 studies. The smallest study involved 26 respondents and the largest study 2260. The total number of participants was over 5453.

In 7 studies the participants were from a single country: the United Kingdom (4), the United States (2), or Australia (1). The other studies either explicitly indicated an international participant coverage (3 studies) or implied an international coverage of participants (7 studies)—most of which used social media for recruitment or study observation.

8 studies used surveys of participants’ attitudes, whereas others carried out more in-depth research and analysis using interviews (6 studies), or focus groups (4 studies). A mixture of open and closed questions was used. Three studies used observational or experimental techniques; with an original design devised by the authors (4 studies used more than one technique).

The majority of the studies did not indicate the demographic details of the respondents; however, in those that did males and females were well represented. Some studies specifically targeted young people [38,59,65].

5 studies were specifically concerned with health-related research [38,57,64,66,69], whereas the remaining studies tended to be more general.

Quality Assessment

Only 3 studies (from 4 reports) were assessed as “inadequately reported” [42,56,67,71] (Multimedia Appendix 5). The contribution to the synthesis of these 3 “inadequately reported” studies was assessed as being limited. These 3 studies did not impact on the presence of concepts within the synthesis and had only a marginal effect on the detail within the concepts.

Analysis

Whereas some included studies reported summary data from surveys or questionnaires, the majority of studies presented author interpretations supported by verbatim extracts from participants.

Emerging Themes

Some responses spanned multiple themes and attempted to categorize overall reactions to social media research use. Many closely related themes underpin the diverse attitudes exhibited by the study respondents. The framework we adopted from our emerging themes was: the 2 actors (researchers and social media users), managing their relationship (consent), and framing the context (responsibilities of the social media site (Tables 2 and Multimedia Appendix 6). Some studies assessed multiple themes in a more integrated and quantifiable way and we consider these first under general reactions.

Within the arena of “researchers,” we identified themes of the perceived benefit of the research, the affiliation or type of researcher, the validity of the methods used to conduct the research, and the risks to the researchers themselves. Those themes related to the “social media users” were concerned with the risks involved with particular concern for vulnerable groups. Linked to these risks were the intended purpose of the social media poster and their ability to self-regulate through personal censorship or privacy settings. The next theme related to “consent” and the importance of and difficulties of informed
consent and research disclosure. The last theme was regarding “responsibilities”—either via the social media site (including the platform and site administrators) or legal requirements (Tables 2 and Multimedia Appendix 6).

General Reactions

Three studies attempted to quantify general reactions to social media research. Moreno found that over half (56.1%, 74/132) of university students “strongly like” or “somewhat like” the concept of using Facebook for research by university researchers, nearly a third (28.8%, 38/132) were “neutral” and only 15.2% (20/132) were “unsure or uneasy” or had an “overt concern” [38].

Williams found that 37.2% (N=564) of social media users were “not at all concerned” with their social media information being used by university researchers, whereas 46.4% (N=564) were “slightly concerned,” 11.2% (N=564) “quite concerned,” and 5.2% (N=564) “very concerned” [67]. Evans found that 60% (N=1250) of social media users felt that “sharing individuals’ social media data with third parties, such as the government or companies, for research purposes” should not happen and 32% (N=1250) felt that “sharing overall numbers of social media data with third parties, such as the government or companies, for research purposes (but not linked to individuals)” should not happen [59].

Respondents in Evans may have been less positive because they were given use of examples relating to government and companies rather than university researchers [38,59,67]. The more positive attitudes in Moreno may be linked to surveying younger people [38,59,67].

Researchers

Perceived Benefit of Research

Research was considered more acceptable if “it’s going to a good cause” [65] and was “morally right” or for “general good” (such as social benefit or to help others) [38,40,56-59,62-65]. Some respondents were more specific—stating that social media research could give a voice to patients and other groups, uncover true prevailing issues, and improve patient care [57,58,65];

I have no reservations about your mining information from forums...it will provide much information about the human side of illness and how individuals singly and collectively approach and cope through sharing. Dare I say its importance cannot be understated. [Diabetic forum user 57]

I kind of think it’s cool when it’s stuff that’s like the flu, because then that’s how they know to get the vaccines to a place. [Twitter user 64]

Others described the general benefit of social media research as a precondition to acceptance [38,40,57,65] or considered if the benefits outweighed the risks [40,64]. Others felt positive provided a caveat or set of conditions had been met, such as informed consent (see following sections).

Whereas some stipulated the good that should come from social media research, others stated the research they would not like to see, such as research with a “bad intention” [38,65], for commercial gain [40,57,62,63] or to drive an agenda [40]. The strong feeling for the “public good” meant that some felt service to the greater social good was more important than individual privacy concerns [64]. However, others considered that social media users’ desire for privacy should take precedence over researchers’ goals [66].

Type of Researcher

Linked to the purpose of the research was the affiliation of the researcher. The type of organization or company influenced whether or not respondents viewed research as “good quality” and user concerns about use of social media information [40,42,58,59,64,65,67,69]. Generally, respondents were less concerned about use of social media information by university researchers, than by students [58], the police, government organizations [67], commercial organizations [40,59,64,67] or journalists [58]. But no difference was reported between health organizations and researchers [69].

Social media users who preferred not-for-profit researchers (such as academics) to commercial organizations did so because the former were felt to be more “productive,” more “ethical,” and “not exploitative.” Furthermore, users did not like their social media posts being used to generate a profit for others [40,58,64].
<table>
<thead>
<tr>
<th>Source</th>
<th>Number of respondents</th>
<th>Characteristics of the participants</th>
<th>Survey distribution</th>
<th>Specific questions or methods used to ascertain ethical considerations</th>
<th>Key findings identified in terms of the ethical considerations raised</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Researchers as respondents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alim 2014 [43]</td>
<td>64</td>
<td>International and interdisciplinary researchers and academics</td>
<td>Emailed questionnaire</td>
<td>Open and closed questions</td>
<td>Researchers aware of ethical issues but require clarity in informed consent and public and private data.</td>
</tr>
<tr>
<td>Bakardjieva 2001 [56]</td>
<td>NR³</td>
<td>Mailing list discussants</td>
<td>Mailing list discussion</td>
<td>Discussions provoked by post</td>
<td>An ethical approach to Web-based research is practically achievable.</td>
</tr>
<tr>
<td>Carter 2015 [68]</td>
<td>30</td>
<td>Academic staff from UK university</td>
<td>Emailed Web-based survey</td>
<td>Respondents asked to agree, disagree or neither to 12 statements.</td>
<td>Recognize importance of avoiding deception and gaining consent, but acknowledge problems. Most disagreed that studying public social media data is same as studying documented text and disagreed that individuals wouldn’t be identified if anonymous.</td>
</tr>
<tr>
<td>Denecke 2014 [69]</td>
<td>45</td>
<td>International Medical Informatics Association (IMIA) social media working group members</td>
<td>Mailing list members</td>
<td>3 questions asked</td>
<td>Different social media platforms should be managed in different ways in terms of confidentiality and privacy. Individuals should be deidentified and cited only indirectly.</td>
</tr>
<tr>
<td>McKee 2009 [70]</td>
<td>30</td>
<td>International and interdisciplinary researchers from corporate research centers and academia.</td>
<td>Contacted known researchers</td>
<td>Used open-ended interviews</td>
<td>Researchers strived to follow “do no harm” principle. Agreement that there is no blanket approach to Internet research ethics.</td>
</tr>
<tr>
<td>Woodfield 2013 [71] / Salmons 2013 [42]</td>
<td>465</td>
<td>International and interdisciplinary researchers</td>
<td>Program of Web-based and offline activities including conference and Twitter chat</td>
<td>Open discussions in which ethics consistently raised</td>
<td>Discussions focused on informed consent, confidentiality or anonymity, role and safety of the researcher, and research setting or social media platform. Concern of a lack of agreement.</td>
</tr>
<tr>
<td><strong>Social media users as respondents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beninger 2014 [40]</td>
<td>34</td>
<td>Adult male and females</td>
<td>British social attitudes 29 (BSA 29) survey and external recruitment agency</td>
<td>Focus groups and interviews using vignettes</td>
<td>Conditional acceptance of using social media for research.</td>
</tr>
<tr>
<td>Bond 2013 [57]</td>
<td>26</td>
<td>Male and females</td>
<td>Diabetes forums</td>
<td>Web-based semistructured asynchronous (email) interviews</td>
<td>Agreed forum posts in the public domain and aggregated information could be used by researchers.</td>
</tr>
<tr>
<td>Chen 2004 [58]</td>
<td>47</td>
<td>Mailing list owners and moderators or long standing members on sensitive and controversial topics</td>
<td>Emailed mailing lists and newsgroups</td>
<td>Survey questionnaire</td>
<td>Animosity toward researchers. Research should be conditional on research identify disclosure, informed consent, and feedback.</td>
</tr>
<tr>
<td>Source</td>
<td>Number of respondents</td>
<td>Characteristics of the participants</td>
<td>Survey distribution</td>
<td>Specific questions or methods used to ascertain ethical considerations</td>
<td>Key findings identified in terms of the ethical considerations raised</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------</td>
<td>-------------------------------------</td>
<td>--------------------</td>
<td>---------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------</td>
</tr>
<tr>
<td>Evans 2015 [59]</td>
<td>1265+</td>
<td>Aged 13 to 75 years and broadly reflective of UK population</td>
<td>NR</td>
<td>Web-based survey, workshops or interviews included example research projects</td>
<td>60% do not support use of social media data for research. Terms and conditions not sufficient for consent and need option to opt out. Biggest factor in likelihood to approve research is whether data is public.</td>
</tr>
<tr>
<td>Hudson 2004 [60] and Hudson 2005 [61]</td>
<td>Up to 2260</td>
<td>Chatroom users on ICQ chat—range of topics including geographical region or language, age-orientated, romance or friends, adult or sexual ity, technical, trivia avoided sensitive discussions such as “breast cancer survivors”</td>
<td>Monitored chatrooms</td>
<td>Recorded if “kicked-out” of chatroom and messages on why or comments to researchers</td>
<td>Kicked out of 63.3% of chatrooms when message posted about research. Reasons were—prohibition of spamming, opposition to being studied, general requests to leave, and insults.</td>
</tr>
<tr>
<td>Michaelidou 2016a [62] and Michaelidou 2016b [63]</td>
<td>405</td>
<td>Adult male and females</td>
<td>NR</td>
<td>Focus groups and Web-based survey</td>
<td>10-item scale of transparency, legality, approval, privacy concerns, permission, vulnerability, reward, consumer responsibility, protection, and terms.</td>
</tr>
<tr>
<td>Mikal 2016 [64]</td>
<td>26</td>
<td>Male and females with average age 26 years. Over half with depression history</td>
<td>Advertised on list serves, discussion boards, and local Internet community websites</td>
<td>Focus group semi-structured interviews</td>
<td>Relatively positive view provided data are anonymous and aggregated to protect identities.</td>
</tr>
<tr>
<td>Monks 2015 [65]</td>
<td>48</td>
<td>13-14 years old Australian school students</td>
<td>Sample of convenience drawn from students participating in a leadership workshop</td>
<td>Focus groups with 3 main open questions</td>
<td>Some concerns about privacy but open to the use of social media for research if opportunity to provide consent and assured of confidentiality and anonymity.</td>
</tr>
<tr>
<td>Moreno 2012 [38]</td>
<td>132</td>
<td>Male and female adolescents aged 18-19 years within US university</td>
<td>Used Facebook to identify students</td>
<td>At end of interview about health, asked “We identified participants for this study by looking at publicly available Facebook profiles. Do you have any thoughts about that?”</td>
<td>Endorsement by 26 respondents. 48 were “fine” with it, 38 were neutral or no specific comments, 12 were uneasy, 8 had overt concerns.</td>
</tr>
<tr>
<td>Petersen 2013 [66]</td>
<td>27</td>
<td>Members of Medical Webmasters (MWM), an open, unmoderated list and Patient Advocates in Research (PAIR), a closed, unmoderated list for cancer patient advocates</td>
<td>Posted on 2 electronic lists</td>
<td>Survey</td>
<td>Two themes emerged. Respondents believed journalists should seek permission from list members and/or webmasters and viewed members’ desire for privacy as taking precedence over researchers’ goals.</td>
</tr>
</tbody>
</table>
### Key findings identified in terms of the ethical considerations raised

<table>
<thead>
<tr>
<th>Source</th>
<th>Number of respondents</th>
<th>Characteristics of the participants</th>
<th>Survey distribution</th>
<th>Specific questions or methods used to ascertain ethical considerations</th>
<th>Key findings identified in terms of the ethical considerations raised</th>
</tr>
</thead>
<tbody>
<tr>
<td>Williams 2015 [67]</td>
<td>564</td>
<td>Social media users</td>
<td>Web-based survey</td>
<td>Survey with open and closed questions</td>
<td>37% are not at all concerned about their social media information being used by university researchers, whereas 46% are slightly concerned, 11% are quite concerned, and 5% are very concerned.</td>
</tr>
</tbody>
</table>

Table 2. Summary of coding framework.

<table>
<thead>
<tr>
<th>Concept headings</th>
<th>Concepts derived for coding</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Researchers</td>
<td>Perceived benefit of research</td>
<td>Overall outcome or intention of the research to do “good.”</td>
</tr>
<tr>
<td></td>
<td>Type of researcher</td>
<td>The affiliation of the researcher (such as university or commercial company). This is associated with the perceived benefit of the research.</td>
</tr>
<tr>
<td></td>
<td>Validity of the research methods</td>
<td>High or low validity of the methodology used, including risk of bias.</td>
</tr>
<tr>
<td></td>
<td>Risks to researchers</td>
<td>Any risks that the researcher is exposed to.</td>
</tr>
<tr>
<td>Social media users</td>
<td>Risks to social media users</td>
<td>Any risks that the social media users are exposed to either individually or as a group.</td>
</tr>
<tr>
<td></td>
<td>Vulnerable groups</td>
<td>Groups could be determined as vulnerable by either their individual characteristics or the topic discussed.</td>
</tr>
<tr>
<td></td>
<td>Original purpose of posts</td>
<td>The intent of the poster at the time the message was placed.</td>
</tr>
<tr>
<td></td>
<td>Privacy and self-regulation</td>
<td>The public versus private nature of social media and the need for anonymity or confidentiality. Connected to this issue is self-regulation whereby individuals control content.</td>
</tr>
<tr>
<td>Consent</td>
<td>Informed consent</td>
<td>Permission for posts to be used in a study.</td>
</tr>
<tr>
<td></td>
<td>Researcher disclosure</td>
<td>Researchers being transparent and honest about their intent. This can be either up-front or at a later stage.</td>
</tr>
<tr>
<td>Social media site responsibilities</td>
<td>Terms of service</td>
<td>Also known as “terms of use” or “terms and conditions,” these are the rules agreed to in order to use social media sites.</td>
</tr>
<tr>
<td></td>
<td>Site administrators</td>
<td>Site administrators, list administrators or list moderators are often in charge of maintaining a discussion or mailing list.</td>
</tr>
<tr>
<td></td>
<td>Legality</td>
<td>Refers to legal issues, regulation or government oversight and includes issues of copyright.</td>
</tr>
<tr>
<td></td>
<td>Type of platform</td>
<td>The type of social media platform, for example closed or open, personal or professional. This is connected to issues of public versus private space, and the original purpose of the postings.</td>
</tr>
</tbody>
</table>

**Validity of the Research Methods (High and Low)**

Whereas users’ perceptions of the validity of social media research was partially influenced by the researcher affiliation, they also discussed its methodological rigor on its own merits. Attitudes were divided as to whether social media research could be viewed as high or low validity research, particularly compared with more traditional research methods. Those users who viewed social media research as high quality cited it as a means of quick access to vast amounts of timely information and large samples to mitigate the effect of false information or extreme views and improve research accuracy [40]. Anonymity of posts was also thought to encourage open and honest opinions and discussions particularly about sensitive issues or nonconventional or “politically incorrect” views. Research using social media was also seen to avoid biases inherent in having to answer questions in the presence of others, such as in a survey [40].

In contrast, other social media users were concerned about the low validity of the research in terms of quality of the data, representativeness, and poor methodological approach [40,58,64,65]. Concerns were raised about inaccurate or false data or accounts with people severely limiting what they post on the Web (see self-regulation), and behaving differently off and on the Web [40,58 64,65];
I’ve never once posted anything negative. So if you took that data, it would not be accurate, because of course I have had bad days or sad days. [Twitter user [64]]

Social media posters were not considered representative of the general population and using social media would lead to “only the loudest voices heard” [40,64].

Some social media users were skeptical not only about the data posted on social media but also about the accuracy of the methods of using social media, and biased research;

You can’t even get targeted advertising right, what makes you think public health accuracy is going to be any better? [Twitter user [64]]

Many researchers in the fields covered by this list do research solely to “prove” that our illness are faked or psychological. Most of us do not care to operate with people like that. Any truly unbiased research is fine. [Chemical-injury mailing list owner [58]]

Risks to Researchers

Insults or being “flamed” were the most common threat posed to researchers [58,60,61]. Researchers spoke from experience of the need for care that they do not become victims to trolls and to separate their “researcher” persona from their “personal” persona and thus protect the boundaries between their professional and personal lives [60,61,71].

The potential for more extreme harm was cited in countries with governments which control Internet access and communications [70]. For example, an associate professor carrying out a study in Central Asia stated that local researchers could be risking their lives by conducting social media research;

I can’t get anyone to work with me right now because the Uzbek government just passed a law that anyone accused of giving sensitive information to foreigners will be accused of treason, and the law doesn’t define what is sensitive information. Now the penalty for treason in Uzbekistan is death, I believe. [Associate professor, University of Washington [70]]

Social Media Users

Risks to Social Media Users

Social media users were also worried about the risks of judgment or ridicule or unsolicited attention on the Web and, more seriously, “abuse” or bullying [40,43,64,65,70]. Other possible harm included exploitation from organizations or use by the police or courts for purposes of prosecution in divorce cases, child custody cases or lawsuits [40,58]. Other social media users felt very uneasy about social media research or felt it was “creepy” or “scary” [38,58,60,61,64,65]. Respondents commonly held the perception that posters are being “exploited” or “used,” with researchers using social media posters to “get someone to do their work for them” was widely held [58,65].

Risks were associated with data being taken out of context, used inappropriately or the poster being identifiable. Users were concerned at the potential to distort the context in which something was said or that findings would be used to defend or promote something that was not intended (see purpose and validity of the research) [40,64,65]. Some respondents, although happy for researchers to use verbatim quotes, felt that “if it actually involves taking your comments and interpreting it, then it’s a very different thing” [40]. Use of verbatim quotes, rather than some form of interpretation [65], was one solution to taking comments out of context. However, this bought about issues of anonymity and privacy.

Researchers were generally aware of the risks to social media users (even with anonymized data) and considered these risks in their studies [43,70]. In addition, researchers were worried that the risks were not taken seriously by international review boards (IRBs) [43,70]. Deidentification of social media posts was seen as crucial to minimize negative consequences [65]. However, using verbatim quotes could compromise individual anonymity (see privacy).

Whereas users were well aware of the risks, they exhibited a feeling of apathy [38,40,56,64] with risks just being something to be accepted and the only way to stop it happening being to stop using social media [38,40,56,64];

With some of the stuff I write, I am uncomfortable thinking it is going to be accessible for a long time but this is after all the Internet and it’s hardly private...The alternative, (that is) total privacy is to sit here in my house alone and not communicate. I’d give it about three weeks before total insanity set in. [Discussion list member [56]]

Risks extended beyond individuals to social media groups. It was considered important to maintain social media as a protected space where members may speak openly without concern that their words will be shared outside the group [65,66]. Researchers were seen by some as an intrusion which can destroy the dynamics and enjoyment of using social media and curtail freedom of expression [58,65,66,70]. This was reiterated by some users who reluctantly self-regulated their posts [65]. Some users even felt that the damage to communication and community within these forums could lead to people not participating or sites closing [58,70].

Vulnerable Groups

Certain groups such as children and teenagers [42,43,62,63,65,71], individuals suffering from mental health issues [64], and even the deceased [66] were perceived as vulnerable and thus required extra emphasis on respect and caution to counteract this vulnerability [65,66]. The legal context and government practice of the country from which the post originates may also affect the potential for harm. For example, homosexuality is illegal, or at least taboo, in certain regions. Thus, individuals could be exposed to severe harm if their sexual orientation were publicized [70]. Risks to professional reputations and careers were also raised for those, such as school teachers or health professionals, with responsibility for potentially vulnerable or impressionable individuals [40].

Whereas some social media users thought ethical principles of research should be upheld regardless of the topic of the research [40,65], others thought that topics of a sensitive or personal nature needed more consideration [58-61,65,70]. The sensitive
nature of some discussion groups was cited as good reason to prohibit or discourage researchers;

   Our code of conduct explicitly prohibits information gathering from SPALS (subsequent pregnancy after a loss support) for other than immediate personal use. ...Privacy and confidentiality are also concerns. We don’t want to attract the “research-paparazzi.” [List owner [58]]

Original Purpose of Posts
When social media users post on social media, they may have no expectation that this would ever be used for research [40,56,57,65,71]. The intended audience may be limited to friends and family and possibly “friends-of-friends” [65,71]. Considerations of the wider implications and access by third parties are not likely to be at the forefront of many social media users’ minds [40,56,57,65].

Even if people are aware of the public nature of social media, people may still “get carried away with themselves when they are writing (on social media platforms)” [40] and then “once it is on there, to try and get rid of it, it’s too late or it’s too hard” [40]. Thus, there is a need to consider carefully the impact of reporting of verbatim social media data no matter how open or public a site is considered to be [71];

   I was also very irritated with people who used that argument that we should not ask for informed consent because it is easy to get into the groups. It is the participants’ purpose for being in the group that is important in a way and their feelings about what kind of space this is. [Researcher, Norwegian University of Science and Technology [70]]

Privacy and Self-Regulation
Whether social media should be seen as a public or private space occasioned contention as well as confusion [40,42,43,56-66,68-71] and was the principal factor in the likelihood of approval for social media research projects [59]. Some social media users believe that “there is no such thing as privacy online” [40], so once information is posted it is available to the public and thus can be accessed and used for research purposes [38,40,57].

Despite the commonly held view that social media are public, some privacy was still expected and this raises caution for Internet research [38,56,57,62-64]. Some users still expressed discomfort about it being used—although appreciated how contradictory this may appear [57,63];

   I write a blog about my experience of diabetes and would feel very aggrieved if I found any of it quoted in a medical research paper without having been asked. I realise this is slightly contrary (since I am posting and effectively actively encouraging readership) but nevertheless it would feel like “theft” of my content. [Diabetic forum user [57]]

An expectation of privacy resulted, in part, from a lack of understanding of the extent of the public nature of social media exchanges [56]. Navigating the privacy settings of social media isn’t always simple or straightforward. Some social media users did not know what is public or private on social media or what their settings were [38,64,65]. Some users did not understand the permanent nature of social media data, how extensive data reach can be, and the big data computational tools that can be used to analyze posts [64]. Users also felt it was easy to forget or not think about this while posting (see risks) [57].

Confidentiality and anonymity were thought to help protect privacy [42,43,70,71]. Social media users emphasized the importance of anonymity [40,59,64,65,67,69] with approximately three-quarters preferring to remain anonymous [59,67]. Users were also more likely to accept research if it looked at deauthored data or used overall aggregated numbers [40,57-59,64,65,69].

Some respondents (both users and researchers) identified the challenge of using quotations and maintaining anonymity [43,57,68,70] given that quotes, even if anonymized, can be traced back to their origins using a Google search [57,70]. These views were confirmed in a small Web-based survey of academics from a single UK university where only 10 out of 30 researchers agreed it was “very unlikely that individuals will be able to be identified if social media datasets are anonymised” [68].

One solution to using direct quotes was to cite only indirectly or to paraphrase quotes [69]. This, however, could have implications for those social media users’ who were concerned about their posts being taken out of context (see risks).

Respondents who disagreed with the need for anonymity believed that users are responsible for managing their identity as people “can always be anonymous if you want to be” [40]. For example, users could use a username unrelated to their real name, utilize privacy settings, and select what to share on the Web [40,43,62-65,68]. The idea that there is no such thing as privacy was reiterated (52) and as such self-regulation was key [64];

   I think our generation is gravitating towards (the idea that) privacy is not to be expected anymore. You have to create it yourself. You have to enable it yourself, because it just doesn’t exist anymore. [Twitter user [64]]

This idea that self-regulation should be relied upon was reflected in the results of the survey of UK academics where 17 out of 30 agreed “it is the responsibility of individuals to rethink how they use social media if they are unwilling for their online public behavior to be studied by researchers” [68].

These views were inextricable from views on informed consent as social media users who actively “self-regulated” did not think researchers needed to gain consent [40].

Consent
Informed Consent
Generally social media users were divided as to whether they agreed or disagreed that social media research required informed consent from posters [67]. Users and researchers who did not feel informed consent was necessary tended to feel that informed consent was implied by the public nature of social media.
Others felt that anonymization removed the need for informed consent. Other social media users expressed reservations feeling that researchers should obtain permission for use. They linked this to the original intention of the post, data ownership, or to difficulties of anonymizing direct quotes. Attitudes appear to be changing as users learn from experience and social media develops;

I have allowed this in the past, but I feel that they should get permission first. [Mailing list owner]

Gaining consent was seen as part of common decency and not solely to ensure good ethical practice. Researchers were felt to have a moral responsibility toward Web-based content and to protect citizens from violations linked to social media research.

Some researchers tended to assume that proceeding without informed consent was acceptable because social media are public.

Only publicly visible data was extracted so we thought that, because the data was publicly available, no ethics applied. [Researcher]

This was reiterated in the survey of 30 UK academics where 10 felt that there is no need for informed consent if social media were publically accessible.

However, they also raised the issue of whether posts represent a “human subject” or text.

If I think of Perry’s comments as the letter for the editors, I don’t have to get any informed consent, but if I think of it as a personal conversation, I have to get informed consent. [Doctoral student, York University in Canada]

This was not discussed among social media users but when asked, 22 out of 30 UK academics disagreed that “studying public data on social media is essentially same as studying documented text”.

Some users saw the necessity for informed consent as depending upon both the content and type of analysis. Many thought that sensitive, personal posts or posts with a “sexual, political or religious” focus required informed consent and were more accepting of the use of aggregate data, generalizations or observational overviews than case studies or the use of quotes (this was interconnected with anonymity).

Both social media users and researchers felt that it was difficult to implement informed consent. Challenges related to the large amounts of data involved, the impossibility of getting informed consent from all the users, and difficulties in how and whom to ask. The impracticalities of detecting minors were also highlighted. However, where respondents favored consent, they did not think that logistical burdens offer a justification for not seeking permission.

### Research Disclosure

Many social media users felt that the collection, access, and use of social networking data should be transparent. Some felt that authors of postings should know how their comments might be used “up-front” at the time of producing them with an option to opt-out of research. Any researcher that joins a mailing list should identify themselves as such as soon as they have joined-opt better yet before they have joined and ask permission of the list owner. As a person I have a right to know I am being experimented on or studied.

Many researchers agreed that being explicit and transparent as possible about one’s role as a researcher was the best possible action whereas some were uncertain about when it is appropriate to collect data without disclosing their identities. Deception of social media users was generally seen as unacceptable.

Respondents drew a distinction between naturally occurring social media data and data stimulated by a researcher’s intervention. It was more important for a researcher to make themselves and their intentions known in advance when participating in forums.

### Social Media Site Responsibilities

#### Terms of Service

Most researchers factor in consideration of “terms of service” for the social media platforms from which they extract data into their research planning. Whereas the vast majority of social media users were aware of “terms of service,” neither researchers nor most social media users agreed that this is sufficient for informed consent. Terms of service were considered too long, dense, and confusing; and unread by most members of social media sites. A few social media users felt that the public openness and accessibility of the platform of social media (such as Twitter or LinkedIn) implies that third parties may use the data. Thus, researchers should not rely upon the terms of service.

#### Site Administrators

There was an absence of consensus over the role of site administrators. Some social media users thought that researchers need to gain permission from the list owner, in addition to the users’ permission;

No individual or entity should be using it (private forum) for research without explicit permission from both the people who writes the message as well as the people/group who runs the mailing list.

Others were vehemently opposed to list owners giving permission on behalf of members;

I think it would be a complete betrayal if (admin) were to give permission on behalf of the members.
Legality

Some social media users thought government oversight or regulation should ensure the ethical use of data and protect the rights of users [64]. Some suggested a law against collecting information about social media users [62,63] and not gaining consent was compared with “hacking” [40]. Others suggested that governmental oversight was unnecessary leading to fears of Orwellian monitoring [64].

The public nature of social media platforms and their content raises the issue of data ownership [40,57,62,63,66,70]. Some social media users thought that users automatically surrender their right to ownership by posting and that as they are public they are “uncopyrighted so they are ‘free’ for anyone to use” [56] or the social media platform owns all data on the site [40,57,64].

However, other social media users and researchers thought that users own the intellectual property of content they post and that posts should be treated in line with copyright laws [40,43,56,58,59,66,69,70]. This requires that proper referencing or acknowledgment is in place [40,57,58,70];

“If someone decided to republish my post in another forum or document, I would expect my comments to be kept in context and credited to me.” [Diabetic forum user [57]]

However, including a “handle” or the Web-based username in a reference was perceived as problematic by some social media users who valued anonymity over credit [40,57,58,70].

Type of Platform

The type of social media website, such as open and closed groups or sites with privacy settings, also influenced whether consent was considered implicit [40,64,65,69,71];

“I feel if a forum is viewable to the public, IE you don’t have to be a member to view any of the forum threads, then you or anyone else can use any of the information you find on any forum.” [Diabetic forum user [57]]

Twitter and Web-based open forums were seen as inherently public forums [40,64,65]. In contrast, Facebook has explicit privacy control settings and was therefore viewed differently [40,64];

“It all comes down to the fact that we know that we’re using Twitter and it’s public. I think I might honestly feel differently about that if it were Facebook, because I do feel like there is some degree of privacy in Facebook.” [Twitter user [64]]

iMessage and other messaging functions were viewed as private spaces with closed conversations [58,65];

“A mailing list unlike a sidewalk has a membership list and only members are part of that list... the mailing list retains an identity as a PRIVATE forum. With that in mind, no individual or entity should be using it for research without explicit permission.” [List owner [58]]

Social media websites with a fun, social purpose are likely to contain much more “personal” content and were therefore viewed differently from websites with a professional aim such as LinkedIn [40].

Users were also more concerned about researchers accessing and using photos than written content because text could have been written by anyone—whereas it is more difficult to falsify photos [40].

Discussion

Principal Findings

This systematic review demonstrates the need to understand a complex array of interrelated and challenging factors with respect to ethical considerations in social media research. Diverse important issues and concerns remain to be addressed, but consensus proves difficult to achieve. Respondent views varied considerably from complete “animosity” to being “overly positive.” In between were attitudes of conditional acceptance (for instance social media research only to be undertaken if informed consent is gained or the site is public) and complete apathy. In addition, even views from the same respondent were conflicting with many being well aware of their contradictory views. The comprehensiveness of this review enables us to develop a broader view of the contrasting issues rather than being restricted to findings from a single study or single population that is not as transferable.

The differing attitudes can partially be explained by the heterogeneity of respondents, their different understandings of social media research, and different methodologies used in each included study. In particular, Twitter users and the younger generation tended to be more accepting of social media research. Research using social media is a relatively new phenomenon. Some respondents had little understanding of social media research particularly in the earlier studies or were unaware of the range of examples. Social media users were more likely than researchers to evaluate the perceived benefit of the research and the validity of the research when considering the acceptance of social media research. Researchers, on the other hand, were also more likely than social media users to be concerned about risks to researchers themselves.

There was general agreement on several issues. Whereas there was strong support for social media research that is for the “good” of society (and thus greater acceptance of university researchers)—this should not offer researchers carte blanche or an opportunity to ignore ethical principles. There are different definitions of “beneficial” research and some people could still be at risk of harm. Respondents acknowledged possible risks with these being more complex for such groups as, children, adolescents or vulnerable adults [38,72-75] or for discussions on sensitive topics. Risks to social media group dynamics and freedom of expression have been highlighted in the literature [36,76] and this review demonstrates the strength of feeling about the importance of keeping safe and supportive environments for people to post on. The potential benefits, therefore, should still be weighed up against any potential harm. However, often researchers considered general principles such as “do no harm” as difficult to follow [70].

Respondents were much more likely to support the use of numerical aggregate data (such as overall statistics) than qualitative research involving quotes or interpretation of quotes. This view was almost unanimous [40]. Respondents agreed overwhelmingly that the terms of service of social media platforms are infrequently read and should not be relied upon. This finding may be related to newsworthy cases where terms of service were relied upon. Over time much has been learnt through trial and error. As a consequence, platforms such as Twitter and Facebook have changed their terms of service with much tighter control over external research [76,77]. However, this review does not suggest that users feel this is the best way forward.

Respondents also thought that the conduct of social media research should not just obey the principles of the law (although there was little agreement as to what the law is) but also follow ethical principles and a moral obligation.

Many issues encountered little agreement and conflicting attitudes. The boundaries between public availability and privacy were particularly complex. The public nature of social media has been used to support current practice, whereby a minority of studies apply for institutional ethics board or other approval and most studies do not mention ethical approval [43,73,78-80]. Social media research, therefore, often involves a lack of informed or valid consent with group members often unaware that they are being monitored [76,80,81]. Whereas some social media users seemed happy with this lack of consent, quoting the public nature of social media and the potential to self-regulate, others strongly opposed this on the grounds of privacy, original intent of the post, risks to users, and ownership of the data. These arguments are similarly rehearsed in the literature [34,43,78,82-86].

Rooted within the concepts of risk to users are the issues of privacy and traceability or anonymity of the poster [34,38,39,41,48,71-73,77,81,87-93]. Whereas some respondents were happy for use of anonymous posts, others wanted to be cited (as is the case for published works). Both users and researchers displayed a lack of understanding of the difficulty in upholding anonymity [80]. In 2006, deanonymization of social media users was carried out by journalists of the New York Times [94], and in 2011 data aggregated and allegedly anonymized by researchers from Harvard were deanonymized [83,95]. Covert participation inside Web-based communities has also occasioned controversy [96].

Respondents lacked clarity with regard to informed consent, when it should be implemented, and how [42,71]. However, users agreed that it is unacceptable to use names and direct quotes without consent and that it is practically difficult to obtain informed consent. The issue of informed consent was highlighted in 2012 when Facebook manipulated users’ posts in an experiment to influence people’s mood. This caused much anger and dismay among users who were unaware they were part of any experiment [97,98]. The included studies in this review, however, did not examine the ethics of manipulation of sites and this needs separate consideration.

Researchers may access content posted on the Web without interacting with the individuals who wrote the posts or even considering them “human subjects.” The “human subject” or “published author” debate, however, was little discussed in the included studies, yet, has important implications for ethical approval and is often debated in the literature [70].

The absence of an overarching consensus with regard to social media research ethics is apparent. Many complex ethical dilemmas persist [73]. Whereas researchers have found it useful to read and understand ethical considerations faced by other researchers, they find it challenging to translate approaches used in another research context to their own particular research [70]. Each research project, therefore, requires individual consideration of its ethical issues. Just as a blanket approach to the ethics of traditional research (such as surveys or focus groups) would prove unsuitable so, too, we should resist a “one rule fits all” to social media research. Researchers should consider the type of research (such as aggregate, qualitative); the nature of their topic (whether sensitive or trivial); as well as issues of anonymization, confidentiality, informed consent, privacy, and the benefits and risks involved. The ability to undertake Internet research may depend on the level of trust and confidence the public have in the research being undertaken when people choose to contribute to studies or make posts publically available [77]. Koene [77] considers a possible revolt with a call for a public backlash and boycott of Internet-mediated research. This review does not suggest that social media users feel as strongly as Koene [77] suggests, but we should still be mindful of these issues.

Limitations
Although the heterogeneity of included studies contributes strength to this review, this also makes it challenging to arrive at definitive conclusions. In particular, studies differed in their methodological approaches and by their presentation of results.

Social media are constantly evolving and have changed considerably since the first of the included studies was undertaken in 2001. It would be interesting to uncover how people’s perception of the ethical issues in social media research have changed; however, unfortunately the sparsity and heterogeneity of studies made it challenging to reveal any time trends.

Whereas additional non-database searches (such as citation searching and reference checking) were used in an attempt to overcome the difficulties in searching for this type of research, it is likely that some relevant studies remain unidentified. The review was also limited to papers in English or for which a translation could easily be obtained.

Conclusions
It remains unlikely that a consensus on the ethical considerations on using social media research will ever be reached. Each Internet research project requires an individual assessment of its ethical issues and selection of the most appropriate methodological approach.

Whereas the issues raised in this review suggest that ethical considerations in using social media for research are complex and require thoughtful consideration, this should not deter researchers from conducting social media research.
Contributions from social media offer a more immediate time window than experiences documented in formally published qualitative research. This is because social media data can be analyzed immediately whereas published qualitative findings may take at least two years from data collection, through peer review and the wider editorial process, to publication. To a large degree such contributions may be unfiltered and unfettered and less subject to the influence of the researcher. They are less constrained by the temporal and spatial limitations encountered when planning and conducting qualitative research. However, social media contributions are public offerings largely written in the knowledge that they could be read by a wider audience. They offer a perspective that is often stripped, or at the very least, lacking a grounding in context and that may challenge representation and interpretation. Thus, we cannot afford to miss the considerable potential of social media research and its unique contribution to knowledge.

Guidelines for ethical conduct should be based on the available best practices and standardized to avoid discrepancies and duplication from one institution to another. This methodological review is offered to initiate ongoing discussion within the research community of how such guidelines might be formulated. It highlights the importance of properly conducted social media research of benefit to the public. It also highlights the need to consider informed consent and privacy and researchers should not rely solely on regulation but have a moral and ethical duty to consider social media users and the main purpose of social media groups.
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Abstract

Background: Internet sources are becoming increasingly important in seeking health information, such that they may have a significant effect on health care decisions and outcomes. Hence, given the wide range of different sources of Web-based health information (WHI) from different organizations and individuals, it is important to understand how information seekers evaluate and select the sources that they use, and more specifically, how they assess their credibility and trustworthiness.

Objective: The aim of this study was to review empirical studies on trust and credibility in the use of WHI. The article seeks to present a profile of the research conducted on trust and credibility in WHI seeking, to identify the factors that impact judgments of trustworthiness and credibility, and to explore the role of demographic factors affecting trust formation. On this basis, it aimed to identify the gaps in current knowledge and to propose an agenda for future research.

Methods: A systematic literature review was conducted. Searches were conducted using a variety of combinations of the terms WHI, trust, credibility, and their variants in four multi-disciplinary and four health-oriented databases. Articles selected were published in English from 2000 onwards; this process generated 3827 unique records. After the application of the exclusion criteria, 73 were analyzed fully.

Results: Interest in this topic has persisted over the last 15 years, with articles being published in medicine, social science, and computer science and originating mostly from the United States and the United Kingdom. Documents in the final dataset fell into 3 categories: (1) those using trust or credibility as a dependent variable, (2) those using trust or credibility as an independent variable, and (3) studies of the demographic factors that influence the role of trust or credibility in WHI seeking. There is a consensus that website design, clear layout, interactive features, and the authority of the owner have a positive effect on trust or credibility, whereas advertising has a negative effect. With regard to content features, authority of the author, ease of use, and content have a positive effect on trust or credibility formation. Demographic factors influencing trust formation are age, gender, and perceived health status.

Conclusions: There is considerable scope for further research. This includes increased clarity of the interaction between the variables associated with health information seeking, increased consistency on the measurement of trust and credibility, a greater focus on specific WHI sources, and enhanced understanding of the impact of demographic variables on trust and credibility judgments.
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Introduction
People are increasingly seeking health information and advice online. Statistics from the Pew Research Center show that one in three adults in the United States go online to try to identify a diagnosis or to know more about a health complaint [1]. For the United Kingdom, a report from Oxford Internet Surveys indicates that the number of people going online to seek health information has doubled since 2005, from 37% to 69% [2]. Hence, the Internet is an important source of health information and advice, and the information obtained may have a significant effect on health care decisions and outcomes [3,4] and reduce anxiety and depression while increasing feelings of self-efficacy and empowerment [5-7]. Powell et al [5] suggest that online information is used to educate, reassure, and to sometimes challenge information received from health professionals. However, health information seekers encounter a plethora of Web-based and other sources of health information from a variety of organizations and individuals, and of varying quality, accuracy, and reliability [8-10]. This presents individuals with significant challenges in evaluating and selecting the sources to use, and more specifically, in assessing the credibility and trustworthiness of those sources [11-14]. Yet, in health information seeking, source evaluation is especially important because the information or advice gleaned may have a significant effect on health-related behavior and decisions [10,15]. Furthermore, research suggests that “meagre information evaluation skills” or low health literacy enhance consumers’ vulnerability [16,17], and that individuals with higher eHealth literacy gain more positive outcomes from health information searching including improved self-management of health care needs and more effective interactions with their physician [18]. In addition, Stvilia et al [19] found that consumers may lack the motivation or literacy skills to evaluate the information quality of health Web pages, and Chenet et al [20] suggest that digital inequalities may influence the extent of an individual’s health information repertoires. Hence, research that enhances understanding of the factors that influence the evaluation and selection processes associated with digital health information is important, and can inform the design of information literacy programs, health information content, health information systems, and the design of the interaction between patients and health care professionals.

Given the importance of the evaluation of WHI, and more specifically the role of trust and credibility judgments, there is a growing body of research in this area, and therefore, a continuing need to develop coherent reviews of the field as a basis for further research and to inform practice. Hence, this article undertakes a systematic literature review of the research that features the concepts of trust and credibility in WHI seeking. More specifically, it seeks to answer the following research questions:

RQ1: What is the profile of the research conducted on trust and credibility in WHI seeking?

RQ2: Which factors have been identified as impacting on judgments of trustworthiness and credibility in WHI seeking?

RQ3: Which factors, alongside trust and credibility, have been identified as influencing WHI seeking?

RQ4: What demographic factors affect trust formation in WHI seeking?

Given the importance of the trustworthiness of the health information gathered from digital sources, other authors have conducted literature reviews on this and related topics. Most of these were conducted a few years ago and, while retaining significant reference value, require updating [16,21-25]. There are also more recent reviews that focus on specific aspects of WHI assessment [17,26-29].

Another unique and important aspect of this review is its scope, in that it embraces both trust and credibility. Most prior reviews, and indeed much of the research, distinguishes between trust and credibility. Furthermore, for some authors, trust is defined as an antecedent to credibility (eg, [30-32]), but by other authors (eg, [6,25,33]) trust is viewed as the end result of a process in which credibility is only one of many components. To further add to the ambiguity, other authors regard trust and credibility as interchangeable (eg, [34]), or believe that trustworthiness is one of only two primary dimensions of credibility [26]. Hence, given the interweaving of the concepts of credibility and trust, it is appropriate to include research on both of these aspects in this review.

As suggested above, there are many definitions of trust and credibility in literature. This section provides some examples to orientate the reader and give context to this research. Tseng and Fogg [35] have argued that trust and credibility should not be used interchangeably, nor be considered synonyms; according to these authors, trust “indicates a positive belief about the perceived reliability of, dependability of, and confidence in a person, object or process” (p. 41). Rowley and Johnson [36] stated that trust is “a precursor to successful and effective adoption, interaction and ongoing commitment in the digital space” (p. 494). On the other hand, credibility can be defined as “a characteristic defined by reader judgments, (...) not necessarily equivalent to the actual quality of the information, such as its accuracy or truthfulness” (37, p. 240). Self [38] regarded credibility as “believability, trust, perceived reliability, and dozens of other concepts and combinations” (p. 421). This paper considers “trust” and “credibility” as two aspects of the same concept, without entering the debate about their different nature [23,25,39,40] because the articles analyzed below use both terms without much discrimination, demonstrating that the issue of defining the true relationship between trust and credibility is still very much unresolved.

Methods
A systematic literature review was carried out to highlight and explore the various aspects and applications of the concept of “trust” in digital health information. The review protocol
selected was that proposed by Tranfield et al. [41], which advocates an evidence-based approach (ie, the appraisal and synthesis of research evidence). The main advantage of a systematic literature review over a more traditional one (eg, overview or narrative) is the adoption of a “replicable, scientific and transparent process” ([41], p. 209). Key to Tranfield et al’s approach are three main stages, defined as planning, conducting, and reporting; this is also consistent with the guidelines proposed by the NHS Centre for Review and Dissemination [42]. The first stage involves the identification of the need for a study on a particular topic. In this study, prior research conducted by the authors in the area of trust formation in health-related Internet searches highlighted the spread and variety of trust and related concepts and uses in the academic literature, making it difficult, at times, to locate and select relevant and targeted research. Exploratory searches were conducted to identify the initial relevant search terms and strings. This process was then refined and reapplied throughout the entire search phase every time new search strings were recognized, in order to maximize coverage. The second stage (ie, the actual building of the dataset) involved the selection of suitable databases. Four multidisciplinary and four health-oriented databases were selected (Table 1). The search was conducted in the article title, abstract, and keywords fields.

### Table 1. Review protocol: databases.

<table>
<thead>
<tr>
<th>Type of database</th>
<th>Database name</th>
<th>Search fields</th>
<th>Number of final records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multidisciplinary</td>
<td>Scopus</td>
<td>Title and abstract and keywords</td>
<td>932</td>
</tr>
<tr>
<td></td>
<td>ScienceDirect</td>
<td>Title and abstract and keywords</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>Web of Science</td>
<td>Title and topic</td>
<td>787</td>
</tr>
<tr>
<td></td>
<td>ProQuest</td>
<td>All-except full text</td>
<td>1208</td>
</tr>
<tr>
<td>Health-focus</td>
<td>Medline</td>
<td>Title and keywords</td>
<td>313</td>
</tr>
<tr>
<td></td>
<td>PubMed</td>
<td>Title and abstract</td>
<td>254</td>
</tr>
<tr>
<td></td>
<td>PsycINFO</td>
<td>Title and abstract</td>
<td>211</td>
</tr>
<tr>
<td></td>
<td>Cochrane Library</td>
<td>Title and abstract and keywords</td>
<td>5</td>
</tr>
<tr>
<td><strong>Total number of records</strong></td>
<td></td>
<td></td>
<td>3827</td>
</tr>
</tbody>
</table>

An exhaustive series of search strings was employed in each database, accounting for synonyms, plurals, hyphenations, and multiple word combinations (eg, “information quality” or “quality of information,” and “eHealth” and its variants “e-Health” or “e-health”). Numerous combinations of words and strings were applied with Boolean operators “AND” and “OR” to broaden the search. Over 20 searches were conducted. Examples include:

- [online health information] AND [trust]
- [digital health information] AND [credibility]
- [web health information] AND [information quality]

The search exercise, conducted in July 2016 on academic, peer-reviewed literature written in English from the year 2000 onward, identified a total of 3827 records (Table 1). All search results were exported to Microsoft Excel, collated, and all duplicates removed; this reduced the number of records to 1212 unique entries (Figure 1).

Next, an iterative process of refinement and exclusion was carried out on the records to optimize the emphasis on the proposed research topic. Each record (ie, titles, keywords, and abstracts) was scanned for relevance and source, and all articles off-topic, without a full citation, and written in languages other than English were discarded. All conference proceedings papers, books, and book chapters were also discarded, except for 2 conference papers that were retained because of their high citation rate ([43], 434 citations; [44], 180 citations). The final dataset comprised 73 journal articles that were downloaded and fully reviewed by the authors.
Results

This section summarizes key aspects of the bibliographic profile of the literature (RQ1) before further elaboration on the topics covered by this research in response to the remaining research questions (RQ2, RQ3, and RQ4), which are discussed further below.

RQ1: What Is the Profile of the Research Conducted on Trust and Credibility in Web-Based Health Information Seeking?

This section profiles the dataset in terms of the research methodologies used, and the distribution of articles over time, by discipline and by country.

Research Methodology

The majority of the titles (71 articles) in the final dataset were empirical studies largely conducted by means of quantitative research instruments (55 articles); nine studies were qualitative, seven used mixed-method approaches, and two were conceptual articles. The participants for the empirical studies were, in almost half of the cases (37/71 articles), adults between 18 and 65 years of age. Undergraduate students were the subject of the research in 20 articles and older people (usually 50-55 years and over) were studied in eight articles. Two studies [31,45] focused on both adults and undergraduate students, two more on high school students aged 11-19 years [12,13], one study was a comparative analysis between older (62+ years) and younger people (<26 years, nonstudents) [46], and one involved content analyses of websites, and therefore, did not require human participants [47].

In addition, there is no agreement on how trust and credibility are measured among different authors. For example, in 2007, Flanagin and Metzgen [31] adopted a 22-item scale to measure the credibility of health websites as a whole. In this scale, the authors included aspects like “colourful,” “aggressive,” “bold,” or “sophisticated” that have not been encountered in prior literature or reutilized since. In the same year, Sillence et al [48] adopted a 25-item scale to measure trust formation that included both information content and website design aspects. A few years later, Corritore et al [11] expanded on the concept of trust formation and acknowledged the complexity of the issue. These authors proposed a 34-item scale which encapsulated concepts of honesty, expertise, predictability, reputation, ease of use, and risk, but they did not include the visual or design aspect of the WHI experience. Recently, Johnson et al [49] attempted to merge previous measurement tools by creating a 55-item scale, including both design and content aspects of WHI. However, in contrast to other research [6,11,16,50], these authors did not explicitly include the concept of the risk associated with information seeking. Therefore, although progress has been made since 2000 in addressing and measuring trust (and credibility) formation, coherence and comprehensiveness are still to be achieved.

Discipline

The final dataset was then categorized in terms of journal subject area, defined according to Scopus’ Scimago Journal and Country Rank (SJR) website (Figure 2). The main disciplines identified were medicine, accounting for more than half of all publications (46 articles), followed by social sciences (32 articles), and computer science (25 articles). The two most recurrent journal titles, with 8 articles each, were the Journal of Health Communication and the Journal of Medical Internet Research (medicine), followed by Social Science and Medicine (medicine or social sciences) and Decision Support Systems (business or computer science), with 3 articles.
Country

All articles were also categorized on the basis of the country where the bulk of the research was carried out (Figure 3). The research conducted in the United States represents more than half of the entire dataset (40/73 articles, 54.8% of dataset). Research conducted in the United Kingdom followed in second place, but only accounting for 13.7% of the total dataset (10/73 articles). The other eight countries identified make up the remaining 27.4% (20/73 articles) of the dataset. In addition, three articles were the result of collaboration between two countries: Gray et al [12,13], between United Kingdom and United States, and Kitchens et al [10], between China and United States. Grouping the titles in terms of distribution by continent, the Americas account for 61.6% of the research (45/73 articles), Europe for 24.7% (18/73 articles), and Australasia for 13.7% (10/73 articles). This analysis highlights the wide gap in research output between the United States and the rest of the world in this area, indicating that there is still considerable scope for the study of trust in WHI before an exhaustive picture of the situation can be produced, particularly in those developing countries where access to technologies is less well established.

Timeline

There is an established acknowledgment of the importance of research into trust and credibility in WHI seeking, and the number of publications has increased over the last 15 years, although slowly and with setbacks. The number of publications in the dataset never exceeded nine articles in any given year (Figure 4).
Discussion

RQ2: Which Factors Have Been Identified as Impacting on Judgments of Trustworthiness and Credibility in Web-Based Health Information Seeking?

The 34 articles in this category argue that trust (or credibility) can be defined as the end result of a series of judgments people apply during their online search processes. Such judgments are usually exercised on both the design features of websites and the content features of the information found. Tables 2 and 3 summarize the factors influencing trust formation. They are coded to show whether they have a positive or negative effect on trust formation, and whether the authors are using the terms “credibility” or “trust” in their research. In two instances [51, 52], “Evaluation” (“E”) is used throughout, although the research is contextualized with reference to trust and credibility. In tables 2 and 3, factors are listed in order of decreasing number of citations.

There might be some overlap between the features identified as design and those as content, due to the personal interpretation that some authors provide of certain aspects. For example, discussion groups could be classed as a content feature, implying access to information created by other peers rather than professionals, and indeed, Sillence et al’s [44] discussion groups are classified as content features. However, in this review, the distinction is based on whether the website offers a link to a discussion forum or group to its users (design feature) or the material discussed in the forum or group is used for study purposes (content feature). In addition, personalization (here reported as design feature) could also encompass both design and content aspects as, for example, cookies could help remember preferences (design), and include opportunities to interact with other people on the site (content). However, in the articles analyzed here, only design aspects were discussed under the umbrella “personalization.”

When discussing design features, many authors agree that a clear layout of the website is a strong positive factor influencing trust formation; the presence of contact details and the authority of the owner of the website follow as the second and third most cited factors to consider when addressing trust or credibility issues. The availability of interactive features is another desirable trait of Web design, but it should be noted that the concept of “interactive” has been evolving with time. For example, Walther et al [53] defined a website as “dynamic” if it had changing features such as graphics and fonts. However, Diviani et al [52], more than 10 years later, considered “interactive features” the presence of chat-rooms and fora linked to the website. Interestingly, Fogg et al [43] were the only authors to take into consideration elements such as functionality, customer service, and affiliations.

Much less work has been conducted on negative aspects of design features (Table 2). There is consensus among authors that the presence of explicit advertising on a health website is the least desirable visual feature. Other than this, the majority of negative website design features discussed in the literature emerge from the work of Sillence et al conducted in early 2000s [6, 44, 48, 54]. This is an interesting finding as, although the positive aspects can, in principle, be argued in opposite terms, very little explicit distinction is made between what is good and what is bad in WHI.
Table 2. Factors influencing trust judgments with trust or credibility as dependent variable—design features (C=credibility, T=trust, and E=evaluation).

<table>
<thead>
<tr>
<th>Features</th>
<th>Impact</th>
<th>Factor</th>
<th>Articles using this factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Website design features</td>
<td>Positive</td>
<td>Clear layout/design</td>
<td>[6] (T); [8] (C); [31] (C); [33] (T); [43] (C); [44] (T); [46] (C); [48] (T); [49] (T); [51] (E); [54] (T); [55] (T); [56] (C); [57] (T); [58] (T); [59] (T); [60] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contact details</td>
<td>[8] (C); [30] (C); [32] (C); [34] (C &amp; T); [52] (E); [61] (T); [62] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Authority of owner</td>
<td>[8] (C); [30] (C); [32] (C); [34] (C &amp; T); [48] (T); [52] (E); [53] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interactive features</td>
<td>[6] (T); [48] (T); [52] (E); [53] (C); [63] (T); [61] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Brand/logo</td>
<td>[33] (T); [49] (T); [54] (T); [55] (T); [61] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>External links</td>
<td>[8] (C); [32] (C); [34] (C &amp; T); [64] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quality seal/endorsement</td>
<td>[8] (C); [30] (C); [52] (E); [58] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Navigation aids</td>
<td>[6] (T); [30] (C); [32] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pictures</td>
<td>[6] (T); [32] (C); [52] (E)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Discussion groups</td>
<td>[6] (T); [48] (T); [61] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Privacy policy</td>
<td>[30] (C); [32] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identity of sponsor</td>
<td>[34] (C &amp; T); [43] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health on the Net (HON) network</td>
<td>[30] (C); [52] (E)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Personalisation</td>
<td>[57] (T); [59] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Functionality</td>
<td>[43] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Customer service</td>
<td>[43] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Affiliations</td>
<td>[43] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Easy to access</td>
<td>[57] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FAQ section</td>
<td>[6] (T)</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>Advertising</td>
<td>[6] (T); [8] (C); [30] (C); [43] (C); [44] (T); [52] (E); [53] (C); [54] (T); [64] (C); [58] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slow</td>
<td>[6] (T); [44] (T); [48] (T); [54] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Complex layout/design</td>
<td>[6] (T); [31] (C); [44] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Boring layout/design</td>
<td>[6] (T); [31] (C); [44] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inappropriate name</td>
<td>[6] (T); [31] (C); [44] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No navigation aids</td>
<td>[6] (T); [31] (C); [44] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No/poor search facility</td>
<td>[6] (T); [31] (C); [44] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Commercial domain</td>
<td>[53] (C); [65] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Uncaring/unconcerned</td>
<td>[66] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Textual deficit</td>
<td>[64] (C)</td>
</tr>
</tbody>
</table>

The most widely discussed positive aspect of content features in the literature (Table 3) is the authority of the author, representing the level of expertise of the person or persons writing the information; this is followed by the credibility or trustworthiness of the information (in articles where the main focus was either trust or credibility). For example, Freeman and Spyridakis [37] in their study on the measure of Web-based credibility, described credibility itself as being defined by two main components: trustworthiness and expertise, but Corritore et al [11] found that credibility was one of the direct predictors of trust. The objectivity of the information is also equally important and usually defined by authors in terms of how impartial and unbiased the source is. Ease of use, the fourth most common factor identified in the literature, is here seen as an aspect of content and how the information is made intelligible, and is based on a user’s perceptions [11].
Table 3. Factors influencing trust judgments with trust or credibility as dependent variable—content features (C=credibility, T=trust, and E=evaluation).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Impact</th>
<th>Factor</th>
<th>Articles using this factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information content features</td>
<td>Positive</td>
<td>Authority of author</td>
<td>[8] (C); [11] (T); [12] (C); [30] (C); [32] (C); [33] (T); [34] (C &amp; T); [43] (C); [48] (T); [49] (T); [50] (T); [52] (E); [55] (T); [67] (T); [66] (C); [58] (T); [61] (T); [62] (C); [65] (T); [68] (C); [69] (T)</td>
</tr>
<tr>
<td>Credibility/trustworthiness</td>
<td>Positive</td>
<td>Objectivity</td>
<td>[6] (T); [11] (T); [33] (T); [34] (C &amp; T); [44] (T); [46] (C); [48] (T); [49] (T); [54] (T); [55] (T); [66] (C); [59] (T); [61] (T); [62] (C); [69] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ease of use</td>
<td>[11] (T); [33] (T); [48] (T); [49] (T); [51] (E); [52] (E); [64] (C); [63] (T); [55] (T); [57] (T); [61] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Readability</td>
<td>[6] (T); [8] (C); [43] (C); [44] (T); [52] (E); [54] (T); [63] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Familiarity</td>
<td>[31] (C); [43] (C); [49] (T); [67] (T); [56] (C); [61] (T); [65] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Currency (up-to-date)</td>
<td>[8] (C); [30] (C); [34] (C &amp; T); [52] (E); [70] (C); [58] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Triangulation</td>
<td>[33] (T); [34] (C &amp; T); [49] (T); [55] (T); [58] (T); [65] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Usefulness</td>
<td>[33] (T); [43] (C); [49] (T); [63] (T); [55] (T); [71] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>References</td>
<td>[30] (C); [52] (E); [70] (C); [65] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relevance</td>
<td>[6] (T); [31] (C); [43] (C); [44] (T); [48] (T); [54] (T); [63] (T); [71] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Recommended by others</td>
<td>[33] (T); [49] (T); [55] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>[43] (C); [52] (E); [71] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quality</td>
<td>[50] (T); [57] (T); [59] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clarity/understandability</td>
<td>[48] (T); [63] (T); [71] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adequacy</td>
<td>[51] (E); [63] (T); [68] (C); [69] (T); [71] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quotations</td>
<td>[30] (C); [70] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comprehensiveness</td>
<td>[52] (E); [66] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Statistics</td>
<td>[30] (C); [70] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Empathy</td>
<td>[12] (C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Risk</td>
<td>[11] (T); [50] (T); [63] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inappropriate information</td>
<td>[6] (T); [44] (T); [54] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irrelevant information</td>
<td>[6] (T); [44] (T); [54] (T)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Complex information</td>
<td>[52] (E)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bias of information</td>
<td>[43] (C)</td>
</tr>
</tbody>
</table>

Readability, familiarity, currency, triangulation, and usefulness are other factors that have fuelled researchers’ interest and which have been the subject of a number of studies. Less common positive content aspects, mentioned only marginally in literature, include the presence of quotations, statistics, and empathy.

The discussion around the negative aspects of the content characteristics of WHI has been much more limited and fragmented. Very few authors have dedicated time to assess what hinders trust (or credibility) in WHI sources. Some researchers have discussed the concept of risk being associated with trust, particularly from a philosophical perspective, stressing that every transaction that requires trust has a degree of associated risk [11,50,63]. The detrimental effects on trust formation deriving from the information being inappropriate or irrelevant, have only been discussed by Sillence and coauthors [6,44,54], with one work focusing on the complexity of the information [52] and another on the bias of the information [43].

**RQ3: Which Factors, Alongside Trust and Credibility, Have Been Identified as Influencing Web-Based Health Information Seeking?**

Nine articles (Table 4) use trust as an independent variable in their research model and view it as an antecedent to (1) the evaluation of information “quality,” or (2) to the intention to “use” the information found. In addition, Escoffery et al [72] report on the ranking that college students give to a number of criteria when looking for WHI.

**Information Quality**

Bates at al [73] showed how trustworthiness, together with truthfulness, readability, and completeness can influence the quality of information; in addition, more readable health
websites can improve the quality perception of the information, but this does not seem to have an effect on the overall trust [74]. Stvilia et al [19] highlighted how the quality of the information is informed by many aspects and trustworthiness is only one of them, together with accuracy, reliability, credibility, and clarity to mention only the most relevant. In a recent article, Kitchens et al [10] showed that the quality of health information is dependent on trust as well as accuracy, but also on the relevance of so-called “referral links” (i.e., other websites that link to the main one).

Table 4. Factors, alongside trust or credibility (independent variable), influencing online health information seeking.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Related article</th>
<th>Major findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of information</td>
<td>[10]</td>
<td>The quality of health information is dependent on information accuracy and trustworthiness. Quality is then linked to website importance via the number and importance of referral links (i.e., links to the website and importance of those websites that link to it)</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>The quality of information is informed by many factors; the first five, in decreasing order of importance, are: accuracy, reliability, credibility, trustworthiness and clarity</td>
</tr>
<tr>
<td></td>
<td>[73]</td>
<td>Trustworthiness, truthfulness, readability and completeness are the main factors influencing the quality of information</td>
</tr>
<tr>
<td></td>
<td>[74]</td>
<td>Making a health website more readable improves quality perception of the information, but there is no effect on trust</td>
</tr>
<tr>
<td>Use of the information</td>
<td>[75]</td>
<td>Trust, together with the importance given to written media, concerns for one’s own health, importance given to the opinion of HCPs and perceived usefulness, is an antecedent of the intention to use the information</td>
</tr>
<tr>
<td></td>
<td>[76]</td>
<td>Perceived benefit, high interactivity and trust positively affect health information use, as well as satisfaction and long-term loyalty</td>
</tr>
<tr>
<td></td>
<td>[77]</td>
<td>Trust, together with demographics, experience, salience of info and health beliefs, positively influences the intention to use</td>
</tr>
<tr>
<td></td>
<td>[78]</td>
<td>Older people have concerns about the credibility of online health information and the less they trust it, the less they discuss it with their doctors</td>
</tr>
<tr>
<td></td>
<td>[57]</td>
<td>Usability and usefulness contribute to trust formation which, in return, is key to return and reuse a source of information</td>
</tr>
<tr>
<td>Factual list</td>
<td>[72]</td>
<td>College students have ranked a series of criteria to consider when looking for online health information and accuracy, credibility and currency of the information are the top three</td>
</tr>
</tbody>
</table>

**Intention to Use the Information**

Five articles discuss the factors that affect intention to use health information found online. Lemire et al. [75] proposed how trust is linked to the use of the information, but only in conjunction with the importance given to the opinion of health care professionals (HCPs) and the perceived usefulness of the information. Lee et al. [76] argued that perceived personal benefit, highly interactive websites, and long-term loyalty to specific resources can, together with trust, affect health information use. In two more recent empirical studies, Sheng and Simpson [77] and Pannor Silver [78] discussed the issue of information use from the perspective of older people. Sheng and Simpson [77] claimed that some demographic factors can still influence health information seeking in senior users, particularly age, education, and income, but such factors only bear weight if considered in association with one’s own experience with the resources and health beliefs. Pannor Silver [78] highlighted a number of barriers that prevent aging people from trusting and, therefore, using digital health information, particularly in relation to poor e-literacy skills and lack of critical judgment of the quality of the information. Fisher et al. [57] conducted a study in Australia on how usability and usefulness of medical websites are crucial to build trust in users and how such trust is then applied to return to and reuse a specific resource.

**RQ4: What Demographic Factors Affect Trust Formation in Web-Based Health Information Seeking?**

Table 5 lists the 24 papers analyzing demographic aspects in connection with the concept of trust in WHI.
<table>
<thead>
<tr>
<th>Factor</th>
<th>Hypothesis</th>
<th>Related articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Women go online/trust online info more than men</td>
<td>[45,67,79-82]</td>
</tr>
<tr>
<td></td>
<td>No difference between genders</td>
<td>[30,45,83-85]</td>
</tr>
<tr>
<td>Education</td>
<td>People with higher education levels go online/trust online info more</td>
<td>[45,79-81,83,85,86]</td>
</tr>
<tr>
<td></td>
<td>No differences due to education level</td>
<td>[87]</td>
</tr>
<tr>
<td>Health status</td>
<td>People with poor health go online/trust online info more</td>
<td>[80,86,88]</td>
</tr>
<tr>
<td></td>
<td>People with good health look for offline health info resources more</td>
<td>[80]</td>
</tr>
<tr>
<td></td>
<td>People with good health go online/trust online info more</td>
<td>[79,83]</td>
</tr>
<tr>
<td></td>
<td>Positive relationship between trust and self-efficacy belief in taking care of one’s health</td>
<td>[89,90]</td>
</tr>
<tr>
<td></td>
<td>No differences due to health status</td>
<td>[85,87]</td>
</tr>
<tr>
<td>Income</td>
<td>People with higher income go online/trust online info more</td>
<td>[45,79-81,83,85,91]</td>
</tr>
<tr>
<td></td>
<td>No differences due to income</td>
<td>[87]</td>
</tr>
<tr>
<td>Age</td>
<td>Younger people (25-55 years) go online/trust online info more</td>
<td>[45,79,81,85,86]</td>
</tr>
<tr>
<td></td>
<td>Younger people (25-55 years) trust online info less than older people</td>
<td>[37]</td>
</tr>
<tr>
<td></td>
<td>Older people (usually 55+) do not trust online info and prefer offline resources</td>
<td>[83,84,87,91]</td>
</tr>
<tr>
<td></td>
<td>Articles discussing how young adults (from teenagers to college students) judge and trust online info</td>
<td>[12,13,33,34,49,55,60,71,72,92]</td>
</tr>
<tr>
<td></td>
<td>Articles discussing how elderly people judge and trust online info</td>
<td>[58,77,78,84,93-96]</td>
</tr>
<tr>
<td></td>
<td>Articles comparing young adults versus elderly online behaviour and trust</td>
<td>[46,97]</td>
</tr>
<tr>
<td>Health literacy</td>
<td>High health literacy and seeing HCPs often promote online trust</td>
<td>[12,13,98]</td>
</tr>
<tr>
<td></td>
<td>No differences due to health literacy</td>
<td>[85]</td>
</tr>
<tr>
<td>Race</td>
<td>White people go online/trust online info more than black people</td>
<td>[81,86]</td>
</tr>
<tr>
<td>Parental status</td>
<td>Parents, regardless of gender, behave similarly online</td>
<td>[82]</td>
</tr>
<tr>
<td>High/low skilled Web users</td>
<td>The higher the skills the lower the trust in the info</td>
<td>[37,67,97]</td>
</tr>
</tbody>
</table>

Widely discussed in literature are the two extremes of the age spectrum, the young and the old, and their alleged profound differences in selecting, evaluating, and trusting WHI. Old age has been associated with an overall low trust in Web resources [83,84,87,91], as people in this age group rely more on interpersonal relations with physicians, pharmacists, friends, and family [84]; in this respect, the better the quality of doctor-patient communications or other health care providers, the less people tend to go online to look for alternative health resources [86]. Medlock et al [93] found that, indeed, older people depend more on face-to-face interactions with doctors (first) and pharmacists (second), but the use of the Internet is their third chosen source on health information, and aging people who use the Internet more than their peers tend to use all other health information sources as well. McMillan and Macias [94] made the distinction between “health technologists,” who are younger seniors using online resources frequently and reporting higher trust in the information retrieved and “health traditionalists,” who are the older segment of seniors using the Internet seldom and, therefore, trusting its information much less. Distrust in Web-based resources is associated with difficulties in navigating through large amounts of often confusing information. Zulman et al [95] noted that health websites reporting clearer features that identify easily the source and authorship of the information would promote the use of the Internet among more senior people. This age group acknowledges the importance of selecting trustworthy, credible information but lacks the experience in identifying what trust indicators should be used, hence, simpler and clearer layouts would be easier to navigate. The use of the Internet is associated with an intrinsic trust in the information found and with the perception that searches are easy to carry out, but such perception and the associated feeling of trust decrease with age [63]. A comparative study conducted in Germany by Feufel and Stahl [97] on young and elderly people, emphasized how highly skilled Internet users (identified as young, with high levels of education and more Internet experience) are more confident about the quality of the information retrieved, achieve more focused results, and conduct searches to objectively inform themselves as opposed to low skilled people (identified as older, with lower education levels and patchy Internet experience), who perform less effective searches only to confirm their own preexisting opinions on a topic. Better Internet skills have also been correlated with less trust in the health information [37]. Not surprisingly, at the opposite end of the age scale, young adults, in particular teenage users, seem to experience the same lack of judgmental skills of their much older peers when evaluating health information on the Web. In studies conducted
on UK and US adolescents, Gray et al [12,13] reported that young people have difficulties in evaluating online information, which are further exacerbated by low functional, critical, and interactive literacy skills. Very young adults base their assessments of WHI on aesthetics prompts, how familiar they are with a certain website [92], and on how easy it is to access the information [55]. The confidence in their own search strategies contributes to increasing the trust in the information [92]. However, it might be that such confidence is entirely subjective and unjustified, particularly if other older and more expert people are asked to review the same sources [12,13]. Johnson et al [55] found that assessment skills become deeper and more content-oriented with age, so that university students in their third year of study show more discerning judgments than their peers in the first year.

The intermediate age group, here generally defined as comprising people between 25-55 years, shows an online behavior that is more influenced by other demographic factors, particularly education and income levels. As reported in Table 5, several studies have confirmed that people with higher incomes [79-81,83,85,91] and a higher education level [79-81,83,85,86] trust and use digital health information more than people in lower socioeconomic groups. A study conducted in Australia by Dart [45] showed how people from high socioeconomic and university-based backgrounds used the Internet for health information more than disadvantaged people but, in spite of considerable differences in the Internet use, neither group particularly trusted online information. Only Ye [87] reports conflicting findings; according to this research, neither personal capital (ie, income, age, education, and health status) nor social capital (one’s network of social interactions) have an impact on trust judgments of health digital information. A study by Dutta-Bergman [99] described how, at the dawn of the Internet era, trust in WHI was segmented according to the sources accessed; for example, younger people with strong health beliefs would trust local doctors’ websites the most, whereas less educated people with weaker health beliefs would trust in hospitals more; people with higher income and education would prefer medical universities’ websites for their information needs. A more recent trend, due to the widespread use of social media, is the willingness to share health information with others online.

The perception of one’s own health status is another determining factor in health information evaluation; however, research has identified conflicting trends. Ye [89] reported that trust in WHI is associated with the ability to assess and look after one’s own health (self-efficacy) and with negative emotions due to perceived poor health. This finding is in agreement with Atkinson et al [80] and Hou and Shim [86], who have also demonstrated how people in good health tend to use offline information sources more. This contrasts with findings from Cotten and Gupta [79] and Soederberg et al [107] who assert that a good health status is indicative of more online activity. Other authors [85,87] have shown that there is no relationship between perceived health status and trust in health information. A considerable number of the studies reviewed covered the issue of gender, but mostly as part of a larger set of demographic attributes (see Table 5); some authors agree that women use and trust the Internet more than men when it comes to health problems [45,67,79-82]. However, a number of studies showed no differences [66,83-85], leaving the gender debate open and in need of further research. Only two studies focus on gender differences in online health searches behavior: one from Korea [67] and one from the United States [82]. In contrast, the role of gender in influencing online trust judgments, in contexts other than health, has received more attention (eg, [100,101]).

The Remaining Themes

Four articles focused on information sources and trust or credibility. LaValley et al [102] reported that almost 3/4 of Americans use commercially sponsored websites to satisfy their health information requirements, but stressed how different website types have different reasons for sponsoring health information, which may affect the website’s content and design. Hu and Sundar [103] showed that websites are preferred to bulletin boards, home pages, and blogs, and credibility was strongly associated with users’ perceptions of the relevance of the message associated to a certain source. Stoeger [47] found that websites with lower credibility levels were associated with a lot of interactive features and advertising. In an earlier article by Rains [70], based on the Health Information National Trends Survey (HINTS), the author demonstrated a link between a person’s trust in mass media and one’s health care provider and an increased use in WHI resources.

Two articles discussed trust from a theoretical perspective. Silence and Briggs [104] explained how ubiquitous computing [105] has long-term and still unknown implications for the health care sector because it produces a shift of people’s trust from physicians to artificial agents (ie, computers). Singh and Shruti [106] claimed that there is no standard that exemplifies how to make trust decisions in health; however the authors envisaged to develop a technique to rerank search results using trust as a determining factor so that the more trustworthy a website, the higher its position in a result list.

Toward a Future Research Agenda

This article reports on a systematic literature review of the peer reviewed literature exploring the concept of trust and credibility formation in WHI seeking. The review demonstrates that there is still no consensus of the relationship between the terms “trust” and “credibility”. This review also demonstrates that trust and credibility have been investigated both as the dependent variable, representing the end product of a series of cues and factors influencing the process of information seeking and as independent variable, alongside other variables associated with the quality or use of information. In addition, other research has examined the impact of demographic variables such as gender and age, on trust and credibility judgments in WHI seeking. Nevertheless, while there is a growing body of research in this area, given the importance of the trustworthiness of WHI, there is considerable scope for future research and theoretical development in this area. This includes:

Conceptual or theoretical: It would be of considerable benefit to be able to arrive at a consensus on the relationships between the various variables associated with research into WHI seeking. For example, there needs to be further consideration as to
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whether trust and credibility or information quality are the most important outcome variables. We propose that consideration of the context may be important in differentiating between trust and credibility, with, for example, trust being the appropriate term to use when information is used to inform a decision or action. This stance would also necessitate the development of an improved understanding of the relationship between trust and risk in digital health information seeking. Having established, or at least, further explored the relationships between trust and credibility, it will be important to increase understanding of the key influencing factors, and the extent to which context might impact on these.

Methods and measurement: Most research on trust and credibility in WHI seeking has adopted a quantitative approach. The purpose of quantitative studies is typically to test theory. However, in the absence of a consensus on definitions of variables and the dominant relationships between them, such studies are unlikely to lead to an integrated and coherent body of knowledge. This is further undermined by the considerable variability in the measurement scales used for trust and credibility and related variables. This needs to be addressed by a much greater number of qualitative studies that offer deeper insights into the context, processes, and judgments associated with WHI seeking and the relationship between these.

Topics: Most studies have investigated the factors that influence trust judgment in relation to WHI in general. Hence, there is scope for more studies that take into consideration judgments on specific health information sources, including specific websites and social media platforms, and the role of the owner and community associated with these platforms in influencing trust judgments. This review has not embraced research on trust regarding health information received in social support groups; this would also be an important agenda for future research. In addition, most prior research has privileged factors that have a positive effect on trust judgments, with few reporting on those factors (such as advertising) that might undermine trust. Finally, the dynamic between trust and risk deserves greater attention, particularly with regard to patients’ perceptions of the seriousness of their complaint.

Impact of demographic variables: There is evidence that various demographic variables (eg, age, income, and gender) may influence WHI-seeking behaviors, but the evidence that this also impacts on their trust judgments is scant. Further research is needed in this area. In particular, the research on disadvantaged groups has focused on identifying their needs, but little work has been done on how these needs and the ability of members of these groups to discriminate between trustworthy and untrustworthy information can be enhanced. In addition, whereas some research has been conducted on the role of gender on trust formation in information seeking, which makes links to the role of the psycho-social context, there is considerable scope for further research into the role of this context in trust formation in health information seeking. Finally, the current research base focuses on health information seekers in the United States, United Kingdom, and Australia. There is a need for research in countries where not only technological differences can play a role in information seeking, but also culture and, more specifically, trust formation and relationships with health organizations and professionals are likely to differ from non-western countries.
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Abstract

Background: More than 8.5 million Germans suffer from chronic diseases attributable to smoking. Education Against Tobacco (EAT) is a multinational network of medical students who volunteer for school-based prevention in the classroom setting, amongst other activities. EAT has been implemented in 28 medical schools in Germany and is present in 13 additional countries around the globe. A recent quasi-experimental study showed significant short-term smoking cessation effects on 11-to-15-year-old adolescents.

Objective: The aim of this study was to provide the first randomized long-term evaluation of the optimized 2014 EAT curriculum involving a photoaging software for its effectiveness in reducing the smoking prevalence among 11-to-15-year-old pupils in German secondary schools.

Methods: A randomized controlled trial was undertaken with 1504 adolescents from 9 German secondary schools, aged 11-15 years in grades 6-8, of which 718 (47.74%) were identifiable for the prospective sample at the 12-month follow-up. The experimental study design included measurements at baseline (t1), 6 months (t2), and 12 months postintervention (t3), via questionnaire. The study groups consisted of 40 randomized classes that received the standardized EAT intervention (two medical student-led interactive modules taking 120 minutes total) and 34 control classes within the same schools (no intervention). The primary endpoint was the difference in smoking prevalence from t1 to t3 in the control group versus the difference from t1 to t3 in the intervention group. The differences in smoking behavior (smoking onset, quitting) between the two groups, as well as gender-specific effects, were studied as secondary outcomes.

Results: None of the effects were significant due to a high loss-to-follow-up effect (52.26%, 786/1504). From baseline to the two follow-up time points, the prevalence of smoking increased from 3.1% to 5.2% to 7.2% in the control group and from 3.0%
Introduction

Most smokers start smoking during their early adolescence with the idea that smoking is glamorous; the problems related to vascular disease, lung cancer, chronic pulmonary disease and cataracts are too far in the future to fathom [1]. After multiple failed quit attempts, however, many smokers end up with tobacco-related diseases that physicians are unable to cure [2]. Despite the fact that effectiveness of inpatient smoking cessation was demonstrated in major trials [3] and was implemented in guidelines of almost all medical specialties [4], research has shown that physicians in Germany lack both the motivation (eg, role incongruence as a major barrier [5,6]) and education to deliver smoking cessation advice [5-8], especially before the onset of chronic disease [6]. The issue of undertreatment of tobacco use by physicians is known on a global scale [9,10]. It is estimated that global mortality attributable to tobacco will double from 5 million (2010) to 10 million per year in the coming decades [2].

Education Against Tobacco (EAT) is a multinational network of medical students that aims to provide science-based tobacco prevention to a large number of adolescents, and also sensitize prospective physicians to the importance of inpatient smoking cessation [11,12]. The network currently involves approximately 80 medical schools in 14 countries, with 1500 medical students educating more than 40,000 secondary school students in the classroom setting per year, while using and optimizing apps and strategies [13-16]. Since its foundation in Germany in 2012, the network has also instructed science-based smoking cessation curricula in 13 medical schools in Germany (of the 28 medical schools in Germany that take part in EAT) that are currently prospectively evaluating their effectiveness in preparing medical students for inpatient smoking cessation [7]. The two free science-based quit apps of EAT (Smokerface and Smokerstop) are downloaded more than a 1000 times per day and have been translated into most commonly spoken languages [14,15].

The 2016 HBSC international report by the WHO revealed that 13% of German boys and 15% of German girls at 15 years of age smoke cigarettes at least once a week [17]. Despite the decline in adolescent smoking over the last two decades, prevalence in Germany is still high and strong socioeconomic differences exist [17-19].

Most school-based tobacco prevention curricula are ineffective and the evaluation of new curricula is mandatory [20]. A recently published evaluation of a short student and student-parent program from Germany did not show significant effectiveness among 7th grade students (7.6% and 7% prevalence in intervention groups vs 10.1% control group) at a 24-month follow-up. However, this result was mostly due to a too low sample size: only 47 schools were randomized due to an underestimated intracluster correlation coefficient [21,22]. The largest tobacco prevention program for secondary schools in Germany, the Smoke-Free Class Competition, has demonstrated limited effectiveness in increasing knowledge and making students initiate a quit attempt, but was not able to prevent smoking onset [23-25].

Physician-based programs relying on fear-inducing statements show no overall long-term effectiveness in reducing smoking prevalence [26-29], while limited new evidence suggests that asking questions about health consequences (rather than making statements) might be more effective to motivate current smokers to make a quit attempt [30].

A physician-based multimodal program in Berlin was evaluated in a quasi-experimental study, and showed significant short-term effects in preventing smoking onset, which might be a promising alternative to the traditional fear-based approaches of physician programs [31]. Outside of schools, a systematic review of inpatient physician-based smoking prevention and cessation programs for adolescents revealed that behavioral interventions show overall effectiveness in primary care [32].

Previous Research on Education Against Tobacco

The effectiveness of an old version of the EAT curriculum on reducing smoking prevalence among German adolescents has only been investigated with a quasi-experimental design that contained potential sources of bias [11,12]. However, the study showed a significant association for reducing the smoking prevalence of secondary school students in Germany at 6-month follow-up by motivating them to make a quit attempt (n=1474 students). After this first evaluation, the curriculum was optimized for students with a lower educational level by using cognitive interviewing (we asked the students after the interventions what they found most convincing). The curriculum received more age-appropriate content, was optimized to be more interactive and gain-framed [33], and was equipped with a photoaging software [11,14].

Conclusions: The intervention appears to prevent smoking, especially in females and students with a low educational background.
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Introduction of the Education Against Tobacco App Smokerface

Photoaging desktop programs, in which an image is altered to predict future appearance, were effective in motivating 14-to-18-year-old females to quit smoking and increased the rate of quit attempts in 18-to-30-year-old young adults of both genders by 21% [34,35]. The broad availability of smartphones and adolescents’ interest in their appearance [36] were harnessed to create the free 3D-photoaging smartphone app Smokerface [15] which animates the users’ selfies and reacts to touch (Multimedia Appendix 1). This app is downloaded 200 times per day and the current version of the app has a rating of 4.2/5 stars in the Playstore (Android, USA). This app was implemented via a poster-campaign in German secondary schools and is currently being evaluated in a large multicentered trial [14,37]. In 2014, the EAT curriculum was only available as a software program that was run on notebook computers, which captured participant’s faces via webcams.

The aim of this study was to provide the first randomized long-term evaluation of the optimized 2014 EAT curriculum involving a photoaging software for its effectiveness in reducing the smoking prevalence among 11-to-15-year-old pupils in German secondary schools.

Methods

Design

The survey was designed as a randomized controlled trial with three measurements (baseline, 6 months, and 12 months postintervention) [12]. The study period was October 2014 until March 2016. Participants in the two study groups (intervention and control) were questioned up to 2 weeks in advance of the intervention (t1), and 6 months (t2) and 12 months (t3) thereafter (Figure 1).

Randomization

In accordance with the recommendations of the Cochrane Analysis [20], randomization was externally and centrally performed by a statistician from the University of Frankfurt, Germany on the class level within each school via block randomization. Due to the fact that the statistician performed the randomization one school at a time, there was a slight imbalance between groups (40 intervention and 34 control classes).

Figure 1. Study design.
Participants
A total of 1504 eligible secondary school students from 74 classes (from 9 eligible schools) entered baseline data. All participants fulfilled the inclusion criteria. Students aged 10-15 years attending grades 6-8 of a secondary general, intermediate, grammar, or comprehensive school were eligible [12]. Baseline data were collected from October 2014 to March 2015. Follow-up data were collected from April 2015 to March 2016. A total of 718 participants provided data at both time points (t1 and t3) that was used for primary endpoint analyses. The loss to follow-up effect was 52.26% (786/1504) due to problems with the identifier code (see Discussion section).

Attrition Analysis
The participants who dropped out at follow-up (t3) were analyzed with logistic regression analysis and showed no systematic bias regarding the interaction between: study group and smoking status (OR=0.520), study group and gender (OR=0.131), study group and age (OR=0.427), or study group and school type (grammar school vs lower educational school type; OR=0.440). However, there was a systematic bias regarding gender as a main effect (odds ratio [OR]=0.511, 95% CI 0.412-0.633, P<0.001) meaning that more boys dropped out than girls. There was a systematic difference between groups regarding school type. The interaction between study group (0=control and 1=intervention) and school type (0=no grammar school and 1=grammar school) was significant (OR=0.618, 95% CI 0.410-0.933, P=0.022). In the intervention group, the dropout was lower in grammar schools, whereas the dropouts were at similar levels in the control group (intervention group: grammar school: 37.9% [165/435], no grammar school: 55.0% [213/387]; control group: grammar school: 45.9% [174/379], no grammar school: 49.8% [151/303]). Dropouts include cases that could not be matched due to difficulties with the identifier code.

Intervention
The intervention was the 2014 EAT curriculum, which consisted of two interactive 60-minute modules delivered by medical students from the University of Giessen. The medical students did not volunteer but had the duty to perform a school visit based on their participation in the EAT course. The app version of Smokerface was available at the time but was not advertised or mentioned to the students, to avoid contamination of the control group. The medical students received standardized training that lasted 45 minutes. Students were asked in advance to read through the classroom curriculum and then met with an experienced medical student who went through all key procedures of the intervention.

The first part of the intervention was presented by two-to-six medical students and a patient with a tobacco-related disease to all pupils in a large room within the school. The presentation consisted of a PowerPoint (Microsoft; Redmond, WA, USA) presentation which aimed at addressing age-appropriate topics in an interactive manner to help the students reframe a positive nonsmoking image, which included: physical performance (with the example of famous German soccer players), saved money, addiction versus freedom, examples of tobacco advertising and how the students would advertise tobacco products if given the opportunity, attractiveness, and photoaged images. At the end of each presentation, a patient with a tobacco-related disease (chronic obstructive pulmonary disease) was introduced and then interviewed by the medical students and pupils.

The second part of the intervention consisted of a classroom seminar and a photoaging intervention for every individual pupil. Two medical students tutored one school class consisting of approximately 25 students in an interactive manner. While one medical student presented the curriculum, groups of approximately five pupils were sent to another room for the morphing procedure with an older version of the self-developed Smokerface software, which was in 2D (Figure 2) [15]. Topics included: skin damage, harm to the rest of the body, drop in physical performance, growth during adolescence [38], freedom and independence, advertising, and cost. The full 2014 classroom curriculum can be accessed online in English [13].

Photoaging Intervention
Four Macbook Air (Apple, California) computers were purchased to run the photoaging intervention in four classes simultaneously, and to make sure that every single pupil got their face photoaged. Wireless Local Area Network (W-LAN) sticks were also purchased, as many schools did not have W-LAN at the time but the app had to communicate with servers to perform the morphing process (the current version of the app runs offline). Every student received the photoaging intervention; groups of five pupils were sent out to an external room where one medical student per class was taking pictures with the webcam and then showed them the predicted result of smoking on their own faces (Figure 3). The pupils chose whether they kept their image strictly for themselves or shared it with friends. Each student got a brief explanation of the skin changes by the medical student, which was reinforced in the classroom.

Data Collection
Data were collected via a published questionnaire that was used in the previous investigation of the same age group, which was optimized by cognitive interviewing [11,39]. All items were based on three established studies declared to be high quality by the recent Cochrane Analysis and were either used in their original form or adapted to the specific circumstances of the recent study [20,40-42]. In addition to sociodemographic data (age, gender, school type), the questionnaire captured the smoking status of the school students concerning e-cigarette, water-pipe, and cigarette consumption. The only alteration to the protocol was that data entry was not manually performed; a scanning software was used to make the process less time consuming. However, for this approach to work the identifier code was changed from letters and numbers to numbers only, which resulted in a large fraction of students that were not identifiable at follow-up.

Outcomes
The primary endpoint was the difference in smoking prevalence from t1 to t3 in the control group versus the difference from t1 to t3 in the intervention group. The differences in smoking behavior (smoking onset, quit attempts) between the two groups, as well as gender-specific effects, were studied as secondary outcomes.
Figure 2. Effects of the first version of the Smokerface software used in the study; left image: original picture; middle: normal aging for 15 years; right: smoking a pack a day for 15 years.

Figure 3. “Facemorphing room” hosted by three medical students in a school with three classes.

Statistical Analyses

To examine baseline differences χ² tests, t-tests and Mann-Whitney U Tests were used (see Multimedia Appendix 2 for details). The effects of predictors (gender, culture, and social characteristics) on smoking behavior after 12 months (t3) were calculated by robust panel logistic regression analysis. The significance level was 5% for t-tests (double-sided) and 95% for CIs (double-sided). Statistical analyses were performed using SPSS Statistics Version 23 (IBM; Armonk, USA) and STATA 14 (StataCorp; Texas, USA). The group allocation in the sample was based on the class level. To account for this clustering, statistically robust panel logistic regression was used (xtlogit procedure with vce [cluster] option). This procedure was also used to calculate the difference from t1 to t3 of the smoking prevalence in the control group versus the difference from t1 to t3 in the intervention group (the primary endpoint) by using STATA 14. The number needed to treat (NNT) calculation was performed without controlling for baseline differences, as these data were comparable due to randomization. The NNT was calculated for the total effect (preventing smoking onset and initiating quit attempts) and for quit attempts and smoking onset individually. Any NNT values higher than 200 were not reported due to lack of relevance.

Legal Approval

In accordance with Good Epidemiologic Practice guidelines, an ethics waiver and all legal permissions were obtained from the responsible institutions before data collection started. Written informed consent was obtained from all students and their parents. Teachers had to be present during the intervention and school personnel in charge of possible adverse health events were present in each school visited. No adverse events occurred.
Table 1. Cigarette smoking prevalence at baseline (t1), 6 months (t2), and 12 months (t3).

<table>
<thead>
<tr>
<th>Time point</th>
<th>Intervention and Control Group</th>
<th>Intervention Group</th>
<th>Control Group</th>
<th>Number Needed to Treat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>t1 22 718 (3.1%)</td>
<td>12 400 (3.0%)</td>
<td>10 318 (3.1%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t2 42 788 (5.3%)</td>
<td>23 425 (5.4%)</td>
<td>19 363 (5.2%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t3 46 718 (6.4%)</td>
<td>23 400 (5.8%)</td>
<td>23 318 (7.2%)</td>
<td>68</td>
</tr>
<tr>
<td>Grammar schools</td>
<td>t1 4 446 (0.9%)</td>
<td>3 252 (1.2%)</td>
<td>1 194 (0.5%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t2 8 473 (1.7%)</td>
<td>4 251 (1.6%)</td>
<td>4 222 (1.8%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t3 17 406 (4.2%)</td>
<td>9 227 (4.0%)</td>
<td>8 179 (4.5%)</td>
<td>199</td>
</tr>
<tr>
<td>Lower educational background</td>
<td>t1 18 272 (6.6%)</td>
<td>9 148 (6.1%)</td>
<td>9 124 (7.3%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t2 34 315 (10.8%)</td>
<td>19 174 (10.9%)</td>
<td>15 141 (10.6%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t3 28 275 (10.2%)</td>
<td>13 150 (8.7%)</td>
<td>15 125 (12%)</td>
<td>30</td>
</tr>
<tr>
<td>Male</td>
<td>t1 6 280 (2.1%)</td>
<td>3 146 (2.1%)</td>
<td>3 134 (2.2%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t2 9 325 (2.8%)</td>
<td>4 168 (2.4%)</td>
<td>5 157 (3.2%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t3 12 264 (4.5%)</td>
<td>6 139 (4.3%)</td>
<td>6 125 (4.8%)</td>
<td>207</td>
</tr>
<tr>
<td>Female</td>
<td>t1 16 392 (4.1%)</td>
<td>9 226 (4.0%)</td>
<td>7 166 (4.2%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t2 28 392 (7.1%)</td>
<td>16 216 (7.4%)</td>
<td>12 176 (6.8%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t3 27 387 (7.0%)</td>
<td>12 229 (5.2%)</td>
<td>15 158 (9.5%)</td>
<td>24</td>
</tr>
<tr>
<td>Migrational background</td>
<td>no t1 15 480 (3.1%)</td>
<td>7 264 (2.7%)</td>
<td>8 216 (3.7%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t2 24 507 (4.7%)</td>
<td>13 259 (5.0%)</td>
<td>11 248 (4.4%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t3 31 476 (6.5%)</td>
<td>15 263 (5.7%)</td>
<td>16 213 (7.5%)</td>
<td>56</td>
</tr>
<tr>
<td>Migrational background</td>
<td>yes t1 6 211 (2.8%)</td>
<td>4 123 (3.3%)</td>
<td>2 88 (2.3%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t2 13 231 (5.6%)</td>
<td>9 136 (6.6%)</td>
<td>4 95 (4.2%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>t3 14 197 (7.1%)</td>
<td>7 114 (6.1%)</td>
<td>7 83 (8.4%)</td>
<td>44</td>
</tr>
</tbody>
</table>

Results

Baseline Data

The mean age of the 1504 eligible participants at baseline (Multimedia Appendix 2) was 12.4 years (range 11-15 years) and 49.17% (681/1385) were female. Of the participants, 54.12% (814/1504) attended grammar schools and the remaining 45.88% (690/1504) attended comprehensive schools (which were classified in the survey as lower education level). The survey identified 3.89% (55/1414) of participants as cigarette smokers at baseline. There were no significant differences concerning the number of cigarette smokers in each group ($P=0.797$; Multimedia Appendix 2).

Follow-Up Data

Analyses of the data were based on the originally assigned groups (see Table 1). There were 400 pupils in the intervention group and 318 pupils in the control group who had participated in the survey at both relevant time points that could be identified (baseline sample=1504; prospective sample=718 pupils; loss to follow-up=786 pupils).

None of the effects were significant due to a high loss-to-follow-up effect (52.26%, 786/1504) including the primary endpoint. From baseline to the two follow-up time points, the smoking prevalence increased from 3.1% to 5.2% to 7.2% in the control group and from 3% to 5.4% to 5.8% in the intervention group (NNT=68) with notable nonsystematic effects for the female gender (4.2% to 9.5% for control vs 4% to 5.2% for intervention; $P=0.63$; Table 2). The percentage of students who claimed to be smokers increased from 3.1% (t1) to 7.2% (t3) in the control group, but the increase was less dramatic in the intervention group (3% [t1] to 5.4% [t3]).

Primary Endpoint

There was no significant effect for the defined primary endpoint (OR=0.74; 95% CI 0.21-2.56; $P=0.63$) calculated with the prospective sample of 718 participants (Table 2). The percentage of students who claimed to be smokers increased from 3.1% (t1) to 7.2% (t3) in the control group, but the increase was less dramatic in the intervention group (3% [t1] to 5.4% [t3]).

Secondary Outcomes

At the 12-month follow-up, 17 of 318 control group students (5.3%) had started smoking but only 15 of 400 intervention group students had started smoking (3.8%; Table 3). No secondary preventive effects (quit attempts) were noted.
**Table 2.** Primary endpoint calculated by robust panel logistic regression (xtlogit procedure with vce [cluster] option). Difference in smoking prevalence from t1 to t3 of the smoking prevalence in the control group versus the difference from t1 to t3 in the intervention group (see Methods section).

<table>
<thead>
<tr>
<th></th>
<th>Odds Ratio</th>
<th>Standard Error</th>
<th>P-value</th>
<th>Lower-CI</th>
<th>Upper-CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete sample, strongly balanced (n=718)</td>
<td>0.74</td>
<td>0.47</td>
<td>0.630</td>
<td>0.21</td>
<td>2.56</td>
</tr>
<tr>
<td>Only nongrammar schools (n=272)</td>
<td>0.72</td>
<td>0.45</td>
<td>0.606</td>
<td>0.21</td>
<td>2.47</td>
</tr>
<tr>
<td>Only female students (n=417)</td>
<td>0.44</td>
<td>0.40</td>
<td>0.368</td>
<td>0.08</td>
<td>2.60</td>
</tr>
<tr>
<td>Only students with migration background (n=206)</td>
<td>0.84</td>
<td>0.74</td>
<td>0.848</td>
<td>0.15</td>
<td>4.76</td>
</tr>
</tbody>
</table>

**Table 3.** Nominal and percentage effects of the intervention on the smoking status (secondary outcomes, from t1 to t3).

<table>
<thead>
<tr>
<th></th>
<th>Remains nonsmoker</th>
<th>Commences smoking</th>
<th>Ceases smoking</th>
<th>Remains smoker</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Group, n (%)</td>
<td>291 (91.5)</td>
<td>17 (5.3)</td>
<td>4 (1.3)</td>
<td>6 (1.9)</td>
</tr>
<tr>
<td>Intervention Group, n (%)</td>
<td>373 (93.2)</td>
<td>15 (3.8)</td>
<td>4 (1.0)</td>
<td>9 (2.0)</td>
</tr>
<tr>
<td>Total, N</td>
<td>664</td>
<td>32</td>
<td>8</td>
<td>14</td>
</tr>
</tbody>
</table>

**Discussion**

This is the first long-term evaluation of a photoaging intervention to prevent smoking and the first completed randomized trial on medical-student-delivered school-based tobacco prevention to date [16]. The present study suggests that photoaging is effective at preventing smoking onset, especially in female students (NNT=24) and students with a low educational (NNT=30) or migrational backgrounds (NNT=44).

**Interpretation**

Available cross-sectional data reveals that photoaging interventions are effective in motivating 14-18-year-old female smokers to make a quit attempt [35], so it was hypothesized that secondary preventive effects would be present in the sample, which was not the case. However, the intervention showed a smaller NNT for females versus males in preventing smoking onset (NNT=24 for females vs 207 for males) and the uptake of smoking for females in the intervention group was lower after 6-month and 12-month follow-ups compared to males exposed to the intervention. These data reflect the findings of a recent study by Baudson et al that was conducted with 2950 German adolescents of both genders aged 10-19 years, which showed that self-concept of appearance is the strongest predictor for self-esteem, and that this is especially true for girls and adolescents from schools with a low educational level [36]. It is notable that our data shows an NNT of 30 for nongrammar schools but an NNT of 199 for grammar schools.

However, a recent study demonstrated that the theory of planned behavior needs to be taken into account when implementing photoaging in school settings with adolescents [14]. It is possible that the intervention could not show an effect on males due to a lack of group effects and elements that increase catamnesis (such as posters [37]), as other data also indicate that photoaging interventions are effective for both genders [14,34,43].

The implementation of cost-effective measures to prevent smoking in adolescents and, moreover, the sensitization of prospective physicians to tobacco-attributable diseases, tobacco prevention, and improved communication of these issues in medicine, is addressed by the program [5,9,44,45].

**Limitations**

While the groups were successfully randomized and provided comparable baseline data, an unusually high loss-to-follow-up effect led to no significant results to report. However, the descriptive data collected at three different time points and effect size estimates, such as number needed to treat (which is widely accepted as an indicator for clinical relevance), allowed for data interpretation [46]. The photoaging software became available as an app during the study period and was advertised via television. Thus, a small portion of the control group might have been exposed to the photoaging intervention. In addition to this variable, intervention and control classes were in the same schools, which made it possible for the curriculum content to be exchanged. Furthermore, in some cases teachers would not adhere to the handouts pertaining to nondisclosure towards the control classes and disclose information on curriculum content. A follow-up study should use schools, but not classes, as a cluster.

Our study relied on self-reports obtained from adolescents via questionnaires that has been critically reviewed by Gorber et al in 2009, in which cotinine saliva testing was suggested [47]. However, Gorber et al did not take into account e-cigarettes, which are a limitation to cotinine saliva testing (because they also may contain nicotine). Additionally, saliva testing was prohibited by the ministry of cultural affairs in Germany, and because this is a randomized study, the influence of social desirability bias should have the same influence in both groups.

**Dissemination of the Intervention**

Approximately 5 years after EAT was founded (January 2012), the program has more participating mentors (1500 medical students) and interactively educates more secondary school students per year (40,000) than any other known school-based physician-delivered or medical-student-delivered tobacco
prevention program in Germany or, to our knowledge, worldwide. This program is currently present in over 80 medical schools in 14 countries. The apps used by the medical students in the classroom are freely available around the globe and have been translated into the six most commonly spoken languages worldwide.

**Conclusions**

In conclusion, the 2014 EAT curriculum focusing on photoaging aspects of smoking appears to be most effective in females or students with a low educational background, but appears to lack effectiveness in grammar school students and male adolescents.

Further research and long-term evaluation in sufficiently powered trials, as well as new ways of implementation, are needed to further evaluate and optimize our program.
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Abstract

Background: Influenza is a viral respiratory disease capable of causing epidemics that represent a threat to communities worldwide. The rapidly growing availability of electronic “big data” from diagnostic and prediagnostic sources in health care and public health settings permits advance of a new generation of methods for local detection and prediction of winter influenza seasons and influenza pandemics.

Objective: The aim of this study was to present a method for integrated detection and prediction of influenza virus activity in local settings using electronically available surveillance data and to evaluate its performance by retrospective application on authentic data from a Swedish county.

Methods: An integrated detection and prediction method was formally defined based on a design rationale for influenza detection and prediction methods adapted for local surveillance. The novel method was retrospectively applied on data from the winter influenza season 2008-09 in a Swedish county (population 445,000). Outcome data represented individuals who met a clinical case definition for influenza (based on International Classification of Diseases version 10 [ICD-10] codes) from an electronic health data repository. Information from calls to a telenursing service in the county was used as syndromic data source.

Results: The novel integrated detection and prediction method is based on nonmechanistic statistical models and is designed for integration in local health information systems. The method is divided into separate modules for detection and prediction of local influenza virus activity. The function of the detection module is to alert for an upcoming period of increased load of influenza cases on local health care (using influenza-diagnosis data), whereas the function of the prediction module is to predict the timing of the activity peak (using syndromic data) and its intensity (using influenza-diagnosis data). For detection modeling, exponential regression was used based on the assumption that the beginning of a winter influenza season has an exponential growth of infected individuals. For prediction modeling, linear regression was applied on 7-day periods at the time in order to find the peak timing, whereas a derivative of a normal distribution density function was used to find the peak intensity. We found that the integrated detection and prediction method detected the 2008-09 winter influenza season on its starting day (optimal timeliness 0 days), whereas the predicted peak was estimated to occur 7 days ahead of the factual peak and the predicted peak intensity was estimated to be 26% lower than the factual intensity (6.3 compared with 8.5 influenza-diagnosis cases/100,000).
Conclusions: Our detection and prediction method is one of the first integrated methods specifically designed for local application on influenza data electronically available for surveillance. The performance of the method in a retrospective study indicates that further prospective evaluations of the methods are justified.
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human influenza; algorithms; epidemiological surveillance; public health surveillance; evaluation research; epidemiological methods

Introduction
In light of the rapidly growing availability of “big data” from both diagnostic and prediagnostic (syndromic) sources in health care and public health settings, a new generation of epidemiological and statistical methods is needed for reliable analyses and modeling [1]. This need of new methods adapted to extensive but heterogeneous datasets extends to algorithms for detection and prediction of winter influenza seasons and influenza pandemics. Each year epidemics of influenza occur in communities worldwide and cause extensive morbidity and mortality [2,3]. Preparing for and responding appropriately to winter influenza seasons and pandemics is a critical function of public health. However, a concern regarding forecasting algorithms is that reports of methods used for analyses of extensive datasets originating from different sources do not always meet basic standards. The reports fail with regard to the requirement that evaluators should be able to assess the design and performance of the methods when building the next generation of algorithms [4]. However, regardless of the transparency problems in reporting, the potential of big data analyses in infectious disease control is widely recognized. For instance, autoregressive models for influenza forecasts have shown satisfactory performances when applied on large populations [5]. This implies that the area where the knowledge need presently is most immediate is the detection and prediction of influenza activity at local levels [6]. Such granular views, in turn, can provide input into large-scale models and accurate prediction of influenza spread in wide geographical areas.

Several weaknesses of infectious disease surveillance and prediction systems described in previous decades [7] have still not been addressed in methods design. Responding to this situation, the Centers for Disease Control and Prevention (CDC) in the United States initiated the “predict the influenza season challenge” [8], which encouraged researchers to forecast features of winter influenza season progression that are useful to policy makers and to take advantage of big data resources. For this competition, existing methods for modeling influenza were grouped into three categories:

(1) Compartamental models: These are based on mechanistic assumptions about how the influenza virus is transmitted and use these assumptions to estimate the number of individuals in various states related to a disease [9]. For instance, the Susceptible-Infectious-Recovered (SIR) model approximates the dynamics between groups susceptible to influenza, infected with the virus, and recovered from infection over time [10]. Assumptions typical for this category of models include that any pair of individuals in a defined group are equally likely to interact socially and that genetic subgroups within influenza strains behave identically.

(2) Agent-based models: These are more complex types of mechanistic models that typically use synthetic populations based on census data and build complex schemes of social interaction and disease progress in simulated individuals and communities [11,12]. These models can incorporate more detailed assumptions about transmission dynamics but can be computationally intensive.

(3) Nonmechanistic statistical models: These are phenomenological approaches, that is, they aim to model patterns and trends in the data without necessarily considering the underlying mechanisms. Typical approaches of this type are linear autoregression, which estimate influenza activity using a linear function based on recorded past activity. More complex methods in this category include generalized linear models, Box-Jenkins analysis [13], seasonal autoregressive integrated moving-average models [14], and generalized autoregressive moving-average models [15].

More alternative surveillance methods include, for instance, prediction markets [16] that combine expert predictions using a stock market-like system, and the method of analogues (k nearest neighbors) [17] that makes predictions of future influenza activity levels using similar patterns from the past without assuming a strict model. However, it is disconcerting that none of the above categories of forecasting methods evaluated in the CDC challenge generated satisfying results for all four aspects of influenza epidemics (ie, start week, peak week, peak percentage, and duration) [18].

The aim of this study was to present a novel method for integrated detection and prediction of influenza activity using data electronically available for real-time surveillance in local settings in the Western hemisphere and to evaluate its performance by retrospective application on authentic data from a Swedish county. By local settings in the Western hemisphere is meant communities with specified populations in Europe and North America. Winter influenza seasons and pandemics can be expected to spread to these settings, but the dissemination of the actual types and strains of influenza virus does not likely originate from there. In the presentation of the integrated detection and prediction method, the term epidemic is used as a summary label for both winter influenza seasons and pandemics.

doi:10.2196/jmir.7101
Methods

Study Design
The novel method was formally defined based on a design rationale for integrated detection and prediction methods specifically adapted for application in local influenza surveillance. An overview of the method design is exhibited in the Results section, followed by detailed descriptions of the detection and prediction modules. The results of a retrospective performance study evaluation based on authentic data from a Swedish county are also presented. The study design was approved by the regional research ethics board in Linköping (dnr. 2012/104-31).

Design Rationale
The rationale for design of a novel integrated detection and prediction method is that the aim of local influenza surveillance is early detection and prediction of infected individuals requiring clinical attention, with the purpose of timely allocation of scarce health care resources. Precious time is lost before laboratory data are available for algorithmic processing and test samples are not taken from all patients. Syndromic data are used for peak timing prediction because it is challenging to only use unidimensional gold standard data to predict the peak timing.

Both the detection and prediction functions are to comply with requisite quality and accuracy criteria for technologies to be used in health care and public health practice [19]. A theoretical assumption underpinning the design of the detection module is that the number of influenza cases grows exponentially in the beginning of periods with increased activity. Another assumption is that an alerting threshold can be determined using historical data from previous winter influenza seasons. For prediction of the peak timing, evidence of a strong association between the gold standard and syndromic data sources used for the surveillance is assumed to be available. For prediction of the peak intensity, the peak timing must have been determined and the influenza-diagnosis case rates must follow a bell-shaped function of time around the peak.

Definitions
Influenza detection is defined as indicating the initiation of an epidemic in the community, that is, a prolonged period of elevated incidence rates (exceeding a given limit) of influenza cases, as defined by the rate of individuals clinically diagnosed with influenza in a population under surveillance. Influenza prediction denotes foretelling the peak timing and the peak intensity of an epidemic in the community. For detection, weekday effects and optimal alerting thresholds with reference to influenza-diagnosis data are retrospectively established in the method calibration. For prediction, both the weekday effects and the grouping of variables in the syndromic data with the largest correlation strength and longest lead time to influenza-diagnosis data are established.

The influenza case-rate level when a local influenza epidemic factually takes off was set to 6.3 influenza-diagnosis cases/100,000 during a floating 7-day period. This limit was determined by inspecting the epidemic curves of previous local influenza epidemics in the learning dataset. A similar definition (6.4 influenza-diagnosis cases/week/100,000) was determined for the winter influenza season in 2008-09 in a recent comparison of influenza intensity levels in Europe [20]. The definition of when an epidemic ends was set to the interepidemic (period between two epidemics) influenza-diagnosis level for the specific setting where the method is applied. This was done because the detection algorithm requires that the influenza activity is at an interepidemic level before the algorithm can start its search.

Retrospective Performance Study
For a retrospective performance evaluation of the integrated detection and prediction method, outcome cases were represented by individuals clinically diagnosed with influenza during the 2008-09 winter influenza season in a Swedish county (population 445,000). The thresholds used in epidemic detection were determined using data from a learning dataset containing the 2008-09 winter influenza season. The metrics used to evaluate the detection of influenza epidemics were timeliness, sensitivity, and specificity. Timeliness was defined as the time difference (in days) between the actual start of the epidemic and the start indicated by the model. Specificity was calculated from when the detection algorithm is started (ie, when previous epidemic has come to an end) and until the beginning of the current epidemic per the standard definition (6.3 influenza-diagnosis cases/100,000 during a floating 7-day period). This means that the period length for specificity calculations varies with the interepidemic period. Sensitivity was calculated from the beginning of the current epidemic (according to the same definition) and 45 days into the epidemic. The optimal alerting threshold was decided by calculating sensitivity and specificity and studying them on a receiver operating characteristic (ROC) curve, giving specificity priority over sensitivity because a high level of false alarms is undesirable in public health practice.

To evaluate the prediction of the peak timing, timeliness (defined as time between the predicted day of the influenza-diagnosis peak (highest number of daily cases) and the day of the peak in the observed smoothed series (using moving average of influenza-diagnosis data) was used as metric. To evaluate the prediction of the peak intensity, the absolute and relative differences between the predicted peak intensity expressed as the number of influenza-diagnosis cases at the predicted day of the peak and the observed peak intensity were used as metrics. The reason for not comparing the predicted peak intensity with the actual peak intensity (ie, without smoothing data first) was to reduce the impact from possible outliers.

Data Sources
Influenza cases were identified using the International Classification of Diseases version 10 (ICD-10) codes for influenza (J10.0, J10.1, J10.8, J11.0, J11.1, J11.8) [21] from the local electronic health data repository. For individuals having received an influenza-diagnosis at both primary and secondary levels of care, the diagnosis code recorded at the first contact was used for the analyses. If the codes were recorded at the same day, only the secondary-level diagnosis code was used. Correspondingly, information collected from the calls to a telenursing service in the county was used as syndromic data.

http://www.jmir.org/2017/6/e211/
Influenza-related telenursing call cases were identified by the chief complaint codes associated with influenza symptoms (dyspnea, fever [child and adult], cough [child and adult], sore throat, lethargy, syncope, dizziness, and headache [child and adult]) from the fixed-field terminology register. In accordance with Swedish legislation (SFS 2008:355), personal identifiers were removed from the records. In this study, only the chief complaints of fever in a child and adult were used because a previous study showed that this combination of complaints was most strongly associated with influenza diagnoses [22].

Results

Method Design Overview

The integrated detection and prediction method is based on nonmechanistic statistical models, that is, patterns and trends in the data are modeled without necessarily considering underlying mechanisms. It is designed for integration in local health information systems. Accordingly, the underpinning structure is defined at four levels, ranging from data sources to performance validation (Figure 1). The method is divided into separate modules for detection and prediction of influenza activity, respectively. The function of the detection module is to alert for an upcoming period of increased load of influenza-diagnosis cases on local health care services, whereas the function of the prediction module is to predict the timing of the activity peak and its intensity. Early detection of increased influenza activity and prediction of peak intensity are based on streams of the gold standard data, whereas prediction of peak timing is based on syndromic data. In this setting, patients clinically diagnosed with influenza were used as gold standard.

An overview of the main statistical assumptions and equations for each component is displayed in Figure 2.

Figure 1. Structure of the integrated detection and prediction method displayed design patterns.

Figure 2. An overview of the main mathematical equations or functions used for each component.
Detection Module

Exponential regression (1) is used for detection modeling, based on the observation that the beginning of an influenza epidemic is assumed to have an exponential growth of infected individuals:

\[ X_t = e^{a_0 + b_1 t} \]

with \( t \) representing the time, \( a_0 \) representing the level, and \( b_1 \) representing the trend. The expected number of visits at local health care services, \( E[Y_t] \), is the product of \( X \) and the probability \( p \) for an infected individual to visit the local health care service. This expectation is also exponential in time:

\[ E[Y_t] = e^{a_0 + b_1 t} p = e^{a_0 + \ln(p) + b_1 t} = e^{b_0 + b_1 t} \]

Where \( b_0 \) now combines the current level of number of infected and probability of visiting the local health care service without any possibility to separate them. As daily data are used in the analysis, weekday effects, \( A_w \), are also calculated and used as an offset variable in the exponential regression analysis. The weekday effects are calculated as follows: let \( A_{Monday} \) be the average number of events on Mondays during previous epidemics and denote the values for other weekdays by \( A_{Tuesday} A_{Wednesday} \), and so on. Let \( A_{total} = (A_{Monday} + \ldots + A_{Sunday})/7 \). The multiplicative weekday effect for Mondays is \( A_{Monday}/A_{total} \) and so on. The weekday effects are included in the model:

\[ E[Y_t] = e^{b_0 + b_1 t + \ln(A_w)} \]

If \( X \) is large, \( p \) is small, and the infected individuals act independently, then \( Y \) is approximately Poisson distributed:

\[ Y \sim \text{Poisson} (e^{b_0 + b_1 t + \ln(A_w)}) \]

Furthermore, the time is shifted, that is, the most recent day is considered as \( t=0 \), the second most recent day is considered as \( t=1 \), and so on. For every new day, the time axis is moved one step so that the new “most recent day” is considered as \( t=0 \). For each day an exponential regression analysis (1) is run and a fitted value \( \hat{y} \) is calculated by inserting \( t=0 \) in equation (3) giving:

\[ \hat{Y} = e^{b_0} \]

as an estimate of the current level of visits which is smoothed for random variation and adjusted for weekday effects. This is repeated for each day by moving the time axis one day at a time so that the most recent point in time of the series is considered \( t=0 \). Doing this, one value is obtained for every day representing the level for that day. Finally, the lower 95% confidence limit is calculated to represent the level of influenza activity, which is then compared with a predetermined threshold. If the level is above the threshold, an alarm is raised, which means that the epidemic has started; and if the level is below the threshold, no alarm is raised.

Detection starts when the previous epidemic has ended (the inter-epidemic period level for the community where the detection component is applied), and runs during the inter-epidemic period until an increase in diagnosed influenza cases is detected. When the increase is confirmed, the algorithm is paused and restarted when the epidemic has ended.

The detection algorithm is adjusted in exceptional situations, that is, if an epidemic “simmers” before it begins. The risk of simmering is extensive for a pandemic or an exceptionally mild winter influenza season. In the first case, if there is a fear of a pandemic outbreak among the population, individuals are more likely to contact medical services for influenza symptoms, leading to an increased baseline which increases the risk for false alarms. Also, if a winter influenza season is exceptionally mild, individuals contacting medical services for influenza-like symptoms in the winter will sporadically be misdiagnosed with influenza before the actual circulation of the influenza virus, leading to an increased baseline and thus, an increased risk for false alarms. The alerting threshold determined in the learning set is therefore doubled in these particular cases. It was contended that a strong indication of preepidemic simmering is when it takes extended time between when the influenza incidence increases above a baseline level and when the start of the epidemic occurs (according to the standard definition 6.3 influenza-diagnosis cases/100,000 during a floating 7-day period). The definition for when the influenza incidence has increased above the baseline level is set to 3.2 influenza-diagnosis cases/100,000 during a floating 7-day period (ie, half of the start-of-epidemic definition). An epidemic is then defined to simmer if the time-period separating these 2 dates is longer than three times the average length of the period during previous local influenza epidemics. In other words, the alerting threshold is only doubled due to simmering if the incidence has increased over the baseline level but not exceeded the start-of-epidemic level during this observation period.

Prediction Module

The prediction process is divided into two components. In the first component, syndromic data are used to predict the peak timing, and in the second component, influenza-diagnosis data are used to estimate the peak intensity.

Peak Timing Prediction

In the first component, the aim is to predict the peak timing using linear regression. Including weekday effects \( A_w \) and smoothed for random variation, the model for the number of cases in syndromic data is expressed as:

\[ Z_t = (b_0 + b_1 t) \times A_w, \]

with \( b_0 \) representing the level and \( b_1 \) representing the trend. Since the weekday effects \( A_w \) are known, a model smoothed for weekday effects and random variation can be expressed as:

\[ Z_t/A_w = b_0 + b_1 t \]

For each 7-day period, a linear regression (7) is run and parameter estimates \( b_0 \) and \( b_1 \) are fitted. The idea is to estimate the trend in syndromic data for every 7-day period (the first period being days 1-7 and the second being days 2-8), from the beginning of an epidemic and until the peak is found. Although it is unlikely that an epidemic curve increases and decreases linearly, the assumption can be made that the trend during a short period of 7 days has almost a linear increase or decrease.
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The search for the peak starts when the detection algorithm signals that an epidemic has taken off and continues until the peak is detected. To identify the peak timing, two conditions are set. As per the first condition, it is essential to ensure that the epidemic has a sufficiently sharp upward trend. The trend is therefore defined as sufficiently sharp when significantly positive ($P<.05$) trends $b_i$ have occurred either during two consecutive or during three different 7-day periods. When one of these events has occurred, the second condition is applied. According to this condition, when the first significantly negative trend ($b_i$) during a 7-day period has occurred, it is assumed that the peak has been reached on the first day of this period. However, there is a possibility that this 7-day period “overlaps” with a previous 7-day period, which includes a significantly positive trend. In that case, the first 7-day period with a significantly negative trend is ignored and the peak is instead assumed to appear during the second 7-day period with a significantly negative trend. The search is aborted if the peak is not found when the epidemic has already descended in the local setting where the algorithm is applied.

When the peak is found in the syndromic data, the 14 days preceding influenza-diagnosis data [22] is utilized to find the peak (in influenza-diagnosis data). In other words, if the peak in the syndromic data appears on day 0, the influenza-diagnosis peak is assumed to appear on day 14. However, it is possible that the peak in the syndromic data occurs on a day during the weekend but highly unlikely that the peak in influenza-diagnosis data occurs on one of these days as, for instance, primary care centers are closed during weekends in Sweden. Instead, it is reasonable to assume that the influenza-diagnosis peak occurs at the beginning of the week because individuals who suffer influenza symptoms during the weekend visit primary care centers when they reopen on Monday or possibly Tuesday. Adjustments are therefore made by moving the influenza-diagnosis peak to the following Monday if it is expected to occur on a Friday, Saturday, or Sunday according to syndromic data and to the previous Tuesday if the peak is expected to take place on a Wednesday or Thursday. If the peak is expected to occur on a Monday or Tuesday, no adjustments are made. In other words, in the first case the syndromic data precedes influenza-diagnosis data between 15 and 17 days, in the second case between 12 and 13 days, and in the third case 14 days.

Depending on what day of the week the peak in the syndromic data is expected to take place, the prediction of the influenza-diagnosis peak is made between 6 and 11 days before it is expected to occur, as the syndromic peak can be determined first after 6 days has passed of the syndromic data series.

**Peak Intensity Prediction**

In the second component of the prediction module, the aim is to predict only the peak intensity. Based on empirical assessments of previous epidemics, an epidemic adjusted for weekday effects is assumed to show a bell-shaped form from the beginning to the end, and can therefore be expressed using a derivate of a normal distribution density function. The intensity function must also include weekday effects and total number of events during the whole epidemic. Use of bell-shaped functions was systematically introduced in epidemiology by Brownlee in the early 20th century [23], and such functions have since then been applied in several contexts, for example, to predict the course of acquired immune deficiency syndrome (AIDS) in the United States [24]. Assuming that the peak timing is known (estimated in the first prediction component) and that an epidemic follows the bell-shaped function around the peak, the intensity function can be used to predict the peak intensity at time $m$.

Assume that day number $t=1, 2, 3, \ldots, t_i$; the observed number of influenza-diagnosis cases is $y=y_1, y_2, y_3, \ldots, y_n$, and that

$$y \sim \text{Poisson} \left( T \times w \times f(t; m, s) \right)$$

where $T$ is the total number of health care visits of the whole epidemic, $w$ is the weekday effects, $f$ is the normal distribution density function, $t$ is the day number, $m$ is the center of the epidemic (which coincides with $t$ for the peak), and $s$ is the spread in time. Since $t, w, m$ and $s$ are known, only the parameters $T$ and $s$ are estimated using $y$ in such way so that the likelihood is maximized. However, in order to do that, first appropriate starting values for these parameters need to be selected. Finally, using the known parameter $m$ and the estimated parameters $T$ and $s$, the peak intensity at time $m$ is calculated by replacing $t$ with $m$ in equation (8).

It is important that the start of the series seems appropriate because the second prediction component assumes that the level is zero or at an interepidemic level at the start and it is not optimal that there are single or occasional spikes at the beginning of the series. For that reason, the start of the series should be a couple of weeks before an epidemic is detected.

**Evaluation of Detection Module**

The optimal threshold for the lower confidence limit of the expected number of influenza-diagnosis cases was computed to 0.21/day/100,000 for the detection algorithm. The detection sensitivity and specificity (calculation based on the interepidemic period 211 days) were both 1.00 and the timeliness 0 (Figure 3). This means that the detection module according to the definition (6.3 influenza-diagnosis cases/100,000 during a floating 7-day period) detected the 2008-09 winter influenza season on the day it actually started.
Figure 3. The detection algorithm applied on winter influenza season 2008-09 (A[H3N2]). The blue line represents the number of influenza-diagnosis cases/day/100,000, the gray bar marks the start of the winter influenza season according to the definition (6.3 influenza-diagnosis cases/100,000 during a floating 7-day period), and the orange line denotes the lower limit estimated using the detection algorithm.

Evaluation of Prediction Module

The prediction module performance was satisfying both with regard to the peak timing and peak intensity. The peak timing was estimated 8 days in advance and occurred 7 days before the factual peak occurred. The predicted peak intensity at the predicted day of the peak was estimated to 6.3 influenza-diagnosis cases/100,000 (Figure 4) compared with the factual 8.5 influenza-diagnosis cases/100,000 at the day of the actual peak, that is, the absolute difference between the predicted and the actual incidence was 26%.

Figure 4. The prediction method applied on winter influenza season 2008-09 (A[H3N2]). The blue line represents the number of known actual influenza-diagnosis cases/day/100,000 at the time when the prediction is performed, the orange line represents the number of “unknown” actual influenza-diagnosis cases/day/100,000 at the time when the prediction is performed from the first unknown day and until the peak has passed, the gray bar marks the end of the known and the beginning of the “unknown” actual influenza-diagnosis cases/day/100,000, and the black line denotes the predicted values (using the peak intensity prediction) from the first “unknown” day and until the predicted peak occurs.

Discussion

Principal Findings

The aim of this study was to present an integrated influenza detection and prediction method that uses data electronically available in local public health information systems for real-time surveillance. In the performance evaluation based on retrospective data, the method detected the winter influenza season of 2008-09 on the day it actually occurred, whereas the prediction module showed satisfying performance both with regard to the peak activity timing and its intensity.

Comparison With Prior Work

Many important policy decisions in the response to increased influenza activity are made at the local level, for example, planning of resources at intensive care units and deciding social distancing measures such as school closures. The design of the presented integrated detection and prediction method can be compared with current state-of-the-art big data approaches to influenza forecasting [18]. One such approach for local application is a multi-linear, auto-regressive framework in which information is synthesized from a variety of data sources, ranging from Google Trends to electronic patient records (EPRs) [5,6,25-27]. In this study, clinical influenza-diagnosis cases were used for detection of a period of increased influenza
activity and for prediction of the peak intensity, whereas syndromic telenursing data were used for prediction of the peak timing. We chose not to use data directly from EPRs due to integrity and legal issues. In addition to telenursing data, several other syndromic data sources were available that also displayed satisfactory associations with clinical influenza-diagnosis data, for example, Google Trends data, website use data, and local media coverage data [22]. Among the data sources available, telenursing and Google Trends data had the longest lead times and showed the strongest correlations with influenza-diagnosis data. However, since daily Google Trends data could not be guaranteed to be available on a constant routine basis, only telenursing data were used as syndromic data source in the present study. Moreover, we employ full-season learning periods for model updates, whereas continuous updating of the model during an epidemic is used in the multi-linear auto-regressive framework. We chose seasonal updates because a central design prerequisite was to highlight transparency of the method construction and thus facilitate implementation by other researchers. Adjustments of the algorithm processes are only made before pandemics and during winter influenza seasons to adjust detection levels for simering low influenza activity. We gather that methods for continuous updating have to be dependent on the characteristics of local data and it is challenging to formally define a continuous updating framework in a decontextualized format sufficiently transparent to allow transfer of the framework to other settings with maintained performance levels.

Our approach also differs from the framework with the addition of a detection function. Combined detection and prediction methods are common in weather forecasting but not in infectious disease epidemiology. It is somewhat surprising that this is the case, as there are several studies that have focused on developing either influenza detection or influenza prediction algorithms, but seldom a combination of these [28]. However, one possible reason for this fact can be that researchers or research groups have attempted to develop integrated detection and prediction methods but failed to obtain satisfying results for one or several components and therefore chosen not to publish the findings. We suggest researchers in this field to publish methods even if the obtained results are not satisfying because other researchers may want to further develop and improve these methods.

Public Health Implications

The performance evaluation of the integrated detection and prediction method based on retrospective data showed promising results. The rationale for developing our influenza detection and prediction method was to inform the planning of local response measures and adjustments of health care capacity. During emerging epidemics of infectious diseases, it is vital to have up-to-date information on epidemic trends because hospitals and intensive care units have limited excess capacity [29]. In Sweden, for example, the hospital bed capacity is habitually over-extended already before winter influenza seasons with on average 103 patients occupying 100 regular hospital bed units [30]. It is therefore important that increased influenza activity is noticed early at the local level to make time for adjusting primary care and hospital resources already under pressure to the demand in the community (especially hospitalizations requiring intensive care). Syndromic surveillance methods here serve as complements to traditional surveillance by provision of earlier indications of influenza activity [31,32]. However, although the method showed promising performance, we contend that a retrospective evaluation of a single season is insufficient for drawing valid conclusions about its effectiveness. We find that a retrospective evaluation of numerous seasons still would be insufficient. Instead, prospective evaluations are warranted where historical data are only used to determine thresholds and other parameters, and the method is applied on forthcoming epidemics.

Strengths and Weaknesses

The method presented in this paper has both strengths and weaknesses that need to be taken into regard. An important strength is that the design rationale is documented in detail in order to allow the researchers to consider the arguments for different design decisions when building next generation of integrated detection and prediction methods. Another key strength is that analyses of an epidemic is divided into three separate components (beginning of epidemic, peak timing of epidemic, and peak intensity of epidemic), where statistical and mathematical assumptions for each of these components are made independently of each other. Also, different data sources are applied in each component. Concretely, to detect the beginning of an epidemic, exponential regression is applied on influenza-diagnosis data; to predict the peak timing, simple linear regression is applied on syndromic telenursing data; and to predict the peak intensity, the epidemic is assumed to follow a bell-shaped function of time around the peak and therefore a derivate of the normal distribution density function is applied on influenza-diagnosis data. An approach similar to this has rarely been reported in the field of influenza surveillance. One possible limitation of the method design is that the series of actual influenza-diagnosis data are smoothed and the peak of the smoothed series is used as the actual peak. However, as mentioned in the Methods section, the reason for this design choice was to reduce the risk of misleading influence from outliers.

One potential limitation concerns the use of sensitivity and specificity in the method. These metrics are, however, restricted to assess the accuracy of the alerting threshold. We have previously contended that it is important to determine the appropriate period in time which calculations of sensitivity and specificity are to be based upon [33]. This issue mainly concerns sensitivity because once an epidemic has started, it is known that the daily incidence will exceed the predetermined threshold for a certain period ahead. Expanding this period would generate higher sensitivity and thereby overestimate the method performance. Similarly, if the periods are set too short, the performance of the method may be underestimated. A short period of the specificity can also lead to a situation where hypothetic increases of the incidence level during interepidemic periods are ignored in the calculations, leading to a higher value of the specificity which can also be deceiving. Therefore, we chose to base the calculations of the specificity on the first 45 days of an epidemic and the specificity calculations on the period from when the previous epidemic has ended and until the
beginning of the current epidemic (ie, for specificity the period length varied).

Another possible limitation concerns the second prediction component, where we chose to apply linear regression on 7-day periods for the search of positive and negative trends in order to find the peak timing in the syndromic data. The length of the period could have been extended with 1-2 days to get more reliable estimates of the trend. However, this alternative was weighted against the risk of predicting the influenza-diagnosis peak with fewer days in advance, and the advantage with earlier prediction of saving these days was preferred. Another limitation is that the prediction of the peak intensity is affected by the peak timing prediction, since a precise prediction of the peak timing increases the chance of an accurate prediction of the peak intensity. Concretely, if the timeliness for the prediction of the peak timing was 0 days instead of 7 days in our retrospective evaluation of the 2008-09 winter influenza season, the predicted peak intensity would have been estimated to 7.7 instead of 6.3 influenza-diagnosis cases/100,000 compared with the factual 8.5 influenza-diagnosis cases/100,000. In other words, the absolute difference between the predicted and the actual incidence would have been 10% instead of 26%. Finally, in the second prediction component, we assumed that an influenza epidemic takes a bell-shaped form from the beginning to the end, and therefore we employed a derive of a normal distribution density function to find the peak intensity. The same assumption was used by Bregman and Langmuir [24] to predict the course of the AIDS epidemic in the United States but was later shown to be inaccurate [34]. However, in the case of the AIDS epidemic, the bell-shaped function was applied in a setting where the underlying premises radically differed from that at hand in the present study, that is, to predict the course of the AIDS epidemic which had been ongoing for several years in an ill-defined population. In contrast, in our study, the function is used only to find the peak intensity in an increase of influenza activity that lasts for only one season. In this context and for these purposes, we believe that the assumption of a bell-shaped curve is defensible.

Conclusions

During the recent decade, a multitude of algorithms for influenza detection or prediction have been reported [28,35-38]. Unlike meteorology where methods for integrated very-short and long-term predictions have been used in practice settings for several decades (see eg, [39-41]), surprisingly few such approaches have been reported for influenza surveillance. Our integrated detection and prediction method is one of the first designed for application on naturally occurring local influenza epidemics. The results of this study indicate that further prospective evaluations of the method are justified.
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Abstract

Background: The Web is becoming increasingly popular for gaining information on medical or health issues; with women in particular likely to search online for this type of information and support. Despite the increased use of the Web for health-related information, we need to question whether the Web and the ease of seeking health information that it provides leads to more (patient) empowerment. As well as being a time of joy and expectations, pregnancy can be a worrying time for women, especially first time mums-to-be, with unfamiliar experiences and symptoms and concerns for the baby as well as the self.

Objective: Our aim was to explore how and why pregnant women use the Web to gain information and support during pregnancy and what they consider a reliable source.

Methods: To meet the objectives of the study, a qualitative approach was required to gather information on the experiences of currently pregnant women who use the Web to gain information and support during their pregnancy. Sixteen pregnant women took part in a semistructured interview, either face-to-face or via telephone. The interviews took place from January to March 2016, all participants were from England, and the health professionals are all employed by the National Health Service (NHS). Qualitative analytical procedures were employed using inductive thematic analysis supported by NVivo software (QSR International).

Results: Pregnant women found reassurance from the experiences of others. This reassurance resulted in them feeling less alone, as well as enabling them to normalize any symptoms or experiences they were undergoing. The women understood that caution was needed at times while reading the stories of others, acknowledging the potential for extreme cases or worst case scenarios. This is particularly pertinent to the Web, as this wide range of stories may not be as easily accessible if stories were confined to those in a woman’s offline social circle. The interviews provide insights into how and why pregnant women search online for information and perhaps more so, support while pregnant.

Conclusions: Searching for health information and advice online during pregnancy is viewed as quick, easy, and accessible. The affordances of the Web have provided women the opportunity to go online as a first port of call. Knowing they were not alone and reading the experiences or symptoms of other pregnant women enabled women to normalize their experience and was ultimately reassuring for pregnant women.

KEYWORDS
pregnancy; information seeking behavior; qualitative research

Introduction

The Web is becoming increasingly popular for gaining information on medical or health issues [1]. Indeed, according to a Pew Internet report, 80% of American Web users look for health information online [2], and 35% of American adults have gone online to diagnose a medical condition, referred to as “online diagnosers” [1]. Women are more likely to go online to figure out a possible medical diagnosis than men [1] and search online for health information [3]. However, despite the increased use of the Web for health-related information, we need to question whether the Web and the ease of seeking health information that it provides leads to more (patient) empowerment. Women are more likely to search for health information online [3] for themselves and other family members, and as previously mentioned they are also more likely to go online to try and diagnose a medical condition [1]. A large Australian study [4] found that women who experienced stigmatized conditions such as sexually transmitted infections or mental health were more likely to search online for health information [4]. Women also use the Web to seek information regarding pregnancy and childbirth in particular, as these are often worrying times for women [3,5]. Research suggests that health anxiety is not elevated during pregnancy, although health anxiety is higher for those women who have experienced complications during pregnancy [6].

As women utilize the Web for health information more so than men, and pregnancy and childbirth can be worrying times for women, it was deemed important to consider how women use the Web during pregnancy for pregnancy-related information and how they negotiate and navigate through the mass of data available to them online. The vast amount of information and personal stories available and easily accessible online suggest that women must negotiate what information they take on board and how they react to the “horror stories” due to numerous risks involved in pregnancy and childbirth [7].

Previous research has found that around 80% of Web users seek health information online [8,2] for reasons such as convenience, anonymity, specialized advice, and social support when feeling stressed or worried [9]. Previous research has focused on parents who seek health information online for their children [10]. Bernhardt and Felter [10] found that women as parents are among the highest information-seekers who use the Web to confirm beliefs or get a “second opinion.” They also found that online sources need to be clear with advice in order to gain more trust from mothers, and more trusted advice comes from clinical professionals or parents (in online blogs). The parents in the study briefly discussed their pregnancy health information seeking behavior, stating that they used the Web for support and health advice [10].

In a more recent study, Lagan et al [5] aimed to understand how and why pregnant women used the Web for health information and how this impacted on their decision making during pregnancy. The findings revealed that women googled information and used the information found online to supplement offline information they had received from health professionals, and the Web played a significant part in health information-seeking and decision-making during pregnancy. From the findings, the authors were left with questions with regard to the knowledge of women to evaluate the quality of the information sourced. In a 2011 study [11], Lagan et al investigated the perspectives of midwives toward the online searching behavior of pregnant women, finding a general increase in the use of the Web among pregnant women, with midwives concerned about the accuracy of information found, corroborating the authors earlier findings.

It is viewed as important that people know where to seek information online; having this knowledge could empower people and health care providers should suggest suitable sites for pregnancy-related information [12]. This is a view shared by Lagan et al [5]. In their study of online pregnancy-related information for nutrition and physical exercise, Huberty et al [12] found that the information women sourced via the Web during their pregnancy increased their confidence in decision-making during pregnancy. However, it was acknowledged that there is a need to question the trustworthiness of information found online compared to offline sources such as doctors or family and friends. Research has found that information sought and found online is secondary in both priority and reliability toward offline sources [5]. People in the digital age want to be informed patients and online health information searching is not due to any dissatisfaction with doctor’s care (or any other health care professional [HCP]) or information provided [5,13].

Supporting this view, Song et al [7] found that although women use the Web, they still rely on their doctors. Women utilized the Web to confirm normalcy and help them take control. They used the online information to confirm knowledge received from health professionals and to seek reassurance of what is normal, with a general desire not to be the only one experiencing symptoms; this was found to be especially pertinent for first time mothers. The study found that pregnant women were interested in keeping track of fetal development [7], supporting early research that fetal development is the most cited online search topic of interest for pregnant women [10].

The overall aim of the larger study was to gain an understanding of how pregnant women use the Web for health-related information during pregnancy, as well as to gain an understanding of how women can skillfully surf in order to reduce any potential anxiety caused through seeking health information online. This paper focuses on how and why pregnant women use the Web to gain information and support during pregnancy and what they consider a reliable source.

Methods

The larger study from which this paper is drawn took a mixed-methods approach, using both qualitative semi-structured interviews with pregnant women and a Web-based questionnaire...
for currently pregnant women and new parents, both male and female, in order to understand their online health information-seeking behavior. The interviews and questionnaire elements of the study ran simultaneously in order for a larger, more diverse dataset from which to derive results. This paper focuses on the findings of the qualitative element of the study.

**Sampling and Participants**

Using a snow-ball sampling technique, a total of 16 semistructured interviews were conducted with pregnant women. In order to recruit pregnant women to the study, the study was advertised around the university, and participants were also asking for referrals of other currently pregnant women. Although small, the sample size was deemed adequate due to data saturation [14]. Data saturation was reached when there was enough information to replicate the study [15, 16]; new information was not obtained [17] and further coding was not feasible [17], and future interviews would not yield further information or coding categories [17].

All interviews were conducted by the same interviewer. The interviewer was trained in qualitative research. The interviews ranged in duration from 20-60 min and were conducted one-to-one either by phone or in person from January to March 2016. Of the 16 women interviewed, only 14 provided demographic data (see Table 1 for information on participants). Participants received and were asked to read a participant information sheet informing them about the study and what was required of them. All participants were required to sign a consent form before the interviews took place. The consent form informed participants that the interview was voluntary and that they were free to stop the interview at any time during the interview, without giving a reason as to why. All participants were also required to complete a demographics form asking information about age and ethnicity. The form also sought information related to the women’s current pregnancy, such as trimester, any pregnancy related and nonpregnancy related medical conditions, and use of the Web and support networks.

The interview schedule consisted of 4 sections. Section 1: online information seeking, with 7 questions (ie, what online sources do you use to find out information about your pregnancy?). Section 2: how you search, with 5 questions (ie, how do you know what to trust online?). Section 3: impact of online searching, with 9 questions (ie, what makes online information reassuring? How long does that last? What makes online information worrying? How long does that last?). Section 4: support and coping, 6 questions (ie, do you ever access any online health care professionals?).

**Ethical and Research Approvals**

Approval for the study was given by University of Bolton Research Ethics Committee in October 2015, United Kingdom.

**Data Analysis**

All interviews were digitally recorded and transcribed verbatim. All qualitative data were analyzed using Nvivo version 10 software. The qualitative approach used to analyze the interviews was an inductive thematic analysis [18, 19] since the analysis was grounded in the data rather than existing theories. The data was analyzed using Braun and Clarkes approach [18] for using thematic analysis in psychology. In order to ascertain and increase intercoder reliability and the reliability of the results, 2 transcripts where independently coded by both authors to develop a coding framework and code book. Any subsequent additional theming was discussed during independent analysis. The stories from other women who had experienced the same or similar experiences helped pregnant women to feel reassured and less like they were the only ones going through something.

**Results**

**Overview of Results**

In general, pregnant women tended to find the Web a useful source of information and advice during their pregnancy. Although there were things that worried them when they searched on the Web, overall the accessibility of Web-based information and the stories and experiences of other women were viewed as reassuring. Four main themes emerged from the interviews. Table 2 shows the main themes, topics, and an example quote from the interview analysis.

**Online Forums: Reading the Stories and Experiences of Other Pregnant Women**

From the analysis, it was evident that the participants tended to search and engage with online forums to read and get advice from other pregnant women. All the women talked about other women’s stories they read on the Web and these were viewed positively and seen as providing pregnant women with reassurance.

**Reassurance, Not Alone, and Normalized**

Other women’s stories and experiences had a positive impact in terms of reassurance and helping to reduce worry as shown in Table 2. The stories from other women who had experienced the same or similar experiences helped pregnant women to feel reassured and less like they were the only ones going through something alone. Not feeling as if they were the only one’s experiencing something also normalized symptoms and issues for women as highlighted in the quotes in Table 2. Interestingly, the following quote shows how some women found reading other women’s experiences as supportive and which enabled them to ask questions they did not want to ask their midwife:

*If I had to ask the midwife like everything I was worried about, I wouldn’t worry her that much and ask her that. And I think also the fact that there’s so many people who are talking about their own experience, so it can be really supportive so it’s like if you’re worried about your next scan or whatever it is then you can do a post saying I’m worried has anyone else been, and then you’ve got lots of people who kind of supporting you.* [Participant 14, multiparous]
Table 1. Demographics or characteristics of participants.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
</tr>
<tr>
<td>16-20</td>
<td>1</td>
</tr>
<tr>
<td>21-25</td>
<td>6</td>
</tr>
<tr>
<td>26-36</td>
<td>2</td>
</tr>
<tr>
<td>31-35</td>
<td>3</td>
</tr>
<tr>
<td>&gt;36</td>
<td>2</td>
</tr>
<tr>
<td><strong>Pregnancy status</strong></td>
<td></td>
</tr>
<tr>
<td>Primiparous</td>
<td>6</td>
</tr>
<tr>
<td>Multiparous</td>
<td>8</td>
</tr>
<tr>
<td><strong>Trimester at the time of interview</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td><strong>Medical complications in this pregnancy (including pre-eclampsia, depression, diabetes, and sickness)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7</td>
</tr>
<tr>
<td>No</td>
<td>7</td>
</tr>
<tr>
<td><strong>Medical complications in a previous pregnancy</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4</td>
</tr>
<tr>
<td>No</td>
<td>10</td>
</tr>
<tr>
<td><strong>Web use</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>12</td>
</tr>
<tr>
<td>A few times a week</td>
<td>2</td>
</tr>
<tr>
<td><strong>Support during pregnancy</strong></td>
<td></td>
</tr>
<tr>
<td>Midwife</td>
<td>14</td>
</tr>
<tr>
<td>General practitioner</td>
<td>7</td>
</tr>
<tr>
<td>Family</td>
<td>14</td>
</tr>
<tr>
<td>Friends</td>
<td>12</td>
</tr>
</tbody>
</table>

Forums were also viewed by women as a place to gain information and keep up to date:

> Like you know again if you think they might be a bit of new information out or, another person might have written online that they've got the same illness that day and you know you want to just read up about them and what they're going through and how they're feeling so. [Participant 1, primiparous]

Others viewed searching online as a specific place for seeking reassurance rather than information as expressed in the following quote:

> I always go on for reassurance really rather than getting the information. That's what I use it for. [Participant 9, multiparous]
<table>
<thead>
<tr>
<th>Theme</th>
<th>Topics</th>
<th>Example quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sharing experiences</strong></td>
<td>Reassurance</td>
<td>I’d say they reassure me, because you know I’ll search for if I’m feeling down and you’ll see other women that feel the same as you. [Participant 1, primiparous]</td>
</tr>
<tr>
<td></td>
<td>Not alone</td>
<td>Just knowing somebody else has been through the same kind of thing as you and you’re not on your own, knowing that you’re not the only person going through a certain thing. [Participant 4, primiparous]</td>
</tr>
<tr>
<td></td>
<td>Normalize</td>
<td>I mean there’s a lot of stuff on there, on Netmums... and when I went on Netmums there is a lot of women out there who say it’s you know—perfectly normal, not to worry about it. And then I did check it with my midwife and it is you know just part of the babies growing development. [Participant 16]</td>
</tr>
<tr>
<td></td>
<td>Reliability of information</td>
<td>I tend to not rely on the information too much because there are you know anybody can put anything on the internet and it’s all sorts of blogs and it’s err, so yeah I do like to read opinions of other people but I don’t, I try not to depend on them. [Participant 5, primiparous]</td>
</tr>
<tr>
<td></td>
<td>Worst case scenarios</td>
<td>The fact that say for example on the forum you’re not going to get people going on saying I’m having a perfectly healthy pregnancy, you’re going to have the people that have had problems. So the fact it’s almost going to kind of over-represent, it’s always going to over-represent the people who’ve had issues. [Participant 14, multiiparous]</td>
</tr>
<tr>
<td><strong>Affordance of the Web</strong></td>
<td>Quick and accessible</td>
<td>Well it’s immediate so you’re not concerned until you receive or get a doctor’s appointment, so you can pretty much get an answer straight away can’t you, I think it’s a really useful source [Participant 2, multiiparous]</td>
</tr>
<tr>
<td></td>
<td>Not a substitute for midwife</td>
<td>Online used for (short term) reassurance but offline for definitive answers, so I would trust kind of forums like Mumsnet and Netmums and things if it was just about how people felt about something. But if I actually wanted an answer to something I wouldn’t trust them. I’d trust it if it was a website where, someone would like BabyCenter I think it’s called, where someone’s asked a question and they’ve had approved people answering it. Whereas if I’m just kind of looking for reassurance like is there anyone else who was on anti-depressants and their baby was fine, then I’m more reassured by kind of anecdotal accounts for that. [Participant 14, multiiparous]</td>
</tr>
<tr>
<td></td>
<td>Good source of information and advice</td>
<td>I generally actually tend to go online and like find out information first for myself before I go, go and speak about it with other people. I don’t, because that’s, that’s sort of like my nature that I feel like I bother people if I ask them something so I try not to ask questions I try to find things for myself. [Participant 5, primiparous]</td>
</tr>
<tr>
<td><strong>Pregnancy-specific focus</strong></td>
<td>Search on the Web now pregnant</td>
<td>I’ve looked more and researched more about pregnancy since I’ve been pregnant but beforehand I wouldn’t say I used the website if I was poorly, if I was poorly I just used to go to the doctors. I wouldn’t try and erm, you know, think of what condition I’ve got, I’d just go straight to the doctors. [Participant 8]</td>
</tr>
<tr>
<td></td>
<td>Baby development</td>
<td>Online like I said I just use my app, I sometimes use google but it’s more just the app to be honest with you, just having a nosey at the changes to the baby and things like that. [Participant 4, multiiparous]</td>
</tr>
<tr>
<td></td>
<td>Reliable sources</td>
<td>I usually go refer back to the NHS pages as well. [Participant 4, multiiparous]</td>
</tr>
<tr>
<td><strong>When to stop</strong></td>
<td>Information not helping</td>
<td>Just when you feel like you now well this is not really helping me anymore so just shut it down. [Participant 5, primiparous]</td>
</tr>
<tr>
<td></td>
<td>Saturation</td>
<td>I think the more that the same thing that comes up then I trust it, so the more it occurs. [Participant 9, multiiparous]</td>
</tr>
<tr>
<td></td>
<td>Reassured</td>
<td>I just think when you feel like you’ve got an answer. [Participant 2, multiiparous]</td>
</tr>
</tbody>
</table>
Questions of Reliability

Despite the benefits gained from reading other women’s pregnancy stories and experiences, there was the recognition by the participants that there were issues with searching and reading online and caution should be taken as expressed in the following quote on the unreliability of information sourced online. This caution is due to the Web’s often contradictory nature, and the fact that information is based on peoples, often limited experiences and are opinion based, rather than always fact based.

Contradicts itself a lot, some people say “oh I was bleeding, I didn’t have a miscarriage,” “I was bleeding, I did have a miscarriage.” So you never know what to believe. So then if a load of people have said “oh I’ve had a miscarriage these pains the same as you, I had a miscarriage,” you’re going to think you’re going to have one even though you might not. So that can really worry some people. [Participant 10, primiparous]

Worst Case Scenarios

There is a suggestion that stories on the Web are biased toward the negative view point and there was a strong acknowledgment throughout the interviews that many of the stories people posted online were often “horror stories” or worst case scenarios and viewed as something one would not necessarily have access to if it was not for the Web. This perhaps highlights that although easily accessible, the Web is not constrained by geographic boundaries.

Because you can see obviously worst case scenario and people that might then think that it’s worse than it actually is. You know, and it isn’t always reliable is it, so and I’m not a chatroom person at all but sometimes you just referred to them aren’t you because that specific symptom you mentioned. And I think the people that generally write on these chatrooms are the people that have had the bad thing happen to them, you know the worst case scenario. You’re rarely going to hear off somebody that actually it turned out fine. [Participant 2, multiparous]

These worse case scenarios or extreme cases would often cause concern for participants and increase worry in pregnant women as acknowledged clearly by participant 1:

I suppose when you read things that you know aren’t particularly nice, you know again with my pre-eclampsia you know and then if I read, you know a lady passed away from it or you know someone’s had life-long effects from it and stuff like that then you obviously, then I’m going to worry...and think you know well that could happen to me or you know well what if it does when really the chances of that are quite slim, but I suppose it is just the things you read and the things that has happened to people. [Participant 1, primiparous]

Online Affordances

Quick and Accessible

The affordances of the Web were viewed as important especially in terms of the accessibility and the speed with which one can get answers to concerns or worries online. This was especially important when it may be difficult to access offline health professionals. A number of the pregnant women in this study stated that they accessed the Web daily for nonwork issues, suggesting they are regular Web users. Supporting the literature that the Web is becoming increasingly popular for health information [1], participant 15 expresses this point: “When you’re looking for something you just search online.” The women tended to google symptoms as their method of searching symptoms, as research has also previously found [7], with the same participant stating: “If I’ve got pains or anything like that I’ll just Google it. Yeah so Google’s a brilliant thing.”

Online Information Not Viewed as a Substitute to Offline Health Professional (Midwife)

In terms of information online, participants recognized that the information received online should not be trusted and that you needed to also go offline. Searching for information online was not a substitute for seeking offline support or advice, more an accessible, easy first port of call as highlighted by the quote in Table 2.

Good Source of Information and Advice

Despite the acknowledgment of caution required when seeking information online, the Web was viewed as a good place to get advice and perhaps gain a feeling or sense of control with their pregnancy. In particular, it was viewed by participants as a good place to get information before seeking help from a health professional, again linking into the accessibility of online information.

In many cases it was also down to the fact that they did not want to bother health professionals, and women felt comfortable gaining reassurance or being more informed before they contacted a health professional such as a midwife.

Yeah, well, err I think, I generally actually tend to go online and like find out information first for myself before I go, go and speak about it with other people. I don’t, because that’s, that’s sort of like my nature that I feel like I bother people if I ask them something so I try not to ask questions I try to find things for myself. [Participant 5, primiparous]

Interestingly, this participant felt the information sought online encouraged her to seek help offline:

Yeah, erm like the preeclampsia one last week. That scared me. Just because it’s, it’s only 28 weeks now, I was 27 last week. And to have a baby at 27 weeks I was like I’m not ready, like there’s no way this baby is ready to come out so I really hope it’s not that. Erm, so that probably worried me, so like the night before, and then I was at the doctors the next day. But I think if I hadn’t of read that I wouldn’t have been at the doctors the next day. I wouldn’t have been so worried, if that makes sense? Like I would have...
been ignorant in a way.) The fact that if like it is scary, so like with the, I hadn’t got a clue about preeclampsia, didn’t know what it was and then soon as I put my symptoms up and it’s in your face, you can’t ignore it. It’s like wow, it’s there, and you’re just like warning signs go off. But like if I hadn’t had that information I probably wouldn’t have been as worried, I wouldn’t have known what it was. Or have to know to go to the doctors. So it’s good and bad I suppose. [Participant 3, primiparous]

Pregnancy-Specific Focus

Online Information Seeking Different Now Pregnant

Some participants had indeed found that their online health seeking behavior had changed, in terms of searching more, since becoming pregnant. Perhaps, indicating that searching online for health and pregnancy information does indeed increase, or at least change, during pregnancy.

Table 3. Websites and apps used by the participants.

<table>
<thead>
<tr>
<th>Website or app</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHS(^a) (NHS Start4Life)</td>
<td>16 (2)</td>
</tr>
<tr>
<td>The bounty app</td>
<td>8</td>
</tr>
<tr>
<td>Net mums</td>
<td>7</td>
</tr>
<tr>
<td>Mums net</td>
<td>4</td>
</tr>
<tr>
<td>Baby centre</td>
<td>4</td>
</tr>
<tr>
<td>Emma’s diary</td>
<td>1</td>
</tr>
<tr>
<td>AIMS(^b)</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)NHS: National Health Service.
\(^b\)AIMS: Association for Improvements in the Maternity Services.

Knowing When to Stop

In regard to any insights into how women skillfully surf, it was vital to gain an understanding and some insight into how pregnant women knew when to stop searching online for pregnancy-related health information. The most popular themes were (1) the information is no longer helpful or helping them, (2) saturation, and when the participant felt they were reading the same information and searches were no longer producing new information, but the same information was being repeated and (3) reassuring, in that they feel they had sought and gained an appropriate answer and they felt reassured. Other participants in the study indicated that they often found it difficult knowing when to stop:

> It depends how worried I am about something. So I am a bit of a worrier like I do have anxiety so I will like sometimes go through a few pages and read everything. I’d probably carry on searching and sometimes make it worse. Because the more you search the further you go down the search results the more unclear and the more worrying the information gets. [Participant 14, multiparous]

Whereas others found it much easier to get the information they required and could stop searching:

> I think sometimes it’s just about reassurance sometimes, reading it and thinking right okay, I’ll be satisfied with that. And then that will be done until something else. [Participant 7, multiparous]

Discussion

Principal Findings

Knowing when to stop searching was different for different women. The Web was considered an extremely quick and accessible source, compared with offline official sources used for support and reassurance from those going through the same experience—normalizing and used for self-triage, possibly prior to seeking medical advice. The information sought online was not a replacement for a midwife or doctor’s advice, supporting previous findings [5,7]. In general, pregnant women tended to find the Web a useful source of information and advice during their pregnancy. Although there were things that worried them when they searched online, overall, the accessibility of online information and the stories and experiences of other women were viewed as reassuring. This reassurance was provided...
through both practical information and advice as well as through emotional support; both equally reassuring for the participants in this study.

The findings from this research indicate that searching online does indeed occur during pregnancy for women. However, this online searching was not necessarily a bad thing. It was clear that the women gained reassurance from hearing the stories and experiences of other women, either to gain information and knowledge or to gain a “second opinion.” This supports Bernhardt and Felter’s research on (female) parents’ health information seeking for their children [10]; allowing women to feel more in control and informed during their pregnancy [13]. This study does give an indication that women liked to have some form of control in their pregnancy. This is shown through women wanting to seek out information on their own, perhaps enabling them to feel empowered and informed with some level of control. This may be especially pertinent for women with complications or who have had complications in their pregnancy.

Not feeling as if they were the only ones experiencing something also normalized symptoms and issues for women, supporting previous research [7]. However, it was evident that this online information was not a substitute or a replacement for offline information [5,7], confirming the view [5] that information sought online is secondary in terms of both priority and reliability toward offline sources. However, in this study, women sought information online before going offline. In one particular instance, searching online convinced one woman that she did indeed need to seek offline care. In particular, women enjoyed the websites and mobile apps that informed them of their babies’ development and symptoms associated with pregnancy development, again supporting previous findings [7,10]. The Web, in particular the online forums for pregnant women, were viewed as good place to communicate and connect with others, providing women with a feeling of support as well as enabling women to develop networks with others going through pregnancy at the same time. This is valuable as women may not have this network of support offline.

However, the convenience of the Web and the fact that “Google it” is a well-known and established term of phrase, highlights that the Web is, for most people, a first port of call. This was found to be the case for pregnant women, who for one reason or other would turn to the Web first for answers or reassurance before seeking advice and reassurance offline. Numerous reasons were provided from the interviews as to why it was the first port of call aside from it being quick and accessible, namely, not wanting to bother their midwife or another HCP, wanting to be more informed about an issue or concern before going to see their midwife, not wanting to ask what may be deemed as silly questions when with their midwife, not wanting to waste their midwife’s time with a list of questions, not being able to contact or see a midwife and needing more speedy reassurance, feeling uncomfortable asking health professionals questions, or forgetting to ask certain questions when with the midwife. Online information provided short-term reassurance whereas information sought offline through a midwife or HCP provided long-term reassurance. Online information provided by a professional did also provide long-term reassurance but it is unclear from this research how the women knew if any claims of information coming from a HCP were indeed genuine.

Not surprisingly the NHS was the most reliable source of information for participants. Only one pregnant women in this study had been recommended another website by a HCP (in this case their midwife). It would be beneficial for health professionals to provide pregnant women with information on reliable online sources and highlight them to the potential dangers of forums. HCP should suggest suitable sites to empower people [12], especially since previous research highlighted this as a concern for midwives that more and more pregnant women are searching information online [13]. This and prior research [5] note the dangers of seeking health information online due to the element of bias toward having access to “worst case scenarios.” Interestingly, participants in the study did acknowledge that the worst case scenarios are an issue online and that this is an affordance of the Web, allowing access to a wider network of people who you would not have access to, and hear stories from, offline. This acknowledgement and insight suggests a good understanding of the Web and how to skillfully surf.

In some ways it was almost expected that when searching online about pregnancy-related issues, one would come across worst case scenarios or as some women referred to them, horror stories. The pregnant women in the study referred a lot to reading online forums, and it was particularly recognized that forums were a place people who have, or have had, problems tend to go to share their story. It was also recognized and accepted that healthy people do not generally go on forums to say all is well, unless it was in response to a worst case scenario in a supportive way, such as experiencing something similar and now having a healthy baby. This also leads to the acknowledgment of reliability of information, in that it was frequently acknowledged that anybody can post on forums and blogs about their issues and experiences and this is often unmoderated. However, these are people’s opinions and personal experience which may not apply to others and certainly not everyone. Again this shows a level of how skilful surfing is and how people navigate the vast amount of information online. Knowing what certain information online does and does not provide differs depending on the source of that information.

No real difference was evident from the findings of any difference in the online searching approaches or styles in terms of pregnancy status between primiparous and multiparous participants. However, the authors would suggest further research in this area to perhaps investigate any change in confidence or anxiety levels during pregnancy and how this may impact online searching. It was noted that a multiparous participant had noticed a difference in her online searching between her two pregnancies. As she knew much more during her second pregnancy that certain symptoms or concerns were normal, her previous experience had notably, to her, reduced her need to search for information online.

**Strengths and Limitations**

This methodology did present a number of limitations. First, the sample was self-selecting and was only relevant to pregnant women who did use the Web for information and support. The

http://www.jmir.org/2017/19/e194/
sample may reflect only those who feel competent with Web-based activities and who have reasonable information technology (IT) literacy skills. Due to the inclusion criteria, the study missed out on the insights of pregnant women who did not consider Web-based resources as useful during pregnancy. The women in the study all talked about googling symptoms and reading posts from other women who had posted on forums. It would therefore be interesting for future work to understand the main issues posted on forums that pregnant women discuss and also how the information received via forums and other pregnant women’s stories in particular, impact on decision making during pregnancy. Previous research has considered the impact on decision making of online information [5]; however, more research is needed in this area especially in terms of support online.

A second limitation of the study is the sample size. Since this is a qualitative study, a sample size of 16 interviews is sufficient. However, triangulation of these findings with a larger more quantitative study would add weight to the findings discussed here. The authors have data from a Web-based questionnaire but this was beyond the scope of discussion in this paper but will add weight to these findings in the future. A major strength of this study is that not only did the authors conduct interviews with currently pregnant women but the health information and other demographic data was also gathered. Having knowledge of information pertaining to women’s pregnancy at the time of interview, such as trimester and medical conditions, enabled the researchers to consider factors which may influence use of the Web and how women searched. In terms of demographics, all but one of the women interviewed was white; perhaps a more ethnically diverse sample would yield differing results. In addition, this research gained knowledge of the participant’s experience of pregnancy-related complications, either during this pregnancy or a previous pregnancy. Previous research [6] has found health-related anxiety to increase in women during pregnancy who have experienced complications during pregnancy. More qualitative research into this area may provide insight into this area.

None of the women interviewed were in their first trimester of pregnancy. Due to the sampling technique employed, it was observed by the authors that the women approached to take part in the study who were in their first trimester of pregnancy did not want to be interviewed until they had reached the second trimester. This is understandable due to the increased risks of pregnancy loss in the first 12 weeks (first trimester). However, since the first trimester is a particularly worrying time for pregnant women and a time when symptoms such as morning sickness are often most persistent, it would be interesting for research to gain an insight of how women may change their online information or health searching during this period.

No longer helping, saturation, and feeling reassured where the main reasons why women stopped their online pregnancy-related searches. Women in the study felt confident they could navigate through the mass of data and there was an element of knowing when to stop searching. However, more research is needed to dig deeper and understand how pregnant women, and indeed other people seeking health information online, evaluate the quality of information sourced in order to gain a more complete insight into what constitutes skillful surfing.

Conclusions

Searching for health information and advice online during pregnancy is viewed as quick, easy, and accessible. The affordances of the Web provide pregnant women the opportunity to go online as a first port of call. Knowing they were not alone, ascertained through the reading of online posts by other pregnant women sharing their experiences or symptoms, enabled women to normalize their experience and despite some caution required, was ultimately reassuring for pregnant women.
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Abstract

Background: Mental illness is quickly becoming one of the most prevalent public health problems worldwide. Social network platforms, where users can express their emotions, feelings, and thoughts, are a valuable source of data for researching mental health, and techniques based on machine learning are increasingly used for this purpose.

Objective: The objective of this review was to explore the scope and limits of cutting-edge techniques that researchers are using for predictive analytics in mental health and to review associated issues, such as ethical concerns, in this area of research.

Methods: We performed a systematic literature review in March 2017, using keywords to search articles on data mining of social network data in the context of common mental health disorders, published between 2010 and March 8, 2017 in medical and computer science journals.

Results: The initial search returned a total of 5386 articles. Following a careful analysis of the titles, abstracts, and main texts, we selected 48 articles for review. We coded the articles according to key characteristics, techniques used for data collection, data preprocessing, feature extraction, feature selection, model construction, and model verification. The most common analytical method was text analysis, with several studies using different flavors of image analysis and social interaction graph analysis.

Conclusions: Despite an increasing number of studies investigating mental health issues using social network data, some common problems persist. Assembling large, high-quality datasets of social media users with mental disorder is problematic, not only due to biases associated with the collection methods, but also with regard to managing consent and selecting appropriate analytics techniques.

(J Med Internet Res 2017;19(6):e228) doi:10.2196/jmir.7215
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Introduction

Mental illness is quickly becoming one of the most serious and prevalent public health problems worldwide [1]. Around 25% of the population of the United Kingdom have mental disorders every year [2]. According to statistics published by the World Health Organization, more than 350 million people have depression. In terms of economic impact, the global costs of mental health problems were approximately US $2.5 trillion in 2010. By 2030, it is estimated that the costs will increase further to US $6.0 trillion [3]. Mental disorders include many different illnesses, with depression being the most prominent. Additionally, depression and anxiety disorders can lead to suicidal ideation and suicide attempts [1]. These figures show
that mental health problems have effects across society, and demand new prevention and intervention strategies. Early detection of mental illness is an essential step in applying these strategies, with the mental illnesses typically being diagnosed using validated questionnaires designed to detect specific patterns of feelings or social interaction [4-6].

Online social media have become increasingly popular over the last few years as a means of sharing different types of user-generated or user-curated content, such as publishing personal status updates, uploading pictures, and sharing current geographical locations. Users can also interact with other users by commenting on their posts and establishing conversations. Through these interactions, users can express their feelings and thoughts, and report on their daily activities [7], creating a wealth of useful information about their social behaviors [8]. To name just 2 particularly popular social networks, Facebook is accessed regularly by more than 1.7 billion monthly active users [9] and Twitter has over 310 million active accounts [10], producing large volumes of data that could be mined, subject to ethical constraints, to find meaningful patterns in users’ behaviors.

The field of data science has emerged as a way of addressing the growing scale of data, and the analytics and computational power it requires. Machine learning techniques that allow researchers to extract information from complex datasets have been repurposed to this new environment and used to interpret data and create predictive models in various domains, such as finance [11], economics [12], politics [13], and crime [14]. In medical research, data science approaches have allowed researchers to mine large health care datasets to detect patterns and accrue meaningful knowledge [15-18]. A specific segment of this work has focused on analyzing and detecting symptoms of mental disorders through status updates in social networking websites [19].

Based on the symptoms and indicators of mental disorders, it is possible to use data mining and machine learning techniques to develop automatic detection systems for mental health problems. Unusual actions and uncommon patterns of interaction expressed in social network platforms [19] can be detected through existing tools, based on text mining, social network analysis, and image analysis.

Even though the current performance of predictive models is suboptimal, reliable predictive models will eventually allow early detection and pave the way for health interventions in the forms of promoting relevant health services or delivering useful health information links. By harnessing the capabilities offered to commercial entities on social networks, there is a potential to deliver real health benefits to users.

This systematic review aimed to explore the scope and limits of cutting-edge techniques for predictive analytics in mental health. Specifically, in this review we tried to answer the following questions: (1) What methods are researchers using to collect data from online social network sites such as Facebook and Twitter? (2) What are the state-of-the-art techniques in predictive analytics of social network data in mental health? (3) What are the main ethical concerns in this area of research?

**Methods**

We conducted a systematic review to examine how social media data have been used to classify and predict the mental health state of users. The procedure followed the guidelines of the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) to outline and assess relevant articles [20].

**Literature Search Strategy**

We searched the literature in March 2017, collecting articles published between 2010 and March 8, 2017 in medical and computer science databases. We searched PubMed, Institute of Electrical and Electronics Engineers (IEEE Xplore), Association for Computing Machinery (ACM Digital Library), Web of Science, and Scopus using sets of keywords focused on the prediction of mental health problems based on data from social media. We restricted our searches to common mental health disorders, as defined by the UK National Institute for Health and Care Excellence [21]: depression, generalized anxiety disorder, panic disorder, phobias, social anxiety disorder, obsessive-compulsive disorder (OCD), and posttraumatic stress disorder (PTSD). To ensure that our literature search strategy was as inclusive as possible, we explored Medical Subject Headings (MeSH) for relevant key terms. MeSH terms were used in all databases that made this option available. Search terms are outlined in Textbox 1.

In addition, we manually searched the proceedings of the Computational Linguistics and Clinical Psychology Workshops (CLPsych) and the outputs of the World Well-Being Project [22] to find additional articles that our search terms might have excluded. Furthermore, we examined the reference lists of included articles for additional sources.

**Textbox 1.** Search strategy to identify articles on the prediction of mental health problems based on social media data.

**Medical Subject Headings (MeSH)**

1. Depression/ or Mental Health/ or Mental Disorders/ or Suicide or Life Satisfaction/ or Well Being/ or Anxiety/ or Panic/ or Phobia/ or OCD/ or PTSD
2. Social Media/ or Social Networks/ or Facebook/ or Twitter/ or Tweet
3. Machine Learning/ or Data Mining/ or Big Data/ or Text Analysis/ or Text Mining/ or Predictive Analytics/ or Prediction/ or Detection/ or Deep Learning
4. (1) and (2)
5. (1) and (3)
Inclusion and Exclusion Criteria

We further filtered the titles and abstracts of articles retrieved using the search terms outlined in Textbox 1. Only articles published in peer-reviewed journals and written in English were included. Further inclusion criteria were that studies had to (1) focus on predicting mental health problems through social media data, and (2) investigate prediction or classification models based on users’ text posts, network interactions, or other features of social network platforms. Within this review, we focused on social network platforms—that is, those allowing users to create personal profiles, post content, and establish new or maintain existing relationships.

Studies were excluded if they (1) only analyzed the correlation between social network data and symptoms of mental illness, (2) analyzed textual contents only by human coding or manual annotation, (3) examined data from online communities (eg, LiveJournal), (4) focused on the relationship between social media use and mental health disorders (eg, so-called Internet addiction), (5) examined the influence of cyberbullying on mental health, or (6) did not explain where the datasets came from.

Data Extraction

After screening articles and obtaining a set of studies that met our inclusion criteria, we extracted the most relevant data from the main texts. These are title, author, aims, findings, methods, data collection on machine learning techniques, sampling, questionnaire, platform, and language.

Results

Overview

Figure 1 presents a PRISMA flow diagram of the results of searching and screening articles following the above search methodology. The initial search resulted in a total of 5371 articles plus 11 additional articles obtained through CLPsych, 1 from the World Well-Being Project, and 3 from the reference lists of included articles. We removed 1864 of these articles because of duplication. Each of the remaining articles (n=3522) was screened by reviewing its title and abstract. If an article analyzed data from other sources (such as brain signals, mental health detection from face detection, or mobile sensing), we discarded it. This resulted in a set of 106 articles. By matching these with our inclusion and exclusion criteria, we removed a further 58 articles. To sum up, we excluded 5338 articles and included 48 in the review (see Figure 1).

We extracted data from each of the 48 articles. Table 1 and Multimedia Appendix 1 (whose format is adapted from previous work [11,23]) show the key characteristics of the selected studies [24-71], ordered by year published. Of the studies reviewed, 46 were published from 2013 onward, while only 2 peer-reviewed articles were published between 2011 and 2012. None of the selected articles was published in 2010.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram. CLPsych: Computational Linguistics and Clinical Psychology Workshops.
Table 1. Summaries of articles reviewed.

<table>
<thead>
<tr>
<th>First author, date, reference</th>
<th>Aims</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang, 2017 [24]</td>
<td>To explore and characterize the structure of the community of people with eating disorders using Twitter data and then classify users into those with and without the disorder.</td>
<td>There was assortativity among users with eating disorder. The classifier distinguished 2 groups of people.</td>
</tr>
<tr>
<td>Volkava, 2016 [25]</td>
<td>To explore academic discourse from tweets and build predictive models to analyze the data.</td>
<td>Tweets from students across 44 universities were related to student surveys on satisfaction and happiness.</td>
</tr>
<tr>
<td>Preotiuc-Pietro, 2016 [26]</td>
<td>To present a new data collection method and classify individuals with mental illness and nonmental illness.</td>
<td>The proposed method and a classifier were built as an online system, which distinguished 2 groups of individuals and provided mental illness information.</td>
</tr>
<tr>
<td>Kang, 2016 [27]</td>
<td>To propose classification models to detect tweets of users with depression for a long period of time. Classifiers were based on the texts, emoticons, and images they posted.</td>
<td>The models detected users with depression.</td>
</tr>
<tr>
<td>Schwartz, 2016 [28]</td>
<td>To present predictive models to estimate individual well-being through textual content on social networks.</td>
<td>A combination of message- and user-level aggregation of posts performed well.</td>
</tr>
<tr>
<td>Chancellor, 2016 [29]</td>
<td>To explore posts from Instagram to forecast levels of mental illness severity of pro-eating disorder.</td>
<td>Future mental illness severity could be predicted from user-generated messages.</td>
</tr>
<tr>
<td>Coppersmith, 2016 [31]</td>
<td>To explore linguistics and emotional patterns in Twitter users with and without suicide attempt.</td>
<td>There were quantifiable signals of suicide attempt in tweets.</td>
</tr>
<tr>
<td>O’Dea, 2015 [33]</td>
<td>To explore machine learning models to automatically detect the level of concern for each suicide-related tweet.</td>
<td>Machine learning classifiers estimated the level of concern from suicide-related tweets.</td>
</tr>
<tr>
<td>Liu, 2015 [34]</td>
<td>To investigate and predict users’ subjective well-being based on Facebook posts.</td>
<td>Users’ subjective well-being could be predicted from posts and their time frame.</td>
</tr>
<tr>
<td>Burnap, 2015 [35]</td>
<td>To explore suicide-related tweets to understand users’ communications on social media.</td>
<td>Classification models classified tweets into relevant suicide categories.</td>
</tr>
<tr>
<td>Park, 2015 [36]</td>
<td>To analyze the relationships between Facebook activities and the depression state of users.</td>
<td>Participants with depression had fewer interactions, such as receiving likes and comments. Depressed users posted at a higher rate.</td>
</tr>
<tr>
<td>Hu, 2015 [37]</td>
<td>To present classifiers with different lengths of observation time to detect depressed users.</td>
<td>Behavioral and linguistic features predicted depression. A 2-month period of observation enabled prediction cues of depression half a month in advance.</td>
</tr>
<tr>
<td>Tsugawa, 2015 [38]</td>
<td>To develop a model to recognize individuals with depression from non-English social media posts and activities.</td>
<td>Activities extracted from Twitter were useful to detect depression; 2 months of observation data enabled detection of symptoms of depression. The topics estimated by LDA were useful.</td>
</tr>
<tr>
<td>Zhang, 2015 [39]</td>
<td>To explore 2 natural language processing algorithms to identify posts predicting the probability of suicide.</td>
<td>LDA automatically detected suicide probability from textual content on social media.</td>
</tr>
<tr>
<td>Coppersmith, 2015 [40]</td>
<td>To explore tweet content with self-reported health sentences and language differences in 10 mental health conditions.</td>
<td>There were quantifiable signals of 10 mental health conditions in social network messages and relations between them.</td>
</tr>
<tr>
<td>Preotiuc-Pietro, 2015 [41]</td>
<td>To implement linear classifiers to detect users with PTSD and depression based on user metadata, and several textual and topic features.</td>
<td>The combination of linear classifiers performed better than average classifiers. All unigram features performed well.</td>
</tr>
<tr>
<td>Mitchell, 2015 [42]</td>
<td>To use several natural language processing techniques to explore the language of schizophrenic users on Twitter.</td>
<td>Character ngram features were used to train models to classify users with and without schizophrenia. LDA outperformed linguistic inquiry and word count.</td>
</tr>
<tr>
<td>Preotiuc-Pietro, 2015 [43]</td>
<td>To study differences in language use in tweets about mental health depending on the role of personality, age, and sex of users.</td>
<td>Personality and demographic data extracted from tweets detected users with depression or PTSD.</td>
</tr>
<tr>
<td>Pedersen, 2015 [44]</td>
<td>To explore and study the accuracy of decision lists of ngrams to classify users with depression and PTSD.</td>
<td>Bigram features underperformed ngram 1-6 features.</td>
</tr>
<tr>
<td>First author, date, reference</td>
<td>Aims</td>
<td>Findings</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------</td>
<td>----------</td>
</tr>
<tr>
<td>Resnik, 2015 [45]</td>
<td>To build classifiers to categorize depressed and nondepressed users, based on supervised topic models.</td>
<td>LDA mined useful information from tweets. Supervised topic models such as supervised LDA and supervised anchor model improved LDA accuracy.</td>
</tr>
<tr>
<td>Resnik, 2015 [46]</td>
<td>To build classifiers with TF-IDF\textsuperscript{d} weighting, using support vector machine with a linear kernel or radial basis function kernel.</td>
<td>TF-IDF showed good performance, and TF-IDF with supervised topic model performed even better.</td>
</tr>
<tr>
<td>Durahim, 2015 [47]</td>
<td>To explore data from social networks to measure the Gross National Happiness of Turkey.</td>
<td>Sentiment analysis estimated Gross National Happiness levels similar to Turkish statistics.</td>
</tr>
<tr>
<td>Guan, 2015 [48]</td>
<td>To explore 2 types of classifiers to detect posts revealing high suicide risk.</td>
<td>Users’ profiles and their generated text were used to classify users with high or low suicide risk.</td>
</tr>
<tr>
<td>Landeiro Dos Reis, 2015 [49]</td>
<td>To explore exercise-related tweets to measure their association with mental health.</td>
<td>Users who posted workouts regularly tended to express lower levels of depression and anxiety.</td>
</tr>
<tr>
<td>De Choudhury, 2014 [50]</td>
<td>To explore several types of Facebook data to detect and predict postpartum depression.</td>
<td>Postpartum depression was predicted from an increase of social isolation and a decrease of social capital.</td>
</tr>
<tr>
<td>Huang, 2014 [51]</td>
<td>To present a framework to detect posts related to suicidal ideation.</td>
<td>The best predictive model was based on support vector machine.</td>
</tr>
<tr>
<td>Wilson, 2014 [52]</td>
<td>To explore the types of mental health information posted and shared on Twitter.</td>
<td>The study distinguished 8 themes of information about depression in Twitter posts, each having different features.</td>
</tr>
<tr>
<td>Coppersmith, 2014 [53]</td>
<td>To present a novel method to collect posts related to PTSD and build a classifier.</td>
<td>The classifier distinguished users with and without self-reported PTSD.</td>
</tr>
<tr>
<td>Kuang, 2014 [54]</td>
<td>To create the Chinese version of the extended PERMA\textsuperscript{c} corpus and use it to measure happiness scores.</td>
<td>The proposed model measured happiness.</td>
</tr>
<tr>
<td>Hao, 2014 [55]</td>
<td>To propose machine learning models to measure subjective well-being of social media users.</td>
<td>The model measured subjective well-being from social media data.</td>
</tr>
<tr>
<td>Prieto, 2014 [56]</td>
<td>To develop a machine learning model to detect and measure the prevalence of health conditions.</td>
<td>The proposed methods identified the presence of health conditions on Twitter.</td>
</tr>
<tr>
<td>Lin, 2014 [57]</td>
<td>To develop a deep neural network model to classify users with or without stress.</td>
<td>The trained model detected stress from user-generated content.</td>
</tr>
<tr>
<td>Schwartz, 2014 [58]</td>
<td>To build predictive models to detect depression based on Facebook text.</td>
<td>Facebook updates enabled distinguishing depressed users. Predictive models offered insights into seasonal affective disorder.</td>
</tr>
<tr>
<td>Coppersmith, 2014 [59]</td>
<td>To analyze tweets related to health and propose a new method to quickly collect public tweets containing statements of mental illnesses.</td>
<td>There were differences in quantifiable linguistic signals of bipolar disorder, depression, PTSD, and seasonal affective disorder in tweets.</td>
</tr>
<tr>
<td>Homan, 2014 [60]</td>
<td>To examine the potential of tweet content to classify suicidal risk factors.</td>
<td>Annotations from novices and experts were used to train classifiers, although expert annotations outperformed novice annotations.</td>
</tr>
<tr>
<td>Park, 2013 [61]</td>
<td>To develop a Web app to detect symptoms of depression from features extracted from Facebook.</td>
<td>Depressed users had fewer Facebook friends, used fewer location tags, and tended to have fewer interactions.</td>
</tr>
<tr>
<td>Wang, 2013 [62]</td>
<td>To build a depression detection model based on sentiment analysis of data from social media.</td>
<td>Sentiment analysis with 10 features detected users with depression, with 80% accuracy.</td>
</tr>
<tr>
<td>Wang, 2013 [63]</td>
<td>To explore a detection model, based on node and linkage features, to recognize the presence of depression in social media users. This was an extended version of their earlier study [62].</td>
<td>The node and linkage features model performed better than the model based just on node features.</td>
</tr>
<tr>
<td>Tsugawa, 2013 [64]</td>
<td>To explore the effectiveness of an analytic model to estimate depressive tendencies from users’ activities on a social network.</td>
<td>There was a correlation between the Zung Self-Rating Depression Scale and the model estimations.</td>
</tr>
<tr>
<td>De Choudhury, 2013 [65]</td>
<td>To explore predictive models to classify mothers with a tendency to change behavior after giving birth or to experience postpartum depression.</td>
<td>Tweets during prenatal and early postnatal periods predicted future behavior changes, with an accuracy of 71%. Data over 2-3 weeks after giving birth improved prediction results, with an accuracy of 80%-83%.</td>
</tr>
<tr>
<td>De Choudhury, 2013 [66]</td>
<td>To explore the potential of a machine learning model to measure levels of depression in populations.</td>
<td>The proposed model estimated levels of depression.</td>
</tr>
<tr>
<td>De Choudhury, 2013 [67]</td>
<td>To develop a prediction model to classify individual users with depression.</td>
<td>The predictive model classified users with depression.</td>
</tr>
</tbody>
</table>
The selected studies can be divided into several distinct categories. Several studies [27,36-38,40-46,52,56-59,61-64, 66,67] used datasets from social networks to examine depression. Postpartum depression disorder was explored by De Choudhury et al [30,65], PTSD was investigated by 8 studies [40,41,43-46,53,59]. Anxiety and OCD were investigated by 2 studies [40,69]. Borderline disorder and bipolar disorder were investigated by 3 studies [26,40,59]. Seasonal affective disorder was studied by Coppersmith et al [40,59]. Eating disorder was explored by Chancellor et al [29], Coppersmith et al [40], and Prieto et al [56]. Attention-deficit/ hyperactivity disorder, anxiety, and schizophrenia were examined by Coppersmith et al [40], and sleep disorder was studied by Jamison-Powell et al [70]. None of the included studies explored phobias or panic disorders. Users with suicidal ideation were investigated by 8 studies [30-33,35,39,51,60]. Happiness, satisfaction with life, and well-being were investigated by 7 studies [28,34,47,54,55,68,71].

Of the studies included in this review, 31 analyzed social network contents written in English [24-31,33-35,40-46,49, 50,52,53,58-60,65-68,70,71]; 11 studies investigated Chinese text [32,37,39,48,51,54,55,57,62,63,69]; 2 focused on Korean [36,61] and 2 on Japanese text [38,64], 1 looked at Turkish content [47], and 1 jointly at Spanish and Portuguese [56].

### Data Collection Techniques

Each of the selected articles was based on a dataset directly or indirectly obtained from social networks. We identified 2 broad approaches to data collection: (1) collecting data directly from the participants with their consent using surveys and electronic data collection instruments (e.g., Facebook apps), and (2) aggregating data extracted from public posts.

The methods for collecting data directly from participants varied with the purpose of the studies and the target platform. These methods included posting project information on relevant websites inviting participants to take part in the project [32,38,50] and posting tasks on crowdsourcing platforms asking for project volunteers [28,30,66,67]. For crowdsourcing, researchers posted detailed information about their studies on platforms such as Amazon Mechanical Turk [74] to attract participants. As part of a questionnaire, the participants would typically be asked to provide informed consent allowing collection of their social network data.

A range of questionnaires were used to measure participants’ levels of depression and life satisfaction, including the Center for Epidemiologic Studies Depression Scale [36,38,61,66,67], Patient Health Questionnaire-9 [50], Beck Depression Inventory [36,38,61,67], Zung Self-Rating Depression Scale [64], Depressive Symptom Inventory-Suicidality Subscale [30], and Symptom Checklist-90-Revised [69]. The instruments used to detect suicidal ideation and the possibility of an individual committing suicide were the Suicide Probability Scale [32,39,48], the Acquired Capability for Suicide Scale [30], and the Interpersonal Needs Questionnaire [30]. Satisfaction with life and well-being were measured with the Satisfaction with Life Scale [28,34], the Positive and Negative Affect Schedule [36,38,61,67], Zung Self-Rating Depression Scale [64], Depressive Symptom Inventory-Suicidality Subscale [30], and the Psychological Well-Being Scale [55]. One study used the Revised NEO Personality Inventory-Revised to assess personality [58].

The second approach was to pool only public posts from social network platforms, by using regular expressions to search for relevant posts, such as “I was diagnosed with [condition name]” [40,42,43,59]. To collect social network data, each data source required a custom capture mechanism, due to a lack of standards for data collection. Facebook-based experiments gathered user datasets by developing custom tools or Web apps connecting to the Facebook application programming interfaces (APIs) [36,50,61]. Another group of studies used Twitter APIs to explore cues for mental disorders [24-27,30,31,33,35,38,47,52,53,56-60,64-68, 70,71]. A similar approach was used for Instagram APIs [29] and Sina Weibo APIs [32,37,39,51,54,55,57,62,63].

Another way of obtaining data was promoted by the myPersonality project, which provides both social network data and a variety of psychometric test scores for academic researchers [75], and was used by 3 studies [28,34,58]. Some studies [41,44-46] originated from workshops where the organizers shared data already approved by an institutional review board (IRB) for analysis.
Translating Collected Data Into Knowledge and Results

In all of the selected studies, several standard steps had to be taken before machine learning algorithms could be applied to data. First, data were cleaned and preprocessed to ensure that they were in the form required by the analytical algorithms. Second, the key features (the term “feature” in machine learning denotes a set of observations that is relevant to the modelling problem, typically represented numerically [76]) related to the research domain were prepared for model construction. Overall, this involves feature extraction and feature selection, producing sets of features to be used in learning and validating predictive models.

Data Preprocessing

The corpus of data is typically preprocessed by (1) removing unsuitable samples and (2) cleaning and preparing the data for analysis. Information and questionnaires from participants might contain useless data and incomplete details, which are usually removed from studies in order to improve the accuracy of prediction and classification results. Participants who take an abnormally short or long time to complete the questionnaires were excluded from 4 studies [38,39,66,67]. Low-activity participants who had published less than a defined threshold of posts were removed from 8 studies [26,32,34,37,39,55,59,71]. Participants with poor correlations between 2 different questionnaires were excluded from the final dataset in 2 studies [38,67].

As part of the data cleaning process, each post was checked for the majority written language (eg, contained at least 70% English words [28,40,42,53,59,70]). This ensured that the available tools were suitable to analyze the posts. Each post was preprocessed by eliminating stop words and irrelevant data (eg, retweets, hashtags, URLs), lowercasing characters, and segmenting sentences [31,44,46,53,56,60,66]. Emoticons were converted to other forms such as ASCII codes [45] to ensure data were machine readable. Anonymization was also performed to remove any potentially identifiable usernames [31,33,35,52,53,70].

Feature Extraction

There are many potential techniques to extract features that could be used for predicting mental health problems in social network users. Several studies have attempted to investigate the textual contents of social networks to understand what factors contain cues for mental disorders. However, some research projects have used alternative techniques. In this review, we identified three broad approaches to feature extraction: text analysis, image analysis, and social interaction.

In text mining, sentiment analysis is a popular tool for understanding emotion expression. It is employed to classify the polarity of a given text into categories such as positive, negative, and neutral [77]. Several studies [24,28,30,32,34,39,49,50,52-55,57,60,65-68,70] used the well-known linguistic inquiry and word count (LIWC) [78] to extract potential signals of mental problems from textual content (eg, the word frequency of the first personal pronoun “I” or “me” or of the second personal pronoun, positive and negative emotions being used by a user or in a post). OpinionFinder [79] was used by Bollen et al [71] and SentiStrength [80] was used by Kang et al [27] and by Durahim and Coşkun [47] to carry out sentiment analysis. Custom tools were also developed for performing sentiment analysis. Affective Norms for English Words [81] was used to qualify the emotional intensity of English words in 2 studies [65,66], while topic modelling was employed in 4 studies [28,29,38,39] to extract topics from user-generated posts.

Social media posts tend to be rich in various emoticons. As a consequence, several studies [27,62] looked into the meaning and mood states associated with their use.

Apart from posting text messages, social network platforms allow users to post images. Some studies investigated these images for cues of mental disorders [27,57]. Color compositions and scale-variant feature transform descriptor techniques were used to extract emotional meanings of each individual image [27]. Image properties, comprising color theme, saturation, brightness, color temperature, and color clarity, were analyzed be Lin et al [57].

Finally, social network platforms contain millions of interactions and relationships among users. Social network users not only can connect and add online friends, but also can post, comment, and reply to their friends. The resulting graph structure, comprising information about interactions, relationships, and friendships, was mined to understand the cues that can be connected to symptoms of mental disorders (eg, interactions among depressed users and assortative mixing patterns) [24,63,71].

Feature Selection

Feature selection isolates a relevant subset of features that are able to predict symptoms of mental disorders or correctly label participants, while avoiding overfitting. Statistical analysis is typically performed to discover a set of parameters that can differentiate between users with mental disorders and users without mental disorders. The techniques used in the selected studies were Pearson correlation coefficient [36,55,56], correlation-based feature selection [56], Spearman rank correlation coefficient [61], and Mann-Whitney U test [61]. The dimensionality of features was reduced by principal component analysis [35,58,65-67], randomized principal component analysis [28], convolutional neural network with cross-autoencoder technique [57], forward greedy stepwise [37], binary logistic regression [62], gain ratio technique [56], and relief technique [56].

Predictive Model Construction

In the selected studies, prediction models were used to detect and classify users according to mental disorders and satisfaction with life. To build a predictive model, a selected set of features is used as training data for machine learning algorithms to learn patterns from those data.

All the articles included in this review used supervised learning techniques, where the sample data contain both the inputs and the labeled outputs. The model learns from these to predict unlabeled inputs from other sources and provide prediction outputs [82]. The techniques used in these studies included support vector machine (SVM) [32,33,35,38,42,56,69], linear
Regression techniques included ridge regression [28], linear regression [37,58], log-linear regression [53,59], logistic regression [25,31,33,37,49,51], binary logistic regression with elastic net regularization [41,43], linear regression with stepwise selection [39,55,64], stepwise logistic regression with forward selection [50], regularized multinomial logistic regression [29], linear support vector regression [45,55], least absolute shrinkage and selection operator [55,68], and multivariate adaptive regression splines [55]. Other algorithms used for binary classification were decision trees [35,51,56,62,63], random forest [26,48,51], rules decision [62], naive Bayes [24,35,51,56,62,69], k-nearest neighbor [24,56], maximum entropy [42], neural network [69], and deep learning neural network [57].

Model Verification

Following model construction, its accuracy was measured using a test dataset. The most common model validation technique was $n$-fold cross-validation, which randomly partitions a dataset into $n$ equal subsets and proceeds to iterate $n$ times, with each subset used for validation exactly once, while the remaining $n-1$ subsets are used as training data [82]. Several studies [26,31,35,37-43,49,51,56,67] employed 10-fold cross-validation to verify their prediction models and classifiers, while 5-fold cross-validation was used by 4 studies [24,48,55,57]. Leave-one-out cross-validation was used in 2 studies [30,59].

The performance of predictive models can also be evaluated in other datasets. Several studies [27-29,33,45,46,49,58,60,64,68] divided the collected dataset into training and test subsets to measure the accuracy of their models. Some [47,48,53,54,66] collected a new dataset to evaluate the accuracy of the predicted results and compare the predicted results with a set of known statistics (eg, depression rates in US cities, student satisfaction survey, and Gross National Happiness percentages of provinces of Turkey).

Ethics

The ethical aspects of using social network data for research are still not clearly defined, particularly when working with information that is publicly available. Thus, the studies that we surveyed adopted a wide range of approaches to handle ethical constraints.

Among the articles included in this review, 9 [30,32,33,36,38,40,42,48,61] were approved by their authors’ IRBs, and 8 [34,36-38,48,50,55,61] reported receiving informed consent from participants prior to data analysis. For public data collected from crowdsourcing platforms, participants who opted in provided their consent to data sharing [67]. For myPersonality data, Liu et al [34] stated that the dataset itself had IRB approval, so the authors did not report obtaining any further approval from their institution. Youyou et al [83] also concluded that no IRB approval was needed for using myPersonality data. Chancellor et al [29] did not seek IRB approval, because their study used Instagram data without personally identifiable information. Researchers in 6 studies [31,33,35,52,53,70] reported that the social network datasets collected from participants were anonymized. O’Dea et al [33] removed names, user identifiers, and user identities, and the data collected had to be analyzed after 3 months. Names and usernames in tweets were removed or replaced with other text in 3 studies [31,52,53]. Jamison-Powell et al [70] reported that they removed user identifiers from tweets illustrated in their published article.

The performance of these models is still fuzzy and unstable. As a consequence, none of these studies presented the model’s predicted output to participants themselves. Schwartz et al [28] also noted that mental health predictive models are still under development and not sufficiently accurate to be used in practice, and little research has been done on user acceptability of such tools.

Discussion

Principal Findings

The purpose of this review was to investigate the state of development of research on machine learning techniques predicting mental health from social network data. This review also focused on identifying gaps in research and potential applications to detect users with mental health problems. Despite the thousands of articles collected through our search terms, the results of our review suggest that there is a relatively small but growing number of studies using machine learning models to predict mental health problems from social network data. From the initial set of matched articles, only 48 met our inclusion criteria and were selected for review. Some of the excluded studies focused on analysis of the effects of social media use on mental health and well-being states of individual users, and the influence of cyberbullying in social networks on other users.

What Were the Most Surprising Findings?

From the above results, we observed that the same methods could be adapted to analyze posts in different languages. For example, Tsugawa et al [38] adapted De Choudhury’s methods [67], originally designed for the analysis of English textual content, to Japanese textual content. Both of them achieved similar results, although some outcomes were dissimilar due to differences in contexts and cultures. This example illustrates that same methods can be used to facilitate studies in different languages.

Several sites were used as sources of data. Facebook is possibly the most popular social network platform. However, only a few studies relied on Facebook datasets to predict mental disorders. One reason for this might be that, by default, users on this site do not make their profiles publicly accessible. Another reason is that getting data from Facebook requires consent from users.

From the selected studies, we can acknowledge several benefits and drawbacks of the methods used in the experiments.

Data Collection

Twitter was a popular source of social network data in the surveyed articles. It provides two different ways of accessing the data: retrospective (using their search APIs) and prospective (via their streaming APIs). Retrospective access allows a regular expression search on the full set of historical tweets, while prospective access allows a search to be set to capture all
matching tweets going forward. However, the prospective search
grants access to a sample of only 1% of all real-time public
tweets based on specific filters. Twitter provides an alternative
resource, Firehose, which can provide a standing search over
all public tweets, as used in some studies [65-68], but it is only
accessible through paid subscription [84].

There are some important differences between studies conducted
on Facebook and those using microblogging platforms like
Twitter or Sina Weibo. Facebook does not allow developers to
access interactions and friendships between users. In addition,
users must provide explicit consent to allow an app to pool their
data. As a consequence of this, no previous research has used
social network analysis to measure and predict mental health
problems from Facebook data. On the other hand, microblogging
sites grant access to such data. These sites provide APIs that
allow developers to get information about followers and
followees, and to construct social network graphs of interacting
users.

In terms of data collection from users, there are some differences
between obtaining data through participants’ consent and using
regular expression to search for relevant posts. The former
option can provide the real results of the prevalence of mental
disorders from participants. The latter approach reduces the
time and cost of identifying users with mental illness [59].

**Feature Extraction Techniques**

The LIWC tool is mostly used for text analysis in psychological
research. It extracts many category features, such as style words,
emotional words, and parts of speech, from textual contents. It
is relatively easy to use and does not require programming skills.
Users can just select and open a file or a set of files and LIWC
will extract the relevant features and values of each feature.
However, there are some disadvantages too. First, LIWC is a
proprietary software and users have to purchase a license to use
it. Second, the feature database of the tool is not easy to modify.
To do this, researchers might need programming skills.

To overcome these shortcomings, there are alternative tools to
extract features. However, these tools are rather limited in that
they can extract only some features. WordNet is a large English
lexicon that can be used to extract parts of speech from text and
find semantic meanings of words [85]. SentiStrength assesses
the polarity between positive and negative words and the levels
of strength of positive and negative words in a textual message
[80]. OpinionFinder performs subjectivity, objectivity, and
sentiment analysis [79]. Mallet is a useful natural language
processing tool to classify or cluster documents, create topics,
and perform sequence labelling [86]. Latent Dirichlet allocation
is a useful and powerful technique to create topic models. Latent
Dirichlet allocation analyzes latent topics, based on word
distribution, and then assigns a topic to each document [87].
Each word from an assigned text can be tagged with parts of
speech by Part-Of-Speech Tagger [88].

**What Can Be Done to Improve the Area?**

The selected articles were largely focused on depression, at
around 46% (22/48), while 17% (8/48) focused on suicide.
Nearly 15% (7/48) of the articles reported a study of well-being
and happiness. The rest of the articles investigated postpartum
depression, eating disorder, and PTSD. Worthy of note, there
is a lack of models for detection of chronic stress and anxiety
disorders. Only 1 study in our sample built a stress state
detection model [57]. Therefore, this is likely to become an
interesting avenue for future research. If a user has a long period
of chronic stress, he or she might be becoming depressed. For
instance, Hammen [89] reported that chronic stress is a
symptomatic source of depression and can develop into other
disorders.

Furthermore, based on the selected articles, no study used social
network data from actual patients with mental illnesses clinically
identified by a doctor or psychologist. Most of the studies
included in our review assessed mental disorders with surveys,
which are open to self-identifying biases. It would be interesting
to promote a closer collaboration between computer scientists
and doctors or psychologists, who could provide access to
patients with a diagnosis of mental disorders. This might
improve the accuracy and reliability of data, making it possible
to build predictive models based on features extracted from real
patients’ social networks. However, mental health conditions
might only be formally diagnosed in a specific subset of patients
with those conditions, which may lead to a different type of
bias.

Importantly, this area of research can benefit from the adoption
of open science standards [90]. Many of the studies we reviewed
were based on an analysis of openly available data from social
networking sites or from the myPersonality project. Parts of
the materials used in some of the studies are posted online (eg,
[28,32]) or available upon request (eg, [61]). However, most of
the studies did not share their entire computational workflow,
including not only the datasets, but also the specific code used
to preprocess and analyze them. Therefore, future studies should
 comply with the Transparency and Openness Promotion
guidelines [91] at level 2 (which requires authors to deposit data
and code in trusted repositories) or 3 (which also requires the
reported analyses to be reproduced independently before
publication). Of course, to avoid the dissemination of sensitive
personal information, the datasets should be properly
deidentified when necessary.

**What Are the Novel Trends?**

The next generation of predictive models will include more
technical analyses. Most of the selected studies relied on textual
analysis. But apart from text mining techniques, other methods
can be used to gain insights into mental disorders in collected
datasets. For instance, image analysis can be used to extract
meaningful features from images posted by users. Users facing
mental disorders may post images with specific color filters or
contents. Among our reviewed studies, 2 found a significant
relationship between emotions and color use [92,93]. Another
interesting technique is social network analysis. In this review,
we selected 3 studies that used social network analysis to
examine mental health. However, only 2 studies analyzed
symptoms of mental disorders through social network analysis
[24,63], while 1 study explored well-being [71]. One study
reported that symptoms of depression can be observed through
social networks. In other words, depression can be detected
during each person’s friends [94]. These examples show that
social network analysis is a promising tool to investigate the prevalence of mental illness among online users.

A wide range of machine learning algorithms were used in the reviewed studies. Only 1 study used deep learning algorithms to build a classifier [57], with the rest relying on SVMs, regression models, and decision trees to build classification models. It is expected that, with the rise in popularity of deep learning techniques, this will be changing soon. However, deep learning models are a black box, as opposed to human-interpretable models, such as regression and decision trees, raising the issue of whether it is possible, or indeed necessary, to have these algorithms validated by clinical experts [95].

As this review showed, it is now possible to detect social network users with mental health problems. However, a supporting methodology needs to be developed to translate this innovation into practice and provide help to individuals. Thus, mechanisms are needed to integrate the data science efforts with digital interventions on social network platforms, such as promoting access to health services, offering real-time interventions [96], delivering useful health information links, and conducting cognitive behavioral therapy [97] (see Figure 2).
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Ethical Concerns

Several studies outside the scope of this review are particularly useful in highlighting the importance of ethical issues in this area of research. For instance, researchers from Facebook and Cornell University [98] collected and used datasets from Facebook, without offering the possibility to opt out. According to the US Federal Policy for the Protection of Human Subjects (‘Common Rule’), all studies conducted in the United States are required to offer an opt-out for participants. However, private companies do not fall under this rule [99]. This study was not approved by the Cornell University IRB either, “[b]ecause this experiment was conducted by Facebook, Inc. for internal purposes, the Cornell University IRB determined that the project did not fall under Cornell’s Human Research Protection Program” [99].

Another study collected public Facebook posts and made the dataset publicly available to other researchers on the Internet [100]. The posts were manually collected by accessing authors’ friends’ profiles, and anonymizing them. But even so, the posts could still be easily identified [101].

As a result of privacy issues in research with human subjects, the Association of Internet Researchers and other authors have proposed not only ethical questions to evaluate the ethical implications of a research project before starting, but also specific guidelines to eliminate and deal with these issues [102,103].

Surprisingly, few of the studies focused on ethical issues. Conway [104] provided a taxonomy of ethical concepts to bear in mind when using Twitter data for public health studies. Conway [104] and McKee [105] reviewed and presented normative rules for using public Twitter data, including paraphrasing collected posts, receiving informed consent from participants, hiding a participant’s identity, and protecting collected data. Some ethical issues, including context sensitivity, complicity of ethics and methodology, and legitimacy requirements, were explicitly addressed by Vayena et al [106]. Mikal et al [107] focused on the perspectives of participants in using social media for population health monitoring. The authors reported that most research participants agreed to have their public posts used for health monitoring, with anonymized data, although they also thought that informed consent would be necessary in some cases.

One approach to reducing the ethical issues of accessing to and using personal information in this area of research is to anonymize the collected datasets to prevent the identification of participants. Wilkinson et al [103] suggested that researchers should not directly quote messages or the public URLs of messages in publication, because these can be used to identify content creators. Sula [108] provided strategies to deal with...
research in social media including involving participants in studies (not just collect public contents), not collect personally identifiable information (e.g., social network profile names), provide participants with a chance to opt out, and make resulting research findings easily accessible and understandable to participants. In most localities, doing any research that collects private information (including social networking posts) from human participants is required to provide project information to IRBs or ethics committees to obtain approval prior to data collection [102,109].

Related Work

This review focused on studies building predictive machine learning models to automatically detect mental health conditions from social network data. Some studies linking mental health and other sources of data did not meet our selection criteria but provide interesting insights about research trends in this area. For instance, previous research has tried to predict mental health conditions or suicidal risk from alternative sources of data such as clinical notes [110], voice analysis [111,112], face analysis [113], and multimodal analysis [114]. We excluded other studies from this review because they used social media data to predict different outcomes; for example, Hanson et al [115] used Twitter data to predict drug abuse. Additionally, recent work has investigated reasons behind Twitter users posting about their mental health [116].

Conclusion

The purpose of this review was to provide an overview of the state-of-the-art in research on machine learning techniques predicting mental health from social network data. Most of the selected studies approached this problem using text analysis. However, some studies also relied on image analysis and social network analysis to gain insights into mental health problems from social network datasets. Predictive models and binary classifiers can be trained based on features obtained from all these techniques. Based on our selected articles, there were relatively few studies applying predictive machine learning models to detect users with mental disorders in real social networks. Moving forward, this research can help in designing and validating new classification models for detecting social network users with mental illnesses and recommend a suitable individually tailored intervention. These interventions might be delivered in the form of advertisements, information links, online advice, or cognitive behavioral therapy; for example, Facebook is considering offering users deemed at risk of suicide online help in real time [117]. However, the reliability of the provided social network data and the general desirability of such interventions should be carefully studied with the users.

With advances in smart data capture devices, such as mobile phones, smart watches, and fitness accessories, future research could combine physical symptoms, such as movements, heart signs, or sleep patterns, with online social network activity to improve the accuracy and reliability of predictions. Finally, scholars interested in conducting research in this area should pay particular attention to the ethical issues of research with human subjects and data privacy in social media, as these are still not fully understood by ethics boards and the wider public.
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We provide a response to Allem and Ferrara [1], who recently commented on our article, “Garbage in Garbage Out: Data Collection, Quality Assessment and Reporting Standards for Social Media Data Use in Health Research, Infodemiology and Digital Disease Detection,” which was published in JMIR in February 2016 [2]. In their comment, published in JMIR in August 2016, entitled “The importance of Debiasing Social Media Data to Better Understand E-Cigarette-Related Attitudes and Behaviors,” Allem and Ferrara discuss the importance of removing bias in social media data. They claim that automated tweets are noise that injects bias into the data, and thus should be removed before applying the framework we proposed [1]. We believe they misunderstood our intent. In addition, their discussion misinterprets the key messages of our article; the implication of their comments, which suggests that automated tweets are garbage, is highly misleading. A formal response is provided here to articulate accurately the main focus of our article and present a different view about the “noise” in social media data.

The objective of our paper was “to develop and apply a framework of social media data collection and quality assessment, and to propose a reporting standard,” as stated in the abstract. The e-cigarette-related tweet data were used as “a real-world example” to demonstrate how to apply this framework to develop a search filter, and how to estimate the measures of data quality under different conditions. The objective of our paper was not to understand e-cigarette-related attitudes and behaviors expressed on Twitter.

The definition of the “noise” in social media data by Allem and Ferrara, as any tweets produced from an account identified as a social bot, is narrow and oversimplifying, and may even be misleading in some cases. Organic and commercial tweets are not isolated in the Twittersphere. Many organic tweets are retweets or replies to commercial tweets, of which a large number is generated by bots. Whether automated contents generated by bots should be considered as noise depends on the research topic at hand. Although it may be important to remove bot tweets and focus solely on organic contents for certain research topics, it is equally important to measure the amount of these bot tweets and the content of (mis)information in these tweets for many other research topics [3]. For example, a study that examines the commercial advertising on e-cigarettes should include the tweets generated by bots. The automated social media messages are not unique to the topic of e-cigarettes. For many other research topics, including other tobacco products, pharmaceutical products, dietary supplements, etc., automatically-generated marketing content is common. In fact, one of the studies that Allem and Ferrara cited to justify
removing automated tweets discussed the value of “understanding the effect of promotionally marketing vaporization products” on social media using “cyborgs to mimic organic users” because of their importance to public health and policy [4]. This underscores the importance of being able to identify and quantify such automated messages in order to understand their impact on the marketplace and individual attitudes, beliefs and behaviors.

Allem and Ferrara also briefly discussed the inherent bias in social media data due to the fact that social media users are not a representative sample of the general population. However, this itself does not limit the value of social media data, and it can be used as an advantage to study hard-to-reach populations such as young adults, and ethnic, racial, and sexual minorities. Social media can serve as a good alternative or complementary data source to understand behavior and intentions among these understudied and hard-to-reach groups.

Removing automated contents and applying other approaches to remove noise can be considered in the stage of developing search filters if it is deemed appropriate for the research topics in study. However, it is not a necessary component to be considered for all research using social media data. This point underscores the main thesis of our paper: that clear disclosure about data cleaning and processing (e.g. whether bot tweets are included or not) is important.
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Abstract

Background: During the past decade, there has been a rapid increase of interactive apps designed for health and well-being. Yet, little research has been published on developing frameworks for design and evaluation of digital mindfulness facilitating technologies. Moreover, many existing digital mindfulness applications are purely software based. There is room for further exploration and assessment of designs that make more use of physical qualities of artifacts.

Objective: The study aimed to develop and test a new physical digital mindfulness prototype designed for stress reduction.

Methods: In this case study, we designed, developed, and evaluated HU, a physical digital mindfulness prototype designed for stress reduction. In the first phase, we used vapor and light to support mindful breathing and invited 25 participants through snowball sampling to test HU. In the second phase, we added sonification. We deployed a package of probes such as photos, diaries, and cards to collect data from users who explored HU in their homes. Thereafter, we evaluated our installation using both self-assessed stress levels and heart rate (HR) and heart rate variability (HRV) measures in a pilot study, in order to measure stress resilience effects. After the experiment, we performed a semistructured interview to reflect on HU and investigate the design of digital mindfulness apps for stress reduction.

Results: The results of the first phase showed that 22 of 25 participants (88%) claimed vapor and light could be effective ways of promoting mindful breathing. Vapor could potentially support mindful breathing better than light (especially for mindfulness beginners). In addition, a majority of the participants mentioned sound as an alternative medium. In the second phase, we found that participants thought that HU could work well for stress reduction. We compared the effect of silent HU (using light and vapor without sound) and sonified HU on 5 participants. Subjective stress levels were statistically improved with both silent and sonified HU. The mean value of HR using silent HU was significantly lower than resting baseline and sonified HU. The mean value of root mean square of differences (RMSSD) using silent HU was significantly higher than resting baseline. We found that the differences between our objective and subjective assessments were intriguing and prompted us to investigate them further.

Conclusions: Our evaluation of HU indicated that HU could facilitate relaxed breathing and stress reduction. There was a difference in outcome between the physiological measures of stress and the subjective reports of stress, as well as a large intervariability among study participants. Our conclusion is that the use of stress reduction tools should be customized and that the design work of mindfulness technology for stress reduction is a complex process, which requires cooperation of designers, HCI (Human-Computer Interaction) experts and clinicians.

KEYWORDS
respiration; biofeedback; mindfulness; stress; device design; sound; light; breathing; heart rate; relaxation

Introduction

High levels of stress and information overload are increasingly contributing to the global burden of disease [1,2] at great societal costs. For example, in Europe, the total costs of mental health disorders are estimated to be €240 billion per year [3], and globally the costs are most certainly much higher. There is therefore an urgent need for both preventive interventions aimed at reducing the adverse effects of stress, taking into account biological, psychosocial, and environmental risk factors, as well as new effective treatment strategies.

The human stress response is partially mediated through the autonomic nervous system (ANS), divided into the sympathetic and parasympathetic systems. The majority of our internal organs are, directly or indirectly, controlled through these systems. The sympathetic system prepares us for dangerous situations and triggers the stress response. The parasympathetic system governs rest and digestion [4]. High levels of stress and prolonged stress without recuperation result in cognitive, emotional, and somatic symptoms [5-7].

Western stress reduction methods have lately been CBT-oriented (building on insights from Cognitive Behavioral Therapy), with mechanistic approaches, and have emphasized behavioral changes. Eastern meditative traditions have in contrast focused more on present-centered attention and awareness, that is, what has been termed mindfulness in the West [8,9], and non-judgmental acceptance of encountered life situations. Practicing compassion and selflessness in search of balance and resilience, appreciation of life and nature in a fluid and dynamic state of constant imbalance are also major topics of eastern meditative traditions such as Buddhism [10]. Balance and resilience can be achieved through the self-healing capacity of individuals particularly when confronting stress and adversity [11]. Eastern meditative approaches have been deployed for stress reduction in westernized contexts, for example, through the practice of tai-chi [12,13], Qigong [14,15], and mindfulness [16,17].

Drawing on eastern meditative traditions, mindfulness-based stress reduction (MBSR) [18] has been proven effective for reducing stress and anxiety, and is currently one of the most researched treatment packages [19-25]. MBSR is based on procedures to establish increased awareness of moment-to-moment experience and develop compassionate non-judgmental acceptance of oneself, others, and encountered life situations. With digital technologies potentially revolutionizing health and well-being, people increasingly turn to technology to handle stress, anxiety, social isolation, and negative emotions [26-28]. Conventional mindfulness practice is moving to digital devices that potentially can support people’s needs in the digital age [29,30]. New partnerships among psychologists, social scientists, designers, and engineers are needed to better understand the psychological and behavioral impact of these new technologies and applications [31].

In this paper, we focus on designing digital technology for MBSR, in particular, mindful breathing. Mindful breathing can be defined as calm and conscious deep breathing and is a cornerstone of MBSR [32]. We are often unaware of how we breathe and when stressed we breathe in shallow, tensed ways that furthers the stress. “Take a deep breath” is one of the first things we are likely to say to someone deeply anxious. We intuitively know that calm and deep (abdominal) breathing does us good. Can we support such healthy breathing patterns through technology? This is one of the questions we explore in this paper.

Researchers have developed technologies to support relaxation breathing. Wollmann et al developed an android flight game using resonant frequency breathing to increase heart rate variability (HRV) and improve ANS balance [33]. Khut and Muller [34] designed a biofeedback-based multisensory presentation of heart and breathing rates to support self-awareness in more direct ways than traditional quantified-self-monitoring techniques provide. Khut also developed a biofeedback-based stress-relief app called BrightHearts [35,36]. Heart rate and breathing sensors were used to visualize interactive halos and sounds. Colors, diameters, and saturation of the halos vary according to breathing and heart rate. When one’s heart rate decreases, the color changes from red to green and the pitch decreases. Researchers from Stanford University found visual feedback to be effective for supporting healthy deep breathing and that auditory feedback can further subjective feelings of calm [37]. Others found that calming nature sounds were an effective way of reducing stress in an emergency department. Negative affect scores were lower whereas positive affect scores were the same or higher for participants of a nature-sound intervention group [38] on an affect test in comparison with a control group. Vidyarthi et al [39] created a meditative display by connecting respiration to a peaceful soundscape and developed a psychological framework for media immersion. Furthermore, physical and tangible artifacts have been used with digital technologies to capture and represent respiration and bodily interaction. Influenced by somaesthetics [40], Höök and her colleagues translated experiential insights from long-term practice of Feldenkrais exercises into a design prototype called Breathing Light [41], an enclosed space for reflection utilizing body movements. Sensors measure chest movements that control a lamp so the light changes according to breathing patterns. Their somaesthetic design engaged people by increasing their awareness of internal bodily sensations rather than external processes.

Inspired by the previous studies, we have the hypothesis that interactive physical artifacts based on visual and sound feedback can support mindful breathing for stress reduction. To explore how interactive visual and sound feedback could be used to support mindful and relaxing deep breathing, we designed, developed, and evaluated HU (Figure 1), a physical digital mindfulness prototype based on vapor, light, and sound. HU is a sonified vapor diffuser that expels vapor and emits sounds according to systematic relations with a meditator’s heart rate.
We think of these relations as isomorphic and tunable. They are relations among heart rate, vapor expulsions and sounds, subject to experimentation and tuning through user feedback. As a device for supporting mindful breathing, HU could come to function as a part of MBSR interventions.

The paper is structured as follows: First, we look at stress and stress management from scientific and contemplative perspectives, focusing on MBSR. Second, we account for how we developed HU to support mindful breathing for well-being. Third, we describe how users experience HU, as well as how using HU affects them physiologically and psychologically with respect to stress resilience. Finally, we discuss our conclusions and possible directions for future work.

Figure 1. HU: a case study of mindful breathing for stress reduction.

Methods

Study Design

We applied the Research through Design (RtD) method [42] in our design process of HU. In an RtD research process, we drive the exploration of both problems and solutions. We gain new knowledge through the act of making things and iterative design work. The knowledge gained during the process can be expressed and articulated in design methods and principles. Our design process consisted of two phases. In the first, initial design phase, we used vapor and light to support mindful breathing. In the second phase, we added sonification.

Initial Design Phase: The Prototype

The design of HU is inspired by the ancient Chinese incense furnace. In Chinese, HU means to breathe out. HU is a vapor diffuser modified with biosensors. HU measures the heart rate with an earlobe sensor (Figure 1) and supports resonant frequency breathing through vapor pulses. Resonant frequency breathing is a specific biofeedback training strategy based on resonance properties of the cardiovascular system [43,44]. Resonant frequency breathing can be effective in furthering relaxation and homeostatic balance [43]. HU expels vapor to support resonant frequency at 0.1 Hz (6 breaths/minute) [43,45]. The light of HU is adapted with the meditator’s heart rate through the brightness. Fast heart rates are bright and slow heart rates dim.
**Initial Design Phase: Evaluation**

We investigated how HU could support mindful deep breathing through a meditation intervention. We selected 25 participants through snowball sampling [46], of which 12 were males and 13 were females. The ages ranged between 23 and 60. They were originally from Sweden (10), China (7), Spain (2), the United States (2), the United Kingdom (1), Italy (1), and Australia (1), and all lived in Sweden. They represented a range of occupations including teachers, students, engineers, doctors, office workers, and mindfulness coaches. Among the 25 participants, 15 lacked the experience of mindfulness or meditative practice; 5 were beginners; and the remaining 5 were experienced mindfulness meditators. We arranged the HU in a quiet room and asked participants to try it for 10-20 min, and then interviewed them. The participants were interested in HU and enjoyed engaging with HU to support mindful breathing. About 22 of the 25 participants (88%) claimed that vapor can lead to mindful breathing and helped them relax. The meditators regarded the vapor as a good component for 4 reasons:

1. Rhythmically tuned vapor pulses can support synchronized deep breathing.
2. Vapor is aesthetically pleasing.
3. Fleeting vapor reflects the fleeting present.
4. Vapor is subtle and non-distractive.

Fifteen participants saw the light as a good way to enhance the experience of interaction. Light was regarded as a good medium mainly for three reasons:

1. It is visually pleasing and evokes enjoyment.
2. It enriches the breathing practice.
3. It supports body awareness.

Five participants disliked the light. They felt the connection between the light and heart rate was ambiguous and unclear. Three of them felt the light (in particular, the brightness indicating high heart rate) was stressful. Two mentioned that the rapidly changing light distracted them.

The results from the trial suggested that vapor and light can be effective ways of promoting mindful breathing, but that vapor could potentially support mindful breathing better than light (especially for mindfulness beginners). Finally, we found that, interestingly, a majority of the participants mentioned sound as an alternative medium for mindful breathing. Further to this, 13 participants closed their eyes during the trial, which indicated why sound might seem so natural.

**Sonified Design Phase: The Prototype**

According to our meditation intervention feedback, we supplemented HU with sound. Sound can reduce stress [47,48]. Humans normally respond with affect to rhythmical sound [49], and rhythmical sound can in turn influence human behavior [50,51]. Sound can have positive psychological and physiological effects on illness [52-56]. Modern nursing pioneer Florence Nightingale noted that wind instruments, the human voice, and stringed instruments helped patients recover [57]. Alvarsson et al investigated the way sounds of nature affected subjects physiologically and psychologically [58]. Forty trial subjects were exposed to a “sounds of nature” or a “noisy” environment after performing stressful mental arithmetic. The
results demonstrated that people recovered faster from sympathetic activation in the “sounds of nature” environment. Another study suggested that a natural environment had restorative effects on patients, including more positive emotions [59] and less mental fatigue [60].

We selected suitable soundtracks from a natural environmental sound database and a music database for our prototype. The prototype has two parts: a hardware prototype and a software application. The core of our hardware prototype (the sense and control unit) includes an Arduino UNO board and a pulse sensor. Heart rate data can be collected via the pulse sensor and transmitted to the Arduino UNO board. Arduino is an open source integrated programming environment [61]. The software is an audio application running on a PC developed using Pure Data, a real-time, graphical, dataflow programming application [62]. The software prototype enabled sound to be coupled with the meditator’s heart rate, so tempo and sound volume increased and decreased synchronously with heart rate. We offered three sound themes:

1. Breathing: A female breathing sound
2. Nature: Rhythmical ocean waves
3. Music: Half Moon Serenade (meditation music)

People could choose sound themes freely.

**Sonified Design Phase: Evaluation**

We used two approaches to evaluate HU: an exploration study and an experiment. Here, we name HU without sound as silent HU to distinguish it from sonified HU.

**Exploration Study**

To study an everyday-use scenario, the experiment was conducted in the participant’s homes (Figure 3). In the exploration stage, participants used HU for 2 days, in accordance with their own likings. During this stage, they described their experiences through diaries, photos, and short videos (of how and where they used HU). The diaries captured use conditions, including time, place, and duration, as well as experiences before and after use. To understand sound preferences for relaxation, we used picture cards on which participants attached premade cartoons to indicate their choices (Figure 4).

**Figure 3.** Trial photos in the context.
**Experiment**

We conducted an experiment to discern how HU could help reduce stress through mindful breathing and evaluated the outcome through self-assessment and HRV measures.

**Measures**

**Mental Stress Test**

A mental stress test was used as a stress provocation, building on earlier research with mental stress experiments [63]. We used a 10-min mental arithmetic test from the Wechsler Adult Intelligence Scale (WAIS) [64], as for example, the Trier social stress test [65] did not work in our setting. Some research has been performed on the stress inducing effects of WAIS [66-68].

**Visual Analogue Scale (VAS) for Subjective Stress Assessment**

Visual analogue scales (VAS) are often used for assessing subjective stress levels [69-71]. Our participants marked how stressed they felt on a 10 cm long line, where zero distance from the left=No stress, 5 cm=Neutral, and 10 cm=As bad as it could be.
HRV Measurements

HRV is the variability of intervals between consecutive heartbeats. It is regarded as a performance indicator of autonomic heart rate regulation and ANS balance [72]. High HRV is associated with a well-balanced ANS, whereas low HRV is associated with chronic stress and diseases such as diabetes and depression [73-75]. HRV has also been used as a measure of mental stress reactivity over short time periods. Troubat et al found that mental stress during short periods was associated with decreased mean HRV [76]. Researchers have sought methods for restoring normal HRV to achieve balance in the ANS [77].

HRV measures are usually divided into two categories: time domain measures and frequency domain measures. One commonly used time-domain measure root mean square of differences (RMSSD) between successive rhythm-to-rhythm (RR) intervals describes short-term HRV. In a study among employees of an electronic company, researchers found that RMSSD value is associated with perceived mental stress [78]. A low value indicates high stress.

Frequency domain method takes into account different frequency components of HRV. The two main frequency components that represent ANS activity are the low-frequency (LF) components (0.04-0.15Hz) and the high frequency (HF) components (0.15-0.4 Hz). The LF band reflects sympathetic activity and the HF band, the parasympathetic activity. The ratio of LF to HF power (LF:HF) has been used to calculate and assess the sympathovagal balance for indicating the function of the ANS activity [79,80]. The Actiheart device (CamNtech, UK) [81] was used for data sampling and primary data analysis in our study. It is a compact, chest-worn monitoring device that records heart rate, interbeat interval (IBI), and physical activity in one combined, lightweight waterproof unit. In the time domain analysis of HRV, the information of inter-beat interval in each measurement period was computed. In the frequency domain analysis, spectral analysis was performed.

Recruitment

Five new participants were recruited through word of mouth (3 males and 2 females, mean age 23 years). All participants were from universities in Sweden, with normal vision and hearing. Before the test, we gathered basic demographic information and their individual assessments of stress levels for the last week. The participants signed consent forms and allowed us to use their data. We used a within-subject design to evaluate silent HU and sonified HU, respectively. As perceived stress and HRV varied from individual to individual, a within-subject design was selected to reduce error variance associated with individual differences [82].

Procedure

Figure 5 shows the test procedure schematically. The experiment comprised 3 sessions:

1. 5-min resting baseline: Participants wore Actiheart and sat in a comfortable position as their resting baseline HRV was sampled.

2. 10-min period of stress: In order to observe the effect of using HU for stress reduction, we triggered a stress response in participants before the mindful breathing task. The stress-generating task was the 10-min IQ test from the Wechsler Adult Intelligence Scale (WAIS), described above.

3. 10-min mindful breathing with HU: HU was used to guide mindful breathing for 10 min. In a first test, participants used silent HU in the mindful breathing period. After 2 days, they used sonified HU in a second test.

During the tests, participants sat in an undisturbed environment. Heart rate, RMSSD, HF, and LF were measured through the Actiheart device (Figure 2). The visual analog scale described earlier was used for assessing subjective stress levels after each session of the test.

After the experiment, we performed a semi-structured interview with questions organized in 3 sections. The first section contained questions about the participants’ ways of relieving stress in everyday life. The second section contained questions about HU that did not have to do with the sonification (eg, how they had used HU in their everyday life and whether they could relate the vapor flow or light to their heart rate). The last section explored issues related to the sonification. First, they were asked to describe their experiences with the sonification, and that whether they could relate the sound rhythms to their heart rate. Subsequently, we asked them what characters of sound (pitch, tempo, and volume) would make them comfortable, and how the sonification could be improved.

Results

Sonified Design Phase: Results From the Exploration Study

In the exploration stage, we observed the usage of HU in home settings with 5 participants as described earlier and analyzed their recorded videos, photos, and self-report diaries. The 5 participants reported different degrees of relaxation during and after engaging with HU. Three reported that HU guided them to breathe mindfully.

When I used it, I know it worked with my breath and enabled me to follow it and take away my focus from the work. It makes me calm and peaceful… [P1]
I felt relaxed when I breathed with HU. After that, I studied more efficiently… [P4]

Three of them used HU in the evening and before going to bed. One preferred the morning and another chose the afternoon time for relaxation. They used HU for 10-20 min at a time. Most of them installed HU in their bedrooms and living rooms for mindfulness and relaxation. One used HU on a desk beside her while working. The bedroom was the most popular location for HU.

Apart from engaging with HU to support mindful breathing, they explored how HU, as an artifact, could fit into their daily life. To illustrate this last point, some found that HU could serve as a humidifier or ambient light, with the added benefit of enhancing calmness and relaxation.
It just makes me feel good when HU is besides me. [P2]
I like the dim yellow light and the vapor. Especially the white vapor...looks dreamy... [P3]
I used HU as a humidifier at home. It works for me...I like a multi-functional device...could be a breath machine for meditation, a humidifier or an ambient light... [P5]

In terms of the 3 interactive sound themes, 2 out of 5 participants thought nature sounds best helped them relax. They commented that the sound of water such as ocean waves could help them relax. The others believed meditation music was more relaxing. The woman's breathing sound can be used for guiding the breath but was not considered as relaxing as the other two themes.

Table 1. Mean and t test scores during resting baseline and silent HU

<table>
<thead>
<tr>
<th>Measures</th>
<th>Baseline</th>
<th>Silent HU</th>
<th>t test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>68.6</td>
<td>63.4</td>
<td>4.8702</td>
<td>.008</td>
</tr>
<tr>
<td>Standard error</td>
<td>2.32</td>
<td>2.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSSD</td>
<td>46.396</td>
<td>58.734</td>
<td>−2.9317</td>
<td>.04</td>
</tr>
<tr>
<td>Mean</td>
<td>8.28</td>
<td>8.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>8.98</td>
<td>8.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LF:HF</td>
<td>2.37</td>
<td>3.264</td>
<td>−0.5512</td>
<td>.61</td>
</tr>
<tr>
<td>Mean</td>
<td>0.89</td>
<td>1.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>0.89</td>
<td>1.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective stress (0-10)</td>
<td>6.54</td>
<td>3.1</td>
<td>4.4278</td>
<td>.01</td>
</tr>
<tr>
<td>Mean</td>
<td>0.70</td>
<td>0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>0.70</td>
<td>0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Mean and t test scores during resting baseline and sonified HU

<table>
<thead>
<tr>
<th>Measures</th>
<th>Baseline</th>
<th>Sonified HU</th>
<th>t test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>68.6</td>
<td>68.4</td>
<td>0.0960</td>
<td>.93</td>
</tr>
<tr>
<td>Standard error</td>
<td>2.32</td>
<td>3.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSSD</td>
<td>46.396</td>
<td>45.094</td>
<td>−0.1783</td>
<td>.87</td>
</tr>
<tr>
<td>Mean</td>
<td>8.28</td>
<td>2.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>8.28</td>
<td>2.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LF:HF</td>
<td>2.37</td>
<td>5.126</td>
<td>−1.3160</td>
<td>.26</td>
</tr>
<tr>
<td>Mean</td>
<td>0.89</td>
<td>2.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>0.89</td>
<td>2.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective Stress (0-10)</td>
<td>6.54</td>
<td>2.9</td>
<td>4.3993</td>
<td>.01</td>
</tr>
<tr>
<td>Mean</td>
<td>0.70</td>
<td>0.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>0.70</td>
<td>0.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Mean and t test scores during silent HU and sonified HU

<table>
<thead>
<tr>
<th>Measures</th>
<th>Silent HU</th>
<th>Sonified HU</th>
<th>t test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>63.4</td>
<td>68.4</td>
<td>−3.2969</td>
<td>.03</td>
</tr>
<tr>
<td>Standard error</td>
<td>2.77</td>
<td>3.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSSD</td>
<td>58.734</td>
<td>45.094</td>
<td>−1.5197</td>
<td>.2</td>
</tr>
<tr>
<td>Mean</td>
<td>8.98</td>
<td>2.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>8.98</td>
<td>2.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LF:HF</td>
<td>3.264</td>
<td>5.126</td>
<td>−2.3225</td>
<td>.08</td>
</tr>
<tr>
<td>Mean</td>
<td>1.63</td>
<td>2.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>1.63</td>
<td>2.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective Stress (0-10)</td>
<td>3.1</td>
<td>2.9</td>
<td>0.2453</td>
<td>.82</td>
</tr>
<tr>
<td>Mean</td>
<td>0.56</td>
<td>0.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>0.56</td>
<td>0.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t4 degrees of freedom=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We compared the measures of HR, RMSSD, LF:HF, and subjective stress during each session and analyzed the results individually (in Multimedia Appendix 1).

Sonified Design Phase: Results From the Experiment

A paired t test was used to evaluate the effects of using silent HU and sonified HU among the 5 participants. The HR, RMSSD, LF:HF, and subjective stress scores are shown in Table 1. The mean value of HR using silent HU is significantly lower than the resting baseline and sonified HU (63.4 vs 68.6, P=.008; 63.4 vs 68.4, P=.03, respectively). The mean value of RMSSD using silent HU is significantly higher than the resting baseline (58.734 vs 46.396, P=.04). However, the mean values of RMSSD and LF:HF during use of sonified HU showed no significant improvement compared with silent HU and the resting baseline. The subjective stress assessment was significantly improved in silent HU (3.1 vs 6.54, P=.01) and sonified HU (2.9 vs 6.54, P=.01) compared with the resting baseline. In terms of subjective stress, there was no significant difference between silent and sonified HU (P=.82).

Sonified Design Phase: Interview Findings

P1 and P4 thought silent HU worked better than sonified HU. They declared that the visual aids were more effective than the...
auditory for relieving stress, as the vapor seemed more connected to the breath.

I think it can help me some...it was a relaxing device in that sense. I would observe the light changing for a little while and then close my eyes to relax. [P1]

I found the sound and vapor did not correspond to each other. I focused on the vapor more than the sound so that I did not notice the relationship between sounds and my bodily state. [P4]

Three more participants were also unsure about the sound and its relation to their bodies. They guessed there might be connections between the sound and their breathing or heart rate, because the music changed when they realigned their postures:

Though sometimes it was a very weird pitch of the sound, I could partly find that the sound corresponded to my breathing when I took a deep breath. [P3]

I suspect the pitch and frequency of the audio were affected by my pulse, because when my pulse was high and fast, the sound would be more rapid and at a higher pitch. [P5]

I did not know how it worked, but I sometimes found the sound to be a little bit weird and distorted. [P2]

Thus, the perceived clarity of mappings between body and visualizations and sonifications should be taken into account in designing interactive interfaces.

We asked concrete questions about the perceived effectiveness of the sonification for stress reduction. Three participants thought sound helped them ease tension and relax. One thought the interactive sound should be changed more gradually. One of them wanted to equip HU with surround sound for an immersive experience. One felt natural sounds such as wave sounds naturally helped that person better than music because of their rhythmic constancy. All thought the music should be simple, so they could focus on their breath and not on the music.

Two participants found the changing tempo annoying. One of them put it this way:

Changing the tempo of the music continuously makes it weird. The music becomes distorted, and you focus on the sound. The pitch was going up and down a lot, it is better to have steady music to relax. [P2]

One participant was annoyed with the audio clips being repeated. When asked about the dynamic volume, most said they had not noticed the volume changed with their heart rate measures.

**Discussion**

**Principal Findings**

By developing and testing HU, we found that its vapor, light, and sound could enhance stress reduction. There was much interindividual variability in terms of preferred settings and modes and perceived stress reduction, and HR and HRV measures. Subjective stress levels were significantly improved with both silent and sonified HU. The mean value of HR using silent HU was significantly lower than the resting baseline and sonified HU. The mean value of RMSSD using silent HU was significantly higher than the resting baseline. However, the mean values of RMSSD and LF and HF during the use of sonified HU showed no significant improvement compared with silent HU and the resting baseline. In terms of subjective stress, we found no significant difference between silent and sonified HU.

How the participants perceived the mappings between heart rate and visualizations and sonifications influenced their overall experience. Regarding our interactive sound program that adjusts speed and volume according to the heart rate, there are challenges that need to be addressed. The sound tempo was not the only characteristic affected by heart rate; the pitch too was changed as a side effect. From our observations and interviews, it became clear that such pitch distortions bothered the participants. It is easy to see why: tempo and pitch play effectual and esthetic roles in music and it can be difficult to change both tempo and pitch at the same time while preserving those roles. One possible solution is to keep a slow tempo all the time. We did not test with such a noninteractive sonification, but it could be interesting to compare with in the future. Another possible solution is to use advanced sound processing, so that the pitch is preserved with tempo.

Although the sound volume varied during the experiment, participants did not notice. When we asked them about how changing the volume dynamically might enhance relaxation, they all stated that such volume changes would not affect them. It is unclear to us why sound volume did not seem to matter.

An interesting finding is that P2 and P3 felt sleepy when using HU. Participants felt calm after they used sonified HU, and most of them used HU in their bedrooms. One participant said:

It makes me peaceful and sleepy. Therefore, I think it will be an excellent tool for sleep. [P2]

HU could perhaps function as a sleep aid. HU was designed as digital mindfulness artifact, and mindfulness is commonly associated with alert wakefulness. However, most meditative traditions have incorporated measures for keeping meditators awake. It is common, for example, in many schools of Buddhism to hit meditators with a stick on their backs when they fall asleep. Zen masters often do this. As our users engaged with HU, participants who felt sleepy were clearly able to calm down as in mindful meditation and like many other meditators this brought them closer to the sleeping state. A similar finding was reported by Britton et al, that is, that early phases of meditation may produce more fatigue and sleep propensity whereas later stages produce greater wakefulness as a result of neural changes and more efficient processing [83]. Sleepiness may not be the state that is most desirable in mindful mediation, but it seems to be a phase novice practitioners often go through. This would be interesting to explore in detail in a future study.

Another point to be discussed is the discrepancy between Actiheart measurements and subjective experience. For example, P3 reported feeling more relaxed in the period of sonified HU with a score of 0.5 compared with 3 of silent HU. However, RMSSD and LF and HF measures indicated that sonified HU was associated with more stress than silent HU and the resting period. The post-study interview may help us understand the
reason for the discrepancy between subjective and physiological measures. As P3 said:

I do not like that the tempo of the sound changed. If your heart rate is below your initial point, you are very relaxed. However, if your heart rate is higher than a particular point, say 79, the music you used was at very high pace, and you couldn’t feel relaxed... [P3]

There was also a discrepancy between physiological measurements and self-reported stress levels in the case of P5. P5 expressed her critical opinion on the dynamic sound:

I do not like this form of the sound. It is acceptable that the tempo is changing but not for the pitch. I also think the rhythm should not be modified a lot. [P5]

What is the right way to think about the physiological HRV measures and the self-reported stress measures? We cannot make sense of these measures without taking into account several complicated factors. One factor is for example that of the psychological situation of the test subject; it could be that the test subject is reporting feelings of relaxation while the subject is in fact not experiencing such feelings. The subject might be trying to please the experiment leader. Another factor could be sampling: perhaps the HRV equipment did not sample the signals adequately. A third factor is that the physiological and psychological measures actually might come apart, that is, they do not correspond perfectly. We hope to explore further about the relations between HRV measures and self-reported stress measures in a future follow-up study. We learned from our case study how important it is to work in a cross-disciplinary team and to make sense of the data from different perspectives. Calvo et al have stressed the significance of partnership between psychology, social sciences, and technologists [31] in the domain of human-computer–interaction for well-being. We use objective and subjective (qualitative and quantitative) approaches in terms of the assessment of mindfulness-based stress reduction. HRV measurements are commonly used in stress and medical research. These objective measures of stress are seldom used by researchers in human-computer–interaction and user experience design. The results of our study suggest we should not abandon subjective reports of user experiences. Both subjective and objective methods give valuable information. We found that the differences between the objective and subjective assessments were intriguing and prompt us to investigate them further.

**Limitations**

The main limitation of this study was the low number of participants. Moreover, the participants were recruited by a snowball sampling technique. To prove that sonified HU is effective in comparison with silent HU in improving HRV, more users would have to be recruited and according to a random sampling scheme. The participants’ home environments were chosen as the experimental settings, but naturally, it is impossible to control for potentially disturbing factors in the same way that one can do in a lab or dedicated test environment.

**Future Work**

This study provoked greater thinking about how to design sonified devices for relaxation and mindfulness. The question of how biodata-based interactive sound could potentially reduce stress, along with the question of whether interactive sound or regular music or sounds has a more positive influence on stress reduction are topics that warrant further exploration. We plan to continue our investigations and design headphones with a pulse sensor and sound files embedded inside. A further challenge with such a device would be to incorporate HRV functionally.

**Conclusions**

The primary purpose of this study was to investigate whether a newly developed tool, HU, could support mindful breathing and help users reduce stress after exposure to a mental stressor. The observations, interviews, and HRV data helped us to, if not fully answer this question, explore it. Our study indicates the potential of interaction design based on vapor, light, and sound to support mindful breathing and stress reduction. Further to this, feedback from user explorations of HU in their homes and the interviews helped us understand more about the subjective experiences of using this kind of installation.
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Comparison of the measures of HR, RMSSD, LF/HF, and subjective stress during each session and individual analysis of the results.
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### Abbreviations

- **ANS:** autonomic nervous system
- **MBSR:** mindfulness-based stress reduction
- **HR:** heart rate
- **HRV:** heart rate variability
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